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This study is aimed at exploring the expression pattern and methylation level of G0S2 in the peripheral blood mononuclear cells
(PBMCs) of myasthenia gravis (MG) patients with positive acetylcholine receptor (AChR) autoantibodies and revealing the
relationship between the G0S2 methylation pattern and MG. The relationship between the NFAT family members and G0S2
was explored to reveal the regulatory mechanism of G0S2 in the pathogenesis and treatment of AChR MG. Moreover, we
attempted to demonstrate the potential therapeutic mechanism of tacrolimus in AChR MG. The relative G0S2 expression level
in the PBMCs of healthy people was compared with that in the PBMCs of AChR MG patients with quantitative real-time PCR
(qRT-PCR). The methylation frequency of the G0S2 promoter was detected by bisulfite sequencing PCR (BSP) and
pyrosequencing. A dual-luciferase reporter system was used to reveal the relationship between the G0S2 promoter and nuclear
factor of activated T cells 5 (NFAT5). The qRT-PCR results showed that G0S2 expression was significantly upregulated in the B
cells and CD8+ T cells of AChR MG patients but not in the CD4+ T cells, and these expression differences were significantly
associated with a decrease in G0S2 methylation. NFAT5, which was speculated to bind to island 1 (p1) in the G0S2 promoter,
may regulate the lymphocyte balance by regulating G0S2 gene expression but failed to affect the methylation of the G0S2
promoter. Tacrolimus therapy-induced methylation and overexpression of NFAT5 could significantly reduce the expression of
G0S2 in AChR MG patients. The G0S2 gene was remarkably upregulated in the PBMCs of MG patients. NFAT5 may affect
transcription initiation and downregulate G0S2 expression through p1 in the promoter, thus controlling G0S2 gene expression
and regulating the lymphocyte balance. Therefore, G0S2 could be an immune regulatory factor in both AChR MG occurrence
and treatment with tacrolimus.

1. Introduction

Myasthenia gravis (MG) is an autoimmune disease charac-
terized by a transmission disorder of the neuromuscular
junction. The molecular immunopathology of MG is due to
the presence of circulating autoantibodies that specifically
target the acetylcholine receptor (AChR), muscle-specific
tyrosine kinase (MuSK), or low-density lipoprotein (LDL)
receptor-related protein 4 (LRP4). Patient-derived AChR,
MuSK, and LRP4 autoantibodies in MG are demonstrably
pathogenic (B cells in the pathophysiology of myasthenia
gravis), and patients most often harbor only one of these
autoantibody specificities. In approximately 75–85% of MG

patients, AChR autoantibodies are detectable [1, 2]. The
attack on postsynaptic components or functionally related
molecules by AChR antibodies is regarded as the main path-
ogenesis of MG. Our understanding of MG immunopathol-
ogy remains incomplete. It appears that the mechanism
used by B cells for autoantibody production in AChR and
MuSK MG differs, although details on both are needed to
understand the immunopathology that will guide the devel-
opment of more effective therapies [3].

It is generally agreed that the cell cycle plays an important
role in regulating the clonal deletion of self-antigen-reactive
lymphocytes, maintaining immune homeostasis and pre-
venting the occurrence of autoimmune diseases [4].
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Peripheral blood mononuclear cells (PBMCs) are suspended
in blood plasma, which circulates these immune-related cells
throughout the body [5]. Investigating PBMC disorders
could represent a method of better understanding the patho-
genesis of MG. Most MG patients could achieve satisfactory
improvement via the application of immunosuppressive
therapy, such as glucocorticoid [3]. However, the long-term
use of corticosteroids is associated with severe adverse events.
To prevent these side effects, a novel immunosuppressant is
desired. Tacrolimus (FK-506), which is similar to cyclosporin
A (CsA), is a kind of calcineurin inhibitor that can restrain
calcium-dependent phosphatase calcineurin and suppress
the immune response [6]. Compared to CsA, tacrolimus is
more effective but has fewer side effects [7], and its benefits
for MG treatment have been proven in several studies and
recommended by international experts’ consensus. However,
until now, the therapeutic mechanism of tacrolimus on MG
has not been elucidated.

A previous study suggested that cyclosporin A could
downregulate the expression level of G0/G1 Switch Gene 2
(G0S2) in cultured human blood mononuclear cells [8].
Tacrolimus may share the same therapeutic mechanism with
cyclosporin A in the treatment of MG. Thus, the G0S2 may
be a potential therapeutic site for tacrolimus. In a previous
report, the G0S2 gene was found in PBMCs and recognized
as a potential tumor suppressor gene [9]. Studies on the cell
cycle suggest that G0S2 expression is related to the G0 to
G1 transition; however, elevated levels of G0S2 inhibited cell
proliferation and the G0 to G1 transition [10]. Additionally,
other studies have suggested that G0S2 is significantly upreg-
ulated in the lymphocytes of immunodeficient and systemic
lupus erythematosus patients [11, 12]. We screened the inte-
gration of aberrant lncRNA and mRNA expression changes
in the PBMCs from MG patients in our previous study
[13]. The lncRNA oebiotech_11933, which had 3 cis genes
(C1orf74,G0S2, and TRAF3IP3), was one of the 12 differently
expressed lncRNAs from the MG patients. The expression of
the G0S2 gene was significantly higher/lower in MG patients
than in healthy volunteers at the mRNA level. Based on these
findings, we focused on this gene and investigated the func-
tion of G0S2. Moreover, the promoter region of G0S2 con-
tains potential binding sites for nuclear factor of activated T
cells (NFAT) [14]. Moreover, the binding sites were located
in the promoter region at CpG sites, so the NFAT gene family
members may affect the G0S2 expression level by affecting
methylation. In our study, we implemented a luciferase assay
and confirmed the predicted that the inhibitory regulation of
NFAT5 andG0S2 could be implicated in the pathophysiology
of AChR MG. NFAT5 encodes a transcription factor belong-
ing to a family of proteins that plays a central role in regulat-
ing gene transcription during the immune response induced
by osmotic stress in mammalian cells. NFAT5 is vital to cell
cycle progression and T cell proliferation [15].

In the present study, we aimed to explore the expression
pattern and methylation level of G0S2 in the PBMCs of
AChR MG patients and reveal the relevant relationship
between G0S2 patterns and AChR MG. The relationships
between NFAT5 and G0S2 in B cells and T cells were
explored to reveal the different regulatory mechanisms in dif-

ferent lymphocyte subsets during the pathogenesis and treat-
ment of MG. In addition, our future studies evaluating the
effects of tacrolimus on CD8+ T cells and B cells in AChR
MG patients should be particularly informative.

2. Material and Methods

2.1. Patients. This study was approved by the Ethics Commit-
tee of Xiangya Hospital (No. 201503233); all patients provided
written informed consent. All experiments were performed
according to the relevant guidelines and regulations. PBMC
samples were obtained from MG patients with positive AChR
antibodies and control patients without myopathy. Peripheral
blood samples from 50 AChR MG patients and 30 healthy
individuals were collected for gene expression analysis. All cell
and tissue samples were used for the cell apoptosis assay and
quantitative real-time PCR (qRT-PCR). MG patients ranged
from 18 to 70 years old. All patients were initially treated as
outpatients and did not take any immunosuppressants in the
3 months prior to the start of the study. They did not have
any autoimmune diseases (ADs). The peripheral blood sam-
ples from the control group were collected from the medical
examination center (MEC).

2.2. Reagents. TRIzol Reagent (Cat. No. 15596-018) and an
anti-AmIg-FITC antibody were obtained from Invitrogen,
Inc. SYBR® Premix Ex Taq™ (Perfect Real Time), and the
Genomic DNA Extraction Kit were purchased from TaKaRa,
Inc. (Otsu, Shiga, Japan). The ReverTra Ace® qPCR RT Kit
was purchased from TOYOBO, Inc. The EpiTect Bisulfite
Kit was purchased from Qiagen, Inc.

2.3. Monocyte Isolation. Approximately 5mL of diluted
peripheral blood (heparinized) was further diluted with
Hank’s buffer at a ratio of 1 : 3 and was slowly added to
5mL lymphocyte separation medium (Percoll, Solarbio, Bei-
jing) in a 15mL centrifuge tube. The mononuclear leukocyte
layer was isolated by centrifugation at 1200 rpm for 20min.
Cells at the interface were collected and slowly washed with
5mL of sterile Hank’s buffer and centrifuged at 1000 rpm
for 5min. Then, the cell pellets were washed and centrifuged
2-3 times with Hank’s buffer using the same parameters.
After that, magnetic beads were used to separate the CD4+
T cells from the CD19+ B cells. Total PBMCs from MG
patients, PBMCs from healthy controls, CD4+ T cells from
MG patients, and CD19+ B cells from MG patients were
resuspended in DMEM complete medium (HyClone, USA)
with 15% fetal bovine serum (Gibco, USA). The cell suspen-
sion was seeded in a culture flask (Corning, USA).

2.4. RNA Isolation and Quantitative Real-Time PCR. TRIzol
Reagent (Invitrogen, Cat. No. 15596-018) was used to extract
the total RNA from the peripheral blood and thymus tissues
of MG subjects (with and without thymoma) and control
patients according to the manufacturer’s instructions. The
total RNA concentrations were measured with a UV spectro-
photometer. Reverse transcription was then performed with
a ReverTra Ace® qPCR RT Kit (TOYOBO) after the genomic
DNA was removed. (SYBR Premix Ex Taq™, TaKaRa, Otsu,
Shiga, Japan) in triplicate with sequence-specific PCR
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primers on a StepOne Plus system (Applied Biosystems, Fos-
ter City, CA, USA). TheGAPDH gene was used as an internal
control for each sample. The primer sequences are listed in
Table 1. PCR amplification for all detected genes was per-
formed in triplicate under the following conditions: initial
denaturation at 95°C for 30 s, followed by 40 cycles of 95°C
for 5 s and 60°C for 34 s. The relative quantification of gene
expression was normalized against GAPDH by using the
2−ΔΔCT method.

2.5. Analysis of the G0S2 Promoter Methylation. Genomic
DNA was isolated from PBMCs. The present study selected
the region from -666 bp to +31 bp of the G0S2 genomic gene
sequence as the target fragment. Bioinformatics analysis
showed that there are two different CpG islands in the
G0S2 gene promoter region (island 1 (p1) and island 2 (p2)
of the G0S2 promoter). The primers for both p1 and p2
located in the G0S2 promoter region were designed by the
Methyl Primer Express version 1.0 software (Thermo Fisher
Scientific, Inc.). The primer sequences are listed in Table 1.

Genomic DNA samples from the PBMCs of CD4+ T
cells, CD8+ T cells, and CD19+ B cells from MG patients
and healthy control, respectively, were extracted according
to the instructions provided with the Genomic DNA Extrac-
tion Kit; then, the samples were analyzed by bisulfite
sequencing PCR (BSP) with the EpiTect Bisulfite Kit, which
detected the methylation status of the CpG islands at the
G0S2 gene promoter regions of all samples [16, 17]. PCR
was used to amplify p1 and p2 in the G0S2 promoter and
was performed in a total volume of 50μL with the following
reagents: 1μL cDNA template, 1μL G0S2-bsp-1F/R for p1
(or G0S2-bsp-2F/R for p2), 1μL DNA polymerase, 5μL
10× PCR buffer (Mg2+ plus), 4μL dNTP mixture, and 37μL

RNase-free ddH2O. When the CpG sites in the region ana-
lyzed by methylation-specific PCR (MSP) are methylated,
the methylated (M) band will appear, while the demethylated
(U) band will be present when the sites are demethylated.
Occasionally, both bands could be present if the sites are par-
tially methylated. The PCR product was purified and cloned
into a pMD-18T vector. The positive clones were selected
and sequenced.

After confirming the exact sequence with traditional
sequencing, the methylation status of the G0S2 gene pro-
moter region was further validated by pyrosequencing with
an EpiTect Bisulfite Kit [18]. Genomic DNA from 64 MG
patients and 64 healthy volunteers was modified with
bisulfite reagents following the manufacturer’s instructions
(Zymo Research, Orange, CA). This modification resulted
in a conversion of demethylated cytosine to thymine,
whereas the methylated cytosine remained unchanged. A
total of 20 ng of bisulfite-modified genomic DNA from
each sample was subjected to PCR amplification and was
directly pyrosequenced with the ABI 3700 automated
sequencing system (Applied Biosystems, Carlsbad, CA) to
detect the methylation level of each CpG site in the
G0S2 promoter. G0S2 methylation was also detected by
real-time quantitative-MSP (RQ-MSP) using SYBR Premix
ExTaq™ according to the manufacturer’s instructions to
verify the pyrosequencing result. The normalized ratio
(NM-G0S2) was used to assess the G0S2 methylation in
each sample and was determined using the following for-
mula:

NM‐G0S2 = EM‐G0S2ð ÞΔCT⋅G0S2 control‐sampleð Þ ÷ EALUð ÞΔCT⋅ALU control‐sampleð Þ:

ð1Þ

Table 1: Primers used in the study.

Primer name Primer sequence (5′-3′) Utilization

G0S2-F GAGAGGAGGAGAACGCTGAG qRT-PCR

G0S2-R CTTCTGGGCCATCATCTCCT qRT-PCR

DNMT3B-F CAAACCCAACAACACGCAAC qRT-PCR

DNMT3B-R ATCTTCCAGGCTGCTCTTGT qRT-PCR

DNMT1-F ACCAAGAACGGCATCCTGTA qRT-PCR

DNMT1-R GCTGCCTTTGATGTAGTCGG qRT-PCR

NFAT1-F AACACCAAAGTCCTGGAGATAC qRT-PCR

NFAT1-R AATGTCCGTCTCGCCTTTC qRT-PCR

NFAT2-F AATTCTCTGGTGGTTGAGATCC qRT-PCR

NFAT2-R TACTGGCTTCGCTTTCTCTTC qRT-PCR

NFAT5-F GATTCAGCCCAAGGCATACA qRT-PCR

NFAT5-R GCAGCTGACTAGAAGCAGAAA qRT-PCR

NAPDH-F GCCAAAAGGGTCATCATCTC qRT-PCR

NAPDH-R GTAGAGGCAGGGATGATGTTTC qRT-PCR

G0S2-bsp-1F TAATGTTAGGTTGTTTTGGATAAGG BSP PCR

G0S2-bsp-1R ACTACAACTCTCCCAATTAAAAACTC BSP PCR

G0S2-bsp-2F TTTTAATTGGGAGAGTTGTAGTTGT BSP PCR

G0S2-bsp-2R ACCAAAAAAATCAACTCCTAAACC BSP PCR
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2.6. Regulatory Relationship Detection between NFAT5 and
the G0S2 Gene. To verify how the NFAT5 gene regulates
the expression level of G0S2, the NFAT5 gene was cloned
and sequenced with sequence-specific PCR primers, and
the recombinant plasmid pEGFP-N1-NFAT5 was con-
structed. Different concentrations of pEGFP-N1-NFAT5
(100 ng and 200ng) were transfected into the PBMCs of
MG patients with lipofectamine (Lipo 2000). The control
group was transfected with scrambled G0S2 mRNA con-
structs, and G0S2 promoter methylation was analyzed 48
hours after the transfection. The methylation statuses were
further validated by BSP. The primer sequences used are
listed in Table 1. GAPDH was used as an internal control.
The relative quantification of gene expression was normal-
ized against GAPDH by using the 2−ΔΔCT method.

2.7. Detecting the Relationship between NFAT5 and the G0S2
Gene Promoter. Dual-luciferase reporters are often employed
to make relational or radiometric measurements within one
experimental system. Typically, one reporter is used as an
internal control, and the other reporter is normalized. To
identify how the NFAT5 gene and the promoter of G0S2
interact, the recombinant plasmids pGL3-Basic-p1 (inserted
with p1), pGL3-Basic-p2 (inserted with p2), pGL3-Basic-
p12 (inserted with the continuous p1 and p2 sequences),
and pEGFP-N1-NFAT5 (inserted with NFAT5) were
constructed.

Jurkat T cells were incubated in DMEM containing
10% fetal bovine serum and placed in an incubator at
37°C and 5% CO2. Cells in the logarithmic growth phase
were counted with trypan blue and seeded in 24-well cell
culture plates at 1 ∗ 105/well until the cells grew to 80%
confluence. Then, 750ng of the reporter plasmids pGL3-
Basic-p1, pGL3-Basic-p2, and pGL3-Basic-p12 and 60ng
of pRL-TK were diluted with 50μL serum-free OPT1-
DMEM and incubated for 5min at room temperature.
Liposomes were also cultured in 50μL serum-free OPT1-
MEM with 2μL of Lipofectamine™ 2000. This plasmid
and liposome mixture were incubated at room tempera-
ture for 5min, gently mixed, and allowed to stand for
20min at room temperature. The original medium in a
24-well plate was discarded; the plate was washed twice
with PBS, and 500μL serum-free OPT1-DMEM was added
per well. Cells were transfected with the plasmid and lipo-
some mixture and were gently shaken and mixed. The
transfection mixture was placed in a 37°C, 5% CO2 incu-
bator. After transfection for 24 hours, the transfected cells
were subjected to a luciferase assay to detect the hLuc and
hRluc activities [19, 20]. When cells positive for pGL3-
Basic-p1, pGL3-Basic-p2, and pGL3-Basic-p12 were identi-
fied, liposomes, Lipofectamine™ 2000 (2μL), and 200ng
pEGFP-N1-NFAT5 were mixed with 50μL serum-free
OPT1-MEM at room temperature for 20min. The plasmid
(pEGFP-N1-NFAT5) and liposome mixture was trans-
fected into 3 positive cell lines and was gently shaken
and mixed. The mixture was placed in a 37°C, 5% CO2
incubator. After transfection for 24 hours, the transfected
cells were subjected to a luciferase assay to detect the hLuc
and hRluc activities [19, 20]. Each luciferase assay was

performed in triplicate, and GraphPad Prism 4.0 was used
to analyze the data and generate the histograms.

2.8. Regulation of the G0S2 Expression Level. During a 3-
month course of tacrolimus therapy in MG patients, the sub-
jects received daily doses of 3-5mg tacrolimus prior to eating
[8]. The dose of tacrolimus to treat MG ranges from a fixed
daily dose of 3mg to a weight-based approach of 0.05 to
0.1mg/kg/day. Peripheral blood samples were collected from
MG patients before and after tacrolimus therapy for RNA
extraction and qRT-PCR. The expression levels of G0S2 in
the PBMCs with and without tacrolimus therapy for three
months were measured by qRT-PCR.

Total PBMCs were isolated from MG patients and resus-
pended in DMEM complete medium+15% fetal bovine
serum and 1% penicillin/streptomycin in a culture flask
(Corning, USA). Isolated PBMCs were treated as follows:
PBMCs were cocultured with 5-aza-dC (DAC) to perform
DNA demethylation; the original PBMCs were transfected
with the plasmid (pEGFP-N1-NFAT5) and liposome mix-
ture; and PBMCs were treated with DAC and transfected
with the plasmid (pEGFP-N1-NFAT5) and liposome mix-
ture. All different cells were collected for RNA extraction
and qRT-PCR. The expression levels of G0S2 in PBMCs
treated with different conditions were measured by qRT-
PCR.

2.9. Statistical Analyses. All result data were statistically ana-
lyzed with SPSS 13.0 software. All data with continuous var-
iables are expressed as themean ± SD. Comparisons between
two groups were performed by Student’s t test. p < 0:05 was
considered statistically significant.

3. Results

3.1. G0S2 Gene Is Upregulated in MG Patients. Previous
mRNA microarray analyses of the PBMCs of MG patients
[13] revealed that distinct biological pathways had diverse
functions. Based on the GO biological process results, differ-
entially expressed genes between healthy people and MG
patients were annotated. As a key gene in cell cycle regula-
tion, the expression of the G0S2 gene was significantly higher
in MG patients than in healthy volunteers at the mRNA level.
Based on these findings, we focused on this gene and investi-
gated the function of G0S2. The expression patterns of G0S2
in the PBMCs of 50 MG patients and 20 healthy volunteers
were determined by qRT-PCR. Compared with the mRNA
microarray analysis results, the G0S2 gene showed a more
significant upregulation in the peripheral blood of MG
patients. qRT-PCR revealed that the expression level of
G0S2 was sharply upregulated (up to a 2,200-fold change)
in the PBMCs of MG patients (Figure 1). The expression pat-
tern of G0S2 in the PBMCs of MG patients suggested the
involvement of G0S2 in MG.

3.2. Association between G0S2 Methylation and Expression in
MG Patients. Through sequencing and bioinformatics analy-
sis, two CpG islands (-258 bp to +31 bp and -666 bp to
-237 bp) were found in the promoter region of G0S2
(Figure 2(a)) and were named p1 and p2. The methylation
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levels of the two CpG islands were detected by BSP. The
results showed that the upstream sequence from -258 bp to
+31 bp (p2) had no obvious variation in the methylation level
between the MG and healthy groups. The ATG upstream
sequence from -666 bp to -237 bp (p1) was clearly downreg-
ulated in MG patients compared with in healthy individuals.
The methylation level of the p1 promotor was 12.25% in the
PBMCs from healthy controls and downregulated to 5.16%
in the MG patients (p < 0:05) (Figure 2(c)). Moreover, the
pyrosequencing results of samples from 64 MG patients
and 64 healthy volunteers showed a downward trend of the
methylation level of each CpG site in p1 (Figures 2(b)–2(d)).

The total PBMCs from the control group had a 10%
methylation level on the G0S2 promoter, while the PBMCs
from the MG group had a 3% methylation level on the
G0S2 promoter. It is worth mentioning that the methylation
level of the G0S2 promoter in different cell types showed a
different pattern (Figure 3). The methylation level of G0S2
in the CD4+ T cells, CD8+ T cells, and CD19+ B cells
between the MG patients and healthy volunteers were ana-
lyzed, and positive results were obtained. The CD 19+ B cells
from the control group had an 8.8% methylation level on the
G0S2 promoter, while the CD19+ B cells from the MG group
had a 3.44% G0S2 methylation level. The CD4+ T cells from
the MG patients had a 9.76% DNA methylation level, which
was equivalent to the methylation level of the CD4+ T cells
from the healthy controls (9.88%). The same result was
obtained for the CD8+ T cells (8.62% for the MG group vs.
9.12% for the healthy volunteers). These results indicate that
the changes in the methylation level of the G0S2 DNA pro-
moter from PBMCs were from B cells and CD8+ T cells while
the CD4+ T cell showed little change.

It is known that the methylation level of the DNA pro-
moter region is inversely correlated with the expression level
of the target gene. These results suggested that the lower
methylation level of p1 may increase the expression of
G0S2 in MG patients. We also detected the expression level
of G0S2 in these samples, and a significant negative correla-

tion was found between the expression level of the G0S2 gene
and the methylation level of theG0S2 promoter (Figure 4 and
Table 2). The expression of G0S2 in CD19+ B (p < 0:05) and
CD8+ T (p < 0:05) cells from MG was upregulated compar-
ing with that from healthy control, but the expression the
G0S2 in CD4+ T cell showed no significant change between
2 groups (p > 0:05). This result explains why the methylation
level of the promoter decreased while the expression level
increased.

3.3. NFAT5 Inhibits the Expression Level of G0S2. The tran-
scription factor gene family NFAT consists of five different
members, including NFATc1, NFATc2, NFATc3, NFATc4,
and NFAT5. To verify the relationship between the NFAT
family members and G0S2, the expression levels of the five
NFAT members in MG patients were determined by qRT-
PCR. We found that NFATc1, NFATc2, and NFAT5 were
downregulated in the PBMCs of MG patients (Figure 5(a)).
In particular, there was a negative correlation between the
expression level of NFAT5 and the expression level of G0S2
(Figure 6). To verify the relationship between NFAT5 and
G0S2, the recombinant plasmid pEGFP-N1-NFAT5 was con-
structed and transfected into PBMCs from MG patients. The
expression level of G0S2 after NFAT5 overexpression was
decreased by 2-fold. Moreover, the fold change depended
on the concentration of the pEGFP-N1-NFAT5 recombinant
plasmid (inserted next to NFAT5) (Figure 5(b)). The expres-
sion level of G0S2 decreased to 0.8-fold of that of the control
group when the concentration of the recombinant plasmid
(inserted by NFAT5) was 0.5μg and decreased to a half the
control group level when the concentration was 1.0μg. How-
ever, according to the BSP results, the methylation status of
G0S2 in transfected PBMCs from MG patients was different
from that in nontransfected PBMCs from MG patients. This
result suggests that NFAT5 could downregulate the expres-
sion level of G0S2 but not by methylating the promoter of
the target gene.

3.4. NFAT5 Regulates G0S2 by Binding to p1 in the Promoter.
Our results suggest that NFAT5 could downregulate the
expression level of G0S2. To explain the regulatory mecha-
nism, the recombinant plasmids pGL3-Basic-p1 (inserted
by p1), pGL3-Basic-p2 (inserted by p2), pGL3-Basic-p12
(inserted by continuous p1 and p2 sequences), and pEGFP-
N1-NFAT5 (inserted by NFAT5) were constructed. A dual-
luciferase reporter system was employed to reveal the inter-
action between the NFAT5 gene and the G0S2 promoter.
With increasing concentrations of pEGFP-N1-NFAT5 trans-
fected into Jurkat T cells (pGL3-Basic-p1-, pGL3-Basic-p2-,
and pGL3-Basic-p12-containing cell lines), the fluorescence
of pGL3-Basic-p1- and pGL3-Basic-p12-containing cell lines
progressively decreased (Figure 5(c)). The pGL3-Basic-p2-
containing cell lines showed no significant changes. These
results suggested that NFAT5 could regulate the expression
level of G0S2 by binding to p1 in the promoter but showed
no binding to p2 in the promoter.

3.5. Tacrolimus Therapy Reduces the Expression Level of G0S2
in MG Patients. Tacrolimus, also named FK-506 or
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Figure 1: The relative expression level of G0S2 gene in the PMBC
from MG patients and normal healthy volunteers. ∗∗∗p < 0:01 vs.
control. The y-coordinate represents the relative expression level,
each dot represents an individual expression result, MG means the
myasthenia gravis patients, and normal means healthy volunteers.
The relative expression of G0S2 was normalized to the expression
level of internal control gene GAPDH.
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fujimycin, is an immunosuppressive drug that is used to
inhibit the immune system for specific reasons, such as an
allogeneic organ transplant [8]. It has immunosuppressive
properties similar to those of cyclosporin A but is much more
potent. To explore the therapeutic effect and mechanism of
tacrolimus on MG patients, we measured the expression
levels of the G0S2 transcripts in PBMCs from MG patients
before and after three months of tacrolimus therapy using
qRT-PCR. The expression level of G0S2 in MG patients after

tacrolimus therapy for three months was generally downreg-
ulated compared with the expression level before treatment
(Figure 7), demonstrating that tacrolimus therapy could
reduce the expression of G0S2 in MG patients. In addition,
the expression level of NFAT5 was upregulated after treat-
ment with tacrolimus. The expression levels of NFAT5 in
the drug (tacrolimus therapy)-sensitive and nonsensitive
groups showed different characteristics; the expression level
of NFAT5 in the drug-sensitive group was upregulated by
2-fold, while that in the nonsensitive groups showed no
change.
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Figure 2: G0S2 methylation level in control and MG patients. (a) The positions of two different CpG islands in G0S2 promoter region. Box
represents the different CpG islands. Number represents the positions of nucleobase. (b) G0S2methylation density in the control group; blank
circle means result which was not methylation; the black circle means methylation result. (c) G0S2 methylation density in the MG patients.
Blank circle means result which was not methylated; the black circle means methylation result. (d) Normalized ratio of G0S2methylation. MG
means the myasthenia gravis patients; ctrl means healthy volunteers. The y-coordinate represents the rate of methylation result.
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Figure 3: The methylation level of the G0S2 in different type of
cells. The y-coordinate represents the rate of methylation result;
MG means the PMBC sample from myasthenia gravis patients;
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PMBC sample.

0 500 1000 1500 2000
Expression level of G0S2

0.15

0.10

0.05

0.00

M
et

hy
la

tio
n 

le
ve

l o
f G

0
S
2

 

Figure 4: The correlation analysis between the expression level and
methylation level of the G0S2. 95% confidence interval is -0.8295 to
-0.3475 The y-coordinate represents rate of methylation result; each
dot represents an individual expression result ofG0S2. The oblique
line is the fitting curve of methylation level of G0S2.
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Table 2: Fold change of G0S2 and methylation level in PBMC from the same MG patients.

Fold change of G0S2 in
PBMC from MG

Methylation level in
PBMC from MG

Fold change of G0S2 in
PBMC from MG

Methylation level in
PBMC from MG

MG1 839.8262 0.05586734 MG14 3.16 0.09028552

MG2 261.11 0.07480559 MG15 1132.38 0.04281364

MG3 226.86 0.0878684 MG16 348.11 0.09049833

MG4 117.06 0.06729902 MG17 238.84 0.05023203

MG5 48.95 0.08162508 MG18 145.13 0.06219874

MG6 72.44 0.1017963 MG19 977.65 0.05075296

MG7 1.5 0.1118319 MG20 595.15 0.06516683

MG8 99.88 0.05115332 MG21 1211.064 0.05382841

MG9 147.86 0.05028404 MG22 1684.133 0.04635253

MG10 74.85 0.04752094 MG23 1091.28 0.06756885

MG11 14.06 0.08366191 MG24 632.5179 0.04639083

MG12 581.65 0.05811148 MG25 181.0193 0.04508229

MG13 56.93 0.1000311 MG26 1.940391 0.1133023

MG27 2.623941 0.09335699
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Figure 5: NFAT5 inhibit G0S2 expression through island 1. (a) The relative mRNA expression level of NFAT family in healthy human and
MG patients. The y-coordinate represents the relative expression level, MG means the myasthenia gravis patients, and ctrl means healthy
volunteers. (b) Upregulation NFAT5 inhibits G0S2 expression. The y-coordinate represents the relative expression level of G0S2; the
x-coordinate represents the different concentrations P-EGF-N1-NFAT5 plasmid which were transfected into T cells. (c) NFAT5
binds island 1 of G0S2 promoter region detected by dual-Luciferase reporter. Full length represents the plasmid containing islands 1
and 2; islands 1 and 2 represent the plasmid containing the corresponding CpG island sequence from G0S2 promoter.
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3.6. Both Methylation and Overexpression of NFAT5 Could
Reduce the Expression of G0S2. After treatment with DAC,
the expression level of the G0S2 gene was upregulated by
20-fold (Figure 8), which means that the expression of
G0S2 in MG patients was controlled by the methylation level
of G0S2. After demethylation of the G0S2 promoter, the
expression level of G0S2 was upregulated. Moreover, NFAT5
overexpression downregulated the expression level of
demethylated G0S2 genes.

4. Discussion

MG is an old disease caused by immune system disorders
that can lead to muscle weakness in patients [8]. At present,
the major therapies for MG are cholinesterase inhibitors,
immunosuppressants, and glucocorticoid. The change in
the expression pattern of G0S2 and NFAT5 in the PBMCs
of MG patients compared with that in healthy individuals
suggests an immune cell disorder. A disruption in the cell
cycle of immune cells could be one reason for the immune
disorder of MG patients.

The G0S2 gene was originally discovered in PBMCs and
was associated with the cell cycle.G0S2 expression is required
to accelerate the cells into the G1 phase from the G0 phase
[21]. Recent studies suggest that G0S2 is a multifunctional
protein involved in subcellular localization, gene expression
profiling, proliferation, differentiation, and lipid metabolism
[22, 23]. In a previous study, the expression level of G0S2
showed an obvious upward trend in the thymus of MG
patients [9]. Here, the same result that the expression level
of G0S2 increased in the thymus tissues and PBMCs of MG
patients was detected by qRT-PCR. The high expression level
of G0S2 (2000-fold change) in the PBMCs of MG patients
and the cell cycle-associated function may suggest that
G0S2 could be an important factor in MG.

As for the different cell types, the methylation levels of
G0S2 in CD4+ T cells, CD8+ T cells, and CD 19+ B cell
between the MG patients and healthy volunteers were ana-
lyzed. The difference between MG patients and healthy con-
trols was most significant in B cells and least significant in
CD4+ T cells. MG is directly mediated by autoantibodies
produced by B cells, and the presence of pathogenic autoan-

tibodies highlights the importance of B cells in MG patho-
physiology, the role of upstream T cells, and their
regulation with B cells. The majority of studies on the phar-
macodynamic effects of tacrolimus and the NFAT family
focus on T cells. This study suggests that NFAT5 and G0S2
may play different roles in different cell subsets.

Different subsets of immune cells that interactively work
together are necessary for immune response [24]. MG is an
AChR type for B cell-mediated autoimmune disorders. The
production of autoantibodies clearly implicates a direct role
for B cells in the disease pathogenesis. Dysregulation in
immune cell types extending beyond B lineages has been doc-
umented, indicating that a combination of factors contrib-
utes to disease manifestation. Moreover, the B cell response
in MG most certainly requires T cell help. Proinflammatory
antigen-specific T cells are involved in AChR MG, and the
pathogenic anti-AChR antibodies are high-affinity IgGs,
whose synthesis requires interaction of activated CD4+ T
cells with B cells that synthesize low-affinity anti-AChR anti-
bodies [25]. Accordingly, CD4 T cells are the drivers in the
immunopathogenesis of MG disease, and they play a multi-
faceted role in immunity, from promoting inflammation to
inducing immune tolerance and supporting B cell function.
CD8+ T cells are less important to disease pathophysiology
in AChR MG [26], although CD8+ T cells from MuSK MG
patients had higher frequencies of polyfunctional responses
than the controls and CD4+ T cells had higher IL-2, TNF-
alpha, and IL-17. In experimental autoimmune encephalo-
myelitis, CD8+ cells were shown to be both effectors and reg-
ulators. CD8+ cells have been implicated as suppressor or
regulator T cells in other autoimmune diseases [27]. Recent
studies suggest that the functions of T cells are more compli-
cated [28]. CD8+ cells were also found to help B cells in anti-
body production through the expression of the CD40 ligand
[29, 30]. The importance of CD4+ T cells in the pathogenesis
of MG is consistent with previous data on experimental auto-
immune myasthenia gravis (EAMG) and human MG [31].
However, the role of CD8+ T cells in MG is unclear. Another
report, however, showed that both CD4+ and CD8+ cells are

0 500 1000 1500 2000
Expression level of G0S2

0.0

0.5

1.0

1.5

Ex
pr

es
sio

n 
le

ve
l o

f N
F
A
T
5

2.0

Figure 6: The correlation analysis between the expression level of
G0S2 and NFAT5. The y-coordinate represents expression level;
each dot represents an individual expression result of G0S2. The
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Figure 7: The expression of G0S2 in the PMBC from MG patients
before and after treatment with tacrolimus therapy. ∗∗∗p < 0:01.
The y-coordinate represents expression level; each dot or blocks
represents an individual expression result of G0S2.
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essential for the development of EAMG. As the primary site
of T cell development, the abnormal immune response of
the thymus is closely related to the occurrence of MG
[32, 33]. Recent clinical studies have shown that thymus
abnormalities might have an impact on the expression of
the proapoptotic factor Fas in CD4-CD8+ T cells. Indeed,
an imbalance between pathogenic Th17 and Treg cells
characterizes the peripheral blood of AChR MG patients
and likely contributes to a loss of tolerance. Accordingly,
a research group demonstrated that the proportion of
Th17 cells and IL-17-producing CD8+ T cells was
increased in the prethymectomy peripheral blood of MG
patients compared with the controls [34].

Immunosuppressors are the main treatment for MG,
especially for those who suffered severe adverse effects of glu-
cocorticoid. Previous studies provided evidence that CYA is
effective as a monotherapy or in combination with glucocor-
ticoid inMG [35]. However, cyclosporine A also showed seri-
ous side effects. To date, cyclosporine A has been increasingly
replaced by a new immunosuppressant, tacrolimus. Tacroli-
mus showed better efficacy with fewer side effects than cyclo-
sporin A, which downregulated the expression level of G0S2
in cultured blood mononuclear cells by inhibiting the activi-
ties of the calcium-dependent phosphatase calcineurin and
the NFAT transcription factor family [8, 36, 37] and by sup-
pressing the immune system. A previous study suggested that
the G0S2 gene has potential sites in the 5′ arm that could
bind to the NFAT gene [14]. For this reason, NFAT could
regulate the expression level of G0S2 by binding to the pro-
moter region. In this study, all members of the NFAT gene
family were detected, and only the NFAT5 gene showed a
negative correlation with G0S2. Furthermore, dual-
luciferase reporter experiments showed that NFAT5 could
downregulate the expression of G0S2 by binding to p1 in
the promoter region of G0S2.

Generally, affecting the promoter region of one gene
could result in DNA methylation and downregulate the gene
expression level. For the first time, we found that G0S2meth-
ylation was significantly lower in the PBMCs of MG patients
than in those of healthy controls, which indicated that the
decreased G0S2 methylation may be associated with upregu-
lated G0S2 expression at the mRNA level. Moreover, our
work revealed that NFAT5 could combine with p1 in the
G0S2 promoter to determine G0S2 expression in the thymus
tissues and PBMCs of MG patients. Owing to the abnormal
activation of T cells in MG patients, NFAT5 is involved in
T cell activation. Our results are consistent with the findings
observed in studies on other autoimmune diseases [38].
NFAT5 binding and methylation at p1 in the G0S2 promoter
could control the expression of the G0S2 gene to regulate the
lymphocyte balance. Unfortunately, NFAT5 showed no
effect on G0S2methylation. NFAT5 may affect the transcrip-
tion initiation or transcriptional regulation of G0S2 to down-
regulate its expression. In summary, we speculate that the
expression of G0S2 may affect the lymphocyte cell cycle
and that G0S2 expression is required to induce cells to tran-
sition from the G0 phase to the G1 phase. The interaction of
T cell activation factor (NFAT) with G0S2 may affect the
number and activation of T cells, thus further affecting its
influence on MG.

Like cyclosporine, tacrolimus (FK506) could inhibit the
activity of calcineurin with less nephrotoxicity [39, 40]. Sev-
eral reports have suggested its potential benefit in MG.
Tacrolimus is used for the treatment of MG patients who
are intolerant to mycophenolate mofetil, azathioprine, and
ciclosporin [41]. The expression level of G0S2 was downreg-
ulated after 3 months of tacrolimus therapy. Furthermore,
tacrolimus therapy could have a positive effect, generally
reducing the expression level of G0S2 in MG patients. In
addition, G0S2 is recognized as a potential tumor suppressor
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gene [9], which may explain why the side effects of tacroli-
mus lead to tumorigenesis. The expression of the G0S2 gene
may play an important role in maintaining the T lymphocyte
balance. Therefore, the regulation of G0S2 methylation can
provide more evidence to explain the molecular mechanism
of MG and offer new insights into the development of
epigenetic-based therapeutic strategies for MG. Further stud-
ies are needed to develop new long-term immunosuppressive
therapy strategies for MG.
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Inflammation can cause various chronic diseases like inflammatory bowel diseases. Various food protein-derived bioactive peptides
(BAPs) with anti-inflammatory activity have the potential to manage these diseases. The aim of this paper is to overview the
mechanisms and the molecular targets of BAPs to exert anti-inflammatory activity. In this review, the in vitro and in vivo effects
of BAPs on intestinal inflammation are highlighted. The mechanism, pathways, and future perspectives of BAPs as the potential
sources of therapeutic treatments to alleviate intestinal inflammation are provided, including nuclear factor-κB, mitogen-
activated protein kinase, Janus kinase-signal transducer and activator of transcription, and peptide transporter 1 (PepT1),
finding that PepT1 and gut microbiota are the promising targets for BAPs to alleviate the intestinal inflammation. This review
provides a comprehensive understanding of the role of dietary BAPs in attenuating inflammation and gives a novel direction in
nutraceuticals for people or animals with intestinal inflammation.

1. Introduction

Inflammation is a normal immune defense that is generated
from the immune system responding to pathogen and infec-
tion. Inflammation can cause various chronic diseases, such
as inflammatory bowel diseases (IBD), asthma, cancer, car-
diovascular diseases, obesity, and diabetes [1]. The intestinal
mucosa can be damaged by IBD with chronic inflammatory
disorders, including ulcerative colitis (UC) and Crohn’s dis-
ease (CD). UC is an inflammation of the colon mucosa and
submucosa continuity affecting the rectal area, while CD is
a full-thickness inflammation discontinuity affecting the ter-
minal ileum and colon or anus [2]. Until now, the aetiology
of intestinal inflammation and IBD remains unclear.

In the intestines of human and animals, dietary proteins
are digested into free amino acids and peptides by enzymatic
hydrolysis. Some peptides consisting of 2–20 AAs with bio-

logical function are named bioactive peptides (BAPs), such
as anti-inflammation, antihypertension, antioxidation, anti-
diabetics, anticancer, antimicrobics, antiadhesion, dipeptidyl
peptidase IV inhibition, opioid, and immunomodulation [3].
Conventional drug treatments have adverse side effects, such
as potential toxicity and immunogenicity [4]. In recent years,
BAPs have attracted more and more attention to treat
chronic inflammation diseases as a result of their safety [1, 5].

However, limited information of the anti-inflammatory
mechanisms of the action of these BAPs is available. In this
review, food protein-derived BAPs against intestinal inflam-
mation in vitro and in vivo are discussed. Their molecular
targets and the action pathways are overviewed and
highlighted. Understanding of the anti-inflammatory actions
of BAPs can facilitate further research on managing chronic
intestinal inflammation and diseases. Therefore, the purpose
of this paper is to highlight the roles of BAPs in anti-
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inflammatory activity and provide future perspectives for the
application of BAPs as potential sources of therapeutic man-
agement of chronic intestinal diseases.

2. Intestinal Inflammation

Inflammation can activate protective proinflammatory medi-
ators, such as interleukin- (IL-) 1, IL-6, IL-8, IL-12, inter-
feron-γ (INF-γ), and tumor necrosis factor-α (TNF-α) in
immune responses, which include T and B lymphocytes.
The activated B lymphocytes can produce antibodies, such
as IgA, IgG, IgM, and IgE. The T lymphocyte cells consist
of CD4+ and CD8+ T cells. CD4+ T cells, named helper T
lymphocytes (Th), have immune regulatory function by
secreting cytokines, being classified into Th1 and Th2. Th1
can release IL-2, IFN-γ, and TNF-α to promote cellular
immunological response, whereas Th2 can release IL-4 and
IL-10 to improve immunoresponse, while CD8+ T cells have
the function to kill the target cells [6].

Progression of inflammation has four steps: inducers,
pathways, mediators, and inflammatory response [7]. The
inducers (LPS, dextran sodium sulfate (DSS), 2,4,6-trinitro-
benzene sulfonic acid (TNBS), or toxicant) stimulate the sen-
sors that can activate pathways, including nuclear factor-κB
(NF-κB) and mitogen-activated protein kinase (MAPK).
Then, inflammatory mediators (IL-8, TNF-α, monocyte
chemoattractant protein-1 (MCP-1), or reactive oxygen spe-
cies (ROS)) are released, leading to the inflammatory
response [7]. Proinflammatory cytokines produced mainly
by macrophages and mast cells lead to inflammation, while
anti-inflammatory cytokines, such as IL-4, IL-10, and trans-
forming growth factor β (TGF-β), reduce the production of
procytokines in macrophage cells as agonists of toll-like
receptor [7]. In in vivo studies, TNBS and DSS are commonly
used to induce intestinal inflammation in animal models,
causing immune alterations, gut physiology and morphology
changes, and colitis symptoms [8]. Moreover, administration
of DSS can lead to higher intraluminal IgG [9]. In UC
patients, IgG production is dramatically high in the gut;
therefore, IgG is an index to grade IBD. Thus, these cytokines
with pathology may be the targets for BAPs to prevent
chronic inflammation. In addition, it is also known that
oxidative stress is associated with chronic intestinal inflam-
mation, and it can decrease antioxidant defenses in the
colonic mucosa. Additionally, ROS are released from
immune cells and can be overwhelmed by oxidative stress.
Therefore, antioxidative BAPs are the candidates for antiox-
idant defense in inflammatory gut [10], such as IRW [11],
IQW [12], EAMAPK, and AVPYPQ [13]. Soybean-derived
lunasin can also enhance antioxidant defenses and inhibit
inflammation [14, 15].

3. Anti-Inflammatory Peptides Derived from
Food Proteins

In the gut of human or animals, the BAPs encrypted in par-
ent proteins can be released by various enzymatic digestion.
However, there are several classical steps toward the in vitro
production of novel BAPs from various food protein sources:

enzymatic hydrolysis, purification by high-performance liq-
uid chromatography, selection of most promising fraction,
peptide sequencing, and final in vitro or in vivo bioactivity
test (Figure 1) [5, 7, 16]. Due to their safety, the anti-
inflammation potential of food-derived BAPs has become
an active research area, and the intestinal tract is a main tar-
get of BAPs.

Recent knowledge of anti-inflammatory BAPs in in vitro
studies with a concentration of 20-1000μM was evaluated
using mammalian cells induced by TNF-α, LPS, or H2O2,
such as murine RAW 264.7 macrophages and human intes-
tinal epithelial cell line Caco-2 cells (Table 1). There are
many food-derived BAPs that can inhibit inflammation via
the MAPK or NF-κB pathway (Table 1), such as CR, FL,
HC, LL, MK [17], DEDTQAMPFR, DEDTQAMPF [18],
DYKKY [19], EAMAPK, AVPYPQ [13], FLV [20], GPE-
TAFLR [21], GPR [22], IPAV [23], IRW [24], IQW [12],
LDAVNR, MMLDF [25], MLGATSL, MSYSAGF [18],
PAY [26], PRRTRMMNGGR, MGPAMMRTMPG [27],
QCQQAVQSAV [28], QQQQQGGSQSQ, QEPQESQQ,
QQQQQGGSQSQSQKG, PETMQQQQQQ [29], SSEDIKE
[30], VPP [31], IPP [32], VPY [33], VH, LAN, IA, AL
[34], β-Ala-His [35], and pyroGlu-Leu [36]. Egg
ovotransferrin-derived tripeptide IRW exhibits the anti-
inflammatory effect through the NF-κB pathway by inhibit-
ing p65 and p50 [24]. Moreover, whey protein-derived tetra-
peptide IPAV can reduce IL-8 production via the NF-κB and
MAPK pathways [23]. While BAPs have shown potential as
anti-inflammatory agents in cultured cells, further in vivo
studies and underlying mechanism are still necessary to ver-
ify their effectiveness in managing chronic inflammation [2].

4. Pathways Involved in the Inhibition of
Chronic Intestinal Inflammation by BAPs

There are four possible mechanism pathways for BAPs to
attenuate chronic intestinal inflammation: NF-κB, MAPK,
Janus kinase-signal transducer and activator of transcrip-
tion (JAK-STAT), and peptide transporter 1 (PepT1)
(Figure 2) [2, 7, 10, 20, 37–41]. Through inhibiting these
pathways, BAPs can act the anti-inflammatory function
in intestinal cells.

Among these pathways, the NF-κB and MAPK pathways
are two main pathways for BAPs to inhibit inflammation [7].
The NF-κB is a key regulator of the expression and secretion
of inflammatory cytokines (TNF-α, IL-1β, IL-6, and IL-8)
and also plays a vital role in the expressions of
cyclooxygenase-2 (COX-2) and inducible nitric oxide syn-
thase (iNOS) [42]. Inflammatory stimuli (IL-1β, LPS, TNF-
α, viruses, or oxidative stress) activate inhibitory κB kinases
(IKKα, IKKβ, and IKKγ), leading to phosphorylation of a
potential cytoplasmic transcription factor that contains an
inhibitor of κB (IκBα, IκBβ, and IκBγ) and IκBα degradation
[42]. NF-κB is a family of transcription factor proteins,
including five subunits: p65 (RelA), p50, p52, Rel, and RelB.
After dimer p65/p50 is released into the cytosol, it can be
translocated into the nucleus and initiates target gene tran-
scription for proinflammatory factors, causing inflammation
(Figure 2) [2, 42]. Many food-derived BAPs can inhibit
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inflammation via this NF-κB pathway, such as DYKKY [19],
GPR [22], IRW [24], IQW [12], MLGATSL, MSYSAGF [18],
pyroGlu-Leu [36], and TMKLLLVTL [43].

Another major signaling pathway, MAPK, can regulate
many cellular activities, including proliferation, differentia-
tion, death, and immune response. The stimulus and
MAP3K phosphorylation can mediate the phosphorylation
of the downstream MAP2K and MAPK, which contain three
subfamilies: p38, extracellular signal-regulated kinases
(ERK1 and ERK2), and c-Jun N-terminal kinase (JNK). In
unstimulated cells, JNK mainly exists in the cytoplasm, but
there is also some distribution in the nucleus. After being
stimulated, JNK accumulates in the nucleus and causes the
corresponding gene (IL-1 and TNF-α) expression, resulting
in inflammatory response (Figure 2) [44]. Various food
protein-derived BAPs can inhibit inflammation via this
MAPK pathway, such as DEDTQAMPFR, DEDTQAMPF
[18], FLV [20], MLGATSL, MSYSAGF [18], β-Ala-His
[35], pyroGlu-Leu [36], DIKTNKPVIF [45], VPP [46], WH
[41], γ-EC, and γ-EV [47].

Along with the above two pathways, the JAK-STAT path-
way is also important for inflammatory response and can
regulate hematopoietic cell development and inflammatory
cytokines. Phosphorylation of JAK and STATs can form
the dimer translocated to the nucleus [38]. BAPs can attenu-
ate inflammation by inhibiting phosphorylation of JAK and
STATs. However, the role of this pathway needs further ver-
ification for the anti-inflammation of BAPs. The transloca-
tions and activation of the substrate proteins from the
above three pathways, including transcription factors in the
nucleus (AP-1, ATF-2, EIK1, and c-Jun), cause the change
of target genes, reducing the productions of proinflammatory
cytokines, including IL-1β, IL-2, IL-5, IL-8, IL-12, IL-13, IL-
17, TNF-α, MCP-1, and IFN-γ. The overexpression of these
proinflammatory mediators and the downexpression of
anti-inflammatory cytokines (IL-4, IL-10, and TGF-β) can

lead to intestinal inflammation. Through regulating these
pathways and cytokines, BAPs can attenuate chronic intesti-
nal inflammation and diseases.

5. Mechanism of Food-Derived Anti-
Inflammatory Peptides to Exert Bioactivities

The potential anti-inflammatory mechanisms of BAPs
derived from food proteins through regulating various cyto-
kines or systems are shown in Figure 3 [7, 48]. The secretions
and expressions of proinflammatory cytokines IL-1β, IL-2,
IL-5, IL-6, IL-8, IL-12, IL-17, TNF-α, and IFN-γ can be
inhibited by BAPs, as well as the activations of NF-κB and
MAPK pathways, COX-2, ROS, iNOS, and nitric oxide
(NO). ROS are associated with inflammatory diseases, and
NO is synthesized by NO synthase (NOS) enzyme (iNOS),
and the inhibition of iNOS and ROS activities can suppress
NO production. BAPs can also inhibit the expression and
release of a transcription factor that drives treg phenotypic
differentiation (Foxp3) and T-helper-cell-associated cyto-
kines (Th1, Th2, and Th17) and the secretions of IgG, IgE,
and IgA. On the other side, secretions and expressions of
anti-inflammatory cytokines (IL-4, IL-10, and TGF-β),
CD4+/CD8+, numbers of macrophages, and superoxide dis-
mutase (SOD) activity can be increased by BAPs. In addition,
the gut microbiome, which is an active topic in health, can be
normalized by BAPs [7, 48]. In conclusion, these cytokines
and pathways are the molecular targets and mechanisms
for BAPs to regulate the intestinal inflammation of human
and animals.

Milk-derived VPP and IPP can exhibit beneficial effect in
an animal colitis model through anti-inflammatory action
for these targets [49]. VPP also reduced TNF-α and IL-1β
expression and macrophage accumulation and activation,
inhibited adipose inflammation in mice via angiotensin-
converting enzyme-dependent cascade [31], and moderated
monocyte adhesion to inflamed endothelia via the MAPK-
JNK pathway [50]. In addition, tripeptides IRW and IQW
downregulated the expression of inflammatory proteins via
the NF-κB pathway [12, 24]. Generally, these BAPs can
inhibit the expression of cytokines and mediate the NF-κB
and MAPK pathways [1].

6. The In Vivo Studies of BAPs
on Inflammation

For the in vivo studies of BAPs, various inflammatory models
have been used, typically colitis in mice induced by DSS and
TNBS. As observed in human CD, the administration of
TNBS to mice can release proinflammatory cytokines,
followed by infiltration of T cell CD4+ phenotype. In these
studies, the mice with colitis were orally administered with
BAPs mostly with an amount of 50-500mg/kg body weight/-
day for several days to weeks (Table 2). Then, the tissues are
collected for common evaluation of anti-inflammation of
BAPs using morphological, immunological, and biochemi-
cal assays [51], such as body weight, colonic length,
disease activity index (DAI), lymphocyte proliferation,
CD4+/CD8+ determination, secretory-immunoglobulin-A

Food protein sources

HPLC purification

Peptide sequencing

Anti-inflammatory activity
test

In vitro or in vivo tests

New anti-inflammatory
peptides

Select most promising
fraction

Enzymatic hydrolysis

Figure 1: Classical steps toward the production and purification of
anti-inflammatory peptides from food protein sources. HPLC: high-
performance liquid chromatography. This figure was adapted from
previous reports [3, 48, 81].
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(s-IgA) measurement, immunoglobulin (IgA, IgM, and
IgG) determination, and cytokine (IL-1, IL-2, IL-6, IL-8,
IL-10, TNF-α, and IFN-γ) measurements (Table 2).

Numbers of BAPs derived from various food proteins
(milk, plant, egg, soybean, meat, wheat, rice, potato, corn silk,
fish, etc.) have been found to be well suited to treat inflamma-
tion or IBD symptoms in vivo (Table 2), such as Ala-Gln
(AQ) [9, 52–54], DIKTNKPVIF [45], EWP [55], GLTSK
[56], glycomacropeptide [57–60], lunasin [15], IRW [11,
61–63], IQW [62–64], KGHYAERVG [65], KPV [66],
PTGADY [67], QCQCAVEGGL [68], QEPVL, QEPV [6],
RILSILRHQNLLKELQDLAL [69], SSEDIKE [70],
TMKLLLVTL [43], VPP [31, 46, 71, 72], IPP [71, 72], VPY
[33], WH [41], casein hydrolysates [73], soybean dipeptides
and tripeptides [74], peptide P-317 [75], pyroGlu-Leu [76],
β-Casofensin [77], γ-EC, and γ-EV [47]. These studies sug-
gest that oral administration of food-derived BAPs have
anti-inflammatory effects, and they can be the therapeutic
agents for inflammatory-related diseases, including IBD [78].

Oral administration of dipeptide AQ reduced inflamma-
tory cytokine expression, enhancing the mucosa recovery in

DSS-induced mice [53]. Likewise, intravenous infusion with
AQ to calves with early weaned stress can increase concentra-
tions of IgA, IgG, s-IgA, CD2+ and CD4+ lymphocytes, and
CD4+/CD8+ ratio; therefore, the diarrhea occurrence was
decreased [52]. Bean protein is also a rich resource for BAPs.
For example, bean- and yeast extract-derived flavor peptide
γ-EC and γ-EV can inhibit the inflammation in IBD mice
[47]. Soybean-derived dipeptides and tripeptides decreased
the colonic expressions of proinflammatory IFNG, IL-1B,
IL-12B, TNF, and IL-17A and MPO activity and increased
Foxp3 expression and CD4+CD25+ T cells; therefore, the
colon and ileum inflammation of piglets with DSS-induced
colitis was attenuated [74]. In addition, with the infusion of
150mg/kg of egg white protein-derived EWP, weight loss,
crypt distortion, IL-6 and TNF-α concentrations, and expres-
sions of IL-1β, IL-8, IL-17, and IFN-γ in the colon of piglets
with DSS-induced colitis can be reduced, and gut barrier
function was restored [55], as well as the barrier protection
effects of milk-derived β-Casofensin [77] and dipeptide AQ
[53]. Therefore, food-derived BAPs can contribute to disease
treatment through modifying intestinal barrier function [79].
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Figure 2: Schematic diagram of possible anti-inflammatory mechanism of bioactive peptides derived from food proteins. The anti-
inflammatory activity may be via the following four pathways: NF-κB, MAPK, JAK-STAT, and PepT1. IL-1: interleukin-1; LPS:
lipopolysaccharides; MAPK: mitogen-activated protein kinase; MAP3K: MAPK kinase kinase; NF-κB: nuclear factor-kappa B; TGF-β:
transforming growth factor β; TNF-α: tumor necrosis factor α; JAK-STAT: Janus kinase-signal transducer and activator of transcription. This
diagram was drawn using an online pathway builder tool (http://www.proteinlounge.com). Adapted from previous reports [2, 7, 10, 20, 37–41].
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In DSS-induced mice, antioxidant enzyme activities and
microbial diversity and abundance were increased and the
colitis was attenuated by egg white protein-derived IRW and
IQW [63]. Oral administration of corn silk extract-derived
TMKLLLVTL suppressed IKKβ activity, IκB phosphorylation,
NF-κB activity, and IL-1β production in LPS-induced inflam-
matory mice [43]. Drinking water with soybean-derived
tripeptide VPY can reduce DAI, weight loss, MPO activity,
and expressions of IL-1β, IL-6, IL-17, IFN-γ, and TNF-α in
colitis mice [33], suggesting that VPY can treat IBD. In addi-
tion, sardine muscle hydrolysate-derived dipeptide WH can
reduce DSS-induced colitis symptoms, colonic cytokine
expression, MAPK and IκBα activation, and IL-8 secretion
in colitis mice, indicating that WH can inhibit intestinal
inflammation [41]. Favor peptide γ-EC and γ-EV inhibited
IκBα and JNK activation and expressions of IL-1β, IL-6, IL-
17, INF-γ, and TNF-α and increased IL-10 expression in
IBD mice [47]. Moreover, tripeptide KPV reduced intestinal
inflammation by decreasing IL-1β, IL-6, IL-12, and IFN-γ
expressions and attenuated colitis via PepT1 [66].

Milk protein is a rich source for BAPs, which has poten-
tial beneficial effects to the gut of humans and animals [80,
81]. Milk casein-derived VPP and IPP are two famous BAPs
with antihypertensive and anti-inflammatory activities. Pro-
inflammatory IL-6 and IL-1β were reduced, and atheroscle-
rosis was attenuated by oral administration of VPP and IPP
[71]. Arterial dysfunction was attenuated by drinking water
with VPP and IPP through increasing vasorelaxation and
nitrite and nitrate and reducing pulse wave velocity and car-
diac and renal damage [72]. It was reported that VPP atten-
uated inflammation via the MAPK-JNK pathway by
reducing monocytes, macrophages, CD18, IL-6, and MCP-1
in adipose inflammatory mice [46]. Milk casein-derived
QEPVL and QEPV reduced nitric oxide (NO) release,
increased anti-inflammatory IL-4 and IL-10 production,
and decreased productions of IFN-γ and TNF-α in LPS-

induced mice [6]. Milk κ-casein-derived glycomacropeptide
inhibited inflammation and attenuated colitis via normaliz-
ing the inflammatory cytokine and the NF-κB and MAPK
pathways in previous studies [57–60].

From these in vivo studies, the evidences that the intesti-
nal inflammation can be attenuated by oral administration of
food protein-derived BAPs have been presented. As many
studies have been performed recently, large-scale human
and animal trials are still lacking [2]. It has been reviewed
that numbers of BAPs can be transported into the blood-
stream of humans or animals to exert bioactivities [3, 81].
However, there is still limitation for such in vivo studies
due to the possible degradation of BAPs by peptidases in
the gut and plasma or insufficient absorption [82]. In the
future, more studies of humans and animals are needed to
evaluate the anti-inflammatory effects of BAPs, as well as
the doses, times, and kinetics in the body.

7. Peptide Transporter PepT1

The peptide transporter 1 (PepT1) can transport small pep-
tides from the intestine into the bloodstream of humans or
animals [83–85], particularly di- and tripeptides, and its
expression in intestinal epithelial cells is increased when the
intestine is suffering from inflammation [86], indicating that
PepT1 is a gateway to inflammatory response [87]. Simi-
larly, PepT1 can transport various BAPs into intestinal
epithelial cells to exert bioactivities [3, 81], such as IPAV
[23], KPV [66], LKP, IQW [88], LSW [89], IWH, IW
[90], and VPY [33].

It was reported that anti-inflammatory tripeptide KPV
can attenuate intestinal inflammation associated with PepT1
expression, and KPV lost the anti-inflammatory function
without PepT1 expression, suggesting that PepT1 mediates
the anti-inflammation of KPV [66]. It was reported that soy
protein-derived tripeptide VPY exerted anti-inflammatory
activity in cells also through PepT1, which can transport
VPY into cells [33]. In addition, pharmacological inhibition
of PepT1 can counteract the inhibition of IL-8 expression
mediated by peptide IPAV [23]. Moreover, the anti-
inflammatory effect of meat-derived carnosine (β-Ala-His)
was inhibited by dipeptide Gly-Sar, a PepT1 substrate [35].
These findings indicate that PepT1 is a promising target to
treat intestinal inflammation by transporting sufficient
short-chain BAPs into colonic cells [10]. In conclusion,
PepT1 is a possible mechanism for the inhibition of intestinal
inflammation by BAPs. However, this PepT1 pathway
involved in anti-inflammation of BAPs still needs to be veri-
fied by further researches in the future (Figure 2).

8. Impact of Anti-Inflammatory Peptides on
Gut Microbiota

When intestinal inflammation or IBD occurs, the gut
microbial community would also change, such as the
decrease of Firmicutes (particularly Clostridium groups)
and the increase of Bacteroides, Lactobacillus, Eubacterium,
and Proteobacteria [91]. In DSS-induced colitis mice, com-
positions and varieties of the gut microorganism

Anti-inflammation
by bioactive

peptides

NF-κB

MAPK

ROS

COX-2

TGF-𝛽, IL-4/10
TNF-𝛼, IFN-𝛾, IL-
1𝛽/2/5/6/8/12/17

IgG, IgE, IgA

CD4+/CD8+

Macrophage

NO

SOD

iNOS Th1/2/17Foxp3

Normalize
microbiome

MPO

Figure 3: The potential mechanisms of anti-inflammatory action of
food-derived bioactive peptides. CD4+/CD8+: splenic T lymphocyte
subpopulations; COX-2: cyclooxygenase-2; Foxp3: a transcription
factor that drives treg phenotypic differentiation; iNOS: inducible
oxide nitric synthase; IFN-γ: interferon-γ; IL-1β: interleukin-1β;
MAPK: mitogen-activated protein kinase; MPO: myeloperoxidase;
NF-κB: nuclear factor-κB; NO: nitric oxide; ROS: reactive oxygen
species; SOD: superoxide dismutase; TNF-α: tumor necrosis factor
α; TGF-β: transforming growth factor β; Th1/2/17: T-helper-cell-
associated cytokine 1/2/17. This figure was adapted from previous
reports [7, 48].
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Table 2: The in vivo effect of bioactive peptides on inhibiting inflammation.

Peptides Origin Object Administration Activities Results Reference

AQ Synthesis
Early-weaned

calves

Intravenous
infusion
1.01 g/kg
BW/d AQ

Increase
concentrations of
CD2+ and CD4+

lymphocytes,
CD4+/CD8+ ratio,
and IgA, IgG, and
s-IgA and improve
intestinal integrity

Improve gain
performance and
decrease diarrhea

occurrence

[52]

AQ Synthesis
DSS-induced
colitis C57BL/6

mice

Inject 75mg/kg
BW/d AQ

Reduce
Th1/Th2/Th17,
haptoglobin, IgG,
chemokine, and
MPO activity

Attenuate colitis [9]

AQ Synthesis
DSS-induced
colitis C57BL/6

mice

Inject 75mg/kg
BW/d AQ

Increase colon
length, TLR4, NF-κB

activation, and
expressions of mucin
2, IL-17, and TNF-α
and reduce IgG, DAI,
and haptoglobin

Inhibit
inflammation and
enhance mucosa

recovery

[53]

AQ Synthesis
DSS-induced
colitis C57BL/6

mice

Inject 75mg/kg
BW/d AQ

Reduce IL-17, Th17,
and macrophage

Inhibit
inflammation

[54]

DIKTNKPVIF
Potato protein
hydrolysate

HFD-fed
SAMP8 mice

Oral and
intraperitoneal

injection

Reduce expressions
of p-p38, FGF-2,
TNF-α, and IL-6

Attenuate
proinflammatory
reaction via the
MAPK pathway

[45]

EWP
Egg white
protein

DSS-induced
IBD in piglets

Infuse
150mg/kg BW
EWP for 5 days

Reduce weight loss,
crypt distortion, and
expressions of TNF-
α, IL-6, IL-1β, IFN-γ,
IL-8, and IL-17 and
restore gut barrier

function

Manage IBD [55]

GLTSK
Phaseolus
vulgaris

AOM/DSS-
induced colitis
BALB/c mice

Oral 50mg/kg
BW/d GLTSK

Reduce DAI and
neoplasms and

enhance colon length
Attenuate colitis [56]

Glycomacropeptide Milk κ-casein
TNBS-induced

ileitis rat
Oral 500mg/kg
BW/d peptide

Reduce DAI, MPO,
alkaline phosphatase,
iNOS, IL-1β, IL-17,

and TNF

Attenuate ileitis via
reducing IL-17

[57]

Glycomacropeptide Milk κ-casein
DSS-induced
colitis C57BL/6
female mice

Gavage
500mg/kg

BW/d peptide

Reduce DAI and
normalize colonic

expressions of IL-1β,
IL17, IL23, IL6, TGF-
β, IL10, and Foxp3

Inhibit
inflammation

[58]

Glycomacropeptide Milk κ-casein
DSS-induced
colitis mice

Gavage
15mg/d
peptide

Increase BW and
reduce DAI, CD4+,
IFN-γ, and MPO

activity

Inhibit colitis
inflammation

[59]

Glycomacropeptide Milk κ-casein

Oxazolone-
induced

ulcerative colitis
BALB/c mice

Oral 50mg/kg
BW/d peptide

Inhibit NF-κB and
MAPK activations

and reduce serum IL-
1β, IL-5, IFN-γ,
TNF-α, and IL-10

production

Attenuate colitis [60]
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Table 2: Continued.

Peptides Origin Object Administration Activities Results Reference

Lunasin
Soybean
protein

LPS-induced
airway

inflammation
mice

Intranasal
20 μg/mice
lunasin

Reduce infiltration,
goblet cell

metaplasia, and Th2
cytokine expression

Alleviate
inflammation

[15]

IRW
Egg

ovotransferrin
Spontaneously
hypertensive rat

Oral 15mg/kg
BW/d IRW

Reduce ICAM-1 and
VCAM-1 expression

Inhibit
inflammation and
hypertension via the
NF-κB pathway

[11]

IRW
Egg

ovotransferrin

LPS-induced
inflammatory
peritonitis in rat

Oral 40mg/kg
IRW in feed

Reduce serum TNF-
α and IL-6 and MPO
activity, increase

Shannon index, and
decrease Simpson

indices

Attenuate
inflammation

[61]

IRW, IQW
Egg

ovotransferrin
DSS-induced
colitis in mice

Drink water
with 30mg/mL

peptide

Increase antioxidant
enzyme activities and
microbial diversity
and abundance

Attenuate colitis [63]

IRW, IQW
Egg

ovotransferrin
DSS-induced
colitis in mice

Oral 0.03%
peptide in diet

Reduce TNF-α and
IL-17

Inhibit colonic
inflammation

[64]

IRW, IQW
Egg

ovotransferrin

Citrobacter
rodentium-

induced colitis
in mice

Oral 0.03%
peptide in diet

Regulate intestinal
microorganisms

Inhibit colonic
inflammation

[62]

KGHYAERVG Rice
Autoimmune
encephalitis

mice

Oral 100mg/kg
peptide

Reduce productions
of IL-17, IFN-γ, IL-
23, and IL-12 and
increase T cells

Attenuate
autoimmune
encephalitis

[65]

KPV

C-terminal
sequence of
α-melanocyte
stimulating
hormone

DSS- and
TNBS-induced
colitis in mice

Drink water
with 100 μM

KPV

Decrease expressions
of IL-6, IL-12, IFN-γ,

and IL-1β

Reduce intestinal
inflammation via

PepT1
[66]

PTGADY
Alaska pollock
hydrolysates

Hydrogenated
cortisone-
treated mice

Oral 50-
200mg/kg
BW/d

hydrolysate

Increase productions
of IL-2, IL-4, and

IL-6
Immunomodulation [67]

QCQCAVEGGL
Crassostrea

gigas
DSS-induced
colitis mice

Oral 50mg/kg
BW/d

hydrolysate

Reduce IgE and
increase spleen
CD4+/CD8+

Attenuate colitis [68]

QEPVL, QEPV Milk casein
LPS-induced

mice
Oral 200mg/kg
BW/d peptide

Reduce NO release,
increase IL-4 and
IL-10 production,
and decrease IFN-γ

and TNF-α
production

Inhibit
inflammation

[6]

RILSILRHQNLLKELQDLAL
Chromogranin

A
DSS-induced
colitis in mice

Intracolonic
injection

2.5mg/kg/day
peptide

Reduce IL-18, active
macrophages,

increase TJ proteins
Attenuate colitis [69]

SSEDIKE
Amaranth

seeds

IgE-mediated
food allergy

mouse

Gavage 100μg
SSEDIKE

Reduce productions
of IgE, IgG, IL-5, IL-
13, and NF-κB and
increase TGF-β and
Foxp3 expressions

Inhibit intestinal
inflammation

[70]
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Table 2: Continued.

Peptides Origin Object Administration Activities Results Reference

TMKLLLVTL
Corn silk
extract

LPS-induced
inflammatory

mice

Oral 1mg/kg
peptide

Inhibit IL-β,
IKKβ, and IκB

phosphorylation and
NF-κB activation

Inhibit
inflammation via
the IKKβ-NF-κB

pathways

[43]

VPP Milk casein

HFD-induced
adipose

inflammation
mice

Drink water
with 0.3mg/mL
VPP for 10

weeks

Reduce monocytes,
macrophages, CD18,
IL-6, and MCP-1

Attenuate
inflammation via
the MAPK-JNK

pathway

[46]

VPP Milk casein

Obesity-
induced adipose
inflammation
C57BL/6J mice

Drink water
with 0.1% VPP
for 4 months

Reduce TNF-α and
IL-1β expression
and macrophage
accumulation
and activation

Attenuate
inflammation

[31]

VPP, IPP Milk casein
Apolipoprotein
E-deficient

mice

Oral 60.2 or
125μmol/kg
BW/d peptide

Reduce IL-6, IL-1β,
and oxidized low-
density lipoprotein

receptor

Attenuate
atherosclerosis

[71]

VPP, IPP Milk κ-casein
L-NAME-
treated rats

Drink water
with 0.3mg/mL
VPP or IPP

Increase
vasorelaxation and
nitrite and nitrate
and reduce cardiac
and renal damage

Attenuate arterial
dysfunction

[72]

VPY
Soybean
protein

DSS-induced
colitis BALB/C
female mice

Drink water
with 1mg/mL

VPY
(100mg/kg
BW/d)

Reduce DAI, weight
loss, and MPO
activity and

expressions of TNF-
α, IL-6, IL-1β, IFN-γ,

and IL-17

Treat IBD via
PepT1

[33]

WH
Sardine muscle
hydrolysate

DSS-induced
colitis BALB/c

mice

Oral 100 or
250mg/kg

BW/d WH for
14 d

Reduce DAI,
cytokine expression,
MAPK and IκBα

activation, and IL-8
secretion

Inhibit intestinal
inflammation

[41]

Milk casein hydrolysates
Lactobacillus
fermentation

TNBS-induced
colitis mice

Oral 150μg/d
hydrolysate

Reduce BW loss,
microbial

translocation,
colonic DAI, and
IFN-γ production

Treat colitis [73]

Di- and tripeptides
Soybean
protein

DSS-induced
colitis pig

Infuse
250mg/kg

BW/d peptides

Reduce the
expressions of IFNG,
IL-1B, IL-12B, TNF,
and IL-17A and
MPO activity and
increase Foxp3
expression and

CD4+CD25+ T cells

Attenuate colon
and ileum

inflammation
[74]

Peptide P-317
Cyclic

analog of
morphiceptin

TNBS/DSS-
induced colonic

mice

Intraperitoneal
0.2 or oral

2mg/kg BW/d
peptide

Inhibit TNF-α
and IL-1β expression
and MPO activity

Treat IBD [75]

pyroGlu-Leu Wheat gluten
DSS-induced
colitis mice

Gavage 0.01-
10mg/kg BW/d

peptide

Reduce DAI and
normalize colonic
Bacteroidetes and

Firmicutes

Treat IBD via gut
microbiota

[76]

10 Mediators of Inflammation



(Anaerotruncus, Bacteroides, Enterobacteriaceae, Lactoba-
cilli, and Parabacteroides) have changed [92]. In general,
when defensins decline, the abundance of bacteria from
Bacteroides and Firmicutes would be increased [93].

It was reported that BAPs can exert anti-inflammation
via changing the gut microbiota in several studies [62, 63,
76]. For example, oral administration of anti-inflammatory
peptide pyroGlu-Leu derived from wheat gluten can normal-
ize the population of Bacteroidetes and Firmicutes in the
colon of colitis mice [76]. Shannon and Simpson indices
represent species richness and species evenness, respectively.
The Simpson index and the abundance of Coprococcus-1,
Desulfovibrio, and Ruminococcaceae-UCG-014 were
increased by tripeptides IRW and IQW. Additionally, IQW
decreased the abundance of Bacteroides and increased Para-
bacteroides, while the levels of Anaerotruncus, Ruminiclostri-
dium-9, and Oscillibacter were increased by IRW [63].
Firmicutes and Actinobacteria species were increased, and
the proportions of Bacteroidetes and Proteobacteria species
were decreased by oral administration of IRW and IQW;
therefore, the colonic inflammation was inhibited via regula-
tion of intestinal microorganisms [62]. In addition, dietary
dipeptide GQ changed the gut microbiota beneficially
through increasing alpha diversity, bacterial loading, abun-
dance of anaerobes and fiber-degrading bacteria (Phylum
Fibrobacteres), and short-chain fatty acids in the gut [94].

In conclusion, the gut microbiota is a promising mecha-
nism for BAPs to inhibit intestinal inflammation. However,
the information of the mechanism underlying the effects of
BAPs on gut microbiota is still lacking, and it needs more
studies to explore the interaction between anti-
inflammation of BAPs and gut microbiota in the future.

9. Conclusions and Future Perspectives

In this review, the mechanism and pathways of food protein-
derived BAPs to exert anti-inflammatory bioactivities were

highlighted, including pathways (NF-κB, MAPK, and
JAK-STAT), PepT1, inflammatory mediators, and gut
microbiota. Moreover, various in vitro and in vivo studies
of BAPs on inflammation were reviewed, finding that
PepT1 and gut microbiota are promising targets for the
inhibition of BAPs on intestinal inflammation; however,
their roles still need more further studies to be verified
in the future.

The discovery of novel BAP sequences and their corre-
sponding action mechanisms as well as gut microbiota and
PepT1 involved in the mediation can provide new opportu-
nities for better targeting of intestinal inflammation. More
in vivo data, including pharmacokinetics and proper dosage
and time of administration of BAPs, are needed before their
application to humans and animals. The role of dietary BAPs
in inhibiting intestinal inflammation represents a novel
direction in nutraceuticals for people or animals with intesti-
nal inflammation.
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Given the growing evidence of a link between gut microbiota (GM) dysbiosis and multiple sclerosis (MS), fecal microbiota
transplantation (FMT), aimed at rebuilding GM, has been proposed as a new therapeutic approach to MS treatment. To
evaluate the viability of FMT for MS treatment and its impact on MS pathology, we tested FMT in mice with experimental
autoimmune encephalomyelitis (EAE), a mouse model of MS. We provide evidence that FMT can rectify altered GM to some
extent with a therapeutic effect on EAE. We also found that FMT led to reduced activation of microglia and astrocytes and
conferred protection on the blood-brain barrier (BBB), myelin, and axons in EAE. Taken together, our data suggest that FMT,
as a GM-based therapy, has the potential to be an effective treatment for MS.

1. Introduction

Multiple sclerosis (MS) commonly occurs as a progressive
central nervous system (CNS) disease, characterized by
inflammation, demyelination, and axonal loss in the brain
and spinal cord [1]. T cell-mediated inflammatory pathology
and genetic factors are closely involved in the development
of MS, causing damage to myelin sheaths surrounding neuro-
nal axons and accumulation of neurological deficits [2–4].
Environmental factors also play a driving role in the pathogen-
esis of MS, such as geographical latitude, vitamin D3 defi-
ciency, early life obesity, passive smoking, Epstein-Barr virus
infection, dietary habits (especially high salt and fat diet),
stress, and gut microbiota (GM) [5]. Study has shown that
transplanting the intestinal microbiota of autism spectrum

disorder patients into germ-free mice and that colonization
of the microbiota induced typical autism spectrum disorder
behaviors [6]. Germ-free mice developed severeMS symptoms
after microbiota transplants from MS patients compared with
transplanted healthy controls [7]. MS patient-derivedmicrobi-
ota resulted in a spontaneous EAE in a transgenic mouse
model [8]. Human bacteria was transferred to mice can be
detected and was a shift of the microbiota over time [9]. Nota-
bly, accumulating new evidence points to a link between
altered intestinal microbiota and MS pathogenesis [10–15].

Investigation of GM has revealed significantly altered
abundances of certain bacterial genera in MS patients com-
pared to healthy controls [16]. Moreover, germ-free mice
prove to be resistant to experimental autoimmune encepha-
lomyelitis (EAE), a commonly used animal model of MS
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[17, 18]. Together, these studies imply a causal association
between GM and MS. Although the mechanisms underlying
the role of GM in MS are still elusive, GM-based therapeutic
strategies hold the promise of new treatments for MS.

Fecal microbiota transplantation (FMT) appears to be an
effective treatment for Clostridium difficile infection and
inflammatory bowel syndrome, able to restore GM diversity
to some extent [19, 20]. Some case reports suggest that
FMT may help improve symptoms of epilepsy and
Parkinson’s disease [21, 22]. Interestingly, one study found
that after FMT treatment for constipation, three
wheelchair-bound MS patients had so dramatic improve-
ment in neurological symptoms that they regained the ability
to walk unassisted [23]. Therefore, FMT has the potential to
be an innovative therapy for MS. Here, we evaluate the effect
of FMT on EAE and explore possible mechanisms behind it.
Our data reveal that FMT can improve the clinical outcome
of EAE by modulating GM, reducing glial inflammatory
response and conferring protection on the blood-brain
barrier (BBB), myelin, and axons.

2. Materials and Methods

2.1. Animals. Four- to five-week-old female C57BL/6 mice
were purchased from Guangdong Medical Laboratory
Animal Center and raised in pathogen-free conditions in an
animal facility at Guangdong Medical University (GMU).
Mice were allowed 1 week’s habituation before being used
for experiments. Animal care and all procedures complied
with the guidelines of GMU Experimental Animal Ethics
Committee and national laws and regulations of China for
use of animals in biomedical research.

2.2. EAE Induction. EAE induction was based on a published
protocol [24]. Murine myelin oligodendrocyte glycoprotein
(MOG) 35–55 peptide (MOG35–55,MEVGWYRSPFSRVVH-
LYRNGK) was synthesized with >99% purity (SciLight
Biotechnology, China). C57BL/6 mice were injected with
200μg MOG35–55 emulsified in 100μg of complete Freund’s
adjuvant (CFA, Sigma) and an additional 400μg Mycobacte-
rium tuberculosis H37RA (BD Biosciences) by subcutaneous
injection into the flanks. These mice were also given 400ng
pertussis toxin (List Biological Laboratories) in 100μl phos-
phate buffered saline (PBS) on the same day and 2 days later
by intraperitoneal injection. In addition, MOG35–55 was
administered again 1 week later. Clinical scores were recorded
daily for 42 days postimmunization. Neurological function was
scored on a 0-5 scale: 0, no signs of disease; 1, partial loss of tail
tonicity; 2, tail paralysis; 3, ataxia and/or paresis of hind limbs;
4, complete paralysis of hind limbs; and 5, moribund or death
[24]. A cumulative clinical score was the sum of all neurological
function scores from onset to day 42. Day of onset was when an
animal first exhibited neurological signs of disease.

2.3. Fecal Microbiota Transplantation (FMT). C57BL/6 mice
(3/cage) were placed in empty autoclaved cages (no bedding)
and allowed normal bowel movement. At least twelve fecal
pellets were collected from each cage using sterile filter paper,
promptly placed in 3ml sterile PBS, homogenized for 2min

with a glass pestle and spun at 800 rpm for 3min before
collecting the supernatant for transplantation. Immunized
mice were randomly divided into two groups: one group
(FMT group) was given 200μl per mouse fresh fecal superna-
tant via oral gavage daily for 42 consecutive days postimmu-
nization, whereas for the other group (EAE group), fecal
supernatant was replaced with sterile saline.

2.4. Sample Collection and Microbiota Analysis. Fresh feces
were collected and immediately stored at -80°C. Fecal micro-
biota DNA was recovered with the PowerFecal DNA Kit
(Qiagen). The V3-V4 region of 16S rRNA gene was amplified
by using a pair of primers: 338F, 5′-ACTCCTACGGGAGG
CAGCAG-3′, and 806R, 5′-GGACTACHVGGGTWTCTA
AT-3′. PCR amplification products were sequenced by
paired-end sequencing (Majorbio, China).

2.5. Tissue Preparation. At day 42 postimmunization, mice
were perfused transcardially with ice-cold saline under ter-
minal anesthesia. Mice used for immunostaining were fur-
ther perfused with 4% paraformaldehyde. Dissected brain
and thoracic spinal cord tissues were fixed in 4% paraformal-
dehyde for 12-24 h and then immersed in 20% and 30%
sucrose each for 1 day. The tissues were embedded in
Tissue-Tek OCT (Sakura), frozen, and cut into 25μm thick
spinal cord cross sections and brain coronal sections. For
evaluation of BBB leakage, 4% Evans blue (Sigma) in PBS
was injected into the tail vein of mice (3μl/g) under anesthe-
sia two hours before perfusion.

2.6. Immunofluorescence Staining. To detect Claudin 5
expression, thoracic spinal cord sections were sealed with
blocking buffer (10% sheep serum albumin and 0.3% Triton
X-100 in PBS) for 30min at 37°C, followed by incubation
with anti-Claudin 5 antibody (1 : 200, ab15106, Abcam,
USA) at 4°C overnight. For other examinations by immuno-
staining, brain sections were sealed with anti-Iba1 (1 : 100,
ab153696, Abcam, USA), anti-GFAP (1 : 200, Cat.#12389,
CST, USA), or anti-MBP (1 : 100, Cat.#13344, CST, USA)
together with anti-NF-L antibody (1 : 400, Cat.#AB9568,
Millipore, USA) at 4°C for 48 h. Alexa Fluor® 488-
conjugated goat anti-rabbit secondary antibody (1 : 800,
ab150077, Abcam, USA) was then added on its own or
together with Alexa Fluor® 555-conjugated goat anti-mouse
antibody (1 : 800, ab150118, Abcam, USA) for incubation at
37°C for 1 h. Nuclei were counterstained with Hoechst
33342 (Cat.#C0030, Solarbio, Beijing, China) for 10min.
Photomicrographs were taken with a confocal microscope
(Leica TCS SP5 II).

2.7. Transmission Electron Microscopy. Thoracic spinal cord
tissues were postfixed in osmium tetroxide and processed
for transmission electron microscopy. Electron micro-
graphs were taken with a Jem-1400 transmission electron
microscope.

2.8. Western Blotting. The protein was extracted from brain
tissues using an Ambion PARIS kit (Solarbio, Beijing, China)
with addition of phosphatase and protease inhibitor cocktails
(Roche). The Pierce BCA Protein Assay Kit (Cat.#23227,
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Thermo Fisher) was used to detect protein concentrations.
The proteins were separated by SDS-PAGE electrophoresis,
and a blotted membrane was incubated with blocking buffer
and then with anti-Claudin 5 (1 : 500, ab15106, Abcam,
USA), anti-Iba1 (1 : 1000, ab153696, Abcam, USA), anti-
GFAP (1 : 1000, Cat.#12389, CST, USA), anti-MBP (1 : 1000,
Cat.#13344, CST, USA), or anti-NF-L (1 : 1000, Cat.#AB9568,
Millipore, USA) primary antibody at 4°C overnight before
addition of horseradish peroxidase- (HRP-) linked goat anti-
rabbit (1 : 1000, Cat.#7074, CST, USA) or goat anti-mouse sec-
ondary antibody (1 : 25000, Cat.E030110-01, EarthOx, USA).
Detection of β-tubulin was performed on strippedmembranes
with anti-β-tubulin (1 : 1000, ab179513, Abcam, USA)
primary antibody to control for protein loading. Protein signal
was visualized with the LumiGLO chemiluminescent substrate
(Cat.#7003S, CST, USA), and target protein expression was
normalized as fold change relative to β-tubulin expression
using Photoshop for quantitative analysis.

2.9. Statistical Analysis. Statistical analysis was performed by
the Mann–Whitney U test, followed by a linear discriminant
analysis for phylum level changes. The SPSS 17.0 software
was used for statistical analysis including two-way analysis
of variance (ANOVA) followed by a Bonferroni test for com-
paring clinical scores and unpaired t-tests for other compar-
isons with means and p values calculated. Statistical graphs
were generated with GraphPad Prism 5. p < 0:05 was consid-
ered statistically significant.

3. Results

3.1. FMT Modulates GM in EAE. To examine the effect of
FMT on GM structure in EAE, fecal samples were collected
from EAE mice (n = 6), FMT-treated immunized mice
(n = 6), and normal controls (n = 5) 42 days postimmuniza-
tion for DNA extraction and 16S rRNA gene sequencing.
Acquired sequencing data were analyzed for assessment of
GM diversity. We first evaluated GM α-diversity with the
Shannon index, which takes account of both the richness
and evenness of a microbial community. The Shannon index
was significantly increased for GM in EAE mice compared to
normal controls (4:38 ± 0:15 vs. 3:89 ± 0:26, p = 0:008113),
indicating altered GM diversity in EAE; an in-between value
was discovered in FMT-treated EAE mice without statistical
significance (Figure 1(a)), suggesting that FMT attenuated
the increase in the Shannon index caused by the development
of EAE. Therefore, these results hint that FMT is conducive
to restoring altered intestinal microbiota diversity in EAE.
We next evaluated GM β-diversity, which accounts for the
dissimilarity between different microbial communities. Prin-
cipal coordinates analysis (PCoA) of unweighted UniFrac
distances showed clear clustering separation between sam-
ples from these three mouse groups on scores plot for princi-
pal component 1 (PC1, 28.91%) and PC2 (13.45%),
illustrating differing GM diversity between these mouse
groups (Figure 1(c)). The β-diversity distance matrix was
presented for hierarchical clustering analysis to calculate
the phylogenetic evolutionary relationships of each species
and the distance between samples; pairwise intergroup

UniFrac distances further quantitatively detected the varia-
tion occurring on different lineages among samples. Analysis
showed that FMT was closer to the control than the EAE
mice on the OTU level (Figure 1(d)).

Compared with EAE mice, intestinal bacterial phyla
Bacteroidetes (p = 0:0081) were more abundant in normal
controls, whereas Firmicutes (p = 0:0081), Tenericutes
(p = 0:0081), and Cyanobacteria (p = 0:0354) were less
abundant. FMT-treated EAE mice presented changed abun-
dances of Verrucomicrobia (p = 0:0091), four intestinal
bacterial phyla Bacteroidetes, Firmicutes, Tenericutes, and
Cyanobacteria, all of which that shifted towards the levels
observed in normal controls (Figure 1(b)) even if it is not sta-
tistically significant. Those suggest that FMT can to a certain
degree remedy altered GM structure in EAE.

To determine which bacteria was associated with the
severity of the neurological function score, we performed a
Spearman’s correlation of bacterial abundance with EAE
scores and cumulative disease scores (Figure 1(e)). Both
Lachnoclostridium andUnclassified_f_Lachnospiraceae showed
negative correlation in EAE scores and EAE cumulative scores.
Five kinds of genus including norank_o_Mollicutes_RF9,
[Eubacterium]_ruminantium_group, unclassified_f_Rumino-
coccaceae, Turicibacter, Ruminococcus_1, and Thalassospira-
were positively correlated with EAE scores and EAE
cumulative scores. However, uncultured_f_Lachnospiraceae,
Helicobacter, Roseburia, and norank_f_Bacteroidales_S24-7_
group were found to be negatively correlated with EAE scores
and cumulative scores, respectively. Prevotellaceae_UCG-001,
Akkermansia, and Ruminococcaceae_UCG-014 showed posi-
tive correlation in EAE score, as well as Alistipes, unclassified_
f_Veillonellaceae, Ruminiclostridium_6, Allobaculum, and nor-
ank_f_Clostridiales_vadinBB60_group in cumulative scores.
These results indicated that different genus of bacteria contrib-
utes differently to EAE neurological function score.

Analysis of the GM profiles of these 3 mouse groups
using linear discriminant analysis (LDA) of effect size
(LEfSe) identified differentially abundant bacterial taxa
(LDA score threshold > 2:0), which reflected the effect of
EAE and FMT treatment on the abundances of gut bacterial
taxa. EAE caused a marked decrease in the abundances of 13
gut bacterial taxa (g_norank_f_Bacteroidales_S24_7_group, f_
Bacteroidales_S24_7_group, p_Bacteroidetes, c_Bacteroidia, o_
Bacteroidales, g_Ruminococcaceae_UCG_010, f_Family_XIII,
g_Eubacerium_nodatum_group, c_Betaproteobateria, g_Para-
sutterella, f_Alcaligenaceae, o_Burkholderiales, and g_
Lachnoclostridium), made up of 1 phylum, 2 classes, 2 orders,
3 families, and 5 genera. FMT treatment for EAE decreased
the abundances of 17 bacterial taxa (p_Fimicutes, f_Rumino-
coccaceae, g_Alloprevotella, g_Alistipes, g_Ruminococcus_1,
g_unclassified_f_Ruminococcaceae, g_Ruminococcaceae_
UCG_014, g_Akkermansia, p_Verrucomicrobia, o_Verrucomi-
crobiales, f_Verrucomicrobiaceae, c_Verrucomicrobiae, g_
Eubacterium_ruminantium_group, f_Staphylococcaceae, g_
Staphylococcus, o_Bacillales, and g_Paraprevotella) consisting
of 2 phyla, 1 class, 2 orders, 3 families, and 9 genera (including
Akkermansia) and increased the abundances of 34 bacterial
taxa (f_Rikenellaceae, f_Bacteroidaceae, g_Bacteroides, g_
Prevotella_1, g_Turicibacter, g_Prevotellaceae_UCG_003, f_
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Figure 1: Continued.
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Porphyromonadaceae, g_Odoribacter, g_Helicobacter, f_
Helicobacteraceae, o_Campylobacterales, c_Epsilonproteobac-
teria, o_Pseudomonadales, f_Moraxellaceae, g_Acinetobacter,
f_Rs_E47_termite_group, g_norank_f_Rs_E47_termite_group,
g_Rikenella, o_Mycoplasmatales, f_Mycoplasmataceae, g_
Ureaplasma, g_unclassified_o_Bacteroidales, f_unclassified_
o_Bacteroidales, p_Tenericutes, c_Mollicutes, f_Veillonellaceae,
g_unclassified_f_Veillonellaceae, o_Selenomonadales, c_Nega-
tivicutes, g_Anaeroplasma, f_Anaeroplasmataceae, f_Peptos-
treptococcaceae, g_Romboutsia, and o_Anaeroplasmatales
increased in FMT mice) comprising 1 phylum, 3 classes, 5
orders, 11 families, and 14 genera (including Prevotella) in
GM (Figures 1(f) and 1(g)). Taken together, these results dem-
onstrate that FMT can modulate GM, thereby to some extent
rectifying altered GM composition in EAE.

3.2. FMT Has a Therapeutic Effect on EAE. Study of human
patients has revealed distinct GM in MS [25], and research
with animal models of MS has discovered that modulating
GM with antibiotics and probiotics can decrease EAE clinical
severity [26]. To find out the effect of FMT on EAE clinical
symptoms, we evaluated clinical scores of immunized mice
with versus without FMT treatment. FMT-treated mice
(n = 10) displayed alleviated clinical symptoms evidenced by
significantly reduced clinical scores (p < 0:0001) and cumula-
tive disease scores (p < 0:05) compared with EAE controls
(n = 10) through the clinic course of EAE (Figures 2(a) and
2(b)). Furthermore, FMT treatment resulted in a delay in the
onset of EAE (p < 0:0001, Figure 2(c)). Therefore, FMT with
fecal matter from normal donors proved effective in slowing
down EAE development and relieving EAE symptoms.
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Figure 1: FMT modulates GM in EAE. (a) Chart of the Shannon index values for evaluation of GM α-diversity. The Shannon index for GM
was significantly increased in EAE mice (n = 6) compared to normal controls (CON, n = 5); an in-between value was found in FMT-treated
immunized mice (FMT; n = 6) without statistical significance. (b) Chart of relative abundance of gut bacterial taxa (phylum level) performed
with the Mann–Whitney U test, corrected by FDR between the two groups. The figure was created by used unfiltered OUT table. (c) PCoA
plot (PC1/PC2) of unweighted UniFrac distances illustrating clustering separation between samples from different mouse groups. (d)
Hierarchical clustering tree on OTU level (weighted UniFrac). (e) The correlation heatmap chart performed with a Spearman’s correlation
of bacterial abundance with EAE scores and cumulative scores. The R value is shown in different colors in the figure. The legend on the
right is the color interval of different R values (∗0:01 < p < 0:05 and ∗∗0:001 < p < 0:01). (f) LEfSe cladogram showing differentially
abundant gut bacterial taxa. The diameter of each dot is proportional to its effect size. Each ring (from inside to outside) represents a
taxonomic level from kingdom to genus, the cladogram was made on filtered data, and only taxa with greater than 0.1% relative
abundance. (g) LDA scores of abundant gut bacterial taxa (LDA score threshold >2.0). k: kingdom; p: phylum; c: class; o: order; f: family;
g: genus.
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3.3. FMT Prevents BBB Leakage in EAE. The BBB is compro-
mised during the development of MS and EAE, allowing
immune cells to infiltrate CNS and attack myelin [27].
Because GM is thought able to regulate BBB permeability
[28–30], we then investigated whether FMT can help prevent
BBB impairment in EAE. By Western blotting, we found that
the expression of Claudin 5, a tight junction protein respon-
sible for BBB barrier function [31], was dramatically
increased in brain tissue in FMT-treated immunized mice
compared to EAE controls (n = 6) (Figures 3(a) and 3(b)),
which was further verified by immunostaining of brain
sections (n = 3) (Figure 3(c)). In addition, Evans blue dye
staining showed an appreciable reduction in dye presence
in brain parenchyma after FMT treatment (n = 1)
(Figure 3(d)). Together, these results prove that FMT treat-
ment can lead to improved BBB integrity in EAE, preventing
BBB leakage.

3.4. FMT Confers Protection onMyelin and Axons in EAE. To
assess the influence of FMT on myelin and axons, we exam-
ined the expression of myelin basic protein (MBP), which is
expressed in myelin, and neurofilament light chain protein
(NF-L), whose release reflects axonal damage, in brain tissue.
Significantly increased MBP expression and decreased NF-L

expression were detected in brain tissue in FMT-treated
EAE mice compared to saline-treated controls by Western
blotting (Figures 4(a)–4(c)) and by immunostaining of brain
sections as well (Figure 4(d)), indicating an increase in the
number of normal myelin sheaths and a decrease in myelin
disintegration and axon damage after FMT treatment. More-
over, transmission electron microscopy (TEM) verified less-
ened demyelination and increased the presence of intact
myelin sheaths in the thoracic spinal cord after FMT treat-
ment (Figure 4(e)). All together, these data point to a protec-
tive effect conferred by FMT on myelin and axons in EAE.

3.5. FMT Alleviates Microglia and Astrocyte Activation in
EAE. Microglia and astrocytes are known to contribute to
the inflammatory pathology of MS [32], and some studies
hint at a connection between their activation and GM
composition [33, 34]. To find out the impact of FMT on
microglia and astrocyte activation, we examined the expres-
sion of ionizing calcium-binding adaptor molecule 1 (Iba1,
immune cells marker, which is not specific for microglia
and infiltrating monocyte) and glial fibrillary acidic protein
(GFAP, astrocyte marker) with Western blotting and discov-
ered that the expression of both markers was significantly
downregulated in FMT-treated EAE mice compared to
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Figure 2: FMT has a therapeutic effect on EAE. (a) Chart of clinical scores for EAE controls and FMT-treated immunized mice after EAE
induction. FMT led to decreased clinical scores through the clinical course of EAE (mean ± SEM; n = 10/group; ∗∗p < 0:01). (b, c) Charts
of cumulative clinical scores (b) and disease onset days (c) after EAE induction indicating reduced clinical severity and delayed disease
onset after FMT treatment (mean ± SEM; n = 10/group; ∗p < 0:05 and ∗∗∗ p < 0:001).
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saline-treated controls (Figures 5(a)–5(c)). Furthermore,
decreased numbers of microglia and astrocytes were
observed by immunostaining of brain sections after FMT

treatment (Figures 5(d) and 5(e)). Taken together, these data
imply subdued glial inflammatory response after FMT treat-
ment in EAE.
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Figure 3: FMT prevents BBB leakage in EAE. (a) Claudin 5 expression in thoracic spinal cord tissues collected from EAE controls and FMT-
treated EAE mice revealed by Western blot with β-tubulin as loading control. (b) Chart of quantified Western blot results showing increased
levels of Claudin 5 expression (normalized by β-tubulin) after FMT treatment (mean ± SEM; n = 6/group; ∗∗p < 0:01). (c) Representative
immunostaining images of Claudin 5 expression (green) in spinal cord sections. The nucleus was stained with Hoechst (blue). Scale bar:
100μm. (d) Representative images of Evans blue dye extravasation (red) in the subcortical white matter of brain showing the presence of
dye in both blood vessels and brain parenchyma in EAE controls (upper panels) in contrast to appreciably reduced dye presence in brain
parenchyma in FMT-treated EAE mice (lower panels). Each right panel shows a high magnification image of the area inside the white box
(left). Scale bars: 400μm (left) and 200μm (right). Representative brain parenchyma and blood vessels are indicated by arrowheads and
arrows, respectively.
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Figure 4: FMT confers protection on myelin and axons in EAE. (a) MBP and NF-L protein expression in the brain of EAE controls and FMT-
treated EAEmice shown byWestern blot with β-tubulin as loading control. (b, c) Charts of quantifiedWestern blot results showing increased
levels of MBP (b) and decreased levels of NF-L (c) expression (normalized by β-tubulin) after FMT treatment (mean ± SEM; n = 6/group;
∗p < 0:05 and ∗∗p < 0:01). (d) Immunofluorescence imaging of MBP (green) and NF-L (red) expression in the corpus callosum of the
mouse brain. Nuclear staining was by Hoechst (blue). Each rightmost panel shows a high magnification image of the area inside the white
box. Scale bar: 25μm. (e) Transmission electron microscopy (TEM) imaging of myelin sheaths in the thoracic spinal cord. Each high
magnification image (right) shows the area enclosed by the white box (left). Representative normal and damaged myelin sheaths are
indicated by arrowheads and arrows, respectively.
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Figure 5: FMT alleviates immune cells and astrocyte activation in EAE. (a). Expression of Iba1 and GFAP protein in the brain of EAE
controls and FMT-treated EAE mice shown by Western blot with β-tubulin as loading control. (b, c). Charts of quantified Western blot
results indicating reduced levels of Iba1(b) and GFAP (c) expression (normalized by β-tubulin) after FMT treatment (mean ± SEM;
n = 6/group; ∗p < 0:05). (d, e) Immunofluorescence imaging of cells expressing Iba1 (green; d) and GFAP (green; e) in brain sections
with the nucleus stained by Hoechst (blue). Scale bar: 100μm.
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4. Discussion

An increasing body of evidence reveals GM dysbiosis in MS
[16, 25, 35, 36], and rebuilding GM has been proposed as
an innovative approach to MS treatment. FMT appears to
be the most direct way to reconstruct GM [37, 38] and is in
fact an ancient treatment dating back to 1700 years ago
[39]. However, whether GM can be restored back to normal
by FMT remains unclear. Our data reveal a tendency for
GM structure to change towards normal after FMT treat-
ment in EAE with beneficial consequences (Figure 1).

We also found that FMT treatment for EAE markedly
reduced the abundance of Akkermansia genus (in phylum
Verrucomicrobia) and elevated the abundance of Prevotella
genus (in phylum Bacteroidetes) in GM (Figures 1(b), 1(f),
and 1(g)), which recalls the findings of decreased gut
Akkermansia after probiotic intervention [40, 41], and
increased gut Prevotella after disease-modifying treatment
[16] and intermittent fasting in MS patients [42].
Bacteroidetes is one of the most abundant bacterial phyla
inhabiting human gut, and the Prevotella genus is a dominant
member of this phylum. Bacteroidetes ferments dietary fibers
to produce short chain fatty acids (SCFAs), which take part
in various physiological processes, affecting host health
[43–45]. SCFAs have been found to protect the BBB from
oxidative stress via nuclear factor, erythroid 2-like 2
(NFE2L2) signaling [46] and exert anti-inflammatory and
neuroprotective functions [47–49]. Other favorable effects
of SCFAs include attenuating myelin injury by increasing
brain acetyl-CoA metabolism [50] and relieving clinical
symptoms in EAE mice [49, 50]. A zwitterionic capsular
polysaccharide A (PSA) produced by Bacteroides fragilis sup-
presses neuroinflammation by regulating migratory capacity
of CD39+ CD4 T cell subsets, thus ameliorates EAE [51].
Bacteroides fragilis PSA+ regulated CNS demyelination by
the induction of highly potent IL-10-producing Treg cells
in EAE [52]. In addition, increased gut Akkermansia is asso-
ciated with MS [16, 40], and probiotic treatment for MS
patients resulted in decreased Akkermansia in GM accompa-
nied by an anti-inflammatory peripheral response [40].
Moreover, increase of gut Akkermansia has been implicated
in Parkinson’s disease [53, 54] and advanced dementia [55];
these results showed a negative role for intestinalAkkermansia
in CNS disorders. While Akkermansia is consistently elevated
in MS subjects, however, it may be a compensatory change for
a study has shown that transferring Akkermansia to mice at
EAE onset can ameliorate disease [56].

So far, FMT has been tested in treating a variety of
conditions including Clostridium difficile infection [42,
57], active ulcerative colitis [58], high-fat diet-induced
steatohepatitis [59], metabolic syndrome [60], and CNS
diseases such as epilepsy [21] and autism spectrum disor-
der [61]. Notably, applying FMT to several MS patients
[62] achieved promising improvement of clinical outcome
and FMT treatment for EAE mice with fecal matter from
immunized mice on intermittent fasting ameliorated EAE
clinical course [42]. In this study, FMT had a therapeutic
effect on EAE, reducing clinical severity and delaying the
onset of disease (Figure 2). Hence, our data add more

weight to the idea of using FMT as a GM-based treatment
for MS.

Currently, how FMT exerts influence on MS remains
unclear. Evidence from the EAE model of MS suggests a crit-
ical role for GM and its metabolites in the mechanisms
behind neuroinflammation and demyelination [17, 18]. Our
attempt to rectify altered GM in EAE by FMT led to allevi-
ated neuroinflammation and reduced BBB leakage and
damage to myelin and axons (Figures 3–5). These results
lend support to GM’s involvement in the pathogenesis of
EAE and echo previous observations of GM regulating BBB
integrity [28], myelination [63], and microglia activation
[29, 64]. It is worth noting that two earlier studies experimen-
ted with applying FMT to EAE animals, but the fecal matter
used for transplantation came from donor animals under
specific experimental conditions [42, 65]. FMT from immu-
nized donor mice on intermittent fasting resulted in reduced
inflammation and demyelination in EAE recipient mice,
proving that GM was part of the reason for fasting to take
effect in treating EAE [42]. FMT from Albino Oxford (AO)
donor rats, which are highly resistant to EAE induction, to
EAE-prone Dark Agouti (DA) recipient rats from birth led
to ameliorated EAE symptoms and decreased production of
interleukin- (IL-) 17, a proinflammatory cytokine, in the spi-
nal cord [65], hinting that GM can confer resistance to EAE.

Our study has limitations. Firstly, we started FMT
treatment before the onset of neurological signs, which is a
disadvantage from a translational point of view as treatment
for MS is sought after the onset of disease. We also did not
analyze the ingredients of the fecal matter used for
transplantation.

5. Conclusions

In summary, our data demonstrate beneficial effects of
FMT in the EAE mouse model of MS, including improved
GM composition, ameliorated clinical course, subdued glial
inflammatory response, and protection conferred on the
BBB, myelin, and axons. Our findings suggest a causal link-
age between GM and MS pathogenesis, and therefore, GM
has the potential to be a new target of innovative therapies
for MS. Further work is needed to unravel the mechanisms
underlying the impact of FMT on gut-brain axis and for-
mulate an ideal microbial recipe for MS treatment.
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Inflammatory bowel disease, a gut disease that is prevalent worldwide, is characterized by chronic intestinal inflammation, such as
colitis, and disorder of the gut microbiome. Glycine (Gly) is the simplest amino acid and functions as an anti-inflammatory
immune-nutrient and intestinal microbiota regulator. This study aimed at investigating the effect of Gly on colitis induced in
mice by intrarectal administration of 5% acetic acid (AA). Bodyweight and survival rates were monitored, and colonic length
and weight, serum amino acid concentrations, intestinal inflammation-related gene expression, and colonic microbiota
abundances were analyzed. The results showed that Gly dietary supplementation had no effect on the survival rate or the ratio of
colonic length to weight. However, Gly supplementation reversed the AA-induced increase in serum concentrations of amino
acids such as glutamate, leucine, isoleucine, and valine. Furthermore, Gly inhibited colonic gene expression of interleukin- (IL-)
1β and promoted IL-10 expression in colitis mice. Gly supplementation also reversed the AA-induced reduction in the
abundance of bacteria such as Clostridia, Ruminococcaceae, and Clostridiales. This change in the intestinal microbiota was
possibly attributable to the changes in colonic IL-10 expression and serum concentrations of valine and leucine. In sum, Gly
supplementation regulated the serum concentrations of amino acids, the levels of colonic immune-associated gene expression,
and the intestinal microbiota in a mouse model of colitis. These findings enhance our understanding of the role of Gly in
regulating metabolism, intestinal immunity, and the gut microbiota in animals afflicted with colitis.

1. Introduction

Inflammatory bowel disease (IBD), including Crohn’s disease
(CD) and ulcerative colitis (UC), is characterized by a loss of
intestinal mucosal homeostasis associated with inappropriate
and aggravated immune responses to intestinal lumen anti-
gens [1–3]. The clinical symptoms of IBD include diarrhea,
abdominal pain, bloody stools, tenderness, and abdominal
mass. The increased incidence of IBD is a worldwide health-
care problem [4]. It is widely believed that IBD is caused by
complex interactions between genetic and environmental
factors, such as immune-response disorders and microbial
community changes. However, the cause of IBD remains
unclear, and further research is needed [5, 6].

Several types of pharmacologically induced animal colitis
models have been developed, such as dextran sulfate- (DSS-),
trinitrobenzene sulfonic acid- (TNBS-), or acetic acid- (AA-)
induced models [7, 8]. DSS is widely used for this purpose, as
is TNBS, typically in combination with ethanol. AA causes
UC (hereafter termed “colitis”) by damaging the intestinal
mucosa epithelium and is a low-cost and convenient tech-
nique. Previous studies demonstrated that AA-induced coli-
tis might be a good model with which to study the efficacy
of drugs [9], so we used AA to induce colitis in this study.

Anti-inflammatory drugs such as cytokine antagonists
and immunosuppressive drugs such as corticosteroids are
currently used for IBD treatment [10–12]. However, long-
term use of cytokine antagonists may have severe side
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effects [13]. Therefore, new adjuvant therapies are required
to overcome the limitations of current drug therapies [14].

Many amino acids have been shown to have beneficial
effects in IBD. For example, arginine reduces mucosal perme-
ability, inhibits inflammation, and increases inducible nitric
oxide synthase (iNOS) activity in mice with DSS-induced
colitis [15]. It has also been shown that Gly may inhibit
cytokine secretion in monocytes, macrophages, and neu-
trophils, and regulate T cell activities [16]. Dietary Gly
prevents diarrhea, bodyweight loss, and ulceration in rats
with DSS-induced IBD [17, 18]. However, the effects of
Gly on AA-induced IBD in mice remain unclear.

This study aimed at investigating the effect of Gly on AA-
induced colitis in mice. The results add to our knowledge of a
possible role for Gly in colitis treatment.

2. Materials and Methods

2.1. Animal Model. This study was conducted following the
guidelines of the Animal Welfare Committee of the Institute
of Subtropical Agriculture, Chinese Academy of Sciences
(2015-8A). Female six-week-old ICR (Institute for Cancer
Research) mice were purchased from the SLAC laboratory
animal center (Changsha, China). The mice were housed in
a temperature-controlled environment with a 12 h light/dark
cycle and had free access to food and water. Sixty mice were
randomly divided into three groups of 20 animals: a control
(Con) group (fed the basal diet), a model (Mod) group (fed
the basal diet), and a model+Gly (ModGly) group (fed the
basal diet supplemented with 0.1% Gly). The dose of Gly
was selected following preliminary experiments. The Con
group and Mod group shared the data with our previous
study [19]. On the seventh day of the experiment, all of the
mice were fasted for 36h and were intrarectally treated with
5% AA (Mod and ModGly group) or saline solution (Con
group). The surviving mice were monitored for 1 week after
the administration of AA, and all of the mice were then sacri-
ficed by cervical dislocation, and blood, colons, and colonic
contents were collected.

2.2. Analysis of Serum Amino Acids. High-performance liq-
uid chromatography (HPLC) was used to analyze serum
amino acids. Briefly, 0.1ml of the serum sample was thor-
oughly mixed with 4.9ml of 0.01-M hydrochloric acid and
then centrifuged at 5000 rpm and 4°C for 5min. The super-
natant (500ml) was then removed and incubated at 4°C for
12 h and then homogenized with 8% salicylic acid. The
resulting homogenate was centrifuged twice at 12,000 rpm

and 4°C for 10min. Authentic standards (Sigma Chemicals)
for quantifying amino acids in serum samples were prepared
in 0.01-M hydrochloric acid and stored at -70°C.

2.3. RT-PCR. Total RNA was extracted from colonic tissues
using the TRIZOL reagent kit (Invitrogen, USA). The Pri-
meScript RT kit with gDNA Eraser (Takara Bio Inc.,
Qingdao, China) was used to synthesize cDNA, according
to the product manual. Primers (Table 1) used in this
study were designed under the principles of primer design
using Primer 6.0 software (PRIMER-E, New Zealand) and
Oligo 5.0 software (Molecular Biology Insights, Inc., USA),
based on the gene sequences of the house mouse (Mus
musculus) on GenBank. The SYBR Premix Ex Taq kit
(Takara, Japan) was used for RT-PCR analysis, and tripli-
cate reactions were performed using the Applied Biosys-
tems 7900HT Fast Real-Time PCR System (Thermo,
USA) by the following methods: (1) initial denaturation
(90°C 30 s); (2) amplification and quantification (40 cycles
at 95°C 5 s, 1 cycle at 60°C 30 s). Relative gene expression
was calculated with the formula 2-(ΔΔCt).

2.4. Gut Microbiota Analysis. 16S rDNA sequencing was used
for intestinal microbiota analysis, according to our previous
study [20]. Digested matter in the colon cavity was collected,
and the DNAwas extracted from this material using a Qiagen
QIAamp DNA Stool Mini kit. Illumina MiSeq sequencing
was used to analyse the V3 to V4 regions of bacterial 16S
rDNA, and the data analysis was performed by Anoru
Genomics Technology Co., Ltd., (Beijing, China). Briefly,
the library was generated and sequenced to produce 400 base
pair/600 base pair single-end reads. Single-end reads were
assigned to the samples based on their unique barcode and
truncated by the removal of their barcode and the primer
sequence. Sequence analysis and operational taxonomic unit
(OTU) clustering were performed using UPARSE software
(v7.0.1001, https://drive5.com/usearch/) following quality fil-
tering, and sequences with more than 97% similarity were
clustered to the same OTU. RDP Classifier (V2.2, Michigan
State University Board of Trustees, East Lansing, MI) was
used for species annotations, based on the GreenGene data-
base. MUSCLE software (Version 3.8.31) was used to study
the phylogenetic relationships of different OTUs, to examine
differences in the dominant species in different samples
(groups), and for multiple-sequence alignments. The abun-
dant information in the OTUs was normalized for suvbse-
quent analysis of the alpha diversity, beta diversity, and the
environmental-factor correlation analysis.

Table 1: Primers used in this study.

Gene ID Nucleotide sequence of primers (5′–3′) Product length

IL-1β NM_008361.3 ATGAAAGACGGCACACCCAC GCTTGTGCTCTGCTTGTGAG 175

IL-17 NM_010552.3 TACCTCAACCGTTCCACGTC TTTCCCTCCGCATTGACAC 119

IL-10 NM_010548.2 GCCACATGCTCCTAGAGCTG CAGCTGGTCCTTTGTTTGAAA 71

IFN-γ NM_008337.4
ATGAACGCTACACACTGCATCTTGGCTT
CCTCAAACTTGGCAATACTCATGAATGC

361

Actin NM_007393.5 GGACTCCTATGTGGGTGACGAGG GGGAGAGCATAGCCCTCGTAGAT 366
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2.5. Statistical Analyses. GraphPad Prism 6.0 (GraphPad
Software, Inc., La Jolla, CA) was used for statistical analy-
ses and to create graphs. Statistical analyses between the
Con and Mod groups and the Mod and ModGly groups
were performed by t-test. Results are shown as mean ±
SD. P < 0:05 was considered significant; ∗P < 0:05, ∗∗P <
0:01, ∗∗∗P < 0:001.

3. Results

3.1. Survival Proportions and Ratio of Colon Weight to
Length. We evaluated the effect of GLY on AA-induced coli-
tis in mice by comparing the survival rate and the ratio of
colonic weight to length. The survival rate in the Mod group
was significantly lower than that in the CON group
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Figure 1: Survival proportions, the ratio of colon weight to length. (a) The survival rate was significantly lower in the Mod group than in the
Con group, but was similar in the Mod and ModGly groups. (b) The colonic weight-to-length ratio was greater in the Mod group than in the
Con group and was the same in the Mod and ModGly groups. The data are presented as means ± SD; ∗P < 0:05, ∗∗P < 0:01, ∗∗∗P < 0:001.
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Figure 2: Serum amino acid profiles in the serum. The serum concentrations of Glu, glutamic acid (a), Ile, isoleucine (b), Leu, leucine (c), and
Val, valine (d) were significantly higher (P < 0:05) in the Mod group than in the Con group and significantly lower (P < 0:05) in the Mod
group than in the ModGly group. The data are presented as means ± SD; ∗P < 0:05, ∗∗P < 0:01, ∗∗∗P < 0:001.
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(Figure 1(a)), and the colonic weight/length ratio was
increased (P < 0:05) (Figure 1(b)). However, Gly did not
affect the survival rate or the colonic weight-to-length ratio
in the ModGly group (Figures 1(a)–1(b)).

3.2. Serum Amino Acid Profile. The results showed that the
serum leucine (Leu), isoleucine (Ile), valine (Val), and gluta-
mic acid (Glu) concentrations were significantly higher
(P < 0:05) in the Mod group than in the CON group
(Figures 2(a)–2(d)), whereas the concentrations of other
amino acids were largely unchanged (data not shown). Nota-
bly, dietary Gly reduced the serum concentrations of Leu, Ile,
Val, and Glu in the Mod group.

3.3. Colonic Expression of IBD-Associated Cytokines.We ana-
lyzed the gene expression of colonic proinflammatory
cytokines (such as IL-1β, IFN-γ, and IL-17) and inhibitory
cytokine (IL-10). Compared with the CON group, the
MOD group had significantly reduced expression of IL-
10 (P < 0:05) (Figure 3(d)) but had an unaltered expres-
sion of proinflammatory cytokines (Figures 3(a)–(c)). In
contrast, the ModGly group had significantly increased
IL-10 expression (Figure 3(d)) and reduced IL-1β expres-
sion (Figure 3(c)).

3.4. Intestinal Microbiota. 16sRNA was analyzed by Illumina
high-throughput sequencing to examine the effect of the

experimental conditions on the gut microbiota of mice. A total
of 260 OTUs were found overall, and 233 of these OTUs were
present in all three groups (Figure 4(a)). Twenty-six taxa were
detected at the genus level, such as Bacteroides, Prevotella,
Helicobacter, Akkermansia, Lactobacillus, and Sutterella
(Figure 4(b)). Clostridia, Clostridiales, and Ruminococcaceae
were relatively more abundant in both the Con and ModGly
groups than in the Mod group (Table 2). The prominent pop-
ulations in each group were also determined based on linear
discriminant analysis coupled with effect-size measurements,
which revealed that Clostridia and Clostridiales were domi-
nant in the Con group, Alcaligenaceae, Burkholderiales, and
Betaproteobacteria were dominant in the Mod group, and
Ruminococcaceae were dominant in the ModGly group
(Figure 4(c)). A correlation analysis showed that the serum
concentrations of Val and Leu were negatively correlated with
the abundance of Clostridia and Clostridiales (Figure 4(d)).
Moreover, colonic IL-10 expression was positively correlated
with the abundance of Clostridia, Clostridiales, and IL-1
expression was negatively correlated with the abundance of
Ruminococcaceae (Figure 4(e)).

4. Discussion

Previous studies have shown that body weight, survival rates,
and the ratio of colon weight to colon length decreased in the
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Figure 3: Colonic expression of IBD-associated cytokines. Real time-polymerase chain reaction analysis was used to measure the colonic
expression of IL-1β (a), IL-17 (b), IFN-γ (c), and IL-10 (d) genes. AA administration reduced IL-10 expression, whereas Gly inhibited IL-
1β expression and promoted IL-10 expression. The data are presented as means ± SD; ∗P < 0:05, ∗∗P < 0:01, ∗∗∗P < 0:001.
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AA-induced IBD mouse model [17, 21]. It has also been
shown that the expression of proinflammatory cytokines
(i.e., IL-1β, IFN-γ, and IL-17) is significantly increased in
the AA-induced IBD model. Intriguingly, it has been found

that dietary supplementation Gly partially restores the above
indicators in Wistar rat models of TNBS-or DSS-induced
IBD [17]. However, we found that dietary Gly did not have
a significant effect on survival rate and colonic weight-to-
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Figure 4: Intestinal microbiota. (a) Two hundred thirty-three OTUs were common to all three groups. (b) Relative contribution of genera in
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of Ruminococcaceae.
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length ratio in the mouse model with AA-induced IBD. This
different result may be attributable to the mouse model
and/or the dosage of Gly we used.

Amino acids are necessary for intestinal growth and for
the maintenance of mucosal integrity and barrier function
[22–24]. Dietary supplementation with amino acids, such as
threonine, serine, proline, and cysteine, improves mucin pro-
duction, protects intestinal epithelial cells, and enhances the
health of the intestinal microbiome [25–27]. Some amino
acids have been suggested to be suitable as biomarkers for
diagnosis and treatment in IBD, such as branched-chain
amino acids (BCAAs; i.e., Leu, Ile, and Val) and tryptophan
[28]. Concentrations of BCAAs and Glu have also been
found to be significantly increased in a model of IBD [7],
and these increases could be reversed by dietary Gly. Studies
have also reported that BCAAs enhance the intestinal
immune system by improving the morphological integrity
of the intestinal tract and increasing the production of
immunoglobulin. For example, Leu enhances cell prolifera-
tion and amino-acid transporter expression by activating
the mTOR pathway [29]. However, a high concentration of
BCAAs may activate the mTOR and NF-κB pathways and
thereby increase oxidative stress and inflammation. Other
non-BCAAs have shown beneficial effects: for example, argi-
nine reduces mucosal permeability, inhibits inflammation,
and increases iNOS activity in mice with DSS-induced colitis
[15]. Moreover, Gly inhibits cytokine secretion in mono-
cytes, macrophages, and neutrophils and regulates T cell
activities [16].

Current evidence suggests that immune disorders con-
tribute to the IBD process via cytokine production in bowel
lesions. Many proinflammatory cytokines, such as TNF-α
and IL-1/6/22/23, and anti-inflammatory cytokines (such as
IL-10) have been studied to determine their roles in IBD
[30]. For example, it was found that IL-1 is highly activated
in IBD patients and that IL-1β activates CD4+ T cells [31].
It was also found that mice that the lack of IL-10 or IL-10R
are sensitive to colitis [32], largely due to the promotion of
IL-1 production.

In another study, it was found that dietary Gly supple-
mentation could reverse the increase of colonic IL-1β and
the induction of TNF-α gene expression triggered by
neutrophil-produced chemokines and inflammatory pro-
teins secreted by macrophages [17]. Similarly, we found in
this study that dietary Gly supplementation inhibited IL-1
expression and promoted IL-10 expression (as shown by

increased IL-10 mRNA abundance), suggesting the potential
of Gly for IBD treatment.

The gut microbiome has been linked to many diseases,
such as IBD, obesity, diabetes, and autism [33]. Some studies
have reported dramatic changes in the composition of the
intestinal microbial community in mice with IBD, which is
in keeping with our results. Dietary supplements, such as
amino acids, may regulate physiological activity via their
effects on gut microbes [34, 35]. In addition, a low-Gly diet
is associated with changes in gut flora [36]. In this study,
we found that Gly changed the composition of the microbi-
ota, and this has associations with serum concentrations of
amino acids and colonic gene expression of IL-1 and IL-10
in IBD models.

Interestingly, Clostridium butyricum, a member of Clos-
tridia and Clostridiales, has been reported to promote the
growth of gut IL-10-producing innate immune cells and
alleviate colitis in a mouse model by activating Treg and
inhibiting activated macrophages [37]. The findings indi-
cate that dietary Gly regulates colonic cytokine expressions,
especially that of IL-10, possibly via effects on gut bacteria.
However, further studies are needed to investigate this pos-
sible mechanism.

In conclusion, our data show that dietary Gly modu-
lated serum amino acid concentrations and gut cytokine
expression in AA-induced colitis mice and that this may
have occurred via the regulation of the intestinal microbi-
ota. These findings enhance our understanding of the roles
of Gly in the metabolism of serum amino acids, intesti-
nal immunity, and its effects on the intestinal microbiota
of mice.
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Objective. Neuropeptide Y (NPY), an orexigenic peptide known to cause hyperphagia, has been involved in the occurrence and
development of obesity. However, differences in the distribution of serum NPY levels in obese phenotypes (including
metabolically unhealthy obesity (MUO) phenotype and metabolically healthy obesity (MHO) phenotype) and the association of
NPY with MUO phenotype have not been unequivocally established. We therefore determined associations of serum NPY levels
with MUO phenotype in obese Chinese adults. Methods. A cross-sectional study was conducted from 400 obese adults in Hunan
province, who underwent a health examination in the Second Xiangya Hospital, and 164 participants were finally enrolled in the
study and divided into MHO and MUO groups. Serum NPY levels were examined; univariate and multivariate analyses as well
as smooth curve fitting analyses were conducted to measure the association of NPY serum levels with the MUO phenotype.
Results. Serum NPY levels were significantly elevated in the MUO group compared with the MHO group ((667:69 ± 292:90)
pg/mL vs. (478:89 ± 145:53) pg/mL, p < 0:001). A threshold and nonlinear association between serum NPY levels and MUO was
found (p = 0:001). When serum NPY levels exceeded the turning point (471.5 pg/mL), each 10 pg/mL increment in the NPY
serum level was significantly associated with an 18% increased odds ratio of MUO phenotype (OR: 1.18, 95% CI: 1.07–1.29, p =
0:0007) after adjusted for confounders. Conclusions. Higher NPY serum levels were positively correlated with MUO phenotype
in obese Chinese adults.

1. Introduction

Obesity is a multifactorial and chronic disease mainly caused
by excess energy intake, which has caused a major global
public health problem [1–3]. Life expectancy is expected to
decrease as the obesity prevalence rates soar [4, 5]. More
importantly, obesity typically develops because of small but
long-term changes in energy balance, which causes a series
of energy metabolism disorders [2]. Hence, obesity may
increase the risk of premature death because of the signifi-
cantly increased risk for hypertension, type 2 diabetes melli-
tus (T2DM), cardio-cerebrovascular diseases, and some
cancers [2, 5, 6].

However, metabolic disorders are not necessarily trig-
gered when body mass index (BMI) reaches a level indicating
overweight or obesity [7, 8]. Hence, it makes sense to distin-
guish obese individuals with metabolic disorders from those
who are metabolically healthy [5]. Obesity has two major
phenotypes depending on whether it is accompanied by met-
abolic abnormalities. Metabolically healthy obesity (MHO)
refers to an obesity phenotype with little or no metabolic
abnormalities [2], while the metabolically unhealthy obesity
(MUO) phenotype has at least two or more concomitant
metabolic disorders [9]. There is increasing evidence that
patients with MUO are more prone to have cardiovascular
events than whose with MHO, but the MHO phenotype is
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still more likely to develop MUO phenotype than healthy
people with normal weight [1, 7–9]. Thus, it is vital to iden-
tify further metabolic abnormalities in people with obesity
and to explore additional risk factors.

Neuropeptide Y (NPY), one of the most powerful orexi-
genic peptides, is produced in large amounts in the arcuate
and dorsal medial nucleus of the hypothalamus, as well as
in peripheral adipose tissue [10–12]. Excess release of NPY
can lead to overeating causing excessive energy intake, subse-
quently precipitating a series of damaging effects resulting in
diabetes, heart disease, and other illnesses [11, 13]. Our pre-
vious study [14] and other studies have found that NPY reg-
ulates fat metabolism by promoting adipocyte differentiation
[15, 16], inhibiting lipolysis [17], and suppressing the beige-
ing in white adipose tissue [18]. Overexpression of NPY in
mice has been reported to cause the obesity phenotype and
insulin resistance, leading to a series of metabolic disorders
[19], while the use of NPY antagonists has been found to
reduce obesity and metabolic imbalances in fat tissue associ-
ated with aging [17]. Therefore, NPY has an important rela-
tionship with the occurrence and development of obesity and
its related complications.

Many obesity models were characterized by an increase
in central nervous systemNPY tone, which lead to overeating
and obesity [20]. However, NPY is also involved in the devel-
opment of metabolic disorders without causing overeating in
mouse models [21]. Although several studies have reported
the contributions of NPY to obesity [22, 23] and T2DM
[24], none of them have assessed the specific effects of NPY
serum levels on obesity in distinct metabolic conditions. Fur-
thermore, research on differences in NPY levels between var-
ious obesity phenotypes has not been published.

Given that neuropeptide Y is a key orexigenic peptide
affecting on obesity, we hypothesized that high serum NPY
level is an essential risk factor for the MUO phenotype,
and the main purpose of the present study was to investigate
differences in NPY serum levels between individuals with
various obesity phenotypes and to analyze the specific asso-
ciation of NPY with MUO.

2. Materials and Methods

2.1. Study Subjects. A cross-sectional study was performed
with 400 obese participants (aged 19 to 78 years) who were
screened based on their body mass index (BMI, BMI≥
25.0 kg/m2) [25], which was measured during a physical
examination between November 2018 and February 2019 in
the Second Xiangya Hospital of Central South University in
China. All participants have signed informed consent form.
The study was approved by the ethics committee of the Sec-
ond Xiangya Hospital of Central South University (Clinical-
trials.gov ID: ChiCTR-EOC-16010194).

The major exclusion criteria in this study included (1)
cancer, hematologic disease, organic heart disease, autoim-
mune disease, hyperthyroidism, Cushing syndrome, hyper-
parathyroidism, infection, history of myocardial infarction
and stroke, history of tuberculosis, chronic alcohol abuse,
pregnancy, and lactation; (2) diseases that may cause abnor-
mal levels of NPY, such as psychiatric disorders and epilepsy;

(3) subjects with unqualified specimens (e.g., hemolysis); and
(4) missing data on anthropometric data and metabolic com-
ponents. The sample size was estimated based on confidence
level (1-α), power of test (β), tolerance (δ), and sample stan-
dard deviation (s) [26].To estimate the sample size, a prelim-
inary pilot study was conducted for measuring the serum
NPY levels in 40 obese participants, and the sample SD was
179.6 pg/mL. Since the confidence level was 0.95, and the tol-
erance was 5%, a sample size of 152 individuals was estimated
based on these parameters. In this study, 164 participants
were eventually included based on all exclusion criteria
(n = 236). These obese subjects were subsequently classified
as two subgroups based on the presence/absence of metabolic
abnormalities. Nonobese ATP III criteria [27] of compo-
nents of metabolic syndrome was used for identification
of metabolic abnormalities ðTG ≥ 1:7mmol/L, HDL − C <
1:04mmol/L in men, HDL < 1:29mmol/L in women, FBS
> 5:6mmol/L, and SBP/DBP > 130/85mmHgÞ [28]. The
presence of ≥2 ATP III components of metabolic syndrome
in participants was defined as MUO (n = 93), and the pres-
ence of ≤1 component was defined as MHO (n = 71) [2, 9].

2.2. Data Collection. The anthropometric data that were col-
lected mainly included BMI, waist circumference (WC), and
waist hip rate (WHR). Systolic and diastolic blood pressure
(SBP, DBP) were measured with the participant in a seated
position and resting state.

All blood samples were obtained at 8 am after fasting for
10-12 hours and centrifuged at 3,000g for 5min to separate
the serum. Serum levels of triglycerides (TG), total choles-
terol (TC), high-density lipoprotein cholesterol (HDL-C),
low-density lipoprotein cholesterol (LDL-C), nonesterified
fatty acid (NEFA), fasting blood sugar (FBS), and whole
blood levels of HbA1c were tested in the Department of Lab-
oratory Medicine of the Second Xiangya Hospital, using rou-
tine diagnostic tests [29]. Serum NPY levels (CEA879Hu
96T, CLOUD-CLONE CORP, USA) were measured with
specific enzyme-linked immunosorbent assays (ELISA) with
an intra-assay error <10% and an interassay error <12%.

2.3. Statistical Analysis. We described characteristics of the
subjects using means and standard deviations (SD) for nor-
mally distributed variables, median and interquartile range
(IQR) for nonnormally distributed variables, and percentages
for categorical variables. Independent samples t-test, Mann-
WhitneyU test, and χ2 test were used for comparison of nor-
mally, nonnormally distributed continuous variables, and
categorical variables, respectively. Spearman’s correlation
coefficient was performed for evaluating the relationship of
NPY with clinic-metabolic parameters.

Univariate analyses and multiple logistic regression were
used to determine the association between NPY serum levels
and MUO phenotype. We began with an unadjusted model
and then added some confounders defined as covariates based
on their clinical implication and significance in univariate
analysis (p < 0:15). NPY serum levels were further treated as
both continuous variables in increments of 10pg/mL and cat-
egorical variables in quartiles in all models. p values for trend
were also obtained by coding NPY level categories (quartiles)
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as ordinal variables in the regression models. Stratified
analyses and interaction analyses were further performed
by gender (male, female), age (<45 years, ≥45 years), and
BMI (25–28 kg/m2, ≥28 kg/m2) to confirm the relationship
between NPY serum levels and the MUO phenotype in the
obese participants.

To explore the potential nonlinear association between
NPY and MUO phenotype, smooth curve fitting analysis
and a piecewise linear regression model were performed to
further examine the threshold effect of NPY on MUO. All
analyses were performed using Empower (R) [30]. All tests
were based on a two-tailed p value of less than 0.05 as evi-
dence of statistical significance.

3. Results

3.1. Clinical and Laboratory Characteristics of the Participants.
This analysis included 164 participants (44:53 ± 14:04 years,
73% men) of whom 43.3% and 56.7% had MHO and MUO,
respectively. The baseline data of the participants were pre-
sented in Table 1. A significant difference in age was found
between MHO and MUO groups, with the mean age (1 SD)
of the MHO group was 39.94 (13.09) years and 48.03 (13.78)
years for the MUO group. There was no significant difference
in gender composition between the MHO group and MUO
group, and males made up the larger percentage of both
groups (70.4% of the MHO group and 75.3% of the MUO
group). Compared with the MHO group, participants in the
MUO group had higher WC, SBP, DBP, TG, LDL-C, TC,
FBS, and HbA1c levels and lower HDL-C levels (all p < 0:05).

As for NPY serum levels, the trend in the distribution of
the expression of NPY was similar to that of the major met-
abolic indicators (i.e., TG, TC, FBS, SBP, DBP, and LDL-C)
between these two groups. Serum NPY level was signifi-
cantly increased in MUO group compared with MHO
group (667.69 (292.90) pg/mL vs. 478.89 (145.53) pg/mL,
p < 0:001).

3.2. Univariate and Multivariate Regression Analyses of
MUO’s Association with Serum NPY Levels. We first con-
ducted univariate analyses to analyze the relationship
between MUO and each variable. As shown in Table 2, pos-
itive associations were found between MUO and BMI, WC,
WHR, SBP, DBP, TG, TC, LDL-C, FBS, HbA1c, and LDL-
C (all p < 0:05), whereas a negative association was observed
between MUO and HDL-C (p < 0:001).

Multivariate regression analyses were then conducted to
analyze the specific association of serum NPY levels with
MUO (Table 3). The association of NPY with MUO was
measured by the odds ratio (OR). Our results showed that
per 10 pg/mL increment in NPY was associated with higher
risk of MUO (OR: 1.06, 95% CI: 1.03–1.08, p < 0:0001) in
the linear modeling before adjusting for confounders (model
1). After adjusted for sex, age, BMI, WC, WHR, TC, LDL-C,
and HbA1c (model 4), higher level of NPY was still indepen-
dently associated with MUO (OR: 1.07, 95% CI: 1.03–1.12,
p = 0:001).

We also observed evidence of a dose-response trend
across NPY quartiles (p for trend < 0.0001) in all the models.
The ORs for MUO were significantly higher in the upper

Table 1: Baseline characteristics of the study participants (N = 164).

Characteristic All (n = 164) Obesity
p∗

MHO (n = 71) MUO (n = 93)
Age (years) 44.53 (14.04) 39.94 (13.09) 48.03 (13.78) <0.001
Sex 0.488

Male 120 (73.0%) 50 (70.4%) 70 (75.3%)

Female 44 (27.0%) 21 (29.6%) 23 (24.7%)

BMI (kg/m2) 28.11 (2.51) 27.78(2.38) 28.50 (2.46) 0.061

WC (cm) 92.15 (6.80) 89.23 (4.50) 94.39 (7.41) <0.001
WHR 0.94 (0.06) 0.93 (0.06) 0.96 (0.06) 0.003

SBP (mmHg) 133.24 (18.66) 121.68 (12.17) 142.06 (17.96) <0.001
DBP (mmHg) 81.66 (11.90) 75.08 (8.76) 86.69 (11.56) <0.001
TG (mmol/L) 1.67 (1.12-2.78) 1.19 (0.90-1.37) 2.35 (1.73-3.33) <0.001
TC (mmol/L) 4.83 (1.13) 4.49 (0.70) 5.09 (1.32) <0.001
HDL-C (mmol/L) 1.18 (0.30) 1.32 (0.24) 1.08 (0.31) <0.001
LDL-C (mmol/L) 2.88 (0.93) 2.63 (0.65) 3.07 (1.05) <0.001
FBS (mmol/L) 5.45 (5.05-7.14) 5.08 (4.78-5.29) 6.46 (5.54-9.18) <0.001
NEFA (mmol/L) 0.49 (0.25) 0.45 (0.15) 0.51 (0.29) 0.174

HbA1C (%) 5.60 (5.30-6.67) 5.30 (5.10-5.50) 6.40 (5.60-7.90) <0.001
NPY(pg/mL) 585.95 (257.93) 478.89 (145.53) 667.69(292.90) <0.001
Data were reported as the mean (SD) or median (IQR: Q1-Q3). ∗The t-test or Mann-Whitney U test or χ2 test was used for comparisons between MHO group
and MUO group.
MHO: metabolically healthy obese; MUO: metabolically unhealthy obese; WC: waist circumference; WHR: waist to hip measurement ratio; BMI: body mass
index; SBP: systolic blood pressure; DBP: diastolic blood pressure; FBS: fasting blood sugar; TG: triglycerides; TC: total cholesterol; HDL-C: high-density
lipoprotein-cholesterol; LDL-C: low-density lipoprotein-cholesterol; NEFA: nonesterified fatty acids.
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quartile of serum NPY levels than in the lower quartile. The
third and fourth quartiles of NPY levels were associated with
a 1.75 (OR: 2.75, 95% CI: 1.12–6.78, p = 0:0278) and 18.92
(OR: 19.92, 95% CI: 5.86–67.71, p < 0:0001) times higher risk
of MUO compared with the first quartile in the crude model
(model 1), respectively. In the analyses adjusted for sex, age,
BMI, WC, and WHR (model 3), the ORs were gradually
increased for MUO; the third and fourth quartiles of NPY
levels were associated with a 4.41 (OR: 5.41, 95% CI: 1.15–
25.39, p = 0:0324) and 37.99 (OR: 38.99, 95% CI: 6.18–
246.01, p < 0:0001) times higher risk of MUO compared with
the first quartile. After further adjusting for TC, LDL-C, and
HbA1c (model 4), we observed that the fourth quartile of
NPY was significantly positively associated with the MUO
(OR: 29.85, 95% CI: 4.38–203.62, p = 0:0005).

Further stratified analyses and interaction analyses were
conducted by sex, age, and BMI (Table 4). A gender differ-
ence and age difference were observed in the association
between NPY and MUO. The level of NPY being positively
associated with MUO in the male sample (p = 0:0039) and
in participants with age ≤45 years (p = 0:0041), but the asso-
ciation was insignificant in the female sample (p = 0:1906)
and in participants with age >45 years (p = 0:1603). At dif-
ferent BMIs, NPY levels showed a positive association with
MUO (25–28 kg/m2, p = 0:0166; ≥28 kg/m2, p = 0:0078). An
interaction analysis revealed that the variables, i.e., age
(≤40 years vs. >40 years; p for the interaction = 0.4595), gen-
der (p for the interaction = 0.3303), and BMI (25–28 vs.
≥28 kg/m2; p for the interaction = 0.5591), significantly
modified the association between the serum NPY levels
and MUO.

3.3. Analysis of the Nonlinear Relationship between NPY and
MUO. After we analyzed the association between the MUO
phenotype and NPY level using multivariable linear regres-
sion and found the results of quartile equidistant variables
were not entirely linearly distributed, we considered whether
a nonlinear relationship might exist between NPY serum
levels and MUO.

Therefore, we performed smooth curve fitting after
adjusted for sex, age, BMI, WC, WHR, TC, LDL-C, and
HbA1c. A generalized additive model was used, and a thresh-
old and nonlinear association was found between serumNPY
levels and MUO (p = 0:0001, Figure 1). Threshold saturation
effects were further analyzed, and the data showed that the
inflection point was 471.5 pg/mL (Table 5). Specifically, no
significant relationship was found between MUO and NPY
when the serum NPY level was before the turning point
(OR: 1, 95% CI: 0.90–1.11, p = 0:9920). When serum NPY
level was above the inflection point, each 10 pg/mL incre-
ment in the NPY level was significantly correlated with an
18% increased OR of the MUO phenotype (OR: 1.18, 95%
CI: 1.07–1.29, p = 0:0007).

Finally, the specific correlation between NPY and clinic-
metabolic indicators in MUO population was analyzed. The
results showed that NPY serum level was significantly posi-
tively correlated with TG level, but not significantly corre-
lated with other indexes (Table S1).

4. Discussion

Our study showed the serum NPY level was remarkably
higher in participants with MUO than in those with MHO.
NPY was identified as a significant risk factor for MUO in
this study’s sample of Chinese participants who were obese.
We also found a threshold effect based on the serum NPY
level, and the risk of MUO associated with NPY increased
significantly when the NPY serum level exceeded the thresh-
old. To our knowledge, this may be the first epidemiologic
study to provide evidence for a nonlinear relationship
between NPY and MUO.

Obesity can increase the risk of some chronic diseases [1,
6, 31], and increasing number of researches have found that
NPY contributes to the occurrence and development of obe-
sity and its associated metabolic diseases through its role in
the central stimulation of appetite and the regulation of
peripheral fat metabolism [13, 17, 20, 21]. Several studies also
have reported a link between NPY and obesity. Nyström et al.
[32] found that plasma NPY levels were positively correlated
with TC and LDL-C serum levels in women and that NPY
may be a possible gender-specific cardiovascular risk marker.
Karvonen et al. [22] reported a link between cholesterol
metabolism and NPY. Ilhan et al. [24] reported that T2DM
patients had increased serum NPY levels, which positively
correlated with insulin levels. Several studies also showed
[23, 33] that the NPY rs16147 genotype could influence
changes in abdominal adiposity in overweight or obese par-
ticipants with dietary interventions. However, the obese pop-
ulations involved in these studies were not stratified further.
Based on the combination of metabolic abnormalities in

Table 2: Univariate analysis of variables of the participants with
MUO.

Variable OR (95% CI) p

Age (years) 1.05 (1.02–1.07) 0.0004

Sex

Male 1.0

Female 0.78 (0.39–1.57) 0.4881

BMI (kg/m2) 1.18 (1.02–1.35) 0.0234

WC (cm) 1.16 (1.09-1.24) <0.0001
WHR (per 1SD) 1.64 (1.16-2.30) 0.0048

SBP (mmHg) 1.10 (1.06–1.13) <0.0001
DBP (mmHg) 1.12 (1.08–1.16) <0.0001
TG (mmol/L) 5.30 (2.93–9.61) <0.0001
TC (mmol/L) 1.69 (1.24–2.32) 0.0011

HDL-C (mmol/L) 0.04 (0.01–0.15) <0.0001
LDL-C (mmol/L) 1.77 (1.22–2.58) 0.0029

FBS (mmol/L) 11.81 (4.54–30.69) <0.0001
NEFA (mmol/L) 4.18 (0.48–36.23) 0.1940

HbA1c (per 1%) 51.80 (11.37–235.97) <0.0001
NPY(per 10 pg/mL) 1.06 (1.03–1.08) <0.0001
ORs are given per year increase in age, for male vs. female, per 1 SD inWHR,
per 1% in HbA1c, per 10 pg/mL in NPY, and per 1 unit in the other
parameters (i.e., BMI, WC, SBP, DBP, TG, TC, HDL, LDL, FBS, and
NEFA) with 95% CIs.
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obese individuals, obesity can be divided into MHO pheno-
type and MUO phenotype [5, 9].

There were significant differences between the two phe-
notypes in anthropometric and biochemical parameters, as
shown in our study. Among these obese participants, MUO
were more likely to be old compared to MHO, coincident
with the research by Vasim et al. [34]. What’s more, the risk
of cardiovascular events among the MUO population is sig-
nificantly higher than in the MHO population [1]. As for this
orexigenic peptide, it is not clear whether these two obese
phenotypes in these studies had the same NPY concentra-
tions as no data on NPY serum levels were reported for indi-
viduals with MHO and MUO. In the current study, we found
increased serum NPY levels in MUO participants, which was
partly consistent with the previous reports of elevated NPY
levels in T2DM patients [24]. As obesity-related metabolic
abnormalities include not only glucose metabolic disorders
but also dyslipidemia and hypertension, our results further
support the positive association between NPY and metabolic
disturbances reported in the existing research literature [24].
As far as our findings are concerned, although the specific
mechanism remains unclear, there may be several plausible
explanations for the observation elevated in serum NPY
levels in the MUO participants.

First, high levels of NPY could lead to hyperphagia,
which has been reported to cause a variety of metabolic dis-
eases, such as hyperlipidemia and T2DM. Blood NPY might
also come from the NPY stored in the sympathetic ganglion
of the digestive tract, as ingestion stimulates the release of
NPY into the blood [35]. Chronic hyperlipidemia, in turn,
leads to the proliferation of NPY-containing nerve fibers in
the digestive tract, leading to an increase in NPY synthesis
[36]. Therefore, serum NPY synthesis can be elevated in
obese participants with hyperlipidemia. Second, NPY can
be secreted by adipocytes located in visceral adipose tissue
and increased by insulin stimulation [12, 37]. Adipose-
derived NPY can impair the insulin sensitivity of adipocytes
[38] and increase the circulating levels of NPY in obese
patients [39]. Short-term injections of NPY into the lateral
ventricle of mice have been reported to increase their levels
of insulin; specifically, the NPY inhibited endogenous glu-
cose and induced insulin resistance [40], while the effect of
diabetes-induced appetite enhancement was attenuated
afterwards in NPY-targeted knockout mice [41].

The stratified analysis showed a distinct positive associa-
tion between NPY levels and being male in the MUO sample.
Given that Zahorska-Markiewicz et al. [42] reported lower
NPY plasma concentrations among women with extreme
obesity (BMI = 38:3 ± 4:4) compared with healthy subjects,
there might be gender differences in terms of the relationship
between NPY and obesity. It is worth noting that a possible
reason for the weak association with being female in our
study may be the relatively small proportion of the female
participants. The p value of the later interaction analysis
was not significant, indicating that the results of the different
stratifications were consistent, and the results of the present
study were reliable.

We conducted further multivariate regression to analyze
the specific association between NPY and MUO. Our data
showed that serum NPY levels were strongly associated with
MUO, whether in the form of a continuous variable or a clas-
sified variable, after adjusting for the related confounders.
Surprisingly, the present study showed a possible nonlinear
relationship between serum NPY levels and MUO phenotype
for the first time, by smooth curve fitting analysis. We found
that NPY did not necessarily have a significant positive

Table 3: Multivariate analysis of the association of serum NPY levels with MUO.

Exposure
Model 1 Model 2 Model 3 Model 4

OR (95% CI) p OR (95% CI) p OR (95% CI) p OR (95% CI) p

NPY levels

Per 10 pg/mL
increment

1.06 (1.03-1.08) <0.0001 1.06 (1.03-1.08) <0.0001 1.08 (1.04-1.12) 0.0003 1.07 (1.03-1.12) 0.0010

Quartile 1 1.0 1.0 1.0 1.0

Quartile 2 2.05 (0.84-5.04) 0.1171 2.35 (0.90-6.14) 0.0822 3.11 (0.70-13.73) 0.1346 2.44 (0.51-11.58) 0.2628

Quartile 3 2.75 (1.12-6.78) 0.0278 2.91 (1.11-7.59) 0.0292 5.41 (1.15-25.39) 0.0324 3.93 (0.77-20.07) 0.0994

Quartile 4 19.92 (5.86-67.71) <0.0001 22.55 (6.29-80.87) <0.0001 38.99 (6.18-246.01) <0.0001 29.85 (4.38-203.62) 0.0005

p trend <0.0001 <0.0001 <0.0001 <0.0001
Model 1 was unadjusted; model 2 was adjusted for sex and age; model 3 was adjusted for model 2 plus BMI,WC, andWHR; andmodel 4 was adjusted for model
3 plus TC, LDL-C, and HbA1c. Quartile 1: 189.32–460.89 pg/mL, quartile 2: 460.89–559.45 pg/mL, quartile 3: 559.45–659.34 pg/mL, and quartile 4: 659.34–
2097.09 pg/mL.

Table 4: Effect size of NPY on MUO in subgroups.

Characteristic Effect size (95% CI) p p for interaction

Sex 0.3303

Male 1.09 (1.03–1.16) 0.0039

Female 1.05 (0.98–1.12) 0.1906

Age (years) 0.4595

≤45 1.09 (1.03–1.15) 0.0041

>45 1.05 (0.98–1.13) 0.1603

BMI (kg/m2) 0.5591

25–28 1.06 (1.01–1.12) 0.0166

≥28 1.09 (1.02–1.16) 0.0078

The effect size of association was quantified by OR and 95% CI. Adjusted for
sex, age, BMI, WC, WHR, TC, LDL-C, and HbA1c except the subgroup
variable.
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association with MUO. Only when its serum level exceeded
the inflection point (471.5 pg/mL) was the increased NPY
level associated with a higher risk of MUO. In other words,
a high level of NPY in MHO individuals may predict the risk
of subsequent metabolic disorders, such as glucose metabo-
lism dysfunction, hyperlipidemia, and hypertension. Our pre-
vious studies found that different NPY levels had a distinct
role in the proliferation and differentiation of adipocytes,
and only at high concentrations can NPY promote lipid drop-
let synthesis and adipogenesis [13]. Therefore, from the clini-
cal point of view, the data of our study confirmed the
important value of NPY concentration segmentation.

We also analyzed the correlation between NPY level and
metabolic indexes in MUO obese people. Our results showed
that TG was the only index that positively correlated with
NPY, which were partly consistent with the previous studies
showing that NPY signal can regulate TG release, and injec-
tion of NPY into the central nervous system can increase
both serum TG level and liver TG level [20, 43].The regula-
tory effect of NPY on TG release may be related to the activ-
ities of enzymes involved in phospholipid synthesis, and this
process is controlled by the sympathetic nerve of the liver
[43]. Therefore, we speculated that the expression of phos-
pholipid synthesis-related enzymes in MUO population
may be significantly higher than that in MHO population,
which needs to be further confirmed in future study.

The highlight of the present study was the stratification of
obesity based on its related metabolic disorders in the analy-
sis of NPY levels in obese participants. Compared with the
goal of achieving a normal weight by losing a lot of weight,
moderate weight loss might be a short-term and more
achievable goal for obese individuals, as it is sufficient for
the transition from the MUO phenotype to the MHO pheno-
type [1]. Obesity and its related metabolic abnormalities are
closely related to dietary intake and the resulting energy
imbalance, which is largely regulated by NPY [10]. Therefore,
the analysis of the distribution of serum NPY expression in
MHO and MUO participants can directly reflect the correla-
tion between this orexigenic peptide and MUO; our data
additionally underscore the potential involvement of NPY
in the pathogenesis of metabolic disorders related to obesity.
Furthermore, multivariate analysis and smooth curve fitting
helped us find a threshold effect in the relationship between
NPY and MUO phenotype. As far as we know, research on
the relationship between MUO and the distinct levels of
NPY has not been conducted until now. NPY serum levels
in obese subjects with MHO phenotype were relatively lower
than those with MUO phenotype, but it had exceeded the
inflection point (471.5 pg/mL) that was first observed in this
study. Since the NPY level at this level was positively associ-
ated with the MUO risk, our results provide new evidence on
the view that people with MHO are still at risk for developing
MUO [1, 6, 7]. A higher NPY level in participants with the
MHO phenotype might serve as marker indicating a risk of
occurrence of MUO in the future.

There were several limitations of the study that merit
mention. First, the defining criteria for MHO are not uniform
worldwide [9]; hence, the results of our present study may
differ from other studies depending on variations in the
defining criteria used. Second, we did not collect data on
body fat distribution for some reason, which has been found
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Figure 1: The curved lines illustrate the relationship between the serum NPY levels and MUO. A threshold and nonlinear association
between serum NPY levels (per 10 pg/mL increment) and MUO was found (p = 0:001). The area between the two dotted lines represents
the 95% CI. The blue bands represent the 95% CI for the smoothed curve fit, and the red line represents the smoothed curve fit between
the variables. The model was adjusted for sex, age, BMI, WC, WHR, TC, LDL-C, and HbA1c.

Table 5: Analysis of the threshold effect of NPY on MUO.

Inflection point of NPY
(per 10 pg/mL increment)

Effect size (OR) 95% CI p

<471.5 1.00 (0.90–1.11) 0.9920

≥471.5 1.18 (1.07–1.29) 0.0007

The associated effect size was quantified by OR and 95% CI. Adjusted for sex,
age, BMI, WC, WHR, TC, LDL-C, and HbA1c.
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to be closely associated with obesity. Third, the participants
in this study were mainly from Hunan province, so the con-
clusion can be mainly applicable to population in southern
China, while may not be fully applicable to population in
other parts of China such as northern China and western
China. Additionally, we cannot draw a causal conclusion that
increased NPY serum levels promote MUO development in
obese Chinese adults in present study, thus, it may be mean-
ingful and necessary to conduct a prospective research in the
future. Finally, it was worth mentioning that NPY exerts bio-
logical effects via its receptors and the most well-known
being NPY-Y1, NPY-Y2, and NPY-Y5 receptors which are
involved in obesity [44, 45]. Since these receptors were highly
distributed in the hypothalamus and peripheral tissues [44,
45], we will detect their serum levels in the future study.

5. Conclusions

In conclusion, the present study suggests that there are signif-
icant differences in serum NPY levels in obese participants
with different metabolic conditions, and there is a significant
association between serum NPY level and MUO. We found a
nonlinear relationship between the MUO phenotype and
serum NPY levels in the sample of obese Chinese adults,
and higher serum NPY levels were positively associated with
metabolic abnormalities in these obese individuals.
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Gastric cancer (GC) is the most commonmalignancy of the stomach. This study was aimed at elucidating the regulatory network of
circRNA-miRNA-mRNA and identifying the precise inflammation-related targets in GC. The expression profiles of GSE83521,
GSE78091, and GSE33651 were obtained from the GEO database. Interactions between miRNAs and circRNAs were
investigated by the Circular RNA Interactome, and targets of miRNAs were predicted with miRTarBase. Then, a
circRNA/miRNA/mRNA regulatory network was constructed. Also, functional enrichment analysis of selected differentially
expressed genes (DEGs) was performed. The inflammation-/GC-related targets were collected in the GeneCards and GenLiP3
database, respectively. And a protein-protein interaction (PPI) network of DE mRNAs was constructed with STRING and
Cytoscape to identify hub genes. The genetic alterations, neighboring gene networks, expression levels, and the poor prognosis
of hub genes were investigated in cBioPortal, Oncomine, and Human Protein Atlas databases and Kaplan-Meier plotter,
respectively. A total of 10 DE miRNAs and 33 DEGs were identified. The regulatory network contained 26 circRNAs, 10
miRNAs, and 1459 mRNAs. Functional enrichment analysis revealed that the selected 33 DEGs were involved in negative
regulation of fat cell differentiation, response to wounding, extracellular matrix- (ECM-) receptor interaction, and regulation of
cell growth pathways. THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 were selected as inflammation-related hub genes of
GC in the PPI network. The genetic alterations in these hub genes were related to amplification and missense mutations.
Furthermore, the genes RYR2, ERBB2, PI3KCA, and HELZ2 were connected to hub genes in this study. The hub gene levels in
clinical specimens were markedly upregulated in GC tissues and correlated with poor overall survival (OS). Our results suggest
that THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 were associated with the pathogenesis of gastric carcinogenesis and
may serve as biomarkers and inflammation-related targets for GC.

1. Introduction

Gastric cancer (GC) is one of the most common gastrointes-
tinal malignancies in the clinic; in 2015, 1,313,000 people
were diagnosed with GC, and 813,000 people died from it
[1–9]. GC displays high heterogeneity with respect to histo-
pathological and epidemiological characteristics [1, 10] and
can be divided into proximal nondiffuse, diffuse, and distal
nondiffuse subtypes [1, 11]. Gastric adenocarcinoma (GA)

is the primary pathological type associated with environmen-
tal factors, including a high-salt diet, infectious agents, and
smoking, and this form of GC is characterized by ease of
invasion and metastasis and a very low early diagnosis rate
[5, 12]. Despite the tremendous efforts that have been paid
in the diagnosis of GC, together with improvements in surgi-
cal techniques and targeted chemotherapy in recent years,
the prognosis of patients with GC remains unsatisfactory
due to the prevalence of diagnosis of the disease at advanced
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stages that are often accompanied by lymphatic metastasis,
which limits successful therapeutic strategies [7]. Additionally,
cancer-related systemic inflammation is recognized as a flag
sign of cancer-related cachexia development and progression,
which results in an inappropriate systemic reaction, including
fevers, weight loss, and sweats [13]. Therefore, further explora-
tion of appropriate molecular biomarkers for early diagnosis
and identification of potential inflammation-related targets
of GC are urgently needed to expand the promising strategies
to enhance the therapeutic efficacy and clinical prognosis in
patients with GA.

Circular RNA (circRNA) is a novel type of endogenous,
noncoding RNA, which is also widely expressed in different
species and has been demonstrated to belong to a class of
RNAs with tissue-/developmental-stage specificity, making
them potential diagnostic and prognostic biomarkers [3, 14].
MicroRNAs (miRNAs) are a special type of small noncoding
RNAs comprising approximately 21 nucleotides that bind to
the 3′-untranslated regions (3′-UTRs) of target messenger
RNAs (mRNAs) and leading to mRNA degradation or block-
ing of translation, which contribute to the central regulation of
cell proliferation, differentiation, and apoptosis [9, 15, 16].
Recent studies have revealed that the abundance and evolu-
tionary conservation of circRNAs play significant effects in
regulating cancer progression-related processes such as metas-
tasis, apoptosis, and invasion and that circRNAs primarily
function as miRNA sponges, thereby relieving miRNA-
mediated target repression. For instance, circRNA-ZFR serves
as a sponge of miR-130a/miR-107 and modulates PTEN
expression, resulting in the suppression of GC cell prolifera-
tion and the promotion of apoptosis [17]. Another report by
Zhang et al. showed that circRNA-LARP4 inhibits cell prolif-
eration and invasion in GC by sequestering miR-424-5p and
regulating LATS1 expression [18]. Besides, it has been
reported that knockdown of ciRS-133 reduced cancer cachexia
by activating PRDM16 and suppressing miR-133 in tumor-
implanted mice [19]. Although several circRNAs have been
identified to participate in the pathogenesis of GC, it is still
necessary to conduct a more comprehensive analysis of
circRNA-miRNA-mRNA regulatory networks and to identify
potential inflammation-related targets in GC.

In this study, we performed an integrated analysis of cir-
cRNA expression profiles in GC from the Gene Expression
Omnibus (GEO) database. miRNAs and mRNAs from GEO
datasets were employed to distinguish the circRNA-related
dysregulated miRNAs and the miRNA-related dysregulated
mRNAs, and then, a circRNA/miRNA/mRNA network was
constructed to elucidate the relationships among differentially
expressed (DE) circRNAs, miRNAs, and mRNAs. >GO (Gene
Ontology) and KEGG (Kyoto Encyclopedia of Genes and
Genomes) pathway enrichment analysis revealed the potential
biological functions of selected miRNA target genes (DEGs).
Besides, the inflammation-/GC-related targets were collected
in the GeneCards and GenLiP3 database, respectively. Then,
a PPI network of the selected DE mRNAs was constructed to
identify the inflammation-related hub genes based on the
value of the overall degree, node betweenness, and closeness
through network topology calculations. Furthermore, genetic

alterations and neighboring gene networks were investigated
by cBioPortal, and the expression transcriptional level of hub
genes was explored using Oncomine databases with subse-
quent validation using the Human Protein Atlas. Finally, sur-
vival analysis of hub genes was performed using the Kaplan-
Meier plotter. These findings may enable us to identify novel
diagnostic or prognostic biomarkers and suggested that
THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 might
be inflammation-related candidate targets for GC. The work-
flow of the current study is shown in Figure 1.

2. Materials and Methods

2.1. Microarray Data.We chose the circRNA expression pro-
file GSE83521, the miRNA expression profile GSE78091, and
the mRNA expression profile GSE33651 from the GEO
(http://www.ncbi.nlm.nih.gov/gds/) database. GSE83521,
which was based on Agilent GPL19978 (Agilent-069978
Arraystar Human CircRNA Microarray V1), includes 6
tumors and 6 adjacent normal mucosal tissues. GSE78091,
which was based on Agilent GPL21439 (miRCURY LNA
microRNA Array), includes 3 cancer tissues and 3 normal
gastric mucosal tissues. The GSE33651 based on the platform
of GPL2895 (Agilent, USA), including 40 gastric tumor tissue
samples and 12 normal gastric tissue samples.

2.2. Data Processing. The raw data of microarray datasets
were preprocessed via background correction and normaliza-
tion. The box plot is a convenient way to quickly visualize the
distribution of data, and we used box plots to examine and
compare the distributions of expression profiles of samples
after normalization. Hierarchical clustering, the most widely
used clustering technique, allows us to observe the relation-
ships between samples, and we performed a cluster analysis
based on “All Targets Value-CircRNAs” in this study. DE cir-
cRNAs, miRNAs, and mRNAs were identified using GEO2R
(https://www.ncbi.nlm.nih.gov/geo/geo2r/), an interactive
online tool that permits users to compare two or more groups
of samples to find out genes that are DE across experimental
conditions [20]. ∣ log2fold change ðFCÞ∣ ≥ 2:0 and P value <
0.05 were used as the threshold criteria for the DE circRNAs,
miRNAs, and mRNAs.

2.3. Construction of the circRNA-miRNA-mRNA Regulatory
Network. DE circRNAs contain corresponding miRNA-
binding sites and act as miRNA sponges. To further explore
this connection, we predicted the interactions between the
miRNAs and circRNAs by using the Circular RNA Interac-
tome (http://circinteractome.nia.nih.gov) database [21].
Then, the circRNA-related miRNAs and DE miRNAs were
intersected. miRNAs play important roles in a variety of dis-
eases and regulate the expression of oncogenes and tumor
suppressors. The regulatory relationships between miRNAs
and mRNA were predicted using the miRTarBase database
(http://miRTarBase.mbc.nctu.edu.tw/) [22]. Subsequently,
the miRNA-related mRNAs and the DE mRNAs were also
intersected to identify the selected DEGs by using Venny
2.1 (https://bioinfogp.cnb.csic.es/tools/venny/index.html).
Finally, the DE circRNAs, predicted miRNAs, and mRNAs
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were added in a circRNA/miRNA/mRNA network. More-
over, the regulatory network was visualized with Cytoscape
3.4.0 (http://cytoscape.org/).

2.4. Functional Enrichment Analysis. GO and KEGG path-
way enrichment analysis of selected DEGs was carried out
using the DAVID (http://www.david.abcc.ncifcrf.gov/) data-
base. GO terms (biological processes, cellular components,
and molecular functions) and KEGG pathways with P <
0:05 were further analyzed. The enriched GO terms of
selected DEGs were ranked by the enrichment scores
(−log10 (P value)).

2.5. Identification of GC and Inflammation-Related Targets.
The GC-related targets and inflammation-related targets
were collected from the GeneCards (https://www.genecards
.org/) [23] and GenCLiP 3 database (http://ci.smu.edu.cn/
genclip3/analysis.php), respectively. GenCLiP 3, a web
server, is enhancing the analysis of human gene functions
and regulatory networks from PubMed based on cooccur-
rences and natural language processing [24]. In brief, the key-
words “inflammation” and “gastric cancer” were used in the
GeneCards and GenCLiP 3 database to search for GC-/inflam-
mation-related targets, respectively. Next, the inflammation-
related targets of GC were analyzed with Draw Venn Dia-
grams (http://bioinformatics.psb.ugent.be/webtools/Venn/).

2.6. PPI Network and Hub Gene Identification. The associa-
tions of the selected DEGs were analyzed using STRING
(http://string-db.org/) [25], which provides both predicted
and experimental PPI interaction information, and a PPI net-

work was then constructed, which was visualized with Cytos-
cape software. Required confidence ðcombined scoreÞ ≥ 0:4
was used as the threshold criterion. Subsequently, to further
analyze the more significant interactions of hub genes in
the PPI network, we calculated the network topology of node
degree, node betweenness, and closeness value using the
Cytoscape plug-in Network Analyzer.

2.7. Exploring Cancer Genomics Data of Hub Genes Using
cBioPortal. cBioPortal (http://cbioportal.org), an internet
resource platform, is making complex cancer genomic pro-
files accessible to researchers and clinicians without the need
for bioinformatics expertise [26, 27]. In the present study, we
used cBioPortal to investigate candidate hub genes via stom-
ach adenocarcinoma studies including 393 samples available
in the database (The Cancer Genome Atlas (TCGA), Provi-
sional). The results of the genomics datasets are shown
through a concise and compact graphical summary of geno-
mic alterations in multiple genes as heat maps, as well as mul-
tiple visualization networks of hub genes that are altered in
cancer.

2.8. Oncomine Analysis and Validation. The publicly avail-
able online cancer microarray database Oncomine (http://
www.oncomine.com), a collection of cancer microarray data-
sets with a comprehensive data-mining platform [28], can
facilitate discovery from genome-wide expression analyses.
Oncomine was chosen to explore the expression of hub genes
in GC tissues compared with those in normal tissues. We
chose to filter cancer vs. normal (analysis type), gastric ade-
nocarcinoma (cancer type), clinical specimen (sample type),
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Figure 1: Workflow for the identification and analysis of hub genes in gastric adenocarcinoma.
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and mRNA (data type) to investigate the clinical significance
in GC. Derrico gastric datasets were selected because they
were established based on mRNA levels and contain larger
numbers of samples (n > 50). In Derrico datasets, the thresh-
olds for significance were 2-fold change, P value = 1E-4, and
top 10% gene rank. The minimum, 10th, 25th, 75th, 90th, and
maximum percentile data of each hub genes in both GC and
normal tissues were plotted. Furthermore, the Human Pro-
tein Atlas (http://www.proteinatlas.org) was used to validate
the immunohistochemistry of candidate hub genes. The
direct links to these images in the Human Protein Atlas are
as follows: https://www.proteinatlas.org/ENSG00000137801-
THBS1/tissue/stomach#img (thrombospondin 1 (THBS1) in
normal tissue); https://www.proteinatlas.org/ENSG0000013
7801-THBS1/pathology/tissue/stomach+cancer#img (THBS1
in tumor tissue); https://www.proteinatlas.org/ENSG000001
15414-FN1/tissue/stomach#img (fibronectin 1 (FN1) in nor-
mal tissue); https://www.proteinatlas.org/ENSG00000115414-
FN1/pathology/tissue/stomach+cancer#img (FN1 in tissue);
https://www.proteinatlas.org/ENSG00000198668-CALM1/
tissue/stomach#img (calmodulin-1 (CALM1) in normal
tissue); https://www.proteinatlas.org/ENSG00000198668-
CALM1/pathology/tissue/stomach+cancer#img (CALM1
in tumor tissue); https://www.proteinatlas.org/ENSG00000
187498-COL4A1/tissue/stomach#img (collagen, type IV,
alpha 1 (COL4A1) in normal tissue); https://www.proteinatlas
.org/ENSG00000187498-COL4A1/pathology/tissue/stomach
+cancer#img (COL4A1 in tumor tissue); https://www
.proteinatlas.org/ENSG00000118523-CTGF/tissue/stomach#
img (connective tissue growth factor (CTGF) in normal tissue);
and https://www.proteinatlas.org/ENSG00000118523-CTGF/
pathology/tissue/stomach+cancer#img (CTGF in tumor
tissue).

2.9. Kaplan-Meier Plotter. The prognostic value of hub gene
mRNA transcription level was measured using the Kaplan-
Meier plotter (http://www.kmplot.com), an online open data-
base that consists of gene expression profiles and survival
information for 5,143 breast cancer, 1,816 ovarian cancer,
2,437 lung cancer, and 1,065 GC patients with mean follow-
ups of 69, 40, 49, and 33 months, respectively. To evaluate
the overall survival (OS) of patients with GC, we separated
individuals into two groups based on median gene expression
(high vs. low) and then validated their Kaplan-Meier survival
curves. Hazard ratios (HRs) with 95% confidence intervals
(CIs) and log-rank P values were calculated to evaluate the
associations of gene expression with survival, and the
number-at-risk values were displayed below the curves.

3. Results

3.1. Screening of DE circRNAs, miRNAs, and mRNA in GC.
The circRNA expression profile of GSE83521 was deposited
by Zhang Y from Southern Medical University, Nanfang
Hospital. This dataset has 6 tumor tissue samples and 6 nor-
mal mucosal tissues. As shown in the box plot (Figure 2(a)),
the median intensity values in different samples were almost
similar after normalization, which showed optimal standard-
ization. Next, the map showed the dissimilarity of circRNA

expression patterns among tissue samples (Figure 2(b)).
And a total of 26 DE circRNAs were identified after the anal-
ysis of GSE83521 (Tables S1 and S2), of which 25 were
upregulated and 1 was downregulated. A total of 151 DE
miRNAs were detected for GSE78091 (Table S3), of which
148 were upregulated and 3 were downregulated.
Furthermore, a total of 336 DE mRNAs were detected after
the analysis of GSE33651 (Table S4), of which 254 were
upregulated and 82 were downregulated.

3.2. Construction of the ceRNA Network. Increasing numbers
of reports have shown that by acting as competing for endog-
enous RNAs (ceRNAs), circRNAs can compete with miR-
NAs to influence the stability of target mRNAs or their
translation. In this study, 418 interactions were obtained
between 26 DE circRNAs and 196 miRNAs (Table S5). Ten
miRNAs were selected after the intersection of DE miRNAs
and circRNA-related miRNAs (Figure 2(c)). The target
genes of the 10 selected miRNAs were predicted using
miRTarBase, and 1569 interactions were detected between
these 10 selected miRNAs and 1459 miRNA-related
mRNAs (Table S6). Then, thirty-three DEGs were screened
after the intersection between DEGs and miRNA-related
mRNAs (Figure 2(c)).

More importantly, a ceRNA network was established to
uncover the connections between circRNAs, miRNAs, and
mRNAs in this study. This network contained 401
circRNA-miRNA pairs and 1568 miRNA-mRNA pairs,
including 26 circRNAs, 10 miRNAs, and 1459 mRNAs
(Figure 3). Subsequently, the selected DEGs were analyzed
with respect to their potential bioinformatics information.

3.3. Functional Enrichment Analysis of Selected DEGs. The
selected 33 DEGs of the associated circRNAs were used
to investigate the GO terms and KEGG pathways by using
DAVID. In GO analysis, all enriched terms for the DEGs
were ranked by enrichment score (-log10(P value)) as
shown in Figure 4. The most significantly enriched GO
term regarding molecular functions (Figure 4(a)) was
fibronectin binding (GO:0001968, P = 9:66E − 04). The
most significantly enriched GO terms with respect to cel-
lular components (Figure 4(b)) were extracellular matrix
(ECM) (GO:0031012, P = 0:010291067), fibrinogen com-
plex (GO:0005577, P = 0:013746239), and nucleoplasm
(GO:0005654, P = 0:019723458), and the top 3 most signif-
icantly enriched GO terms with respect to biological pro-
cess (Figure 4(C)) were negative regulation of fat cell
differentiation (GO:0045599, P = 0:002060324), response to
wounding (GO:0009611, P = 0:004577343), and regulation
of cell growth (GO:0001558, P = 0:007282945). Moreover,
the ECM-receptor interaction pathway (hsa04512, P =
0:011170014) associated with the genes COL4A1, THBS1,
and FN1 was represented as the most enriched pathway.

3.4. Analysis of the PPI Network. With the retrieving of the
GeneCards and GenCLiP 3 database, we finally obtained a
total of 15,784 and 16,027 genes related to GC and inflamma-
tion, respectively (Tables S7 and S8). After intersection with
selected DEGs, we found that 9 DEGs may be associated
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DE miRNAscircRNA-related miRNAs

Selected miRNAs
Up-regulated DEGs: COL4A1, IGFBP5, UBN2, ARID5B,
CBWD3, CBWD5, CBWD2, CBWD1, CTGF, NPM1,
ZFP36L2, CALM1, BOD1L1, FN1, RAB31, UBE2V2,
ADAMTS9, ADH1B, SOD2, HMGN1, THBS1, CRIM1,
RORA, MTA1, UGT2B4, KANSL1L
Down-regulated DEGs: TLK1, IFI6, POLR2E, STX16,
PPP1R15B, ZER1, DMD

Selected DEGs
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Figure 2: DE circRNAs in tumor tissues and adjacent normal tissues from GC patients, screening DE miRNAs and DE mRNAs, and
visualization of the circRNA-miRNA-mRNA regulatory network. (a) The box plot shows variations in circRNA expression. (b) The heat
map shows DE circRNAs in 6 tumors (T) and 6 normal (N) tissues. Gene expression profiles are shown in rows. “Red” suggests a high
relative expression, and “green” indicates low relative expression. (c) Based on DE miRNAs and circRNA-related miRNAs, Venn diagrams
were used to select the overlapping 10 miRNAs; based on DE mRNAs and miRNA-related mRNAs, Venn diagrams were used to select
the overlapping 33 mRNAs.
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with the inflammation in the GC, including SOD2, FN1,
THBS1, MTA1, NPM1, IGFBP5, COL4A1, RORA, and
ADH1B (Figure 5(a)). To explore the relationships among
the 33 selected DEGs, we constructed the PPI networks for
genes using STRING and then visualized in Cytoscape.
Degree denotes the numbers of proteins interacting with a
specific protein, and a node with a high degree is deemed a
hub node [29]. Hub genes are obtained by analyzing the
connectivity degrees, betweenness, and closeness of the
nodes in PPI networks. As presented in Figure 5(b), the
genes UBN2, ARID5B, CBWD3, CBWD5, NPM1, ZFP36L2,
BOD1L1, UBE2V2, CRIM1, RORA, MTA1, KANSL1L,
TLK1, IFI6, PPP1R15B, and ZER1 with no interactions were
removed in the STRING database. The obtained PPI
networks consisted of 17 nodes and 14 edges, with 6 central
node genes identified using degree ≥ 2, and the most
significant 6 node degree genes for subsequent study were
THBS1 (degree = 5, closeness centrality = 1), FN1 (degree = 4,
closeness centrality = 0:83), CALM1 (degree = 2, closeness
centrality = 1), COL4A1 (degree = 2, closeness centrality =
0:625), CTGF (degree = 2, closeness centrality = 0:625), and
insulin-like growth factor-binding protein 5 (IGFBP5,
degree = 2, closeness centrality = 0:625).

3.5. Genetic Alterations in Hub Genes in GC. Combining the
results of functional analysis, the aforementioned Venn Dia-
grams and PPI network indicated that THBS1, FN1, CALM1,
COL4A1, CTGF, and IGFBP5 may play an important role in

GC as the inflammation-related targets. We further verified
the genetic alterations in the selected 6 hub genes in GC
patients by using the cBioPortal database. As illustrated in
Figure 6, alterations ranging from 11.11% to 25.11% were
found for the gene sets submitted for analysis (Figure 6(a)).
cBioPortal complements existing tools, including TCGA.
Multiple genetic alterations observed across each set of
tumor samples from TCGA Data Portal are presented using
OncoPrint to highlight the most pronounced genomic
changes. The results showed that 96 cases (24%) had an alter-
ation in at least one of the 6 queried genes. Most alterations in
the THBS1 and FN1 genes were classified as missense muta-
tions, along with a few cases of truncating mutations, ampli-
fications, and deep deletions (Figure 6(b)). A majority of
alterations in the COL4A1 gene occurred by amplification
and missense mutations, with a few cases of partial missense
mutations and deep deletions (Figure 6(b)). For the CALM1,
CTGF, and IGFBP5 genes, missense mutations, truncating
mutations, amplifications, and deep deletions occurred in
select cases (Figure 6(b)).

The potential of complexity, as well as the variability of
differences in interactions between hub genes in GC samples,
was studied from TCGA Data Portal with multiple visualiza-
tion networks generated. To identify potential interactive
analysis in GC, we used THBS1, FN1, CALM1, COL4A1,
CTGF, and IGFBP5 as core nodes for the network view and
investigated the resulting altered networks of interest. cBio-
Portal was used to construct a network containing FN1,

Figure 3: The circRNA-miRNA-mRNA regulatory network in GC. The circular nodes in blue represent mRNAs; the diamond-shaped nodes
in yellow represent miRNAs, and the octagonal nodes in purple represent circRNAs. The triangular nodes in red indicate upregulated DE
mRNAs, and the V nodes in green indicate downregulated DE mRNAs.
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CALM1, COL4A1, and CTGF in addition to THBS1 and
IGFBP5 (Figure 7). The interactions between FN1 and
COL4A1 were identified using a cutoff of ≥21.9% alteration.
The interactions between CALM1 and RYR2 hub genes were
revealed using a cutoff of 21% alteration. ERBB2 and
PIK3CA were observed with a cutoff of 18.5% alteration,
and the interactions between CTGF and HELZ2 hub genes
appeared when the cutoff was changed to 13% alteration
(Figure 7). The results of interactive network analysis provide
new perspectives on the role of hub genes, along with RYR2,
ERBB2, PIK3CA, and HELZ2, with respect to the develop-
ment of GC by querying multidimensional cancer genomics
data in cBioPortal.

3.6. Expression and Validation of Hub Genes in GC. We also
estimated the mRNA expression levels of the THBS1, FN1,
CALM1, COL4A1, CTGF, and IGFBP5 in GC compared
with those in normal tissues via the Oncomine database. In
Derrico datasets, which has 69 samples, the mRNA levels
separated the GC cases in Oncomine into intestinal, diffuse,
and mixed types. As shown in Figure 8(a), THBS1, FN1,
CALM1, COL4A1, CTGF, and IGFBP5 expression levels
were markedly upregulated in mixed-type GC than in nor-
mal controls. Besides, the protein levels of these 5 genes
(IGFBP5 is pending control and cancer tissue analysis) were
observably higher in tumor tissues than in normal tissues,

according to the data obtained from the Human Protein
Atlas (Figure 8(b)).

3.7. Survival Analysis. The Kaplan-Meier plotter was applied
to predict the prognostic value of the 6 identified hub genes.
According to the results, high expression levels of THBS1,
FN1, CALM1, COL4A1, and IGFBP5 were closely related
to the poor OS in GC patients (P < 0:05) (Figures 9(a)–
9(e)). In contrast, low expression of CTGF was associated
with poor OS in GC patients (P < 0:05, Figure 9(f)).

4. Discussion

GC still remains the commonest human malignancy in the
world [30, 31]. Nevertheless, surgical resection is the only
possible curative therapy for GC. In fact, approximately
60% of GC patients are diagnosed with metastatic and locally
advanced, which results in poor prognosis due to deficiency
of early detection and the loss of the opportunity for curative
resection [30]. Additionally, inflammation has long been rec-
ognized to play a crucial role in the pathogenesis of cancer
[13, 32]. Hence, the identification of novel diagnostic
markers and inflammation-related targets and the elucida-
tion of the underlying mechanisms of GC onset and progres-
sion have become major topics in GC research. In the current
study, the circRNA expression profile GSE83521, the miRNA
expression profile GSE78091, and the mRNA expression
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Figure 4: The GO term enrichment analysis on 33 selected DEGs in GC. (a) Thin yellow bars represent molecular function terms. (b) Green
bars represent cell component terms. (c) Red bars represent biological processes.
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profile GSE33651 were acquired from the GEO database to
reanalyze DE circRNAs, miRNAs, and mRNAs between GC
tissues and normal tissues using bioinformatics method to
identify novel diagnostic markers and explore the
inflammation-related targets for GC. In total, 26 DE cir-
cRNAs including 25 upregulated and 1 downregulated cir-
cRNAs, 151 DE miRNAs including 148 upregulated and 3
downregulated miRNAs, and 336 DE mRNAs including
254 upregulated and 82 downregulated mRNAs with P <
0:05 and ∣ log2FC∣ ≥ 2:0 were screened; additionally, 33
DEGs were selected for further study after DE mRNA and
miRNA-related mRNA intersection.

The results of functional enrichment analysis showed
that the 33 DEGs were associated with the negative regula-
tion of fat cell differentiation, response to wounding, and reg-
ulation of cell growth. Compared with the study by Gu et al.
[3], which showed that the p53 signalling pathway and the
Hippo signalling pathway were significantly enriched in
GC, while the KEGG results indicated that the ECM-
receptor interaction pathway might be involved in the
development of GC in this study. Meanwhile, the results are
consistent with the previous study [33]. The ECM-receptor
interaction pathway has been identified in multiple cancers,
and it includes “cell adhesion molecules (CAMs)” and “cell
cycle” pathways [34]. Imbalances in these pathways lead to
the detachment of cells from the ECM and thus enhanced
metastasis, suggesting an essential role of this pathway in
cancer biology [34]

circRNAs are a class of endogenous noncoding RNAs that
primarily serve as miRNA sponges to regulate gene expression
and are reported to play important roles in many malignant
phenotypes, including the cell cycle, apoptosis, vasculariza-
tion, invasion, and metastasis [35–38]. In addition, circRNAs
may serve as a novel and stable biomarkers for the diagnosis
of GC. Li et al. demonstrated that hsa_circ_002059, a typical

circRNA, is significantly downregulated in GC tissues com-
pared with that in paired adjacent nontumor tissues, indicat-
ing its potential as a novel and stable biomarker for the
diagnosis of GC [39]. Another study by Huang et al. found
that the circRNA hsa_circ_0000745 can serve as a diagnostic
marker for GC [40]. Gu et al. [3] also revealed that CCND2
might be regulated by hsa_circRNA_105039 and hsa_cir-
RNA_104682 through hsa-miR-15a-5p. Compared with pre-
vious studies, we found that the hsa_circ_0001866/hsa_circ_
0003192-hsa-miR-421-COL4A1, hsa_circ_0055521-hsa-miR-
567-THBS1/IGFBP5, hsa_circ_0005217/hsa_circ_0004370-
hsa-miR-648-THBS1/CALM1, hsa_circ_0007094/hsa_circ_
0013048/hsa_circ_0008615/hsa_circ_0002570/hsa_circ_0001
789-hsa-miR-140-3p-FN1, hsa_circ_0004339/hsa_circ_0007
094/hsa_circ_0007613-hsa-miR-1205-THBS1, and hsa_circ_
0007404/hsa_circ_0051246/hsa_circ_0045602/hsa_circ_0031
027-hsa-miR-375-CTGF axes may play central roles in regu-
lating the development of GC.

Further, the mechanisms underlying of the molecular
targets in GC remains to be elucidated. In this study, THBS1,
FN1, CALM1, COL4A1, CTGF, and IGFBP5 might be iden-
tified as the hub genes associated with inflammation in GC
from the PPI network. We also identified missense mutations
and amplifications as the primary genetic alterations. Addi-
tionally, survival analysis showed that high mRNA expres-
sion of THBS1, FN1, CALM1, COL4A1, and IGFBP5 was
correlated with poor OS in GC patients; in contrast, high
mRNA expression of CTGF was associated with poor OS in
GC patients.

Thrombospondins are a family of homologous proteins
that regulate cellular phenotypes and extracellular struc-
tures for tissue genesis and remodelling [41]. The first
member to be identified, THBS1, is an extracellular glyco-
protein that plays multifunctional roles in the cell-matrix
and cell-cell interactions, angiogenesis, and tumor
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Figure 5: The identification of inflammation-related targets in GC by Venn diagram and PPI analysis: (a) Venn diagrams of the
inflammation-related targets between the selected DEGs and the integrated GC-/inflammation-related targets in the GeneCards and
GenCLiP 3 database; (b) the PPI network of 33 coexisting DEGs. Nodes represent genes, with the degree shown by the size and bright
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progression [42–45]. THBS1 expression has been corre-
lated with tumor angiogenesis, tumor growth, and metas-
tasis [46]In GC, THBS1 may play a proangiogenic and
proinflammatory role due to its positive correlation with
vascular endothelial growth factor (VEGF), and elevated
THBS1 expression levels have been related to tumor
growth and lymph node metastasis in GC [47, 48]. The
function of THBS1 remains controversial, and increasing
numbers of cellular assays have indicated a role for THBS1
in cell invasion and migration; nevertheless, conflicting
results have been obtained in different cell types. Notably,
the pleiotropic nature of THBS1, which is a multimodular
and multifunctional protein, depends on environmental
conditions. We noted that the expression of THBS1 was
higher in cancer tissues than in adjacent normal tissues
in Derrico gastric datasets from the Oncomine database,
which indicated that the results of the GSE33651 microar-
ray were in agreement with the previous studies [43, 45].

FN1, a high molecular weight (~440 kDa) ECM cell-
adhesive glycoprotein, is predominantly expressed in various
cancer tissues but not in normal tissues [49] and involved in
the ECM-receptor interaction, focal adhesion pathway, path-
ways in cancer, and the regulation of endothelial cell survival,
proliferation, adhesion, migration, inflammation, and angio-
genesis through the activation of the focal adhesion kinase
(FAK) and downstream PI3K/Akt signalling pathways, as
well as the activation of NF-κB [50, 51]. Chen and Zheng
and Zhang et al. reported that miRNA-200c binds to and
inhibits the expression of FN1 to suppress the proliferation,
migration, and invasion of GC cells [52, 53]. COL4A1, an
essential component of the ECM that is also involved in the
ECM-receptor interaction and focal adhesion pathway, has
an essential role in angiogenesis, inflammation, and tumor
progression [50]. Huang et al. demonstrated that COL4A1
is overexpressed in GC tissues and trastuzumab-resistant
GC cells based on bioinformatics analysis [54], which is

Cross-cancer alteration summary for THBS1, FN1
CALM1, COL4A1, CTGF, IGFBP5 (6 studies / 6 genes)
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Mutation Amplification
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(a)
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Tumor samples with sequencing and CNA data (393 samples) / 6 genes

Case set: Tumor samples with sequencing and CNA data (393 patients / 393 samples)
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COL4A1

CALM1

FN1
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CTGF 2%
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Figure 6: Exploring genetic alterations in THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 in GC by cBioPortal: (a) summary of changes
within THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 genes in genomics datasets available for stomach adenocarcinoma (TCGA,
Provisional) studies; (b) OncoPrint: a visual summary of alterations across a set of stomach adenocarcinoma samples (data are taken from
TCGA Data Portal) based on a query of the 6 genes (THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5). Distinct genomic alterations
are summarized, color-coded, and presented as percent changes in particularly affected genes in individual tumor samples. Each row
represents a gene, and each column represents a tumor sample. Green squares indicate missense mutations; black represents truncating
mutations; red bars designate gene amplifications; blue bars represent deep deletions, and grey signifies no alterations.
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consistent with the expression data of COL4A1 in the
GSE33651 and Oncomine gastric datasets.

CALM, a ubiquitous eukaryotic calcium-binding pro-
tein that transduces much of the calcium signal [55] and
plays an important role in intercellular communication,

cell movement, cell differentiation, cell proliferation,
inflammation, and other physiological activities [56], is
encoded by three nonallelic CALM genes (CALM1,
CALM2, and CALM3). In the present study, the mRNA
expression level of CALM1 was higher in GC tissues than

≥21.9%
21%18.5%

13%

Interaction legendGene legend

Control state change of
Control transport of

Control transport of chemical

Chemical affects
In complex with
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Down-regulated
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mRNA expression
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Figure 7: Display of neighboring genes connected to THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 in GC. THBS1, FN1, CALM1,
COL4A1, CTGF, and IGFBP5 were used as seed genes (indicated with thick black borders) to automatically harvest all other genes
identified as altered in GC. Multidimensional genomic details are shown for COL4A1, FN1, CTGF, and CALM1 seed genes. Dark red
indicates an increased frequency of alterations (defined by mutation, copy number amplification, or homozygous deletion) in GC. Shown
in the figure are the full and pruned networks containing all or part neighbors of all query genes generated; the neighboring genes
connected to COL4A1, FN1, CTGF, and CALM1 are filtered by alteration (%).
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in adjacent normal tissues. Hence, further studies of
CALM1 in GC are necessary to clarify the role of CALM1
and its related molecular mechanisms in regulating physi-
ological activities in GC.

Cyr61/CTGF/Nov (CCN) proteins are a family of matri-
cellular proteins that consisted of an N-terminal secretory
signal peptide and four structural modules and play pivotal
context-dependent roles in many physiological and patho-
logical processes according to tumor type, including inflam-
mation [57]. CTGF (also known as CCN2) is involved in
comprehensive regulatory processes in angiogenesis, chon-
drogenesis, osteogenesis, inflammation, fibrogenesis, diabetic
nephropathy, and tumor development [58]. The Hippo sig-
nalling pathway is an emerging kinase cascade in gastrointes-
tinal homeostasis and tumorigenesis. Kang et al. first revealed

that CTGF is the key downstream effector for the oncogenic
function of YAP1 in GC and that it is highly expressed in pri-
mary tumors [59]. Jiang et al. also demonstrated that high
CCN2 expression is correlated with increased lymph node
metastasis, enhanced peritoneal dissemination, and short
five-year survival [60]; these findings are also consistent with
the expression of CTGF in GSE33651 and Oncomine GC
datasets, indicating a proliferation-promoting role of CTGF
in cancer.

Insulin and insulin-like growth factors (IGFs) consist of
three peptide ligands (INS, IGF1, and IGF2), three specific
cell surface receptors (INSR, IGF1R, and IGF2R), and ten
specific IGF-binding proteins (IGFBPs; IGFBP1-7, and
IGF2BP1-3) [61, 62], which are considered to play important
roles in hormonal regulation, inflammation, and signal
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Figure 8: mRNA and protein expression levels of THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 for clinical significance in GC: (a)
Oncomine data mining showing that THBS1, FN1, CALM1, COL4A1, CTGF, and IGFBP5 mRNA expression levels in Derrico datasets
differ between normal mucosa and gastric adenocarcinoma tissues; (b) protein levels of THBS1 in normal tissue (staining: high; intensity:
strong; quantity: >75%). Protein levels of FBXO5 in tumor tissue (staining: high; intensity: strong; quantity: >75%). Protein levels of FN1
in normal tissue (staining: low; intensity: moderate; quantity: <25%). Protein levels of FN1 in tumor tissue (staining: medium; intensity:
moderate; quantity: 75%-25%). Protein levels of CALM1 in normal tissue (staining: medium; intensity: moderate; quantity: 75%-25%).
Protein levels of CALM1 in tumor tissue (staining: medium; intensity: moderate; quantity: 75%-25%). Protein levels of COL4A1 in normal
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Protein levels of CTGF in tumor tissue (staining: low; intensity: weak; quantity: >75%).
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transduction during energy metabolism and oncogenesis
[62]. IGF activity is tightly regulated by a family of IGFBPs.
IGFBP5, the most conserved member of the IGFBP family, is
significantly upregulated during the differentiation of several
key cell lineages and in human cancer and metastatic tissues.
IGFBP5 plays several outstanding roles in carcinogenesis to
regulate cell growth, migration, and invasion during the devel-
opment of cancer [63], but its function in the progression of
cancer is controversial. Accumulating evidence has revealed
that IGFBP5 can suppress tumor growth and metastasis in
various tissues and under different contexts, but IGFBP5 can
also function as an oncogene, promoting metastasis in a
context-dependent manner [64]. Furthermore, bladder cancer
[62], colorectal cancer [65], and breast cancer [66] tissues also
contain high levels of IGFBP5, but few studies have explored
the expression and mechanism for IGFBP5 in human GC.
Our previous study has revealed that IGFBP5 exhibits a dis-

tinctly different expression pattern in GC tissues based on
GSE33651 and Oncomine GC datasets.

In summary, we conducted an integrated analysis of DE
circRNAs, miRNAs, and mRNAs in GC and constructed a
potential circRNA-miRNA-mRNA regulatory network. We
identified THBS1, FN1, CALM1, COL4A1, CTGF, and
IGFBP5 as potential inflammation-related targets for the treat-
ment of gastric adenocarcinoma. Our bioinformatics analysis
represents a useful strategy to explore malignancy from a
new perspective. However, future studies are required to val-
idate the mechanisms related to the potential target genes.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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Figure 9: Prognostic curve for the six hub genes. The prognostic significance of the hub genes in patients with GC determined using the
Kaplan-Meier plotter. Affymetrix IDs (a) 201107_s_at, (b) 210495_x_at, (c) 213688_at, (d) 211980_at, (e) 203425_s_at, and (f) 209101_at
represent THBS1, FN1, CALM1, COL4A1, IGFBP5, and CTGF, respectively. Red lines represent patients with high gene expression, and
black lines represent patients with low gene expression.
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Background. Esophageal cancer (EC), as a serious threat to human life and health, is one of the most common cancers around the
world. Many studies have suggested that many microRNAs are involved in tumorigenesis and progression.Methods. To search for a
novel and promising predictive therapeutic target or biomarker to achieve the goal of the early diagnosis and treatment of EC, we
used the EC cell lines Eca-109 and KYSE-150 and normal human esophageal epithelial cells (HEECs) to investigate the effect of
ABI3BP on EC. Results. We found that ABI family member 3 binding protein (ABI3BP) was downregulated in EC and
suppressed the proliferation, activity, migration, and invasion of EC cells. ABI3BP was downregulated by miR-183, which plays
the role of an oncogene. Conclusion. ABI3BP and miR-183 can be considered potential biomarkers for the diagnosis of patients
with EC and can be effective targets for antitumor therapy.

1. Introduction

Esophageal cancer (EC) is one of the most common malig-
nancies and ranks eighth in prevalence throughout the world.
It also remains the sixth leading cause of death due to carci-
noma. EC, because of it high malignancy potential, poor
prognosis, and high mortality, is one of the most serious gas-
trointestinal malignancies. It has been shown that its global
incidence has increased sharply by more than 6-fold. The
number of new cases of EC was more than 572,000 in 2018
and nearly 440,000 deaths occurred. EC poses a serious threat
to human life and health worldwide [1–5]. In the past few
years, with the rapid progress in surgery, chemotherapy,
and preoperative radiotherapy, the survival rate has been
effectively improved to some extent in patients with EC.
Unfortunately, because the early symptoms of EC are not
apparent, an increasing number of patients with EC are
diagnosed when they are at an advanced stage and the tumor
cannot be removed surgically. In addition, the poor progno-
sis of patients with EC is seriously affected by resistance to
chemotherapy and radiotherapy as well as tumor metastasis
and recurrence [6, 7]. Recent studies have reported that the

5-year survival rate and the median survival time of patients
with EC are 15-20% and 1.5 years, respectively [7, 8].
Although some new treatments, such as systemic treatment,
nivolumab, novel targeted therapies, and immune check-
point inhibition, have been used recently, there are still many
limitations [7, 9–12]. Therefore, it is urgent to develop new
treatment methods to improve the prognosis of EC patients.

An increasing number of studies have indicated that
miRNAs (miRs) play a crucial role in tumorigenesis and
progression and are useful and important diagnostic and
prognostic markers in human cancers [13–17]. A great
number of miRNAs are also involved in the development
and progression of EC. For instance, miR-377 has been
proven to be significantly downregulated in both the serum
and tumor tissues of patients with esophageal squamous cell
carcinoma (ESCC) and was shown to be located in the chro-
mosome 14q32 region. Moreover, the survival rate of patients
is positively correlated with the expression level of miR-377.
miR-377 inhibited the occurrence, growth, angiogenesis, and
metastasis of ESCC by targeting the expression of CD133 and
VEGF, thus acting as a tumor suppressor [18]. miR-873 has a
crucial effect on the growth and metastasis of EC by targeting
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the DEC2 gene [19]. miR-183 was found to be involved in the
pathogenesis of ESCC [20]. The above studies revealed the
regulatory role of miRNAs in the occurrence, growth, and
metastasis of EC and their roles as tumor suppressors or
tumor promoters.

ABI3BP is an ArgBP/E3B1/Avi2/NESH family protein
that is well known to be involved in the negative regulation
of cell movement and metastasis through its effects on mem-
brane folding and lamellar formation and was proven to be
an SRC homologous (SH3) adaptormolecule [21, 22]. ABI3BP
was considered to have a tumor-suppressive effect in thyroid
cancer [23]. The online Gene Expression Profiling Interactive
Analysis [24] database showed that the expression level of
ABI3BP may be negatively associated with EC, while the
miR-183-3p expression level may be positively correlated with
EC. Moreover, ABI3BP is a potential target gene of miR-183.
Taken together, the evidence suggests that ABI3BP restoration
could exert inhibitory effects on EC cell growth and play a
crucial role in mediating the pathogenesis, development,
and/or progression of EC, indicating the possible treatment
of EC by inhibiting miR-183 or enhancing ABI3BP.

2. Materials and Methods

2.1. Cell Culture. Eca-109 (KG189, KeyGEN Bio, Jiangsu,
China), KYSE-150 (KG532, KeyGEN Bio, Jiangsu, China),
and human normal esophageal epithelial cells (KG161,
KeyGEN Bio, Jiangsu, China) were cultured in DMEMwhich
containing 10% FBS, penicillin (100U/ml), and streptolysin
(0.1mg/ml) in a cell incubator (5% CO2, 37

°C). When the
cells entered the logarithmic growth stage and the cell density
reaches 80%~90%, the culture medium was removed,
washing by PBS (10ml) for three times, in addition to trypsin
(0.25%), and was used for digestion in 37°C for 1min. After
the cells became round, fresh culture medium was added to
stop digestion, and the pipette was used for repeated blowing
and beating to form single-cell suspension. Then, cells were
centrifuged with 2000 rpm for 2min and used for follow-up
research studies.

2.2. Cell Transfection. Cells were inoculated in a 6-well plate
for culture. For the cells grown to 80%, the culture medium
was replaced with a nonantibiotic culture medium 2 hours
before transfection for further transfection. Prepare the
transfection complex; dissolve the siRNA oligomer (2.5 g)
or plasmid (2.5 g) into 250 living room culture solution free
of serum and antibiotics. The culture medium with no serum
and no antibiotics was diluted to 250 living room Lipofecta-
mine 2000 and incubated for five minutes at room tempera-
ture (RT).The above diluted Lipofectamine 2000 and
siRNA/plasmid were mixed and incubated at RT for twenty
minutes. Add the above mixture (500 livl/hole) to the incuba-
tor plate for 6 hours. The cells were replaced with a complete
culture medium and continued for 24 hours/48 hours for
subsequent research studies [25, 26].

2.3. CCK8 Assay. After 24 h cell transfection, trypsin digested
the cells to prepare cell suspension. These cells were cultured
in 96-well plates in an incubator at a thickness of 2000/well.

When cultivating for 0, 24, 48, and 72 h, respectively, add
10 living room CCK8 reagent to each well of the 96-well
plate, and continue to cultivate for 1 hour. After the incuba-
tion, the absorbance value of OD450nm in each well was
detected with an enzyme marker, and the cell proliferation
curve was plotted according to the absorbance value [27, 28].

2.4. Transwell Invasion Assay. Matrigel was diluted with
serum-free precooling medium and placed at the bottom of
the upper chamber of the Transwell chamber for incubation
at 37°C for five hours. The basement membrane was
rehydrated with the culture medium which is serum-free.
Twenty-four hours later after transfection, trypsin was used
to digest the cells and serum-free culture medium was
preparing cell suspension. Take out the Transwell chamber,
and wipe the remaining cells in the chamber by cotton swabs
after incubation during all night.

Wash these cells by PBS for three times, and then fix with
4% paraformaldehyde for thirty minutes. After that, the cells
were treated with 0.1% crystal violet for 20min. Then, wash it
by PBS for three times, and select randomly for three fields
for counting under the microscope (100x).

2.5. Flow Cytometry Assay. Twenty-four hours later after
transfection with the cells, replace the culture medium by
the serum-free medium to culture for twenty-four hours.
The cells were cultured followed by trypsin digestion fluid
without EDTA and collected by centrifugation. The density
of cell was controlled to 1‐5 × 106/ml. Using a pipette, 100
living room cell suspension was absorbed into the flow tube.
After adding 5 living room cells Annexin V/FITC, cultivate it
out of light for five minutes at RT. Add 10 livl PI dye solution
and 400 livl PBS to the flow tube, and then conduct apoptosis
detection on the flow cytometer. The data obtained were ana-
lyzed using FlowJo software.

2.6. Wound Healing Assay. After 24 h cell transfection,
trypsin was used to digest the cells to prepare cell suspension
as described above. Then, cells were cultured at 37°C for
twelve hours in 6-well plates, and the cell density was
controlled to about 5 × 105 per well. The sterilized suction
head was used to cut a wound in the middle of each hole of
the 6-hole plate, and the photos were taken after PBS washing
for 2 times (Nikon Eclipse Ti-S, 20x). Culture was continued
for 24h, and the wound was photographed again. Five photos
were taken for each well. ImageJ software was used to image
the wounds taken twice before and after, and the wound
closure was measured.

2.7. Dual-Luciferase Reporter Assay. Mouse ABI3BP mRNA
and miR-183-3p were synthesize by GENEWIZ (Suzhou,
China) and subcloned in pmirGLO and pCMV plasmids.
Dual-luciferase reporter assay kit was purchased from
Beyotime Biotechnology (Shanghai, China).

The cells were cultured as described above. After digested
into single-cell suspension, the cells were divided into 2 groups
and cultured in a 24-well plate. Transfection was carried out
when the cell density reached about 70-80%. The cells were
transfected with pmirGLO-ABI3BP+pCMV-NC and pmir-
GLO-ABI3BP+pCMV-miR-183-3p, respectively, by using
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Figure 2: The expression of mRNAs in EC tissues and normal tissues from GEPIA analysis. The top 10 variation mRNAs were showed in the
heat map.
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Lipofectamine™ 3000 Transfection Reagent (L3000001,
Thermo Fisher). Then, the cells were cultured for 48 hours
in normal condition. Then, the cells were collected and the
fluorescence values of the cells in each group were immedi-
ately determined according to the protocol provided in the kit.

2.8. Statistical Analysis. Three independent repeated experi-
ments were carried out in this study. The experimental data
were expressed as mean ± SEMusing GraphPad Prism 7.0
software for analyzing. Student’s t-test or single-factor
ANOVA was used to analyze the differences between groups,
and the value of P less than 0.05 was considered statistically
significant.

3. Results

3.1. ABI3BP and miR-183 Are Related to EC. Through the
online Gene Expression Profiling Interactive Analysis data-
base, our team analyzed public data and found that the
ABI3BP expression level may be negatively correlated with
EC, while the miR-183-3p expression level may be positively
correlated with EC (Figures 1 and 2). According to previous
studies, miR-183 participates in the pathogenesis of ESCC
[20], while ABI3BP is related to gallbladder cancer, thyroid

tumors, and lung cancer [29–32]. These results strongly
suggest that ABI3BP and miR-183 could regulate EC
development.

Then, the mRNA expression levels of ABI3BP and miR-
183 in KYSE-150 and Eca-109 cells and HEECs were detected
by RT-PCR. The results revealed that, compared with those in
HEECs, the expression levels of ABI3BP were markedly down-
regulated in KYSE-150 and Eca-109 cells (Figure 3(a)); further-
more, miR-183 was significantly upregulated (Figure 3(b)),
suggesting that the expression of ABI3BP and miR-183 were
altered in ECs. The protein level of ABI3BP was also detected
in the three cell lines, which showed that ABI3BP was
significantly downregulated in KYSE-150 and Eca-109 cells
(Figures 3(c) and 3(d)).

3.2. ABI3BP Is a Target of miR-183-3p in EC Cells. The poten-
tial target gene of miR-183-3p was predicted using an online
bioinformatics database (TargetScan). Our team found that
ABI3BP contains binding sites that might interact with
miR-183-3p and may possibly be a target gene of miR-183-
3p (Figure 4(a)). To further verify the above hypothesis, we
constructed a dual-luciferase reporter gene and transfected
it into Eca-109 cells. The results suggested that miR-183-3p
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Figure 3: The expression levels of ABI3BP and miR-183 in HEEC, Eca-109, and KYSE-150 cells. Three kinds of cells were cultured and
harvested when growing to 80-90%. Total mRNA or protein was extracted and detected by real-time PCR or Western blot analysis. (a)
Relative ABI3BP mRNA level was detected by using RT-PCR. Five independent experiments (n = 5) were repeated for each cell line. (b)
Relative miR-183-3p level was detected by using RT-PCR. Five independent experiments (n = 5) were repeated for each cell line. (c)
Relative ABI3BP protein level was detected by Western blot. Five independent experiments (n = 5) were repeated for each cell line. (d)
Quantitative analysis of (c). ∗∗∗P < 0:001, one-way ANOVA with post hoc.
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markedly decreased the luciferase activity of ABI3BP
(Figure 4(b)). Therefore, miR-183-3p can bind to ABI3BP,
which may be its target gene. To further verify this result, we
transfected miR-183-3p mimics into the cells and detected
the expression levels of ABI3BP in Eca-109 cells. The result
suggested that the expression levels of ABI3BP protein were
markedly reduced after transfection (Figures 4(c) and 4(d)),
which further proved that ABI3BPwas a target of miR-183-3p.

3.3. ABI3BP and miR-183 Modulate the Apoptosis and
Proliferation of EC Cells. To further explore the functions of
ABI3BP and miR-183 in EC, we designed experiments to
detect the apoptosis and proliferation of Eca-109 cells under
ABI3BP or miR-183 overexpression conditions. The flow
cytometry assay revealed that ABI3BP could obviously
increase the rate of apoptosis, while miR-183 could signifi-
cantly reduce the rate of apoptosis (Figures 5(a) and 5(b)),
which suggested that ABI3BP plays a role as a tumor
suppressor and that miR-183 is an oncogene. The CCK8
assay indicated that the viability of Eca-109 cells was mark-
edly decreased by ABI3BP and increased by miR-183
(Figure 5(c)). All these results are consistent with the data-
base results (Figures 1 and 2).

3.4. ABI3BP and miR-183 Modulate the Migration and
Invasion of EC Cells. Next, we detected the invasion and
migration of EC cells under ABI3BP or miR-183 overexpres-
sion conditions. In the wound healing assay, ABI3BP
markedly reduced the migration of EC cells, while miR-183
markedly promoted EC cell migration (Figures 6(a) and
6(b)). Additionally, the Transwell invasion assay showed
that ABI3BP could significantly inhibit the invasion of EC
cells, while miR-183 promoted EC cell invasion
(Figures 6(c) and 6(d)).

4. Discussion

Despite the rapid progress in surgery, chemotherapy, and
preoperative radiotherapy techniques for EC made in recent
years, unfortunately, an increasing number of patients with
EC are diagnosed when they are at an advanced stage and
the tumor cannot be removed surgically because the early
symptoms of EC are not obvious. In addition, the poor prog-
nosis of patients with EC is seriously affected by resistance to
chemotherapy and radiotherapy as well as tumor metastasis
and recurrence. Numerous lncRNAs and microRNAs have
been proven to play a crucial role in tumor development
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Figure 4: ABI3BP may be one of the targets of miR-183 in Eca-109 and KYSE-150 cells. (a) Predicted consequential pairing site of ABI3BP
mRNA andmiR-183-3p. (b) Dual-luciferase reporter assay was performed to detect the luciferase activity of ABI3BPmRNA andmiR-183-3p.
Three independent experiments (n = 3) were repeated. (c) Two kinds of cells were cultured and harvested when growing to 80-90%. Total
protein was extracted and detected by Western blot analysis. Relative ABI3BP protein level was detected by Western blot under miR-183-
3p overexpression condition. Five independent experiments (n = 5) were repeated for each cell line. (d) Quantitative analysis of (c). ∗∗∗P
< 0:001, Student’s t-test.
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and drug resistance and can be used as potential biomarkers
for tumor diagnosis and prognosis and as molecular thera-
peutic targets [33–35].

Human ABI3BP was originally identified as a novel
NESH-binding protein that is involved in tumor cell migra-
tion and mobility [36]. Through its interaction with NESH,
ABI3BP may exert a great effect on the progression of tumor
cells. In fact, the expression level of ABI3BP mRNA was
markedly decreased in human lung cancer cell lines and clin-
ical samples. Although the molecular mechanisms of tumor-
igenesis and progression are not well understood, the
progression of tumorigenesis is closely related to the cell
cycle. For example, p53, RB, or p19ARF, all of which are
tumor suppressor proteins, play important roles in the cell
cycle. It has been reported that the expression of ABI3BP is
downregulated in gallbladder cancer tissues, and ABI3BP is
a downstream target of metastasis-associated lung adenocar-
cinoma transcript 1 [29]. Studies have confirmed the tumor-
suppressive effect of ABI3BP, suggesting that the ectopic
expression of ABI3BP can impair the growth characteristics
of cancer cells and induce senescence [23]. Depletion of
ABI3BP could induce oncogenic transformation [37].
ABI3BP recovery was highlighted as an important factor

associated with thyroid tumors that inhibited tumor growth
and invasion and promoted cell senescence [32]. In addition,
ABI3BP was reported to show decreased expression in lung
cancer cell lines, suggesting that ABI3BP could be a bio-
marker for lung cancer progression [31].

Here, in our study, we found that there is a low level of
ABI3BP expression in EC cells and a high level of miR-183
expression. Additionally, we found that ABI3BP is one of
the targets of miR-183. Together, the results indicated that
miR-183 reduced ABI3BP protein levels and thus promoted
EC development by enhancing cell proliferation, migration,
and invasion and inhibiting apoptosis.

We showed for the first time that ABI3BP is downregu-
lated in EC, revealing the role of ABI3BP as a tumor suppres-
sor gene in the progression of EC growth and metastasis at
the cellular level. It was further proven that miR-183 is an
upstream regulatory molecule of ABI3BP. The molecular
mechanism of the promotion by miR-183 of the growth
and metastasis of EC cells mediated by regulating ABI3BP
was demonstrated. In our future work, the mechanism of
ABI3BP involved in its tumor-suppressive effects will be
studied in detail, and ABI3BP will be explored as an effective
target for tumor diagnosis and as a biomarker.
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Figure 5: ABI3BP and miR-183 modulate the apoptosis and proliferation in EC cells. (a) After being transfected with ABI3BP or miR-183 for
24 h, flow cytometry assay was performed to detect the rate of apoptosis in Eca-109 cells under ABI3BP or miR-183 overexpression
conditions. Three independent experiments (n = 3) were repeated for each group. (b) Quantitative analysis of Figure 5(a). (c) After being
transfected with ABI3BP or miR-183 for 24 h, CCK8 assay was performed to assess the proliferation of Eca-109 under ABI3BP or miR-
183 overexpression conditions. n = 5 for each group. ∗∗∗P < 0:001, one-way ANOVA with post hoc and two-way ANOVA with post hoc.
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5. Conclusions

ABI3BP plays the role of a tumor suppressor gene in the
progression of EC growth and metastasis at the cellular level.
miR-183 is an upstream regulatory molecule of ABI3BP.
ABI3BP and miR-183 can be considered potential bio-
markers for the diagnosis and prediction of the progression
and prognosis of EC patients and can be effective targets
for antitumor therapy.
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Natural killer cells (NK cells) play an important role in innate immunity. NK cells recognize self and nonself depending on the
balance of activating receptors and inhibitory receptors. After binding to their ligands, NK cell receptors trigger subsequent
signaling conduction and then determine whether NK is activated or inhibited. Furthermore, NK cell response includes
cytotoxicity and cytokine release, which is tightly related to the activation of NK cell-activating receptors and the inhibition of
inhibitory receptors on the surfaces of NK cells. The expression and function of NK cell surface receptors also alter in virus
infection, tumor, and autoimmune diseases and influence the occurrence and development of diseases. So, it is important to
understand the mechanism of recognition between NK receptors and their ligands in pathological conditions and the signaling
pathways of NK cell receptors. This review mainly summarizes the research progress on NK cell surface receptors and their
signal pathways.

1. Introduction

NK cells are crucial immune cells and enormously contrib-
ute to the innate immunity. NK cells can differentiate self
from nonself by activating receptors and inhibitory recep-
tors. NK cells exhibit natural cell cytotoxicity and directly
destroy tumor cells or virally infected cells. Besides, NK
cells play crucial roles in regulating various hematopoietic,
inflammatory, and immune responses by secreting cyto-
kines and chemokines [1, 2]. Therefore, it is necessary to
understand the function of different surface NK cell recep-
tors and their mechanisms of action. This article will sum-
marize the existing research on NK cell receptors as well as
their signaling pathways.

2. The Classification of NK Cell Receptors

Dozens of NK cell receptors have been discovered to date.
These can be classified into the immunoglobulin super-
family (Ig-SF) and C-type lectin superfamily (CL-SF)
according to their structure [3]. The Ig-SF includes killer
cell immunoglobulin receptors (KIRs) [3, 4], leucocyte

immunoglobulin-like receptors (LILRs/LIRs) [5], and natu-
ral cytotoxic receptors (NCRs) [6]. The CL-SF mainly
includes killer cell lectin-like receptors (KLRs) [7].

NK cell receptors can be divided into two types according
to functional classification [8]: inhibitory receptors and
activating receptors. Inhibitory receptors mainly include
KIR-2DL, KIR-3DL, CD94/NKG2A, and TIGIT. Activating
receptors mainly contain KIR-2DS, KIR-3DS, NCR
(NKp46, NKp44, and NKp30), NKG2D, 2B4, CD226,
CD94/NKG2C, etc. In this volume, we will discuss NK cell
receptors, respectively.

3. Inhibitory Receptors

NK cells express various inhibitory receptors. Most of inhib-
itory receptors, by identifying MHC class I molecules, con-
duct inhibitory signals to suppress NK cell function and
participate in autoimmune tolerance under physiological
conditions to avoid killing normal cells. In addition, some
non-MHC-restricted inhibitory receptors are also focused
on the immune escape of tumor cells and virally infected cells
under pathological conditions.
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3.1. Inhibitory Killer Cell Immunoglobulin Receptors (IKIRs).
KIRs belong to the Ig-SF. According to the structure of extra-
cellular region, KIRs are divided into two categories, namely,
KIR2D with two Ig-like domains and KIR3D with three Ig-
like domains. KIR2DL and KIR3DL are inhibitory receptors
that have longer intracellular tails with the immunoreceptor
tyrosine-based inhibitory motifs (ITIMs) [4]. Other mem-
bers are defined as an S to reflect their short ITIM-lacking
intracellular region (KIR2DS and KIR3DS), which associate
with adaptor proteins through the transmembrane region.
These adaptor proteins help to deliver activating signals by
means of immunoreceptor tyrosine-based activating motifs
(ITAMs) in their intracellular region [9, 10]. The majorities
of KIRs are highly specific for classic MHC-I molecules
(HLA-A, HLA-B, and HLA-C) [4]. For instance, KIR2DL1,
KIR2DL2, and KIR2DL3 are specific receptors of HLA-C
molecules, and KIR3DL1 and KIR3DL2 can combine with
HLA-A or HLA-B. Unlike other KIRs, KIR2DL4 recognizes
both soluble and membrane HLA-G. However, in endo-
somes, only when KIR2DL4 binds to soluble HLA-G can
the signals be transmitted [11].

When the inhibitory receptor recognizes its corre-
sponding ligand, Src-family kinase (SFK) mediates the
phosphorylation of ITIM sequences in the inhibitory
receptor immediately [12]. After phosphorylation, ITIMs
activate protein tyrosine phosphatases (PT-Pases), mainly
including Src homology region 2-containing protein tyro-
sine phosphatase-1 (SHP-1) and Src homology region 2-
containing protein tyrosine phosphatase-2 (SHP-2) [13–15].
As an effector molecule of inhibitory receptor, SHP-1
downregulates multiple activating signal molecules by
dephosphorylation [16, 17] (Figure 1). Thus, SHP-1 plays

a crucial role in initiating inhibitory signals and blocking
activating signals, and the substrates of SHP-1 need to
be further identified. During the repression of NK cells
by ITIM-containing receptors, the tyrosine phosphoryla-
tion level of multiple proteins is downregulated [17]. Pre-
viously, it was viewed that the directly identified substrate
of SHP-1 is Vav1. Vav1 can promote rac1-dependent cyto-
skeletal rearrangement, synapse formation, and receptor
aggregation. However, SHP-1-catalyzed dephosphorylation
of Vav1 does not depend on actin polymerization in
inhibitory signaling [18]. This may suggest that ITIM-
containing inhibitory receptors’ repression of NK cell acti-
vation before the actin-dependent signals occurs and even
before tyrosine phosphorylation of activating receptors [8,
18]. In 2016, researchers found that LAT and PLCγ1/2 served
as the substrates of SHP-1 when NK cells were inhibited by
MHC-restricted inhibitory receptor KILR2DL1 [19]. Besides,
LAT could be ubiquitylated by c-TCbl and Cbl-b and
degraded in inhibitory condition of NK cells [19]. They also
confirmed that LAT:PLCγ1/2 complexes were necessary for
degranulation and cytotoxicity of NK cells [19]. ITIM-
containing receptors of NK cells are also involved in the
downstream pathways when transmitting inhibitory signals.
Peterson and Long found that when NK cells interacted with
target cells expressing the MHC-I molecules, the adaptor Crk
could associate with tyrosine kinase Abl and be phosphory-
lated [20]. Crk binding to Abl and phosphorylation are
essential steps for the separation of Crk from the Cbl-Crk-
C3G complex, a part of the activating signal pathway. These
results point out that phosphorylation also plays a significant
role in NK cell inhibitory signaling pathways (Figure 1).
Overall, NK cell inhibitory receptors induce Vav1, LAT,
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Figure 1: Signaling pathways of inhibitory receptors in NK cells. After KIR2DL, KIR3DL, and CD49/NKG2A bind to their corresponding
ligands, the ITIM sequences are phosphorylated by Src-family kinase (SFK). Furthermore, the phosphorylated ITIM recruits SHP-1/SHP-
2, which downregulates the phosphorylation level of the downstream signaling molecules (XX/YY) of activating receptors, including Vav1,
thereby inhibiting NK cell function. In addition, Crk binds to Abl and is phosphorylated by Abl, which separates Crk from the Cbl-Crk-
C3G complex, further inhibiting NK cell function.
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and PLCγ1/2 dephosphorylation and Crk phosphorylation,
which inhibit the NK cell activation signal and eventually
inhibit NK cell activity. Moreover, inhibitory receptors,
which recognize the MHC-I molecules, can provide a license
for NK cell responsiveness [21]. The functions of inhibitory
receptors, whatever inhibition or licensing, require the par-
ticipation of activating receptor signal molecules. There-
fore, the downstream molecules of SHP-1 and SHP-2
need to be observed further, and much work remains to
be done in how inhibitory receptors conduct inhibitory sig-
nals and inhibit NK cell function. The connection between
inhibitory receptors and activating receptors remains to be
investigated further.

KIR2DL4 only carries a single ITIM in the intracellular
tail, and its transmembrane region contains an arginine resi-
due, which suggests that KIR2DL4 has dual functions of inhi-
bition and activation [22]. Although functional KIR2DL4 is
mainly located in endosomes, studies have demonstrated that
IL-2 can transiently upregulate the expression levels of
KIR2DL4 onNK cell surfaces, in vitro, and it is closely related
to the NK cell function [23]. Further research showed that
KIR2DL4 on the NK cell surface noncovalently associated
with FcεRIγ via arginine residues and then activated ITAM
signal transduction [24]. KIR2DL4 is expressed in endo-
somes and is associated with proinflammatory and angio-
genic functions through the DNA-PKCs-Akt-NF-κB
signaling pathway [11, 25]. Studies found that KIR2DL4
can connect to SHP-1 and SHP-2 through pull-down exper-
iments, suggesting that KIR2DL4 has inhibitory potential
[22]. Moreover, other studies showed that the ITIMs of
KIR2DL4 could inhibit the cytotoxic effect of NK cells, while
functionally mutated SHP-1 did not block the cytotoxic effect
of KIR2DL4 completely [15], suggesting that the phosphory-
lated ITIM of KIR2DL4 recruits SHP-2 instead of SHP-1.
Further research showed that the tyrosine residue of the
mutated ITIM motif did not thoroughly abrogate the func-
tion of KIR2DL4, which may be related to SHP-2 binding
to the mutated ITIMs and nonphosphorylated ITIMs of
KIR2DL4 on NK cells [15]. These results suggest that KIR
inhibitory signal transduction is partially independent of
SHP-1 or phosphotyrosine. Similarly, KIR2DL5 has typical
ITIM sequences and an atypical ITIM in the intracellular
region and can recruit both SHP-1 and SHP-2 simulta-
neously [26]. The cytotoxicity of NK cells can be suppressed
by functionally mutated SHP-2 instead of functionally
mutated SHP-1. These studies indicate that KIR2DL5 might
have a more obvious inhibitory function [15]. In addition,
KIR3DL1 directly binds to SHP-2 through conformational
changes in the intracellular region, inhibiting target cell con-
jugation and cytotoxicity function [14, 27].

3.2. CD94/NKG2A and LIRs. Killer cell lectin-like receptor
(KLR, CD49/NKG2) is a heterodimeric receptor that com-
bines CD94 with different NKG2 family members through
disulfide bonds [28]. KLR can be detected on most NK cell
membranes. The NKG2A intracellular segment contains an
ITIM, which transduces inhibitory signals [7]. The NKG2C
intracellular segment is shorter and does not contain ITIM
sequences, but it can bind to the ITAM-containing adaptor

proteins to conduct activation signals [29]. The ligands of
both CD49/NKG2A and CD49/NKG2C are types of the non-
classical MHC molecule, HLA-E [30]. Under normal condi-
tions, HLA-E has a greater affinity for NKG2A than for
NKG2C. Under stress, the HLA-E molecules of “stressed”
cells bind to the polypeptide containing heat shock protein
60 (HSP60), which decreases HLA-E affinity with NKG2A
and increases affinity with NKG2C, thus activating NK cells
[31]. Other studies have shown that NKG2A is associated
with immune escape. Senescent dermal fibroblasts express
HLA-E, which binds to the NKG2A and suppresses the
immune reaction of senescent cells [32]. CD94/NKG2A
could inhibit the synergistic effect of activating receptors
NKG2D and 2B4 [33, 34]. Moreover, CD94/NKG2A com-
plex could inhibit the CD16-dependent activation of Syk
and ERK [35]. Those results showed that the activation sig-
nals of NK cells can be blocked by inhibitory receptors in
multiple levels.

LIRs belong to the Ig-SF, which have ITIM sequences
transmitting inhibitory signals in intracellular regions [5].
LIRs contain multiple members such as LIR1, also named
Ig-like transcript 2 (LIT2), LIR2/ILT4, etc. The ligands of
LIR1/ILT2 are multiple MHC class I molecules (HLA-A,
HLA-B, and HLA-G) [36–38] and UL18 glycoprotein from
human cytomegalovirus [5]. The signaling pathways of LIRs
and CD49/NKG2A are similar to IKIR inhibitory signaling
pathways [8, 13], which can recruit SHP-1 to block the acti-
vating signals. The role of LIRs and CD94/NKG2A is to
establish a threshold for NK cell activation to protect the nor-
mal cells. However, when the host is in a pathological state,
the expression and function of those inhibitory receptors
are abnormal, which would not be conducive to disease
development. Scientists can research targeted drugs to
restore the cytotoxicity of NK cells according to the mecha-
nism of those inhibitory receptors.

3.3. ITIM-Containing Non-MHC Ligand Receptors. Besides
the above receptors, NK cells still express many other intra-
cellular ITIM-containing receptors on the surface [13, 39]:
NKR-P1 (CD161), KLRG1, Siglec-7 (CD328), LAIR-1
(CD305), CEACAM-1, PILRα, TACTILE (CD96), TIGIT, etc.
Among them, TIGIT, a non-MHC-I molecule-dependent
inhibitory receptor, can recognize CD113, CD112, and
CD155. And TIGIT is correlated to the maturation of NK cells
and NK cell-mediated autoimmune tolerance [40].

4. Activating Receptors

There are multiple MHC-dependent or MHC-independent
activating receptors on NK cells such as NKG2D, NCRs,
and 2B4. Under physiological conditions, inhibitory recep-
tors play a leading role in preventing NK cells from killing
normal cells. However, when the MHC class I molecules on
target cells are attenuated or absent, or the specific ligands
directly recognize activating receptors, the inhibitory signal
is weakened and the activation signal is enhanced, resulting
in NK cells exhibiting killing effects. Activating receptors
cannot activate NK cells on their own, except for CD16.
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Therefore, the activation of NK cells requires the synergy of
multiple receptors.

4.1. Natural Cytotoxic Receptor (NCR).NCRs are specific sur-
face markers of NK cells, as well as major activating receptors
of NK cells. The NCR family includes three members: NKp46
(NCR1, CD335), NKp44 (NCR2, CD336), and NKp30
(NCR3, CD337) [6].

NKp46-encoding genes are on human chromosome 19.
The intracellular region of NKp46 does not have ITAM
sequences. However, the transmembrane region of NKp46
contains an arginine residue that takes charge of associating
with adaptors, FcεRIγ and CD3ζ, which can conduct activat-
ing signals [41]. The ligands of NKp46 include [42] (1) tumor
cell ligands, such as ligands from melanoma and myeloma
(but most of the tumor cell ligands are still unknown); (2)
viral ligands, such as hemagglutinin (HA), hemagglutinin
neuraminidase (HN); (3) bacterial ligands, such as vimentin
on the mycobacterium tuberculosis-infected cell surfaces;
and (4) parasitic ligands, such as Plasmodium falciparum
erythrocyte membrane protein (PfEMP1). In addition,
NKp46 can also identify complement factor P and unknown
ligands on the hepatic stellate cells and pancreatic B cells,
inhibit liver fibrosis, and participate in the pathogenesis of
type I diabetes. All of the mature NK cells express NKp46
which acts a crucial role in triggering NK cell killing. The
expression of NKp46 is related to the cytotoxic effect of NK
cells [43]. The binding of NKp46 with the ligand can pro-
mote the killing ability of NK cells, increase the secretion of
IFN-γ and TNF-α, and participate in the process of anti-
infective immunity and killing tumor cells.

NKp46 transmits activating signals through ITAM-
related receptors, which is similar to howmost activating sig-
nals of NK cells are transmitted. The ITAM-containing adap-
tor proteins mainly include DAP12, FcRγ, DAP10, and
CD3ζ. NK cells can constitutively express the type I trans-
membrane proteins FcεRIγ, CD3ζ, and DAP12. After bind-
ing to the ligands, NKp46 associates with the adaptor
proteins CD3ζ and FcεRIγ [42]. Then, the ITAMs of adap-
tors are phosphorylated, which may be mediated by Src-
family kinases such as Lck and Fyn [44]. Through the SH2
domain, the phosphorylated ITAM recruits and activates
tyrosine kinases such as Syk and/or ZAP70 [45, 46]. The
tyrosine kinases activate transmembrane adaptor proteins
such as LAT and NTAT, leading to the activation of down-
stream molecules such as phospholipase C (PLCγ),
phosphatidylinositol-3-OH kinase (PI3K), and Vav1, Vav2,
and Vav3. PLCγ further causes Ca2+ influx; PI3K and Vav1
recruit the small G protein Rac1 and induce cascade phos-
phorylation through the PAK1-MEK-Erk signaling pathway,
further activating the MAPK signaling pathway and other
reactions [9, 47–51]. Ultimately, these signaling cascades
promote actin cytoskeleton rearrangement, degranulation,
cytotoxicity, and the gene expression of cytokine or chemo-
kine (Figure 2). NKp46 acts as a coactivation receptor which
triggers NK cell cytotoxicity by synergistic effects with other
activating receptors. Researches confirmed that NKp46 could
coengage with 2B4, CD2, NKG2D, and DNAM-1, transmit-
ting activation signals to enhance the Ca2+ flux of NK cells

further [52, 53]. However, we still do not know if synergistic
signals of NKp46 and other coactivation receptors are the
same as the synergistic signals of NKG2D and 2B4.

The coding genes of NKp30 and NKp44 are both on
human chromosome 6. The ligands of NKp30 contain the
following [42]: (1) tumor cell ligands, such as B7-H6, BAG6/-
BAT3 (BCL2-associated athanogene 6/nuclear HLA-B-
associated transcript-3 protein), and galectin-3; (2) viral
ligands, such as HA of vaccinia virus and poxvirus and
pp65 of human cytomegalovirus; and (3) parasitic ligands,
such as Plasmodium falciparum erythrocyte membrane pro-
tein (PfEMP1). In addition, all NCRs, including NKp30, can
recognize heparan sulfate glycosaminoglycans (HS-GAGs),
which are significantly upregulated in tumor cells. The
expression and signal transduction of NKp30 are similar to
those of NKp46. NKp30 makes synergistic reaction with
NKp46 and NKp44 in triggering the cytotoxicity of NK cells.
Delahaye et al.’s group transfected NK cell lines with
NKp30a, NKp20b, and NKp30c separately and found that
NKp30a and NKp30b were immunostimulating subtypes
that could mediate the production of Th1 cytokines, while
NKp30c enhanced the secretion of IL-10 and transmitted
suppressive signals through the rapid phosphorylation of
p38 MAPK [54]. Overall, NKp30 plays an important role in
anti-infection immunity and antitumor immunity and is
involved in tumor immune escape mechanisms. However,
how it works still needs to be explored. Studies have found
that soluble BAG6, a specific ligand of NKp30, could be
detected in chronic lymphocytic leukemia (CLL), and the
plasma levels of soluble BAG6 were higher at the advanced
disease stages [55]. Then, they found that the soluble BAG6
released from CLL cells could inhibit the cytotoxicity of NK
cells [55]. In contrast, exosomal BAG6 could enhance the
killing function of NK cells [55]. As we all know that tumor
microenvironment can influence the antitumor effect of NK
cells, so the phenomenon that one molecule plays opposite
acts on increasing the complexity of antitumor immunity.
This may provide a new idea for increasing the NK cell killing
effects as immunotherapeutic strategies.

NKp44 is only expressed on activated NK cell surfaces as
a specific marker of activated NK cells. NKp44 ligands
include the following [42]: (1) tumor cell ligands, such as
proliferating cell nuclear antigen (PCNA), platelet-derived
growth factor DD (PDGF-DD), nidogen-1, and NKp44L
(NKp44L, an isomer of mixed-lineage leukemia-5 protein
(MLL5), is expressed in tumor cells and transformed cells
that can improve cell sensitivity to the cytotoxicity of NK
cells [56]); (2) viral ligands, such as HA and HN; and (3) bac-
terial ligands, such as Mycobacterium tuberculosis cell wall
components. Furthermore, some subtypes of HLA-DP are
also ligands of NKp44 [57]. The transmembrane region of
NKp44 contains Lys residues that can associate with KAPA
P/DAP12 and transmit activation signals through the ITAM
of KAPAP/DAP12. DNAX-activation protein of 12 kDa
(DAP12; also named as killer cell-activating receptor-
associated protein (KARAP)) is an adaptor protein contain-
ing a single ITAM in its intracellular domain [9, 10, 58].
The tyrosine residues in ITAM domain are rapidly phos-
phorylated under the action of the tyrosine kinase Syk after
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NKp44 receives stimulation. Further phosphorylation of the
ITAM recruits Syk and ZAP-70. This pathway mediates
downstream signal transduction and then activates NK cell
function [9, 45] (Figure 2). Research has found that the intra-
cellular domain of NKp44 contains a sequence consistent
with the ITIM sequence [59]. Further studies have shown
that this special sequence of NKp44 could be efficiently phos-
phorylated, but it was not able to inhibit NK cell function by
recruiting of SHP-1, SHP-2, and SHIP [59]. Next, it still
needs more researches to explore the mechanism of ITIM
sequence as well as the phosphorylation of NKp44 and its
function in signal conduction. Another study found that
tumor cells could overexpress PCNA, which can associate
with HLA I molecules forming an inhibitory ligand complex.
NKp44 can recognize the complex ligand and suppress the
NK cell killing activity through its ITIM sequences [60, 61].

The expression of NCRs can be influenced by many fac-
tors, such as cytokines, drugs, disease status, and epigenetic
changes. For example, IL-2 increases the expression of
NKp46 as well as enhances the killing effect of NK cells
[62]. On the other hand, transforming growth factor-β
(TGF-β) can downregulate the transcriptional level of
NKp30 [63]. Drugs can also affect NCR expression. For
instance, prolactin can upregulate the expression of NKp30
and NKp46, whereas corticosteroids have the opposite effect

[64]. Meanwhile, the expression level of NCR on NK cells
and the expression level of NCR ligands on tumor cells were
related to the cytotoxicity of NK cells [42]. Furthermore,
studies have found that multiple genes associated with NK
cell surface receptors are upregulated following epigenetic
changes [65]. TCRβ-NKp46+ cells increase in the spleen,
liver, and bone marrow of Ezh2−/− mice, and human NK
cells that expressed NKp46 also increase when selectively
inhibiting Ezh2 activity, in vitro [66]. Further investigations
on the influence factors of NK cell-activating receptors will
be beneficial for understanding the roles of NK cells in var-
ious diseases and provide more ideas for NK cell-based
immunotherapies in cancer.

4.2. NKG2D. NKG2D is a member of CL-SF and effects in
activation signal transduction. It is a major activating recep-
tor expressed on NK cells and CD8+ T cells in a dimer form
[67]. The coding genes of NKG2D are located on chromo-
some 12 [67]. NKG2D can recognize multiple ligands such
as MHC class I chain-related molecules (MICA and MICB)
and human cytomegalovirus ULl6-binding proteins (ULBP1,
ULBP2, ULBP3, ULBP4, ULBP5, and ULBP6) [67–70].
There are two different adaptor proteins, DAP10 and
DAP12, both of which can associate with NKG2D and medi-
ate activation via two different signaling pathways [71].
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Figure 2: Model of signaling pathways by NCRs. After binding to their ligand, NKp46 and NKp30 associate with the adaptors FcεRIγ and/or
CD3ζ, while NKp44 binds to DAP12. Furthermore, ITAMs in the adaptor protein intracellular regions are phosphorylated by SFK.
Phosphorylated ITAMs activate the tyrosine kinases Syk and/or ZAP70. This recruits and activates downstream molecules such as PLCγ,
PI3K, and Vav1/2/3 with the help of LAT. PLCγ further causes Ca2+ influx. PI3K and Vav1 can recruit the small G protein Rac1
and activate the MAPK signaling pathway through cascade phosphorylation of the PAK1–MEK–Erk signaling pathway. In addition,
the intracellular region of NKp44 contains an ITIM sequence that may be related to inhibitory signaling, but the specific mechanism
is not yet clear.
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Studies have shown that there are two NKG2D splicing var-
iants in mouse NK cells [72]. Resting NK cells express the
longer protein (NKG2DL), which can associate with
DAP10 only [73]. In contrast, activated NK cells express
the shorter protein (NKG2DS) which can associate with
either DAP10 or DAP12. Human NK cells express NKG2DL
simply, so the intracellular tail of human NKG2D associates
with DAP10 exclusively.

As a critical activating receptor, through noncovalent
binding to the adaptor protein DAP10, NKG2D can achieve
multiple forms of signal transduction through phosphoryla-
tion by activating mitogen-activated protein kinase (MAPK)
and Janus kinase (Jak)/signal transducer and activation of
transcription (STAT) signaling [68, 74]. The intracellular
segment of DAP10 contains a YxxM motif, which can bind
to p85 PI3K, Grb2, and Shc [9]. Experimental results indi-
cated that after the cross-linking of DAP10 and NKG2D,
DAP10 could bind p85 PI3K and the Grb2-Vav-1-SOS1
complex to activate Akt/PKB [75–77]. However, there is
no evidence that DAP10 can recruit Syk and/or ZAP-70
[75]. This indicated that DAP10 might transmit activation
signals through different pathways than DAP12 and
FcεRIγ. After DAP10 recruits PI3K and the Grb2-Vav1
complex, SLP76 and PLCγ2 are activated [51, 75, 77]. Acti-
vation signals eventually promote Ca2+ influx, cellular
degranulation, and secretion of cytokines. Giurisato et al.
reported that PI3K catalyzed the generation of PIP3, which
can recruit the SOS1-Grb2-Vav1 complex via SOS1 [78].

Segovis et al. found that the interaction between p85 PI3K
and the adaptor protein CrkL was required for NK cell acti-
vation [79]. PI3K and CrkL can further recruit the small
Ras-family GTPase Rap1, which is necessary for NKG2D-
mediated cytotoxicity, conjugate formation, and MTOC
polarization [79] (Figure 3).

The expression and function of NKG2D are modulated
by multiple factors. The ligands of NKG2D can affect the
function of NKG2D. MICA can upregulate the expression
of NKG2D and downregulate the expression of the inhibitory
receptors NKG2A, NKG2B, and KIR2DL1. And then,
NKG2D stimulates the cytotoxicity of NK cells on tumor
cells. In contrast, soluble MICA can suppress the expression
of NKG2D and inhibitory receptors [80]. Similarly, soluble
ULBP also downregulate NKG2D expression on NK cells
[80]. The soluble NKG2D ligands (NKG2DL) released from
tumor cells may be a means of tumor immune escape in
tumor microenvironment. In contrast, the binding of
NKG2D to NKG2DL on the tumor cells can promote the kill-
ing effect of NK cells on tumor cells. However, tumor cells
can change the expression of NKG2DL with various mecha-
nisms to escape the attack mediated by NKG2D [81]. Marti-
net et al. showed that tumor cells secreted PGE2, inhibiting
the activating signals of NKG2D, NCR, and CD16 on NK
cells, thereby inhibiting tumor cells from being attacked by
NK cells [82]. The mechanism may be related to the activa-
tion of EP2/EP4 receptors on NK cells via PGE2, which acti-
vates type I PKA and leads to Csk phosphorylation. Csk
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mediates Lck inactivation, preventing it from allowing acti-
vating receptors to bind to adaptor proteins, and then
inhibits the transmission of activating signals. Sustained acti-
vation of NKG2D on NK cells decreases the reaction of other
receptors, such as CD16 and NKp46 [83]. Otherwise, when
NKG2D is combined with the natural receptor MICB, it will
cause rapid endocytosis and degradation of NKG2D and
DAP10 [84]. Studies have found that epigenetic changes reg-
ulate the expression and function of NKG2D [66].
Researchers found that higher levels of NKG2D on NK cells
compared to wild type could be detected during Ezh2 dele-
tion or inhibition of Ezh2 activity [66]. Researchers estab-
lished an NKG2D-deficient mouse model (Klrk1-/-) and
found that NKG2D deficiency affected maturation of NK
subsets, leading to decreased NK cell numbers [85]. Using
the Klrk1-/- mouse model, researchers have found that Ezh2
activity inhibition can enhance the NK cell development,
which requires the NKG2D expression [66]. Furthermore,
inhibition of Ezh2 activity can upregulate the NKG2D-
dependent cytotoxicity [66].

NKG2D activates NK cells by cooperating with other
activating receptors, such as CD16, NKp46, and 2B4 [53,
86]. The synergistic activation signals will be introduced
below. It is noteworthy that activation of NK cells is tightly
associated with the signals of coactivation receptors. NKG2D
also participates in regulating the function of other receptors.
In 2018, Jelencic et al. found that Klrk1-/- mice had a stron-
ger ability to inhibit tumor and cytomegalovirus infection
during NK cell development than wild-type mice [87]. Subse-
quently, they found that deficiency of NKG2D or DAP12
could downregulate CD3γ and ZAP70, resulting in the
upregulation of NCR1 signals [87]. This indicated that
NKG2D can regulate the expression of NCR1 by setting an
activation threshold.

4.3. CD244 (2B4). 2B4 belongs to the signaling lymphocytic
activation molecule (SLAM) family of CD2-related receptors
[88]. It is expressed on all NK cells, CD8+ T cells, monocytes,
and other immune cells [89]. 2B4 takes part in NK cell acti-
vation and participates in leukocyte differentiation [89, 90].
The specific ligand of 2B4 is CD48, which is also a member
of CD2 subfamily. CD48 is generally expressed on
hematopoietic-origin cells and parts of EBV-infected B cells.
The intracellular region of 2B4 contains immunoreceptor
tyrosine-based switch motifs (ITSMs), which are composed
of TxYxxV/1 [91]. The SH-2-containing adaptor proteins
SAP, EAT-2 (human), and ERT (rat) can associate with
ITSM sequences [91, 92]. The binding of 2B4 to ligands
causes ITSMs to undergo tyrosine phosphorylation under
the action of SFK and recruits adaptor proteins. In humans,
the ligand is mainly SAP. SAP combines with ITSMs to
recruit FynT [93, 94]. FynT phosphorylates downstream pro-
teins such as PLCγ and Vav1 [95]. The 2B4-SAP complex can
trigger NK cell activation. Otherwise, SAP is capable of pro-
moting the combination of EAT2 and 2B4, which indicates
that SAP plays a crucial role in EAT2-related signal pathways
[96]. Some studies showed that EAT-1 suppressed the cyto-
toxicity and IFN-γ secretion of NK cells [97]. In contrast,
some studies proved that EAT-2 may be capable of promot-

ing NK cell cytotoxicity, granule polarization, and degranula-
tion by the activation of PLCγ, Ca2+, and Erk [98, 99].
Overexpression of EAT-2 can enhance the NK cell antitumor
activity [100]. The function of EAT-2 may be correlated to
the environment of NK cells. When SAP is absent, 2B4 can
conduct inhibitory signals through recruiting SHP-1, SHP-
2, SHIP, and Csk and block NK cell activity [98, 101]
(Figure 4). Research has proven that 2B4 can dephosphory-
late P27 by activating the SHP-2 signaling pathway, which
plays an important role in maintaining the development of
leukemia-initiating stem cells [102]. However, there is much
work to be done about how do SHP-1 and SHP-2 work in the
2B4 signal pathway. Does 2B4 conduct inhibitory signals
through SHP-1or SHP-2? It is needed to mention that dele-
tion or functional mutation of SAP can result in a severe
hereditary immunodeficiency disease, X-linked lymphopro-
liferative disease (XLP). SAP function loss results in a
decrease in NK cell anti-infection ability in XLP patients,
and patients are having difficulty to control Epstein-Barr
virus infection [103]. Current studies suggest that 2B4
exhibits different effects during NK cell development and
maturation. In the early stage of NK cell maturation, 2B4
only inhibited NK cells and blocked the killing activity of
NK cells, suggesting that 2B4 contains potential suppression
effect [104]. After NK cells mature, the function of 2B4
depends on the balance between different signaling molecule
complexes. Studies have shown that the function of 2B4 is
influenced by several factors: the expression density of 2B4,
the expression level of its ligands, and the relative content
of certain adaptor molecules [105].

Similar to NKG2D, 2B4 acts as an NK cell coreceptor in
combination with its ligand CD48 to take effect [106]. Its
function of transmitting signals in most cases relies on the
participation of other activating receptors, such as NCRs,
NKG2D, and CD226. Then, 2B4 and the coactivation recep-
tor activate NK cell cytotoxic effect and IFN-γ production
synergistically and play an important part in antiviral and
antitumor immunity. But how does synergistic signal trans-
mit? Researchers found that coactivation receptors, NKG2D
and 2B4 or 2B4 and DNAM-1, could conduct synergistic sig-
nals by phosphorylating Vav1 and then, PLCγ2 and ERK
were phosphorylated [33]. Further, phosphorylated PCLγ2
and ERK induced the Ca2+ mobilization, cytotoxic degranu-
lation, and the secretion of INF-γ [33]. NKG2D and 2B4 each
one activated alone could phosphorylate Vav1, but only
NKG2D and 2B4 synergy could induce degranulation [33],
which may be associated with the ubiquitination in Vav1
induced by c-Cbl. c-Cbl could inhibit the activation of NK
cells through a Vav1-dependent way, and consequently, syn-
ergy of coactivation receptors is required to overcome nega-
tive regulation of c-Cbl [33]. On the other hand, the
activation signals from different coactivation receptors need
to be integrated before Vav1, which need the phosphoryla-
tion of adaptor protein SLP76 by each coactivation receptor
[107] (Figure 5). The phosphorylation of SLP76 in Y113
could be induced by the cross-linking of 2B4, and the phos-
phorylation of SLP76 in Y128 could be induced by the
cross-linking of NKG2D or DNAM-1 [107]. For Y113 or
Y128, each tyrosine phosphorylation of SLP76 was required
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for the synergistic activation of NK cells [107]. Therefore, the
cooperation of NKG2D, 2B4, and DNAM-1 is necessary for
NK cell activation. But how coactivation receptors phosphor-
ylate the SLP76 still needs to be researched. Researchers
found that the phosphorylation of SLP76 induced by 2B4
was Fyn-dependent, whereas the phosphorylation of SLP76
in Y128 induced by NKG2D was SYK-independent. Thus,
there is much work required to be done about the signals
for synergistic activation of NK cells, in the future.

NK-T-B antigen (NTB-A) belongs to the SLAM family
and can be detected on all NK cells, T cells, and B cells
[88]. The action mechanism of NTB-A is analogous to 2B4
[108]. It also plays a synergic effect with activating receptors
to assist in the NK cell activation. Studies have shown that
2B4 and NTB-A can straightly recognize the HA of influenza
virus via sialylation and induce the killing function of NK
cells through costimulation. The virus can counteract this
process by neuraminidase (NA), which indicates the action
of 2B4 and NTB-A in antiviral immunity [109].

4.4. DNAM-1 (CD226). The DNAX-activating molecule
(DNAM-1) gene is located on chromosome 18. DNAM-1
belongs to the Ig-SF and is expressed on the surfaces of NK
cells, T cells, and monocytes, which participated in the for-
mation of immunological synapses. It can transmit activating
signals through synergetic effects with lymphocyte function-

associated antigen 1 (LFA-1) or 2B4. The ligands of DNAM-
1 are CD112 (nectin-2, PRR2) and CD155 (PVR, Necl4),
which are expressed in some immune cells such as mono-
cytes, DCs, activated CD4+ T cells, and tumor tissue [110].
In DNAM-1-mediated cytotoxicity, PVR is the main ligand.
In addition to DNAM-1, PVR can also interact with CD96
(TACTILE) and TIGIT. Under normal conditions, autolo-
gous cells express low levels of PVR, and TIGIT combined
with PVR inhibits NK cell activation. However, during tumor
formation, malignant cells highly express PVR, which can
bind to DNAM-1 and CD96 activating the antitumor effects
of NK cells [39, 111, 112].

The intracellular region of DNAM-1 contains a special
signaling structure, which has four tyrosine residues Y293,
Y300, Y322 (equivalent to Y319 in the murine orthologue),
and Y325 and one serine residue, S329 (equivalent to Y326
in the murine orthologue) [113]. In a mouse model, the phos-
phorylation of Y319 and S326 has been shown to play a key
role in DNAM-1 signaling pathways. DNAM-1 associates
with LFA-1, which induces tyrosine kinase Fyn to phosphor-
ylate Y319 on CD226. LFA-1 and DNAM-1 can physically
bind during the process of immune synapse formation
[113]. When LFA-1 is deficient, NK cells lose the killing func-
tion mediated by CD226 [113]. The phosphorylation of Y319
on DNAM-1 is very important for the function of LFA-1, and
LFA-1 can promote the tyrosine kinase Fyn to phosphorylate
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Y319 on DNAM-1 in turn [114]. When the immune synapse
is established between NK cells and target cells, LFA-1 binds
to ICAM-1 in the target cells. At the same time, DNAM-1 of
NK cells binds to its ligand, and S326 in the intracellular
region of DNAM-1 is phosphorylated by PKC, which pro-
motes LAF-1 to interact with DNAM-1 via Y319 phosphor-
ylated by tyrosine kinase Fyn in the intracellular region of
DNAM-1 [113, 114]. Eventually, DNAM-1 is recruited to
the lipid raft as well as aggregates at the immune synapse site
where a large number of signals occur. Furthermore,
DNAM-1 binds to adaptor Grb2 through phosphorylated
Y319 cooperating with N321. Binding of DNAM-1 to Grb2
enables PI3K, Vav1, SLP76, and PLCγ1/2 to be recruited
and then activates the AKT and ERK signaling pathways,
triggering degranulation and Ca2+ mobilization [39, 107,
114, 115]. Consequently, NK cell function is activated
(Figure 4). In addition, the intracellular region of the
DNAM-1 molecule also contains motifs for binding to the
isoforms of actin-binding protein 4.1G. 4.1G is an important
molecule in the membrane cytoskeleton structure, which can
interact with the membrane-associated guanylate kinase
(MAGUK) homologue, and plays a part in the formation
and anchoring of membrane protein complexes [116].
MAGUK molecules provide multiple functional domains to
cluster multiple molecules related to activation such as mem-
brane protein receptors, adhesion molecules, and intracellu-
lar signaling proteins at synapses, cell junctions, and
polarized membrane functional regions [116]. The binding
of these two protein families to the DNAM-1 molecule may

be related to the formation of the cytoskeleton, the clustering
of CD226 molecule, the narrowing of CD226 and LAF-1
molecules, and the entry of CD226 into lipid rafts [116].

DNAM-1 is a costimulatory receptor that plays an
important role in antitumor and antivirus immunity. A study
has shown that DNAM-1 can phosphorylate FOXO1 by acti-
vating AKT. Thus, FOXO1 is transferred from the nucleus to
the intracellular space, where it will be inactivated and
degraded, regulating NK cytotoxicity and playing an antitu-
mor role [117]. In addition, one issue that deserves attention
is that the functional status of DNAM-1 is strongly related to
the expression extent of its ligand and inhibitory receptors,
CD96 (TACTILE), TIGIT, and PVRIG [39]. The interaction
and balance between these receptors are complicated, and we
will not introduce it here.

4.5. Activating Killer Cell Immunoglobulin Receptors (AKIRs)
and CD94/NKG2C. AKIRs are subtypes of KIRs with a
shorter intracellular tail, and they conduct activation signals
to activate NK cells. AKIRs can be divided into KIR2DS
and KIR3DS the same as IKIRs. Their intracellular region
does not contain ITIMs, but the transmembrane region can
be noncovalently bound to adaptor proteins containing
ITAM sequences [4]. CD94/NKG2C does not contain
ITIMs in the intracellular region, but it has the ability of
transmitting activation signals through noncovalently
binding to adaptor proteins. KIR2DS, KIR3DS, and
CD94/NKG2C are MHC-dependent activating receptors.
KIR2DS1, KIR2DS2, and KIR2DS4 can recognize HLA-C.
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SLP76. The phosphorylation of SLP76 induced by 2B4 was Fyn-dependent, whereas the phosphorylation of SLP76 in Y128 induced by
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degranulation and INF-γ secretion of NK cells.
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KIR3DS1 can recognize HLA-B. The ligand of CD94/NKG2C
is HLA-E [30]. The adaptor protein of KIR2DS, KIR3DS, and
CD94/NKG2C is DAP12, and their phosphorylation and
downstream signaling pathways are the same as those
described for NCRs [9, 10].

In addition, the activating receptors associated with NK
cell function include CD16 (FcRII) recognizing antigen-
antibody complexes, Tim-3 binding to galectin-9, NKp80
binding to activation-induced C-type lectin (AICL), CD28
recognizing CD80 (B7-1) and CD86 (B7-2), and CD2 bind-
ing to CD48 and CD58 (LFA-3) [8].

5. Conclusion

Activation and inhibition of NK cell function require the
interactions between receptors and their corresponding
ligands and are also closely related to the interactions
between receptors. Understanding the mechanisms of
function of NK cell receptor and its mediated signaling
pathway is helpful in exploring the mysteries of NK cell
function. Knowing more about how NK cells function
regulation can help scientists to discover more about the
role of NK cells in the pathogenesis of lots of immune
diseases, as well as provide more strategies in NK cell
immunotherapies. Although MHC-restricted inhibitory
receptors need more extensive researches in regulating
NK cell cytotoxicity and cytokine secretion, some targeted
drugs have been explored for the effectiveness in solid
tumors and hematological tumors, such as anti-KIR and
anti-NKG2A mAbs [118]. NK cell-based immunotherapies
are feasible because of the antigen-unrestricted cytotoxicity
of NK cells on tumor cells. However, the expression of
NK cell-activating receptors and specific ligands has indi-
vidual difference in different patients. Thus, it is necessary
to distinguish the individual difference and find out the
inherent law of NK cell receptors in different diseases, in
the future. Studying on the mechanism of NK cells in
anti-infection immunity and antitumor immunity can
provide more theoretical basis for exploring new targets
of tumor and virus therapy. NK cells as innate immune
cells also play parts in autoimmune reaction. Thereby,
changes in the NK cell function and quantity participate
in the pathogenesis of multiple autoimmune diseases.
Our group found that NK cells had high expression of
activating receptors NKp46 and NKG2D, low-expression
of inhibitory receptor NKG2A, and increased cytotoxicity
in patients with severe aplastic anemia (SAA) [119]. Thus,
we speculated that NK cells suppressed the function of
CD8+ T cells and played immunoregulation roles in the
pathogenesis of SAA. Next, we want to start from the sig-
nal pathway, gene, epigenetic, and other aspects to explore
the specific mechanism of NK cell receptors and function
changes in SAA. In the future, we should pay more atten-
tion to the relationship between NK cells and different
diseases, as well as how do those NK cell inhibitory recep-
tors and activating receptors change and act. Ultimate
goals are to provide new treatment breakthroughs applied
in clinic by the researches of mechanism.
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The encapsulated bacteria, as Streptococcus pneumonia, Haemophilus influenzae type b, and Neisseria meningitidis, cause serious
morbidity and mortality worldwide. The capsular polysaccharide (PS), which could elicit a weak T cell-independent immune
response, is a vital virulence determinant. One of the strategies to improve the PS-specific immunogenicity is to conjugate PS
with a nontoxic carrier protein. Tetanus toxoid (TT) and CRM197 are the typical carrier proteins for the PS conjugate vaccines.
TT is the inactivated tetanus toxin manipulated with formaldehyde, which suffers from the pollution from residual
formaldehyde and the incomplete detoxification. CRM197 has the disadvantage of low-yield purification with the requirement of
sophisticated culture conditions. Thus, a novel carrier protein without these disadvantages is highly required. The tetanus toxin
native C-fragment (Hc) is safe, low-cost, and highly immunogenic with easy purification, which can act as a promising carrier
protein. Pneumococcal serogroups 14 and 23F were major epidemic causes of pneumococcal infections. In the present study, the
capsular PSs (PS14 and PS23F) were conjugated with Hc, TT, and CRM197, respectively. TT- and CRM197-based conjugates
acted as controls for Hc-based conjugates (PS14-Hc and PS23F-Hc). The structural properties of Hc were not fundamentally
changed after conjugated with PS. PS14-Hc and PS23F-Hc could potentiate sound PS-specific antibody levels comparable to the
controls. Thus, Hc exhibited a practical carrier effect to help the pneumococcal conjugate vaccines perform good immunogenicities.

1. Introduction

The encapsulated bacteria with capsular polysaccharide
(PS), as Streptococcus pneumonia, Haemophilus influenzae
type b, and Neisseria meningitidis, cause serious morbidity
and mortality worldwide [1]. Due to the increasing bacte-
rial resistance to antibiotics, effective vaccinations are
urgently required to protect from the encapsulated
bacteria-caused diseases [2, 3]. Capsular PS is an impor-
tant virulence determinant of the encapsulated bacteria
and has been used as an antigen for preventive vaccine
development [4, 5]. However, the PS vaccines elicit weak
T cell-independent immune responses without long-term
immunological memories, particularly in children and the
old [6, 7].

The conjugate vaccines have been produced by covalent
conjugation of the antigenic PS with a nontoxic carrier pro-
tein to enhance the immunogenicity of PS vaccines [8–10].
After priming with the carrier protein, the immune response
of PS improved by increasing the number of T lymphocytes
[11, 12]. The carrier protein can also anchor PS to the B cell
MHC-II, which makes the carbohydrate moiety present to T
cell and eliciting T cell-dependent response to PS [13, 14].
Thus, the conjugate vaccines have been demonstrated to be
immunogenic and capable of inducing immunological mem-
ory and high avidity [15].

Tetanus toxoid (TT) is one of the most commonly used
carrier proteins, and TT-based conjugate vaccines have been
developed to confer protection against meningococcal and
pneumococcal diseases [16]. However, TT is derived from
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Clostridium tetani and inactivated with formaldehyde, which
suffers from residual toxic formaldehyde [17]. C. tetani can
resist the inactivation of formaldehyde by forming spores,
so it cannot guarantee that TT is completely nontoxic [17].
Besides, TT-based conjugate vaccine showed high rates of
irritability, crying, and fever.

Cross-reactive material 197 (CRM197) is a carrier protein
used in approved conjugate vaccines, such as Prevnar (Pfizer)
against S. pneumonia [13]. It does not require detoxification
with formaldehyde, thus preserves T-helper epitopes and
provides more lysyl side chains for conjugation [18]. How-
ever, CRM197 is classically purified from the culture superna-
tant of C. diphtheriae C7 (β197) strain, which suffers from
low yield and requires sophisticated culture conditions [19].
Thus, a candidate carrier protein without the disadvantages
of the two proteins is urgently needed for the conjugate
vaccines.

The native C-fragment of tetanus toxin (Hc) is a well-
defined protein that retains many properties such as low
allergenicity, low toxicity, binding activities to gangliosides,
and immunogenic potency [20]. Due to its advantages in
production, characterization, and homogeneity, Hc is a good
substitute for TT in the production of tetanus antitoxin [21,
22]. Moreover, Hc could be purified with high yield by a
three-step purification based on affinity chromatography.

Pneumococcal serogroups 14 and 23F have been proved
to be a leading cause of pneumococcal infections, and
their capsular PSs (PS14 and PS23F) are essential virulence
determinants [23, 24]. In the present study, PS14 and
PS23F were conjugated with Hc, TT, and CRM197, respec-
tively. The carrier effect of Hc to enhance the immunoge-
nicity of the conjugate pneumococcal vaccines was thus
evaluated. TT-based and CRM197-based conjugates acted
as controls for Hc-based ones (PS14-Hc and PS23F-Hc).
PS14-Hc and PS23F-Hc were both proved to potentiate a
strong PS-specific humoral immunity. The biophysical
and immunological properties of PS14-Hc and PS23F-Hc
were investigated. The study could rationalize the carrier
effect of Hc to enhance the immunogenicity of the conju-
gate pneumococcal vaccines.

2. Materials and Methods

2.1. Materials and Animals. 2-iminothiolane (IT), bovine
serum albumin (BSA), 5,5′-dithio-bis-(2-nitrobenzoic acid),
and N-(2-aminoethyl) maleimide (AM) were purchased
from Sigma (USA). Horseradish peroxidase- (HRP-) conju-
gated goat anti-mouse antibodies (including HRP-IgM,
HRP-IgG, HRP-IgG1, and HRP-IgG2a) were products of
Abcam (USA). Pneumococcal PS serogroups 14 and 23F,
CRM197, and TT were products of Hualan Biological Engi-
neering Inc. (China). Hc was prepared as described previ-
ously [20].

BALB/c (15-20 g, female) were purchased from Beijing
Vital River Laboratory Animal Technologies Co. Ltd. The
mice were provided with enough food and water and raised
under a comfortable environment. The mouse experiments
were approved by the Institutional Animal Care and Use
Committee of Beijing Laboratory Animal Research Center

(identification code: ZSBD-2017-A034-3R). All operations
performed on mice were according to approved methods.
The mice were euthanized at the end of the experiment,
and all efforts were made to reduce the pain.

2.2. Activation of PS. 4mg/ml PS14 or PS23F with a volume
of 20ml was added to the 20mM acetate buffer (pH5.8),
which contained 10mM sodium periodate to conduct an oxi-
dation reaction for 40 minutes (Figure 1). The oxidized PS14
or PS23F with a concentration of 3mg/ml and a volume of
20ml, NaCNBH3 with a concentration of 10mg/ml and a
volume of 2ml, and AM with a concentration of 6mg/ml
and a volume of 10ml were mixed and incubated in 20mM
phosphate buffer (PB buffer, pH7.4) at 2~ 8°C overnight.
The activated PS was subsequently dialyzed to 20mM PB
buffer (pH7.4).

2.3. Preparation of PS14-Hc and PS23F-Hc. Hc with a con-
centration of 3mg/ml and a volume of 6ml was added into
20mM PB buffer (pH7.4) containing 36nmol of IT. After
being incubated at 2~ 8°C overnight, the free IT was removed
by extensive dialysis using 20mM PB buffer (pH7.4). The
activated PS14 (2mg/ml, 4.5ml) or PS23F (2mg/ml, 4.5ml)
was incubated with the resultant Hc derivative at 2~ 8°C
overnight, respectively. The resultant conjugates were
referred to as PS14-Hc and PS23F-Hc, respectively.

2.4. Preparation of PS14-TT and PS23F-TT. TTwith a concen-
tration of 3mg/ml and a volume of 9ml was added into
20mM PB buffer (pH7.4) containing 11nmol of IT. After
being incubated at 2~8°C overnight, the free IT was removed
by extensive dialysis using 20mM PB buffer (pH7.4). The
activated PS14 (2mg/ml, 4.5ml) or PS23F (2mg/ml, 4.5ml)
was incubated with the resultant Hc derivative at 2~8°C over-
night, respectively. PS14-TT and PS23F-TTwere referred to as
the resultant conjugates, respectively.

2.5. Preparation of PS14-CRM and PS23F-CRM. CRM197
with a concentration of 3mg/ml and a volume of 6ml was
added into 20mM PB buffer (pH7.4) containing 16 nmol of
IT. After being incubated at 2~ 8°C overnight, the free IT
was removed by extensive dialysis using 20mM PB buffer
(pH7.4). The activated PS14 (2mg/ml, 4.5ml) or PS23F
(2mg/ml, 4.5ml) was incubated with the resultant Hc deriv-
ative at 2~ 8°C overnight, respectively. PS14-CRM and
PS23F-CRM were referred to as the resultant conjugates,
respectively.

2.6. Purification of the Conjugates. The purification of the six
conjugates was performed by a Superdex 200 column
(1:6 cm × 60 cm, GE Healthcare, USA) with a method of size
exclusion chromatography (SEC). The column was equili-
brated and eluted by 20mM PB buffer (pH7.4) with a flow
rate of 2.0ml/min. Then, the target conjugates were collected.

2.7. Quantitative Assay. The phenol-sulfuric acid method
was used to determine the total PS contents of the conjugates.
A quantitative method for the determination of unconju-
gated PS in conjugates was established. The method was
based on the ethanol precipitation of TT. The thiolation
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degree of TT was detected by 5,5′-dithiobis (2-nitrobenzoic
acid). Using BSA as the standard, TT contents in the conju-
gates were determined by bicinchoninic acid. Then, the mass
ratios of PS/TT of the conjugate vaccines were obtained.

2.8. Dynamic Light Scattering. Using a Wyatt DynaPro Titan
TC instrument (Santa Barbara, CA, USA), the molecular
radii of the six conjugates were calculated at 25°C. Before
the analysis, the samples were centrifuged at 12,000 g for
10min in 20mM PB buffer (pH7.4) with a concentration
of 1mg/ml.

2.9. Intrinsic Fluorescence Spectroscopy. The conjugates were
prepared at a protein concentration of 0.15mg/ml in
20mM PB buffer (pH7.4). Using a fluorescence spectropo-
larimeter (Hitachi, Japan), the intrinsic fluorescence spectra
of the six conjugates were recorded. The emission fluores-
cence intensities were between 300nm and 400nm with exci-
tation at 280 nm. The emission and excitation slit widths
were both 2.5 nm.

2.10. Circular Dichroism Spectroscopy. Far-UV circular
dichroism (CD) spectra of the six conjugates were detected
by the spectropolarimeter (Jasco, Japan) with the wave-
lengths from 260nm to 190nm. The length of cuvettes used
in this detection was 0.2 cm path. All the protein concentra-
tions of the conjugates in 20mM PB buffer (pH7.4) were
0.15mg/ml.

2.11. Immunization. BALB/c mice (female, six weeks old)
were randomly divided into eight groups with the name of
PS14, PS23F, PS14-TT, PS23F-TT, PS14-Hc, PS23F-Hc,
PS14-CRM, and PS23F-CRM, respectively. Each group has
six mice. The mice were intraperitoneally injected with differ-
ent vaccines on days 0, 14, and 28, respectively. All the vac-
cines contained 2μg/ml of PS in a volume of 0.5ml. The tail
vein blood of mice was taken on days 14, 28, and 42. The sera
of mice were stored at -20°C after separation.

2.12. Antibody Titers. The anti-PS antibody titers of IgG,
IgG1, IgG2a, and IgM were determined by ELISA assay

[25]. Briefly, PS14-BSA or PS23F-BSA (2μg PS/ml) was pre-
pared as the previous description [26] and used to coat the
96-well plates 100μl per well at 2~ 8°C overnight. The plates
were washed four times with PBS plus 0.1% Tween 20
(PBST). The serum serially 2-fold diluted from 1 : 100 was
added to the well and incubated at 37°C for 1 h followed by
being washed four times. 100μl per well of anti-mouse
HRP-IgG, IgG1, IgG2a, or IgM was added and then incu-
bated at 37°C for 1 h. After four times washing by PBST,
TMB substrate was added to the 96-well plates with a volume
of 100μl per well and incubated for 5min at room tempera-
ture. 50μl of 2M H2SO4 was used to stop the reaction. The
values of OD450 were recorded.

2.13. Statistical Analysis. GraphPad Prism 5 software
(GraphPad Software, USA) was used to analyze the results.
The differences between the groups of mice were compared
by one-way ANOVA. The values of P < 0:05 (∗) represented
the statistically significant, and P < 0:01 (∗∗) represented the
highly statistically significant between the experimental
groups.

3. Results

3.1. Purification of the PS-Protein Conjugates. A Superdex
200 column (1:6 cm × 60 cm, GE) was used to purify the
six conjugates based on SEC. As a result in Figure 2(a),
PS14-Hc was first eluted as a broad symmetric peak at
55.3ml, followed by a single peak of the unconjugated
Hc. The reaction mixture containing PS14-CRM showed
a chromatographic behavior similar to PS14-Hc, and the
elution peak of PS14-CRM was at 52.4ml (Figure 2(b)).
In contrast, PS14-TT was first eluted as a significant peak
at 45.2ml, followed by a small peak of the unconjugated
TT (Figure 2(c)). As a result in Figure 2(d), PS23F-Hc
was eluted at the peak of 44.9ml. Similarly, there also
appeared two elution peaks of the reaction mixture of
PS23F-CRM and the target elution peak was at 44.4ml
(Figure 2(e)). The reaction mixture containing PS23F-TT
was eluted as a single peak at 42.4ml (Figure 2(f)).
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Figure 1: Schematic representation of the conjugates. PS was introduced with maleimide groups by incubation with AM. The carrier proteins
were thiolated and reacted with the activated PS.
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The elution peaks of the six conjugates appeared in the
turn of PS23F-TT, PS23F-CRM, PS23F-Hc, PS14-TT,
PS14-CRM, and PS14-Hc, which were proportional to the
apparent molecular weights (MWs) of the conjugates. The
PS23F-based conjugates were eluted more first than the

PS14-based ones; due to that, PS23F showed higher MW
than PS14. The CRM197-based conjugates were eluted earlier
than the Hc-based ones and later than the TT-based ones.
This result was due to that CRM197 displayed an Mw higher
than Hc and lower than TT.
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Figure 2: Purification of the conjugates. PS14-Hc (a), PS14-CRM (b), PS14-TT (c), PS23F-Hc (d), PS23F-CRM (e), and PS23F-TT (f) were
purified by a Superdex 200 column (1:6 cm × 60 cm) at room temperature.
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3.2. Molecular Radius Detection. The molecular radii of the
carrier proteins and the conjugates were measured by
dynamic light scattering. The molecular radii of TT, Hc,
and CRM197 were 6.9 nm, 4.7 nm, and 5.2 nm, respectively.
The molecular radii of PS14-TT and PS23F-TT were
11.9 nm and 14.3 nm, respectively. The molecular radii of
PS14-Hc and PS23F-Hc were 10.3 nm and 12.4 nm, respec-
tively. The molecular radii of PS14-CRM and PS23F-CRM
were 10.8 nm and 12.9 nm, respectively. This analysis is
consistent with the SEC result (Figure 2).

3.3. Quantitative Analysis. Free carrier proteins were not
detected in the six conjugates. In contrast, the free PS14 ratios
in PS14-Hc, PS14-TT, and PS14-CRM were 3.9%, 2.8%, and
3.3% (w/w), respectively. The free PS23F ratios in PS23F-Hc,
PS23F-TT, and PS23F-CRM were 3.6%, 4.2%, and 3.0%
(w/w), respectively. The PS14/protein ratios (w/w) of PS14-
Hc, PS14-TT, and PS14-CRM were 0.56, 1.39, and 0.65,
respectively. The PS23F/protein ratios (w/w) of PS23F-Hc,
PS23F-TT, and PS23F-CRM were 0.62, 1.48, and 0.77, respec-
tively. Due to the MWs of TT (140kDa), Hc (50kDa), and
CRM197 (62kDa), the PS14/protein and PS23F/protein
ratios (mol/mol) of the six conjugates were comparable
with each other.

3.4. Intrinsic Fluorescence Analysis. Due to Trp and Tyr resi-
dues, proteins have intrinsic fluorescence. As a result in
Figure 3(a), Hc showed a unimodal curve with a maximum
wavelength of 328 nm. The emission fluorescence intensities
of PS14-Hc and PS23F-Hc were slightly lower than that of Hc
with an inapparent change of the maximum wavelength. As
shown in Figure 3(b), CRM197 displayed a unimodal curve
with a maximum wavelength of 332nm. The emission fluo-
rescence intensities of PS14-CRM and PS23F-CRM were
comparable to that of CRM197, accompanied by no shift in
the maximum wavelength. As a result in Figure 3(c), TT
exhibited a unimodal curve with a maximum wavelength of
327nm. The curve of PS14-TT or PS23F-TT was almost
overlapped with that of TT. Thus, the conjugation of PS14
and PS23F did not fundamentally change the Trp and Tyr
environment of the carrier proteins. In other words, the
conformations of the carrier proteins did not change when
binding with PS.

3.5. Secondary Structure Analysis. Far-UV circular dichroism
(CD) spectroscopy was used to measure the secondary struc-
tures of the six conjugates. As a result in Figure 4, Hc,
CRM197, and TT all showed typical CD spectra. As a result
in Figure 4(a), the CD spectra of PS16-Hc or PS23F-Hc were
almost overlapped on that of Hc. Similarly, the CD spectra of
PS16-CRM and PS23F-CRM were essentially coincided with
that of CRM197 (Figure 4(b)). The CD spectra of PS16-TT
and PS23F-TT were close to that of TT (Figure 4(c)). Thus,
the secondary structures of Hc, CRM197, and TT were not
essentially altered upon conjugation with PS.

3.6. PS14-Specific Antibodies. ELISA assay was used to mea-
sure the PS14-specific antibody titers in mice. As a result
in Figure 5(a), the IgG titers of PS14-specific antibodies
in the four groups were all very low after the first vaccina-

tion (day 14). The PS14 group showed a 2.8-fold increase
in the PS14-specific IgG titers after the second immunization
(day 28) compared with the first immunization (~1 : 270).
The third vaccination (day 42) could not further booster
the IgG titers. However, the PS14-specific IgG titers of the
PS14-Hc group showed a 4.2-fold increase after the second
immunization (day 28), which was higher than those of the
PS14 group (P < 0:01). The third vaccination could not fur-
ther booster the IgG titers. The IgG titers of the PS14-TT
(1 : 1:7 × 103) and PS14-CRM groups (1 : 1:4 × 103) were
not significantly different from the PS14-Hc group on day
42 (1 : 1:1 × 103, P > 0:05). Thus, Hc could act as a capable
carrier protein to enhance the PS14-specific IgG titers like
CRM197 and TT.

As shown in Figure 5(b), the four groups all showed low
PS14-specific IgG1 titers after the first immunization (day
14). As a marker of the Th2 pathway, IgG1 titer of the PS14
group could hardly be detected after the second and third
vaccination. In contrast, the PS14-Hc group got a 2.4-fold
increase of the specific IgG1 titers after the second
(~1 : 180) vaccination and a 5.2-fold increase of the specific
IgG1 titers after the third (~1 : 380) vaccinations. The IgG1
titers of the PS14-TT (~1 : 900) and PS14-CRM groups
(1 : 1:3 × 103) were both higher than that of the PS14-Hc
group on day 42 (~1 : 380, P < 0:05).

As a result in Figure 5(c), the PS14-specific IgG2a titers of
the PS14 group were almost undetectable upon the three vac-
cinations. As a sign of the Th1 immune pathway, the IgG2a
titers of the other three groups were undetectable upon initial
vaccination and significantly increased upon the second and
third vaccinations. In particular, the PS14-Hc group showed
significantly higher IgG2a titers on day 42 (1 : 1:1 × 103)
than those of the PS14-TT group (~1 : 430) (P < 0:05) and
PS14-CRM groups (~1 : 190) (P < 0:01). The ratios of
IgG2a/IgG1 in the PS14-Hc, PS14-TT, and PS14-CRM
groups on day 42 were 2.90, 0.48, and 0.15, respectively.
Thus, the Th1/Th2 bias of the PS14-Hc group was signifi-
cantly different from the PS14-TT and PS14-CRM groups.
It is suggested that Hc could stimulate stronger cellular
immunity than TT and CRM197 as a carrier protein.

As a result in Figure 5(d), the IgM titers in the four
groups were low upon initial vaccination and significantly
increased upon the second vaccination. The third vaccination
could not further booster the IgG titers. Moreover, the PS14-
specific IgM titers of the four groups were comparable to
each other upon the three vaccinations. Besides, the IgG/IgM
ratios of the PS14-Hc, PS14-TT, and PS14-CRM groups on
day 42 were 1.1, 1.4, and 1.4, respectively. These ratios were
higher than those at the first vaccination (1.0, 0.8, and 1.0).
This result suggested that the conjugation of PS14 with the
carrier proteins shifted more response from IgM to IgG.

3.7. PS23F-Specific Antibodies. As a result in Figure 6(a), all
groups showed low IgG titers of the PS23F-specific antibod-
ies after the first immunization (day 14). The PS23F group
did not booster the PS23F-specific IgG titers after the second
and third immunizations compared with the initial vaccina-
tion of PS23F. Compared to the first immunization of
PS23F-Hc (~1 : 480), the IgG titers of the PS23F-Hc group
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showed a 3.6-fold increase upon the second immunization
and a 7.8-fold increase upon the third immunization. More-
over, the PS23F-specific IgG titers of the PS23F-Hc group
were higher than those of the PS23F group (P < 0:01). Thus,
the immunogenicity of PS23F-Hc was substantial after two
doses with a positive booster response observed after the
second dose. The PS23F-specific IgG titers of the PS23F-TT
(1 : 1:0 × 103) and PS23F-CRM groups (1 : 2:8 × 103) on
day 42 were both lower than those of the PS23F-Hc group
(1 : 3:7 × 103) (P < 0:05). Thus, Hc showed a more powerful
carrier effect than TT and CRM197 on the PS23F-specific
IgG titers.

As a result in Figure 6(b), all the groups showed low IgG1
titers of the PS23F-specific antibodies after the initial vacci-
nation. The second and third vaccinations could significantly

increase the IgG1 titers of the three conjugate groups
(P < 0:05). Particularly, the IgG1 titers of the PS23F-Hc
group (4:2 × 103) were lower than those of the PS23F-TT
group (5:8 × 103) and higher than those of the PS23F-CRM
groups (2:5 × 103) (P > 0:05) on day 42.

As a result in Figure 6(c), the PS23F-specific IgG2a titers of
the PS23F group were undetectably low after all three
vaccinations. The Th1-type IgG2a titers of the other three
groups were undetectable upon initial vaccination and slightly
increased upon the second (P < 0:05) and third vaccinations
(P < 0:05). Moreover, the IgG2a titers of the three groups on
the third vaccination did not display a significant difference
(P > 0:05). The ratios of IgG2a/IgG1 in the PS23F-Hc,
PS23F-TT, and PS23F-CRM groups on day 42 were 0.03,
0.02, and 0.03, respectively. Thus, the PS23F-specific antibody
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Figure 3: Fluorescence analysis of the conjugates. The intrinsic fluorescence emission spectra of the Hc-based conjugates (a), the CRM197-
based conjugates (b), and the TT-based conjugates (c) were recorded from 300 to 400 nm.
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response of the three groups was predominantly in the
form of IgG1.

As a result in Figure 6(d), the IgM titers of the four
groups were low upon initial vaccination. The second
and third vaccinations could not significantly booster the
IgG titers. Moreover, the PS23F-specific IgM titers of the
four groups were comparable to each other upon the three
vaccinations. Besides, the IgG/IgM ratios of the PS23F-Hc,
PS23F-TT, and PS23F-CRM groups on the third vaccina-
tion were 3.1, 0.9, and 2.9, respectively. These ratios were
higher than those at the first vaccination (0.6, 0.5, and
0.6). This result suggested that conjugation of the carrier
proteins changed the response of IgM to IgG, which was
a typical reaction of the conjugate vaccines.

4. Discussion

Hc was a safe, effective, and low-cost protein with robust
immunogenic potency. Pneumococcal serogroups 14 and
23F were the major causes of invasive pneumococcal disease
in children and older persons. The three carrier proteins (Hc,
TT, and CRM197) were covalently conjugated with PS14 and
PS23F in the present study. The six conjugates were used to
investigate the carrier effect of Hc on the immunogenicity
of PS14 and PS23F.

As T cell-independent antigens, PS14 and PS23F both
have some repeating B cell epitopes. The T-helper cell epi-
topes of a carrier protein can activate the protein-specific
CD4+ T cells, which may provide help to B cells in the
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Figure 4: Circular dichroism analysis of the conjugates. The far-UV circular dichroism spectra of the Hc-based conjugates (a), the CRM197-
based conjugates (b), and the TT-based conjugates (c) were recorded from 260 to 190 nm.
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internalization and process of the conjugate and presentation
of peptides in MHC class II molecules [26]. The PS-specific B
cells can induce its differentiation towards plasma or
memory cells and elicit significant intensity of PS-specific
antibody response [27]. Acquired protective immunity to
S. pneumonia mainly due to the PS-specific antibodies nat-
urally obtained against invasive pneumococcal diseases.
Thus, the PS-specific antibody response of the conjugates
was investigated in this study.

The conjugate vaccines were formed by PS, and the
carrier proteins covalently conjugated. Several factors
may affect the PS-specific antibody titers of the conjugates,
such as the conjugation method, immunization protocol,
carrier protein, PS antigen, and PS/protein molar ratio.
The conjugation method, immunization protocol, and PS
antigen were identical for the six conjugates. The PS14-
and PS23F-based conjugates showed comparable PS/pro-

tein molar ratios. Thus, the carrier protein was the major
differential factor of the conjugate vaccines.

In the present study, PS14-Hc and PS23F-Hc were
demonstrated to potentiate a robust PS-specific antibody
response at the levels comparable to the TT- and
CRM197-based controls. Hc possessed multiple T-helper
cell epitopes and exhibited a practical carrier effect on
the immunogenicity of the conjugate vaccine, given the
high levels of PS-specific antibodies that were measured.
This result indicated a sufficient potency of Hc as a carrier
protein. The PS14-specific IgG response after three doses
was higher than the PS14-specific IgM response. A similar
pattern was observed for PS23F-specific immune reactions.
This result indicated that the two antigens were changed
to T cell-dependent antigens by Hc.

Different from the protein vaccine, the antibody titers of
the specific polysaccharide induced by the conjugate vaccine
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Figure 5: PS14-specific antibody titers elicited by the PS14-based conjugates. The measurements of PS14-specific IgG (a), IgG1 (b), IgG2a (c),
and IgM (d) were carried out using ELISA. Blood samples after immunization on days 42 were obtained for antibody measurement. Each
sample was measured three times. Bar represented mean ± S:D: from 6 mice per group.
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in animals do not seem high. Zhang et al. studied the
immunogenicity of the 13 valent Streptococcus pneumo-
niae polysaccharide conjugate vaccine without adjuvants
in rhesus monkeys. The results showed that the antibody titer
for different polysaccharide types was 1 : 95.1~1 : 538.2 [28];
Shen et al. studied the antibody titers of NIHmice immunized
intraperitoneally with Streptococcus pneumoniae capsular
polysaccharide-tetanus toxoid conjugate vaccine for three
times. The results showed that the antibody titers against
18C and 23F polysaccharide were 1 : 373.29 and 1 : 422.24,
respectively [29]. In our study, the antibody titers of 14 and
23F polysaccharide in mice immunized with Hc conjugate
vaccine three times can reach 1 : 1100 and 1 : 3700, which is
much higher than that reported in previous literatures. It is
speculated that the conjugate vaccines have strong immunoge-
nicities and good protective activities.

TT and CRM197 are the typical carrier proteins for
meningococcal and pneumococcal conjugate vaccines. Fluo-
rescence spectroscopy data confirmed that Hc, CRM197, and
TT all assumed mostly no conformational changes after
conjugation with PS. In the population with preexisting
immunity of TT or CRM197, the undesirable antibodies can
decrease the effectiveness of the conjugate vaccines with
carrier protein TT or CRM197. Thus, Hc is an ideal candidate
carrier to avoid this problem.

5. Conclusion

In summary, conjugation with Hc significantly increased the
immunogenicity of pneumococcal PS14 and PS23F. The
carrier effect of Hc was comparable to TT and CRM197. Thus,
Hc could act as a capable carrier protein for the development
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Figure 6: PS23F-specific antibody titers elicited by the PS23F-based conjugates. The measurements of PS23F-specific IgG (a), IgG1 (b), IgG2a
(c), and IgM (d) were carried out using ELISA. Blood samples after immunization on days 42 were obtained for antibody measurement. Each
sample was measured three times. Bar represented mean ± S:D: from 6 mice per group.
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of capsular PS conjugate vaccines to prevent encapsulated
bacterial infection. This study lends credence to the notion
that it is vital to select an appropriate carrier to enable the
epitopes of PS for the induction of proper antibody response.

Data Availability
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com upon request.

Additional Points

Highlights. This is the first report about tetanus toxin native
C-fragment (Hc), which is safe, low-cost, highly immuno-
genic, and easy to purify, used as the carrier protein of poly-
saccharide binding vaccine.
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The objective of this study was to evaluate the effects of peptides derived from synbiotics on improving inflammatory bowel disease
(IBD). Five-week-old male C57BL/6mice were administered with dextran sulfate sodium (DSS) via drinking water for seven days to
induce IBD (IBD group). The mice in the IBD group were orally administered with PBS (IBD-PBS-positive control), Lactobacillus
gasseri 505 (IBD-Pro), fermented powder of CT extract with L. gasseri 505 (IBD-Syn), β-casein: LSQSKVLPVPQKAVPYPQRDMP
(IBD-Pep 1), or αs2-casein: VYQHQKAMKPWIQPKTKVIPYVRYL (IBD-Pep 2) (both peptides are present in the synbiotics) for
four more days while inducing IBD. To confirm IBD induction, the weights of the animals and the disease activity index (DAI)
scores were evaluated once every two days. Following treatment of probiotics, synbiotics, or peptides for 11 days, the mice were
sacrificed. The length of the small and large intestines was measured. The expression of the proinflammatory cytokines IL-1β,
IL-6, TNF-α, and COX-2 in the large intestine was measured. Large intestine tissue was fixed in 10% formalin and stained with
hematoxylin and eosin for histopathological analysis. The body weights decreased and DAI scores increased in the IBD group,
but the DAI scores were lower in the IBD-Pep 2 group than those in the IBD group treated with PBS, Pro, Syn, or Pep 1. The
lengths of the small and large intestines were shorter in the IBD group than in the group without IBD, and the expression levels
of the proinflammatory cytokines were lower (p < 0:05) in the IBD-Pep 2 group than those in the IBD-PBS-positive control
group. In addition, histopathological analysis showed that IBD was ameliorated in the Pep 2-treated group. These results
indicate that Pep 2 derived from αs2-casein was effective in alleviating IBD-associated inflammation. Thus, we showed that these
peptides can alleviate inflammation in IBD.

1. Introduction

Inflammatory bowel disease (IBD) is a chronic inflammation
in the intestine, and the number of IBD patients has
increased by 12 to 14.5 times, especially for pediatric patients
[1, 2]. IBD is caused by abnormal immune responses and
dysbiosis of intestinal bacteria [3, 4]. Thus, it is necessary to
study how to improve immune responses and dysbiosis.

Probiotics are living organisms that are beneficial to the
health of the host when ingested in moderate quantities [5,
6]. Lactic acid bacteria are representative probiotics that have
various health-beneficial functions, such as normalization of
intestinal flora and enhancement of immunity, as well as
antioxidative and anti-inflammatory activities [7, 8]. Other
studies [9, 10] have shown that indigestible food ingredients
can help the growth of beneficial microorganisms in the
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intestine, especially probiotic strains, and improve human
health. Thus, the effect of the combination of probiotics
and prebiotics, called synbiotics, has been investigated on
the basis of the hypothesis that synbiotics have better func-
tional benefits than probiotics or prebiotics alone [11, 12].

Lactobacillus gasseri is a facultative anaerobic bacterium
that is abundant in human and animal gastrointestinal tracts
[13, 14]. They are used in diverse fermented dairy products
and probiotics because they have immunomodulatory, anti-
bacterial, and antihypertensive activities [15, 16]. Cudrania
tricuspidata (CT) has been used in Asia as a medicine for
antibacterial and anticancer therapy [17, 18] and was found
to have a prebiotic effect by promoting the growth of benefi-
cial bacteria in the intestine through its noncarbohydrate
components comprising polyphenols [19].

Therefore, the objective of this study was to examine the
effects of probiotics (L. gasseri), synbiotics (L. gasseri+CT
extract), and peptides separated from the synbiotics on IBD
improvements.

2. Materials and Methods

2.1. Animal. Five-week-old male C57BL/6 mice were pur-
chased from Orient Bio Inc. (Seongnam, Gyeonggi, Korea)
and adapted at 20-30°C and 40-60% humidity for a week.
The mice were then divided into six experimental groups, as
presented in Table 1. The animal experiment (SMWU-
IACUC-1709-020) was approved by the Institute of Animal
Care andUseCommittee at SookmyungWomen’sUniversity.

2.2. Induction of IBD and Treatment.Mice were treated with
1-2% dextran sulfate sodium (DSS; MP Biomedicals Korea,
Songpa-gu, Seoul, Korea) via the drinking water to induce
IBD for 7 days; these mice comprised the IBD group. The
negative control group received normal drinking water.
Starting from day 0, the negative control mice were orally
administered with phosphate-buffered saline (PBS: pH7.4;
0.2 g KH2PO4, 1.5 g Na2HPO4·7H2O, 8.0 g NaCl, and 0.2 g
KCl, in 1 L distilled water) using feeding needles once a day
for 7 days. The IBD group was further divided in the follow-
ing subgroups: the IBD-PBS group—orally administered
with PBS; the IBD-Pro group—administered with probiotics
(L. gasseri 505; Oh et al., 2016); the IBD-Syn group—admi-
nistered with synbiotics (fermented powder of CT extract
with L. gasseri 505); the IBD-Pep 1 group—administered
with Pep 1; and the IBD-Pep 2 group—administered with
Pep 2. Administration took place once a day for 7 days using
feeding needles, as shown in Table 1. The oral administration
continued for 4 more days without the DSS in the drinking
water (Table 1). The two peptides Pep 1 and Pep 2, separated
from the synbiotics as shown in Table 2 [19], were provided by
Seoul Milk Central Research Institute (Ansan-si, Gyeonggi,
Korea). The mice were fasted for 18 h and anesthetized with
isoflurane (Hana pharm Co., Ltd., Hwaseong, Gyeonggi,
Korea) for sacrifice. The intestines were rapidly removed,
and the length of the small and large intestines was measured.
They were then stored at -70°C. Parts of the large intestine
tissues were fixed in 10% formalin solution (HISKO,
Gunpo-si, Korea) for histopathological analysis.

2.3. Measurement of Body Weight and Observation of Fecal
Conditions. The body weight of the mice was measured every
2 days. The disease activity index (DAI) scores were graded
by observing the viscosity of feces and the presence or
absence of blood in feces for 11 days from the first day of
DSS water administration. The value was calculated accord-
ing to the Hamers et al. [20].

2.4. Measurement of Nitric Oxide and Inflammatory Cytokine
Concentrations in Serum. The blood samples were centri-
fuged at 94×g for 10min to separate the serum. The serum
(80μl) and the same volume of Griess reagent (Promega,
Madison, WI, USA) were added to a 96-well plate and then
incubated at room temperature for 10min. The absorbance
was measured with the Take3 system in Epoch™ Microplate
Spectrophotometer (BioTek Instruments, Inc., Winooski,
VT, USA) at 540nm, and the concentrations of NO were cal-
culated based on the quantitative curve of NaNO2 standard
solution. In addition, the concentrations of inflammatory
cytokines productions in the serum were measured using
the ProcartaPlex™ mouse Th1/Th2 cytokine panel (11 plex)
(Thermo Fisher Scientific, Waltham, MA, USA).

2.5. Measurement of Proinflammatory Cytokine mRNA Levels
in the Large Intestine Tissue. Total mRNAwas extracted from
large intestine tissues using the RNeasy Mini Kit (Qiagen,
Hilden, Germany) according to the manufacturer’s instruc-
tions. The mRNA of large intestine tissues was quantified
using the Take3 system in Epoch™ Microplate Spectropho-
tometer (BioTek Instruments). For quantitative real-time
reverse transcription polymerase chain reaction (qRT-PCR)
analysis, cDNA was synthesized using QuantiTect Reverse
Transcription Kit (Qiagen) according to the manufacturer’s
instructions. The primers used in qRT-PCR for IL-1β, IL-6,
and COX-2 are listed in Table 3, and the primers for
TNF-α were purchased from Qiagen (Mm_Tnf_1_SG
QuantiTect Primer Assay, Cat. no. QT00104006). qRT-
PCR was performed on a Rotor-Gene Q instrument (Qia-
gen), using a Rotor-Gene SYBR® Green PCR Kit (Qiagen)
according to the manufacturer’s instructions. Relative fold
changes of gene expression levels were analyzed using the
−2ΔΔCt method [24].

Table 1: Experimental groups.

Groups Drinking water Oral injection n

Negative control General water PBS 8

IBD-PBS-positive control DSS PBS 8

IBD-Pro DSS Probiotics1 8

IBD-Syn DSS Synbiotics2 8

IBD-Pep 1 DSS Peptide13 8

IBD-Pep 2 DSS Peptide24 8
1Using Lactobacillus gasseri 505 injected in mice at a concentration of
108 CFU/kg bw/day. 2Preparation of fermentation powders by using
Lactobacillus gasseri 505 and Cudrania tricuspidata extract injected in mice
at a concentration of 1500mg/kg. 3,4Peptides isolated from fermentation
powders injected in mice at a concentration of 20mg/kg.
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2.6. Histopathological Analysis of the Large Intestine Tissue.
The fixed large intestine tissue samples were washed with
distilled water and dehydrated using alcohol. They were
fixed with paraffin, and these samples were then placed on
slides and stained with hematoxylin and eosin (H&E). His-
topathological analysis was performed at 200 magnification.
The results were determined by referring to the interna-
tional harmonization of nomenclature and diagnostic cri-
teria (INHAND) standard, and the specimen lesions were
compared.

2.7. Statistical Analysis. Experimental data were analyzed
using the general linear procedure of SAS® version 9.4 (SAS
Institute, Inc., Cary, NC, USA). The least square mean com-
parisons among the treatment groups were performed by a
pairwise t-test at α = 0:05.

3. Results

3.1. Effects of Peptides on Mouse Weight and DAI. After 4
days of oral administration of 1% DSS, no obvious changes
in fecal state, such as the presence of blood and diarrhea,
were then observed. Thus, the DSS concentration was
increased to 2% for 3 days, and bloody stool and diarrhea
were observed. The body weight of the group treated with
2% DSS (IBD group) decreased, while that of the negative
control group increased steadily (Table 4). The DAI scores
were calculated using the fecal conditions (Table 5). As a
result, the DAI scores for the negative control and the IBD
group were 0 and 2, respectively (Table 6). The body weights
in the IBD-Pro, IBD-Syn, IBD-Pep 1, or IBD-Pep 2 groups
were not obviously different from that in the IBD-PBS-
positive control group. The DAI scores (0.5-1.5) of the
IBD-Pro, IBD-Pep 1, and IBD-Pep 2 groups were generally
lower than that of the IBD-PBS-positive control group

(DAI = 2), especially for the IBD-Pep 2 group (DAI = 0:5)
(Table 6). The DAI score of the IBD-Pep 2 group was very
close to that of the negative control (Table 6). Therefore,
the Pep 2 (αs2-casein) separated from synbiotics could
improve intestinal inflammation.

Table 2: Peptide information.

Groups m/z peptide Protein Sequence Reference

Pep 1 2479.2 β-casein LSQSKVLPVPQKAVPYPQRDMP
[19]

Pep 2 3115.4 αs2-casein VYQHQKAMKPWIQPKTKVIPYVRYL

Table 3: Primers for quantitative real-time reverse transcription
polymerase chain reaction.

Primer Sequence (5′ to 3′) Reference

Cytokine
related
primers

IL-1β
F: AAC CTG CTG GTG TGT GAC GTT C

[21]
R: CAG CAC GAG GCT TTT TTG TTG T

IL-6
F: ACC AGA GGA AAT TTT GAA TAG

GC [22]
R: TGA TGC ACT TGC AGA AAA CA

COX-2
F: TGT ATC CCC CCA CAG TCA AAG

ACA C [23]
R: GTG CTC CCG AAG CCA GAT GG

Table 4: Weight change by dextran sulfate sodium autogenous
feeding.

Groups
Initial

weight (g)
Weight before
sacrifice (g)

Negative control 21:5 ± 0:6A,a 22:3 ± 0:8A,b

IBD-PBS-positive control 21:3 ± 1:0A,a 15:4 ± 1:4C,b

IBD-Pro 21:2 ± 1:0A,a 17:4 ± 1:3B,b

IBD-Syn 21:4 ± 1:5A,a 16:0 ± 1:0C,b

IBD-Pep 1 21:1 ± 0:6A,a 15:0 ± 0:6C,b

IBD-Pep 2 20:9 ± 0:6A,a 16:3 ± 1:2B,C,b
A,B,CValues within the same column with different superscript letters are
significantly different (p < 0:05). a,bValues within the same row with
different superscript letters are significantly different (p < 0:05).

Table 5: Scoring table for disease activity index.

Symptoms/score Characteristics

Stool consistency

0 Normal feces

1 Loose stool

2 Watery diarrhea

3 Slimy diarrhea, little blood

4 Severe watery diarrhea with blood

Blood in stool

0 Negative

2 Positive

4 Gross bleeding

Table 6: Measurement of disease activity index using feces
conditions the day after dextran sulfate sodium stops supplying
and before sacrifice.

Groups
DAI scores

The day after
DSS supply stopped

Before sacrifice

Negative control 0 0

IBD-PBS-positive control 3.5 2

IBD-Pro 2 1.5

IBD-Syn 2 2

IBD-Pep 1 4 1

IBD-Pep 2 2.5 0.5
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3.2. Comparisons of Small and Large Intestine Lengths. Yoon
et al. [25] showed that the lengths of the small and large intes-
tines tended to be shorter in mice with IBD. Similarly, we
found that the lengths of the small and large intestines were
shorter in the IBD-PBS-positive control, IBD-Pro, IBD-Syn,
IBD-Pep 1, and IBD-Pep 2 groups than those in the negative
control group, and the lengths of the large intestines in the
IBD-PBS-positive control group were the shortest (Table 7).

3.3. Nitric Oxide and Inflammatory Cytokine Levels in Serum.
The NO level was the highest in the positive control group,
but the NO levels of the groups treated with IBD-Pro, IBD-
Syn, and IBD-Pep 1, were significantly lower (p < 0:05) than
that of the positive control (Figure 1). It indicates that the
levels of inflammation were improved, when probiotics, syn-
biotics, and Pep1 were treated to the mice having intestinal
inflammation. In serum inflammatory cytokines (IFN-γ, IL-
6, and TNF-α), these cytokines were less secreted in all treat-
ment groups, compared to the positive control (Figure 2). In
particular, IFN-γ was lower (p < 0:05) in the IBD-Pep 2
group, and IL-6 was lower (p < 0:05) in the IBD-Pro and
IBD-Pep 1 groups than those of the positive group. TNF-α
was significantly lower (p < 0:05) in the IBD-Pro, IBD-Syn,
and IBD-Pep 2 groups than that of the positive group
(Figure 2).

3.4. mRNA Levels of Inflammatory Cytokine in Large
Intestine Tissue. Many studies have reported that the expres-
sion levels of IL-1β and TNF-α are increased in IBD patients
[26]. We evaluated the mRNA levels of the proinflammatory
cytokines such as IL-1β, IL-6, TNF-α, and COX-2 in the
intestine of DSS-treated mice (IBD group), and the levels in
the large intestine were increased (p < 0:05), indicating that
DSS treatment obviously induced IBD (Figure 3). The
mRNA levels of these inflammatory markers in large intes-
tine tissues were significantly decreased (p < 0:05) in the
IBD-Pep 2 group, compared to the IBD-PBS-positive control
group. In addition, the mRNA levels of IL-6, TNF-α, and
COX-2, but not IL-1β, were significantly decreased in the
IBD-Pro and IBD-Pep 1 groups (p < 0:05) (Figure 3). There-
fore, probiotics, Pep 1, and Pep 2 are efficient in inhibiting
proinflammatory cytokine expression.

3.5. Histopathological Features of Large Intestine Tissue. IBD
was mainly observed in the large intestine, and thus, histo-
pathological features of jejunum tissue were examined.
Jejunum inflammation was found in the IBD-PBS-positive
control, IBD-Pro, IBD-Syn, and IBD-Pep 1 groups, com-
pared to the negative control group (Figure 4). The degree
of lesions was obviously lower in the IBD-Pep 2 treatment
group than those in the IBD-PBS-positive control group
and the other treatment groups (Figure 4). Therefore, αs2-
casein (Pep 2) treatment results in the reduction of colorectal
lesions in IBD mice.

4. Discussions

Bauer et al. [27] have suggested that DSS-induced IBD mice
are characterized by weight loss, and Okayasu et al. [28] have
suggested that weight loss and bloody stool are hallmarks of

IBD. According to these studies, our results indicate that
IBD was induced in the mice by 2% DSS treatment
(Table 4), and the length of the small and large intestines
became shorter by 2% DSS treatment, which is found in
IBD patients [29] The DAI scores were also low in the IBD-
Pep 1 and IBD-Pep 2 treatment groups, indicating that the
inflammation was improved by Pep 1 and Pep 2 (Table 6).

NO level in serum is used as an important biomarker for
active IBD patients [30]. When the inflammatory reaction of
the colon occurs, the productions of cytokines such as TNF-α
and IFN-γ induced third isoform inducible (iNOS) to
increase the production of NO. TNF-α and IL-6 in the serum
are related to intestinal disease, and all are upregulated in
IBD patients [31]. Increased TNF-α due to intestinal disease
stimulates the secretion of IFN-γ in IBD patients [32]. In our
study, the inflammatory response was alleviated when the
probiotics, synbiotics, and Pep 1 were orally administrated
to mice which had the IBD. TNF-α, IFN-γ, and IL-6 secre-
tions were generally lowered (Figure 2) by probiotics, Pep
1, and Pep 2 treatments. This result indicates that the treat-
ments of probiotics, synbiotics, Pep 1, and Pep 2 can reduce
NO and the inflammatory cytokines in serum.

Colonic lesions occur in IBD patients, and inflammatory
cells infiltrate the lesion areas to produce proinflammatory
cytokines [33]. However, the use of probiotics downregulates
the expression of proinflammatory cytokines, limiting
inflammatory reactions such as immune cell infiltration of

Table 7: Differences in small and large intestine lengths among the
groups (unit: cm).

Treatment Small intestine Large intestine

Negative control 38:24 ± 1:55A 7:37 ± 0:75A

IBD-PBS positive control 36:54 ± 1:15B 4:73 ± 0:53C

IBD-Pro 36:03 ± 1:34B 5:38 ± 0:57B,C

IBD-Syn 36:51 ± 1:45B 5:09 ± 0:54B,C

IBD-Pep 1 35:25 ± 1:21B 4:75 ± 0:33B,C

IBD-Pep 2 37:39 ± 1:78A,B 5:43 ± 0:68B
A,B,CValues within the same column with different superscript letters are
significantly different (p < 0:05).
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Figure 1: Serum nitric oxide (NO) concentration. A,BValues are
significantly different (p < 0:05).
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mucous membranes [34]. Thus, the mRNA levels of proin-
flammatory cytokines such as IL-1β, IL-6, TNF-α, and
COX-2 in the large intestine tissue were also measured in
our study. As a result, the proinflammatory cytokines in the
IBD-Pro, IBD-Pep 1, and IBD-Pep 2 were significantly

reduced, compared to positive control. Also, in the histopa-
thology results, the level of lesion in the jejunum was clearly
reduced, especially in the IBD-Pep 2 group. This result indi-
cates that probiotics, Pep 1, and Pep 2 reduce the inflamma-
tory cytokine levels and Pep 2 reduces the level of lesion.
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Figure 2: Inflammatory cytokine levels in the serum: (a) IFN-γ, (b) IL-6, and (c) TNF-α. A,BValues are significantly different (p < 0:05).
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Figure 3: Inflammatory cytokine mRNA levels in the large intestine tissue: (a) IL-1β, (b) IL-6, (c) TNF-α, and (d) COX-2. A,B,CValues are
significantly different (p < 0:05).
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5. Conclusions

In conclusion, Pep 2, which contains the αs2-casein sequence
of VYQHQKAMKPWIQPKTKVIPYVRYL separated from
the synbiotics (fermented CT extract with L. gasseri 505),
was commonly involved to improve the intestinal inflamma-
tion factors such as the DAI score, proinflammatory cytokine
levels, and histopathological result. Therefore, Pep 2 could be

used as a supplement for improving inflammation in IBD
patients. However, a human application study should be con-
ducted to confirm this effect.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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(c) (d)
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Figure 4: Histopathological features of jejunum of the IBD group of mice treated with PBS (a; IBD-PBS-positive group), probiotics (b; IBD-
Pro), synbiotics (c; IBD-Syn), peptide 1 (d; IBD-Pep 1), and peptide 2 (e; IBD-Pep 2). Hematoxylin and eosin- (H&E-) stained sections of a
mouse large intestine are shown. Black arrows indicate inflammation of the colitis mucosa. Magnifications: ×200.
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Sleep disorder significantly affects the life quality of a large number of people but is still an underrecognized disease. Dietary
nutrition is believed to play a significant impact on sleeping wellness. Many nutritional supplements have been used trying to
benefit sleep wellness. However, the relationship between nutritional components and sleep is complicated. Nutritional factors
vary dramatically with different diet patterns and depend significantly on the digestive and metabiotic functions of each
individual. Moreover, nutrition can profoundly affect the hormones and inflammation status which directly or indirectly
contribute to insomnia. In this review, we summarized the role of major nutritional factors, carbohydrates, lipids, amino acids,
and vitamins on sleep and sleep disorders and discussed the potential mechanisms.

1. Introduction

The body maintains a biological rhythm called circadian
rhythm which oscillate in cycles of 24 hours. This normal
circadian rhythm orchestrates normal physiological cycles
happening each day [1]. Sleep disorder is a highly prevalent
disease that disrupts the normal circadian rhythm which
negatively impacts psychological well-being and physical
health [2]. There are several types of sleep disorders, among
which insomnia, obstructive sleep apnoea (OSA), and circa-
dian rhythm disorders are more frequently studied [3]. Sleep
disorders are not only associated with decreased life quality
and work efficiency but also with increased medical and psy-
chiatric problems [4]. It is considered a risk factor for many
diseases including cardiovascular events [5, 6], hypertension
[7, 8], and type 2 diabetes [9]. Sleep wellness of children is
associated with their physiological and mental health as well
as cognition development and behaviors [10].

The circadian rhythm is controlled by both the internal
genetic components of biological clock (clock genes) and
external factors including those from nutrition and environ-
ment. Diet is believed to play an important role in the regula-
tion of sleep wellness [11]. The mechanism for diet in the
regulation of sleep is a very complex question that could be
demonstrated through the following pathways. First, diet

components can directly affect sleep. For example, caffeine
which is contained in caffeinated coffee or tea causes a
decrease in total sleep time and quality, as well as an increase
in sleep induction time [12]. Caffeine is chemically related to
adenosine, which is a sleep-inducing agent. It is believed that
caffeine works by reversibly antagonizing the sleep-inducing
adenosine receptors (A2AR) in the brain, although other path-
ways may coexist [13]. Melatonin is a well-recognized sleep
inducer which conveys information of the daily cycle of light
and darkness to the body. Melatonin activates two receptors,
MT1 and MT2, both are G-protein-coupled receptors to
mediate its effects on sleep induction and circadian rhythm.
Thus, food containing melatonin can directly have an effect
on sleep [14]. Secondly, many nutritional metabolites can be
bioactive in sleep regulation directly or through the regulation
of other relating factors as discussed below. It should be noted
that nutrition could significantly alter the commensal micro-
biota which could affect the metabolic generation of metabo-
lites [15]. Thirdly, long-termnutritional factors could alter the
inflammation status which is also closely related with insom-
nia. This has been supported by substantial number of studies
that sleep disturbance is related with altered circulating
inflammatory cytokines (especially C-reactive protein and
interleukine 6) and glucocorticoids [16–20]. The relationship
of diet patterns and inflammation status has been reviewed
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previously [21], thus is no longer a focus of current review. It
is worth to mention that with the establishment of the link
between chronic inflammation and many major diseases of
modern society, this area is receiving more and more
research interests. However, the mechanism of inflammation
on sleep wellness is still a complex question which requires
more investigation.

The past decades have seen a dramatic increase in litera-
ture on the role of diet/nutrition on sleep. However, although
huge in quantity, many of which sleep are observational with
a limited sample size and often had contradictory results.
This makes those studies based on clinical interventions
more valuable to unveil the role of each nutritional compo-
nents. Moreover, due to the complex nutritional component
of food, studies involving refined nutrition components
provided better insights to that particular nutrition. Thus,
this review summarized the knowledge on the nutritional
components on sleep with more preferential focus on those
studies with clinical interventions and refined nutrition.

2. Carbohydrates

Instead of studying each refined carbohydrate, the overall
dietary glycemic index (GI) based on their effects on
postprandial blood glucose levels is normally used to study
the impact of carbohydrate on diseases [22]. High-GI diet
has been shown to be associated with stroke [23], cancer
[24], and certain chronic diseases [25]. The consumption of
high-GI food caused a rapid increase in blood glucose level
which results in compensatory insulin increase and a series
of downstream humoral effects. The studies on the role of
carbohydrates on sleep have mixed results. Afaghi et al.
reported that healthy sleepers (12 healthy adults ranging from
18-35 years old) taking carbohydrate-based high-GI meal 4 h
before bedtime resulted in a significant shortening of sleep
onset latency (SOL, 48.6% reduction) when compared to
individuals taking a low-GI meal [26]. The result is supported
by another study that low-carbohydrate intakewas associated
with difficulty maintaining sleep [27]. However, other
studies, including a recently published by Gangwisch
et al., suggested that high glycemic index and glycemic load
diets is a risk factor for insomnia [28]. This prospective study
of a much larger population of postmenopausal women
population demonstrated that high-GI diet was associated
with increased insomnia incidence over 3 years, and higher
intakes of dietary added sugars, starch, and nonwhole/refined
grains each were associated with higher incidence of insom-
nia. Moreover, they found higher fiber content in food as well
as nonjuice fruit were associated with a lower prevalence and
incidence of insomnia. This conclusion is consistent with a
previous study that high intake of confectionary is relatedwith
poor sleep quality among middle-aged female Japanese
workers [29]. Supporting this concept, a study on short-
term consumption of a very low-carbohydrate (VLC) diet
over 48 h comparing to a control mixed diet on sleep indices
suggested promotes SWS (deep sleep stage) and reduces the
percentage of REM sleep (“dreaming” sleep) [30].

Although not completely solved, the potential mecha-
nisms behind the relationship of carbohydrate and insomnia

has been suggested. Food with high GI could alter the ratio of
tryptophan relative to other large neutral amino acids
(LNAAs including tyrosine, phenylalanine, leucine, isoleu-
cine, valine, and methionine) in the circulation [31]. It does
so through the effect of insulin which increased following
consumption of high-GI food [31]. Insulin promotes the
selective uptake of LNAAs by the muscles leading to higher
tryptophan to LNAA ratio. Since tryptophan competes with
LNAA for transportation into the brain [32], this change in
ratio may lead to increased tryptophan in the brain [26].
Tryptophan is the precursor for serotonin which induces
sleep. Brain serotonin levels could indeed increase after
ingestion of carbohydrate [33]. This mechanism was used
to explain the observations that high-GI diet benefits sleeping
[26]. However, this theory has been challenged by the recent
publication by Gangwisch et al. who suggested that this
theory may not be realistic as it required the meal to contain
only carbohydrate. If the meal contains as little as 5% protein,
this can prevent the increase of tryptophan concentrations
[28]. Moreover, the increase of serotonin is not necessarily
associated with melatonin whose production is regulated by
the presence of darkness [28]. Instead, they proposed that
hyperglycemia induced after high-GI diet and resulting com-
pensatory hyperinsulinemia could induce the release of auto-
nomic counterregulatory hormones including adrenaline,
cortisol, glucagon, and growth hormone which contributed
to insomnia [28, 34]. Moreover, high-GI diets have also been
shown to stimulate inflammatory immune responses [35]
and lead to alternations in intestinal microbiome which
may also profoundly affect sleep quality [15].

It should be noted that these abovementioned studies are
performed in different populations with dramatically different
sample sizes and experimentdesigns, so the resultsmaybe com-
parable to each other. Nevertheless, more studies are needed
to address the relationship between high-carbohydrate diet
and insomnia from a mechanistic aspect.

3. Fatty Acids

Fatty acids are another major component of human diet,
including saturated fat and unsaturated fat [36]. High con-
sumption of saturated fat increases low-density lipoprotein
(LDL) cholesterol levels and is related with increased risks
for diseases like cardiovascular diseases [37] and diabetes
[38]. Among unsaturated fats, omega-3 polyunsaturated fatty
acids (PUFAs) including α-linolenic acid (ALA), eicosapen-
taenoic acid (EPA), and docosahexaenoic acid (DHA) have
been extensively studied on their effects to human health.
Contrary to saturated fat, consumption of omega-3 PUFA
is known to prevent the risks of cardiovascular diseases [39]
and stroke [40]. The relationship between fatty acids and
sleep wellness has also been studied and is reviewed [41].

3.1. Saturated Fatty Acids. Animal fat contains almost exclu-
sively saturated fatty acids. Processed foods including those
deep fried in hydrogenated oil are also high in saturated fat
content. Consumption of saturated fat is a major risk factor
for cardiovascular disease and diabetes as has been suggested
by many scientific societies [42].
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The studies on the role of saturated fatty acids on sleep
are relatively rare. In a study of normal weighted adults, it
is concluded that higher saturated fat intake during the day
was associated with a shortened duration of slow wave sleep
and more arousals during the night [43]. Another study of
459 postmenopausal women investigated the relationships
among nutrients in the diet and objective sleep. The authors
concluded that total sleep time as measured by actigraphy
was negatively associated with intake of total fat and satu-
rated fat [44]. From these limited studies, it seems that the
consumption of saturated fatty acids deteriorates sleeping
wellness. This is also true if diabetes is induced due to the
long-term consumption of saturated fatty acids, as diabetes
is often associated with sleeping problems [45].

3.2. Omega-3 PUFA. Omega-3 PUFA is a type of polyunsatu-
rated fatty acid with good reputation for health. Compared to
animal fats which are largely saturated, fish and vegetable con-
tain significant portion of unsaturated fat. Omega-3 fats are
important for the development of the brain. The deficiency
in DHA in the developing brain will lead to problems in neu-
rogenesis, associated with altered learning and visual problems
[46]. In addition, omega-3 fats are considered anti-inflamma-
tory, consumption of which can reduce the inflammation in
the body that benefit a number of chronic diseases [47]; thus,
omega-3 fats are commonly used as nutritional supplements
to prevent cardiovascular problems and stroke.

Studies have suggested that diet deficient in omega-3
PUFA disturbed nocturnal sleep though affecting the melato-
nin rhythm and circadian clock functions [48]. There is also a
positive relation between omega-3 fatty acid composition in
gluteal adipose tissue and sleep wellness including slow wave
sleep and rapid eye movement sleep among obese patients
with obstructive sleep apnoea syndrome [49]. A study of
healthy children has reported that higher blood DHA level is
associated with significantly improved sleep wellness [50]. In
their subsequent randomized controlled trial (RCT) of DHA
supplementation (with 600mg/day for 16 weeks), significant
group differences were observed including sleep duration
increased by 58min and fewer and shorter night-wakings
in the treatment group versus the placebo group [50]. Other
than children, the effect of DHA on sleep was also reported
in adolescents, as higher plasma DHA was associated with
earlier sleep timing and longer weekend sleep [51].

Although the prevailing results suggested the beneficial
role of omega-3 PUFA on sleep, a report raised opposite find-
ings stating high-EPA fish oil supplements is likely associated
with disturbance of sleeping after successful treatment of
depression; the symptoms disappeared after cessation of
supplementation [52]. However, such negative reports on
omega-3 fat are rare. Although fish is a source of omega-3
fat, the results are mixed when it comes to the impact of fish
consumption to sleeping wellness. A positive correlation is
found between better sleep quality and oily fish consumption
in a population of over 40 years old [53]. Moreover, a study of
95 male adults consuming Atlantic salmon three times per
week from September to February gave a positive impact
on sleep in general and also on daily functioning effect on
resting HRV and EPA+DHA, but not on vitamin D status

[54]. However, in a two-armed randomized controlled trial,
there was no significant differences in mental health and
sleep for the fish eating group compared with the meat eating
group in kids of 4-6 years old [10].

3.3. Omega-6 PUFA. Omega-6 PUFA are another type of
polyunsaturated fatty acid that is abundant in vegetable oil
like corn, primrose seed, and soybean oil. Compared to the
general consensus on the beneficial role of omega-3 fat on
sleep, the roles of omega-6 are not as clear. Omega-6 fat
serves as precursors of potent lipid mediators called eicosa-
noids. For example, arachidonic acid is the precursor for at
least three groups of lipid mediators including, prostaglan-
dins (PGs), thromboxanes, and leukotrienes [55]. Generally
speaking, eicosanoids derived from omega-6 displayed a
proinflammatory function while eicosanoids derived from
omega-3 PUFA showed more anti-inflammatory tendency.
The metabolism of omega-6 fatty acids and generation of
eicosanoids as well as how they influence inflammatory
responses have been reviewed [55].

The prostaglandin derivatives of arachidonic acid PGD2
and PGE2 are very important factors regulating sleep. PGD2
has been experimentally tested as an effective sleep promoter
on different animal models [56–58]. This humoral factor is
gradually accumulated in the brain while awake and circu-
lates in the cerebrospinal fluid as a sleep hormone. In
contrast to the sleep-inducing role of PGD2, PGE2 has a
strong awakening effect in rats and suppresses sleep [59].
Considering the contrasting results of PGD2 and PGE2 on
sleep induction, it would be interesting to know the results
of increased omega-6 PUFA supplement, especially when
arachidonic acid is provided. However, despite the well-
established role of PGD2 and PGE2 in sleep regulation, stud-
ies on the consumption of their precursor omega-6 PUFA on
sleep wellness are rare. In a bioinformatics study, lower
arachidonic acid biosynthesis was seen in the insomnia
group, suggesting that lower production of arachidonic acid
may be associated with a high incidence of insomnia [60].

No studies directly supply omega-6 fatty acids to study
their role on sleep. However, the ratio of omega-6 to omega-
3 essential fatty acids (EFA) is commonly used to describe
the fatty acid composition in the nutrition field. It is believed
that a diet with omega-6/omega-3 ratio of approximately 1 is
recommend, whereas this ratio has increased steadily over
the past few decades (currently ~15 : 1). This imbalance is
associated with many chronic inflammatory diseases such
as nonalcoholic fatty liver disease, cardiovascular disease,
obesity, inflammatory bowel disease (IBD), and rheumatoid
arthritis. [55]. A 4-week double-blind study including 100
Alzheimer patients indicated supplement of compound com-
prising a 4 : 1 ratio of omega-6/omega-3 fatty acids improves
sleep compared to placebo [61]. However, the mechanism of
action is not clear; it is possible that the effect is indirect
through the regulation of inflammation status.

4. Amino Acids

Amino acids are the building blocks of proteins. There are
hundreds of naturally occurring amino acids and most of
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which can be found in the human diet. Numerous studies on
the role of amino acids on sleep wellness and insomnia have
been performed in the past decades. Current review only
focuses on the most important amino acids in sleeping,
including tryptophan, glutamine, tyrosine, and gamma-
aminobutyric acid (GABA).

4.1. Tryptophan. Tryptophan is the substrate for serotonin
which has been intensively studied on its role on sleep for
many decades [20]. Although the role of serotonin on sleep
has been under debate, there is a general agreement that
serotonin is a major sleep mediator which first increases
wakefulness but then increases NREM sleep [20]. Consider-
ing the role of serotonin, it has been indicated that supple-
mentation of tryptophan (1 g or more) produces an increase
in subjective sleepiness and adecreased time to sleep especially
in subjects with mild insomnia [62]. A random double-blind
experiment on healthy adults suggested that tryptophan con-
sistently reduced sleep latency which is associated with blood
levels [63]. Recently, a Japanese study of younger aged popu-
lation concluded that tryptophan ingested during breakfast is
required for children to keep a morning-type diurnal rhythm
and maintain high quality sleep [64]; however, this study did
not involve supplementation of tryptophan, instead they cal-
culated the tryptophan-index based on food they consume.

4.2. Gamma-Aminobutyric Acid and Glutamine. Gamma-
aminobutyric acid (GABA) is a bioactive amino acid with
which does not form proteins. This amino acid has received
significant research interests due to its effects on many meta-
bolic disorders [65]. The production of GABA is through the
decarboxylation of L-glutamate catalyzed by glutamate
decarboxylase. Food fermented by lactic acid bacteria or yeast
normally contains an increased level of GABA. Numerous
physiological functions about GABA have been reported
and reviewed in [65]. In particular, the sleep-promoting
function of GABA has been appreciated [66].

There are many studies showing the sleep-promoting
effect of GABA, for example, Byun et al. reported a study of
40 patients with insomnia receiving 4 weeks of GABA
(300mg/day) have decreased sleep latency and increased sleep
efficacy [66]. The mechanisms of sleep induction by GABA
through their receptors have been reviewed [67]. GABA
receptor agonists have also been used to induce sleeping [68].

Glutamine is also a nonessential amino acid which can be
used for the synthesis of GABA, a known inhibitory neuro-
transmitter and sleep inducer. Thus, it has been hypothesized
and sometime taken for granted that the supplement of
glutamine can benefit sleep. However, since glutamine is
nonessential, this can be generated by the body. The benefi-
ciary effects of glutamine supplementation, if exists, still need
scientific confirmation.

4.3. Tyrosine. Tyrosine is a nonessential amino acid whose
metabolite is norepinephrine (NE) which is a neurotransmit-
ter. NE is released at its lowest levels during sleep and rises
during wakefulness. The level of NE dramatically increases
during situations of stress or danger, which is called the
fight-or-flight response. NE is long known for its role inmain-

taining general arousal [69] which has also been confirmed
using mouse models. Dopamine β-hydroxylase knockout
mice, which lack norepinephrine displayed increased overall
sleep and require stronger stimuli to wake up after sleep
deprivation [70]. The precursor for NE dopamine (DA) also
inhibits adrenergic receptor signaling and blocks the synthesis
of melatonin through α1B-D4 and β1-D4 receptor hetero-
mers [71]. The supplementation of tyrosine has been used
in many cognitive/behavioral studies but yielding signifi-
cantly varied results [72]. Magill et al. reported that supple-
mentation of tyrosine 150mg/kg following overnight sleep
deprivation improved working memory, reasoning, and
vigilance [73]. However, the role of tyrosine supplement on
sleep disorders are not well studied. Considering the signifi-
cant roles of tyrosine metabolites during sleep, it would be
worthwhile to study this topic.

5. Vitamins

5.1. Vitamin D. Vitamin D is a fat-soluble vitamin which is
crucial for the absorption of calcium and many other biolog-
ical effects. The most important vitamin D3 and D2 can both
be synthesized by the body in the presence of sunshine or
obtained from the diet. Fatty fish is a major source of dietary
vitamin D. Multiple studies have studied the role of vitamin
D on sleep. A meta-analysis including 9 studies (6 cross-sec-
tional, 2 case-control, and 1 cohort studies) aimed at clarify-
ing the association between vitamin D and sleep disorder risk
[74]. Overall, the study concluded that vitamin D deficiency
is associated with a higher risk of sleep disorders including
poor sleep quality, short sleep duration, and sleepiness [74].
When examining each individual studies, most studies
indeed suggested positive correlation of vitamin D intake
and sleep quality. Moreover, there is an association between
serum vitamin D levels and obstructive sleep apnoea
syndrome [75]. The mechanism regarding the role of vitamin
D in sleep is yet to be confirmed, possibly related with inflam-
mation and oxidative stress [75].

5.2. Vitamin C. Vitamin C found in most citrus fruits and
vegetables has been shown to be protective of the brain against
memory losses associated with sleep deprivation [76]. A study
compared people with short sleep and those with longer sleep
and concluded that the vitamin C are among those consumed
less by short sleepers [77]. A cross-sectional study of adults in
the UK suggested there is a relationship between fruit/vegeta-
ble intake and sleep wellness, and long sleepers have high
plasma levels of vitamin C [78]. However, other than that,
literature actually does not have much evidence supporting
the relationship of vitamin C and sleep wellness.

5.3. Vitamin B6/B12. Vitamin B6 (pyridoxine) is widely
distributed in food that serves as a coenzyme in hundreds
of enzymatic reactions. A randomized, double-blind,
placebo-controlled study of vitamin B6 and B vitamins on
the effects on dreaming and sleep showed no significant
differences in the B6-treated group compared with the pla-
cebo in terms of time awake during the night, sleep quality,
or tiredness on waking. However, the B complex-treated
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group showed significantly lower self-rated sleep quality and
significantly higher tiredness on waking. The authors sug-
gested that vitamin B6 supplementation had no detrimental
effects on sleep quality [79].

The effects of vitamin B12 on sleep is also controversial.
A case report suggested successful vitamin B12 treatment
for a free-running sleep-wake rhythm and delayed sleep
phase syndrome [80]. However, a multicenter double-blind
study challenged this conclusion showing that 3mg vitamin
B12 administered over 4 weeks is not effective for delayed
sleep phase syndrome [81]. However, on animal models,
intravenously administered vitamin B12 promotes effects
on the sleep of rat, especially during the light period [82].

6. Concluding Remarks

It is easy to believe that dietary nutrition plays an important
role in sleep wellness. Using dietmanagement to improve sleep
is a possible, convenient, and inexpensive strategy. Indeed,
some nutritional components or their metabolites have been
experimentally proved to be beneficial. However, many other
are only hypothetical and lack solid scientific evidence. It is
more complicated when it comes to the relationship of the
consumption of a particular food and sleep wellness, due to
complex composition of food, as well as the absorptive and
metabolic abilities of each individual. Moreover, a majority
of the studies are observational or cross-sectional, many of
which included limited sample size and results from literature
often conflict with each other. This field needs more high-
quality cohort studies and randomized controlled trials
(RCTs) to further confirm the contribution of dietary nutri-
tion to sleep wellness. In addition, better animal models to
mimic clinical situations are also of great importance.
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Inflammatory bowel disease (IBD) is a chronic inflammatory disorder of the gastrointestinal tract resulting from the homeostasis
imbalance of intestinal microenvironment, immune dysfunction, environmental and genetic factors, and so on. This disease is
associated with multiple immune cells including regulatory T cells (Tregs). Tregs are a subset of T cells regulating the function
of various immune cells to induce immune tolerance and maintain intestinal immune homeostasis. Tregs are correlated with the
initiation and progression of IBD; therefore, strategies that affect the differentiation and function of Tregs may be promising for
the prevention of IBD-associated pathology. It is worth noting that tryptophan (Trp) metabolism is effective in inducing the
differentiation of Tregs through microbiota-mediated degradation and kynurenine pathway (KP), which is important for
maintaining the function of Tregs. Interestingly, patients with IBD show Trp metabolism disorder in the pathological process,
including changes in the concentrations of Trp and its metabolites and alteration in the activities of related catalytic enzymes.
Thus, manipulation of Treg differentiation through Trp metabolism may provide a potential target for prevention of IBD. The
purpose of this review is to highlight the relationship between Trp metabolism and Treg differentiation and the role of this
interaction in the pathogenesis of IBD.

1. Introduction

Inflammatory bowel disease (IBD) is an autoimmune disease
with high incidence and unclear etiology, mainly including
ulcerative colitis (UC), Crohn’s disease (CD), and indetermi-
nate colitis (IC) [1]. UC is an ulcerative bowel disease that
only occurs in the colon with a slow and occult onset, and
usually, it has a tendency to recur. CD is a chronic, prolifer-
ative, and transmural inflammatory disease that can invade
any part of the gastrointestinal tract in a discontinuous man-
ner [2]. IBD can seriously lower the quality of lives of patients
and significantly increase the risk to colon cancer that result
from the proneoplastic effects of chronic intestinal inflam-
mation [3]. A variety of factors, such as genetic, environmen-
tal, and microbial factors, are all known to be responsible for

the occurrence of IBD [4, 5]. In addition, multiple immune
cells like macrophages, dendritic cells (DCs), and lymphoid
cells play important roles in the development of IBD, and
the turbulence in the differentiation and function of certain
T lymphocytes [e.g., regulatory T cells (Tregs)] could con-
tribute to the pathogenesis of IBD [6, 7]. Hence, the thorough
understanding of precise regulation of Tregs may be helpful
to perceive IBD-related pathology.

Usually, the generation, differentiation, and function of
Tregs are significantly affected by the availability of amino
acids in the local microenvironment. Depletion of certain
essential amino acids from the local milieu results in the gen-
eration of Tregs [8–10]. For example, low concentrations of
Trp inhibit T cell growth but enhance Treg production
through mTOR-dependent mechanisms [11]. In the gastro-
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intestinal tract, Trp undergoes several different metabolic
pathways, and Trp metabolism can influence the differentia-
tion and function of Tregs. Trp catabolism is a tolerogenic
effector system in Treg function, and its modulation is
thought to function as a general mechanism of action of
Tregs that express T-lymphocyte antigen-4 (CTLA-4) [12].
In addition, Trp starvation and Trp catabolites could induce
the generation of a regulatory phenotype in naive CD4+ T
cells, and previous studies indicated that there is a close
relationship between indoleamine 2,3-dioxygenase (IDO)
activity and the occurrence of Tregs [12–14]. Notably, Trp
metabolism disorder is also associated with the development
and progression of IBD [15–17]. For example, the decreased
Trp concentration and increased kynurenine (Kyn) concen-
tration are observed in the IBD patients, and the activity of
IDO is also altered as well [18–23]. Thus, regulation of Tregs
through altering Trp metabolism may provide potential tar-
gets for prevention of IBD.

Herein, we provide an in-depth review highlighting the
understanding of the regulatory roles of Trp metabolism in
Treg differentiation and discuss the availability of manipulat-
ing Trp metabolism to Tregs, which further prevent or
ameliorate IBD.

2. Tregs and IBD

2.1. The Mechanism of Action of Tregs in IBD. In normal
intestinal mucosa, effector cells and Tregs are in a state of
dynamic equilibrium. Tregs play an important role in main-
taining intestinal homeostasis and can significantly suppress
immune responses to maintain autoimmune tolerance and
immune stability through multiple ways, such as cell-cell
contact or cytokine-dependent mechanism [24].

2.1.1. Cell-Cell Contact Mechanism. CD4+CD25+ Tregs can
constitutively express inhibitory regulatory molecules such
as cytotoxic CTLA-4, transforming growth factor β (TGF-β)
and glucocorticoid-induced TNF receptor (GITR), which
can bind to the corresponding receptors and transmit inhibi-
tion signals to prevent excessive activation of target immune
cells [25]. The binding is capable of inhibiting the expression
of IL-2Rα chain and reduce the reactivity of target cells to
IL-2, thereby inhibiting the proliferation of effector T cells
(Teffs). A variety of ligand-receptors including costimulatory
molecules such as CTLA-4, GITR, OX40 (CD134), and lym-
phocyte activation gene 3 (LAG-3) are involved in this process
[26–29]. Thus, costimulatorymolecule receptors play a signif-
icant role in the activation process of Tregs. Studying the
mechanisms of their abnormal expression and on how to
regulate the signaling pathways may bring new light for a
deeper understanding of the mechanism of action of Tregs.
In addition, Tregs also express programmed death receptors
and ligands, which stabilize the relationship between Tregs
and antigen presenting cells (APCs) while promoting the
differentiation of inducible regulatory T cells (iTregs) [30].
Moreover, Tregs can downregulate the expression levels of
costimulatory molecules CD80 and CD86 on DCs and affect
the function of DCs, thereby achieving immunosuppressive
effects [31].

2.1.2. Cytokine-Dependent Mechanism. Tregs can achieve
their functions by releasing inhibitory cytokines such as
interleukin-10 (IL-10), TGF-β, and interleukin-35 (IL-35).
High mRNA expression of IL-10 and TGF-β was found in
the CD4+CD25+ Tregs in vitro, and CD4+CD25+ Tregs can
directly secrete IL-10 and TGF-β under appropriate stimula-
tion [32]. In the CD4+CD45RBhigh T-induced IBD model,
TGF-β and IL-10 play an important role in the protective
effect of Tregs on IBD. CD4+CD25+ Tregs isolated from
TGF-β knockout mice or CD4+CD45RBlow T cells derived
from IL-10 knockout mice lost their anti-IBD function [33,
34]. IL-35 is a heterodimeric cytokine comprising Epstein-
Barr virus-induced gene 3 (Ebi3) and IL-12 alpha (IL-12α)
chain, which was expressed in Foxp3+ Tregs, and Tregs lack-
ing Ebi3 or IL-12α lost their inhibition in the T cell metastatic
colitis model. Exogenous IL-35 inhibits T cell proliferation,
and the vector encoding IL-35 achieves in vitro inhibitory
activity by retroviral transduction into Teffs [35]. More
potential mechanisms of action of Tregs in IBD have not
been established. Nevertheless, strategies that induce the gen-
eration of a regulatory phenotype may be a treatment option
in preventing or improving the pathological process of IBD.

2.2. Tregs Are Associated with the Development and
Progression of IBD. Available evidence suggests that Tregs
play an important role in the development and immune reg-
ulation of IBD (Figure 1). It has been demonstrated that
Tregs maintain intestinal homeostasis and reduce tissue
damage during the progression of IBD by inhibiting the
responsiveness of immune cells [36, 37]. Changes in the
number, phenotype, and inhibitory function of Tregs may
contribute to the pathogenesis of IBD. For example, Tregs
from mice deficient in cytotoxic CTLA-4, IL-35, IL-10, or
LAG-3 are unable to effectively suppress T cell proliferation
and fail to prevent chronic T cell-mediated colitis in vivo
[28, 29, 35, 38]. In addition, Tregs in the inflamed mucosa
or periphery blood of patients with IBD or animal models
are considerably different [39, 40]. For example, Maul et al.
found that CD4+CD25+ Tregs were reduced in peripheral
blood during the active phase of IBD, while the frequency
of Tregs at the mucosal level was higher than healthy controls
[41]. Moreover, the frequency of Foxp3+ Tregs was found to
be significantly lower in patients with active IBD [42]. In
addition, Wang et al. [6] suggest that insufficient Tregs in
peripheral blood may be associated with the recurrence of
IBD. However, there are still reports that Tregs fail to exert
the inhibition function in the context of IBD [43, 44], which
might be explained by the individual differences of patients.
Therefore, understanding Tregs in IBD can be helpful in
monitoring the cellular immune status of IBD patients and
opening up new immunotherapeutic approaches for the
treatment of IBD.

Mechanistically, Tregs could be considered as therapeutic
targets for controlling IBD (Figure 1). Fortunately, many
cases of IBD have been successfully cured or alleviated by
manipulating Tregs in animal models or patients [45–56].
For example, Treg transfer is sufficient to alleviate experi-
mental colitis including IBD, and tTregs and iTregs can work
together [57–60]. Tregs and IL-10 producing Tr1 cells have
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the potential to prevent or cure colitis, which is supported by
a favourable safety profile in phase I clinical trials [61]. How-
ever, it should not be overlooked that Treg-based therapies
may be attached by some adverse reactions. For example,
excessive Treg activity may simultaneously weaken the pro-
tective immunity against pathogens and tumors, which could
be reduced by controlling the antigen specificity of Tregs
[62]. In addition, the phenotype of the original population
and culture conditions are also critical for achieving maxi-
mum purity of therapeutic Tregs and ensuring phenotypic
stability [63, 64]. Therefore, before developing new strategies
to improve Treg function, it is very important to study the
detailed mechanism of how Tregs function to limit potential
negative side effects. It would be meaningful to explore
whether it can be more effective when Treg-based therapy
is combined with other therapies.

3. Trp Metabolism in the Differentiation and
Function of Tregs

3.1. Trp Metabolism in the Gut. Trp is ubiquitous in many
foods and has important physiological functions. Once in
the gastrointestinal tract, Trp enters several different meta-
bolic pathways by host or intestinal microbiota [65]. We
mainly focus on microbial-mediated degradation, KP, and
serotonin pathway. About 4-6% of Trp undergoes microbial
degradation, by which intestinal microbes directly convert
Trp into several molecules, including indoles and its
derivatives [66]. Notably, KP is the major route for Trp
catabolism which is mediated by the rate-limiting enzyme
IDO1. KP can produce Kyn and its downstream products
such as quinolinic acid (QA), niacin, nicotinamide adenine
dinucleotide (NAD), and kynurenic acid (KA) [67, 68]. KP
metabolites are associated with many biological processes
involved in neurotransmission, inflammation, and immune
responses. In addition to KP, approximately 1-2% of the die-
tary Trp is converted to serotonin mediated by tryptophan
hydroxylase 1 (TpH1) [69]. There is evidence of the impor-
tance of serotonin in regulating gastrointestinal function
[70, 71]. Collectively, Trp and its metabolites are essential

for the development and maintenance of human and animal
health, and all these metabolic pathways work together to
maintain the homeostasis.

3.2. Trp Promotes Treg Differentiation through Microbiota-
Mediated Degradation. Intestinal microorganisms can directly
catabolize Trp into indoles and its derivatives, which play an
important role in regulating intestinal immune tolerance [72].
Most indoles and its derivatives, such as indole-3-aldehyde
(IAld), indole-3-acid-acetic (IAA), indole-3-propionic acid
(IPA), indole-3-acetaldehyde (IAAld), and indoleacrylic acid
(IA), are the ligands of aryl hydrocarbon receptor (AhR)
(Figure 2).

AhR is a ligand-activated transcription factor that is
widely found in immune cells and intestinal epithelial cells,
and it is sensitive to certain environmental chemicals and
plays an important role in the immune response. Previous
work demonstrated the importance of AhR in the differenti-
ation and function of Tregs and Teffs by controlling the pro-
duction of IL-10 and IL-22 [73–77]. Indole and its derivatives
infiltrate into intestinal epithelial cells and deposit in the host
circulatory system, which could be recognized by immune
cells and then activated AhR signaling pathway. It has been
well demonstrated that AhR signaling can induce the
proliferation of CD4+CD25+Foxp3+ Tregs (Figure 2), which
play an indispensable role in adaptive immune tolerance,
such as inhibiting the immune function of activated T cells
[78–80]. Collectively and mechanistically indole and its
derivatives derived from Trp regulate the differentiation of
Tregs through AhR-ligand-Treg axis, thereby affecting the
function of Tregs [81–90].

3.3. Trp Promotes Treg Differentiation through KP. KP is the
main pathway of Trp catabolism, through which Kyn and
other metabolites are produced, such as KA, anthranilic acid
(AA), 3-hydroxykynurenine (3-HK), xanthurenic acid (XA),
and QA [91–93]. Some KP metabolites bind to AhR to
induce FoxP3 expression and promote the generation and
differentiation of FoxP3+ Tregs [75, 94–97] (Figure 2). In
addition, 3-HK and the downstream product pyridine-2-3-
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involved. Tregs are related to the occurrence and development of IBD, and IBD can be cured or alleviated by inducing the generation of
Tregs or direct administration of Tregs. Treg: regulatory T cell; TNF-α: tumor necrosis factor α; TNF-β: tumor necrosis factor β; iTregs:
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dioxoic acid can trigger the activity of Tregs. This is consis-
tent with the long-term synergistic effect of Trp deficiency,
and high Kyn induced the transformation of naive CD4+ T
cells into Tregs [12].

Since IDO is the main enzyme that catalyzes Trp to pro-
duce Kyn and other metabolites, the level of IDO expression
is important for KP [98, 99]. IDO is expressed in APCs, and
its immunoregulatory function is mainly achieved by DCs.
IDO suppresses CD4+ T cell function by inhibiting cell
proliferation, inducing apoptosis and promoting cell differ-
entiation into Tregs. This is achieved by degrading Trp in
the microenvironment where immune responses occur
[100, 101]. Francesca et al. found that there was a positive
regulatory loop by which Tregs expand their own population
through the IDO mechanism. In contrast, the activity of IDO
enzyme can be inhibited by 1-Methyl-tryptophan (1-MT)
[102, 103]. Therefore, manipulating the activity of IDO or
the application of synthetic Kyn could provide an idea for
the therapeutic agents of IBD [104]. Later, it was discovered
that the relationship between IDO and Tregs was bidirec-
tional [96] (Figure 2). IDO can induce the production of
Tregs, and the increase of Tregs can in turn induce the
expression of IDO [105]. Given the complex relationship
between IDO and Tregs, combining IDO blockade with other
immunotherapies may be beneficial to overcome the short-
comings of immune counterregulation.

Likewise, serotonin has been reported to be involved in
the pathogenesis of experimental colitis [106, 107]. There-
fore, Trp metabolism in the gut is a target that can be
considered, such as using either molecules targeting a specific
pathway or exploiting bacteria affecting Trp metabolism as
probiotics. However, the complicated interactions between
microbes and hosts need to be elucidated to achieve better
therapeutic effects. Moreover, the metabolic pathways

influencing Treg differentiation and function are amenable
for modulation in therapeutic settings, thus providing the
clinician with potentially valuable tools in the fight against
immune-mediated diseases. At the same time, the deviation
between diseases and models requires further investigation
to refine targets and therapeutic interventions.

4. Modulation of Trp Metabolism in
Tregs for IBD

Because Trp metabolism has an important effect on Treg
differentiation and function, measures that target Trp metab-
olism may reduce the severity of IBD, but the possibility
deserves further exploration. However, most investigations
about effects of Trp metabolism on Treg differentiation were
conducted in vitro with mouse Tregs; it is not known if Trp
metabolism has similar effects in human Treg differentiation
in vitro or in vivo. Indeed, accumulating evidence suggests
that Trp promotes intestinal integrity and function, and its
metabolism has an important effect on spontaneous and
induced IBD models [108–111]. Trp and its metabolism
show a high correlation with the etiology of IBD (Figure 3).
Usually, Trp deficiency could contribute to the development
of IBD or aggravate disease activity [17, 112]. Patients with
IBD have lower levels of Trp in serum and feces than healthy
subjects [18, 19, 113–115]. Moreover, some Trp metabolites
and metabolic enzymes are also found to be significantly dif-
ferent in patients and healthy volunteers [20, 116–118].
Increased Kyn and Kyn/Trp ratios were observed in IBD
patients indicating that Trp metabolism along the KP is
increased in active IBD [20, 21]. In addition, consumption
of Trp metabolites in the intestinal tract may affect the sever-
ity of IBD. For example, the concentration of the AhR agonist
IAA in feces of IBD patients was significantly reduced [19].
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Also, the content of IPA in circulating serum from patients
with active colitis was selectively diminished compared to
healthy subjects [119, 120]. However, IDO1 levels in the
intestine are higher in patients with IBD, although the role
of IDO1 in colitis is somewhat controversial [22, 23]. Besides,
the content of serotonin in the intestine has changed dramat-
ically in human IBD and animal models of colitis, which sug-
gests that serotonin plays an important role in the occurrence
and development of intestinal inflammation [107, 121, 122].

Conversely, dietary supplementation with Trp and Trp
metabolites could alleviate symptoms such as weight loss,
fecal hemorrhage, and colonic structural damage in experi-
mental mouse colitis (Figure 3) [72, 106]. The protective

effect of Trp administration on IBD may be achieved by
reducing proinflammatory cytokines and activating apopto-
sis initiators, while another anticolitis mechanism may be
antioxidative or nitration stress [106, 123]. For example,
dietary supplementation of 0.5% Trp inhibited colonic
inflammatory symptoms and proinflammatory cytokine
secretion in mice by activating AhR [124]. Mice or piglets
fed a Trp-supplemented diet had reduced inflammation
and decreased severity of dextran sodium sulfate- (DSS-)
induced colitis [112, 123, 125], whereas mice fed a low‐Trp
diet became susceptible to chemically induced inflammation.
In addition, the administration of Trp metabolites, such as
Kyn, indole, and IPA, were observed to ameliorate colonic
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Figure 3: Effects of Trp and its metabolism on the etiology of IBD. Trp deficiency could contribute to the development of IBD, and patients
with IBD have lower Trp levels, higher Kyn levels, and elevated IDO expression. Trp: tryptophan; IBD: inflammatory bowel disease; IDO1:
indoleamine 2,3-dioxygenase-1; Kyn: kynurenine.
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inflammation in mice [119, 120, 126]. Simultaneously,
manipulation of IDO1 activity has great potential as treat-
ment for IBD [127]. Moreover, indirect manipulation of the
gut microbiota affecting Trp metabolism could be considered
to develop new therapeutic drugs that target IBD individuals.
For example, the use of Lactobacillus (a kind of bacterium
that degrades Trp into AhR agonists) lightened the severity
of colitis in mice, and probiotics can serve as a supportive
therapy for patients with intestinal disorders [125]. Collec-
tively, Trp and its metabolites can be used as biomarkers
and promising targets for the treatment of IBD, but further
investigation is necessary to validate the effectiveness and
feasibility [17, 128]. Therefore, the levels of Trp and its
metabolites in patients with IBD need to be analyzed to assess
their impact on the progression of IBD.

Collectively, patients with IBD have lower Trp levels,
higher Kyn levels, and elevated IDO expression. This is pos-
itively correlated with reduced Tregs in IBD. Thus, manipu-
lation of Treg differentiation through these metabolites may
be a promising strategy for the treatment of IBD.

5. Conclusions and Future Perspectives

In summary, Tregs are associated with the development of
IBD and strategies to manipulate Treg differentiation by
Trp metabolism may lead to new therapeutic approaches
for the treatment of IBD (Figure 4). Therefore, it is important
for researchers to elucidate the exact regulatory mechanism
of Trp metabolism in Tregs during the development of
IBD. Fortunately, Trp and its metabolites are known to be
beneficial for IBD patients and related animal models,
although it is unclear whether they regulate the progression
of IBD by precisely affecting the differentiation and function
of Tregs. Considering that other metabolic pathways also
regulate the proliferation and function of Tregs (such as the
CD39-CD73-adenosine pathway), combining Trp metabo-
lism with other metabolic pathways will be a better strategy
for preventing IBD-related pathologies. At the same time,
the manipulation of metabolic pathways in Tregs can be
combined with traditional drugs that affect Treg function to
achieve better preventive and therapeutic effects. But at
present, very satisfactory results have not been achieved in
the treatment of IBD. Therefore, an in-depth study of the role
of immune cells and amino acid metabolism in IBD will
provide a more meaningful basis for the early diagnosis,
effective treatment, and progression evaluation of IBD, which
will be a serious challenge in the medical field.
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Infantile diarrhea is a serious public health problem around worldwide and results in millions of deaths each year. The levels and
sources of dietary protein are potential sources of diarrhea, but the relationship between the pathogenesis causes of infantile
diarrhea and protein intake remains poorly understood. Many studies have indicated that the key to understanding the
relationship between the protein in the diet and the postweaning diarrhea of piglets is to explore the influences of protein
sources and levels on the mammalian digestion system. The current study was designed to control diarrhea control by choosing
different protein levels in the diet and aimed at providing efficient regulatory measures for infantile diarrhea by controlling the
protein levels in diets using a postweaning piglets model. To avoid influences from other protein sources, casein was used as the
only protein source in this study. Fourteen piglets (7:98 ± 0:14 kg, weaned at 28 d) were randomly allotted to two dietary
treatments: a control group (Cont, containing 17% casein) and a high protein group (HP, containing 30% casein). The
experiment lasted for two weeks and all animals were free to eat and drink water ad libitum. The diarrhea score (1 = normal;
3 = watery diarrhea) and growth performance were recorded daily. The results showed that the piglets in HP group had
persistent diarrhea during the whole study, while no diarrhea was noticed in the control groups. Also, the feed intake and body
weights were reduced in the HP groups compared with the other group (P < 0:05). The diarrhea-related mRNA abundances
were analyzed by real-time PCR; the results showed that HP treatment markedly decreased the expression of aquaporin (AQP,
P < 0:05) and the tight junction protein (P<0.05), but increased inflammatory cytokines (P < 0:01) than those in control group.
In addition, the Adenosine 5′-monophosphate (AMP)-activated protein kinase (AMPK) signaling pathway (P < 0:01) was
inhibited in the HP group. Intestinal microbiota was tested by 16S sequencing, and we found that the HP group had a low
diversity compared the other group. In conclusion, despite being highly digestible, a high casein diet induced postweaning
diarrhea and reduced the growth performance of the postweaning piglets. Meanwhile, AQP, tight junction protein, and
intestinal immune were compromised. Thus, the mechanism of how a highly digestible protein diet induces diarrhea might be
associated with the AMPK signaling pathway and intestinal microbiome.
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1. Introduction

In many countries, people are still struggling against infec-
tion, allergy, and a lack of powerful nutritional control for
the infantile diarrhea [1]. Infantile diarrhea is usually distin-
guished as acute for diarrhea continuing exist for about 2
weeks or acting as a chronic disease if the diarrhea lasts
beyond 2 weeks [2]. Diarrhea disease induces high morbidity
and mortality in children younger than five years [3]. Gener-
ally speaking, gastrointestinal illnesses are a major cause of
infantile diarrhea, which induces severe morbidity and mor-
tality among young children. Further, most gastrointestinal
illnesses are closely associated with gut microbiota and their
products [4]. The composition of the gastrointestinal micro-
biota is affected by dietary nutrition intake, for example, the
three main nutritional components, proteins, carbohydrates,
and fats [5]. Protein is the most essential component of tis-
sues in animals and humans, and, unlike carbohydrates, high
concentrations of dietary protein intakes could result in sev-
eral deleterious metabolites in the gut [6]. Amounts of
researches that aimed at figure out the effects of protein on
infantile and model animals have showed that the concentra-
tion and sources of dietary proteins are potential causes of
diarrhea in mammals [7]. Members of the aquaporins
(AQP) family act as water and ion transporters and complete
the rapid transportation of water through membranes in the
intestinal tract in the human body; water, via sensitive AQPs,
is essential in the migration via diarrhea. While as Zonula
occluden-1(ZO-1) and occludin can dynamically affect inter-
cellular permeability. We chose these markers to illustrate the
characteristics of diarrhea.

To better understand nutritional control on the develop-
ment of an individual infantile diarrhea, piglets’ model has
been chosen as an experimentally analog to human diets.
The chosen animal model has been indicated the effects of
high protein levels in daily diets on diarrhea, including
reduced growth performance, severely watery feces, and gas-
trointestinal dysfunction. In this work, we have investigated
two postweaning piglets’ diets that reflected protein’s effects
on diarrhea. These diets included a control group (Cont, con-
taining 17% casein) and a high protein group (HP, containing
30% casein) that led to an excessive intake of protein com-
pared to that shown in infantile diarrhea. These piglet models
provide an approach for clarifying the relationship between
infantile protein intake level and its growth performance.

2. Methods

2.1. Experiment Designed. Our experiment was proceeded in
compliance with the Chinese guidelines for animal welfare.
Experimental protocol and approved by the Animal Care
and Use Committee of the Chinese Academy of Sciences,
and the ethical approval code is ISA2017030523.

A total of fourteen piglets weaned piglets (Duroc Land-
race Large White, 7:98 ± 0:14 kg, weaned at 28 d) were ran-
domly divided into 2 treatments of 7 replicates each and
one piglet one metabolism cage.

Diets (Table 1) according to NRC 2012 were formulated
to provide 17% casein protein (CP, containing 17% casein)

and a high protein (HP, containing 30% casein), and animals
were fed three times per day. The diets were devoid of antibi-
otics or growth promoters and satisfied all essential amino
acids level or exceeded the standard of NRC.

The experiment lasted for two weeks and piglets housed
individually in temperature-controlled incubators. All ani-
mals were free to diets and drinking water. Piglets were
weighed at the starting and ending of the whole test, while
feed intake was recorded every day to calculate average daily
gain (ADG), average daily feed intake (ADFI), and gain to
feed ratio (G: F ratio).

2.2. Diarrhea Score. During the whole feeding trial period,
diarrhea score (1 = normal; 2 = semiwatery diarrhea; 3 =
watery diarrhea) was recorded twice a day (10:00, 16:00) by
counting the number of pigs with diarrhea per metabolism
cage.

2.3. Fecal Fluid Content Determination. When all the piglets
of HP group suffered to diarrhea, faeces of each piglet were
individually collected in 50ml centrifuge tube (Sigma),
recorded the total weight of each faeces as initiate weight.
Collected faeces were baked at 98°C for 3 days, recorded the
net weight of faeces. Fecal fluid content was calculated using
the formula W% =Winitiate –Wnet.

2.4. Slaughter Procedure. Before the end day of the trail, all
piglets fasted overnight and were slaughtered by an intrave-
nous injection of sodium pentobarbital (50mg/kg BW,
Sigma) in the last day of the trial.

Table 1: The composition level of basal diet. ∗Premix contained the
following per kilogram of the diet: sepiolite, 6.043 g; FeSO4 ·H2O,
516mg; pig vitamin, 750mg; MnSO4 ·H2O 250mg; CoO, 500mg;
ZnSO4 ·H2O, 212mg; CuSO4 · 5H20, 600mg; Na2SeSO3, 30mg;
ZnO; VB4 1000mg.

Diets
Ingredients 17% casein 30% casein

Casein 19.11 33.72

Corn starch 63.39 45.44

Soybean oil 2 0

Sucrose 5 5

Bran 5 5

Stone power 2 2

Salt 0.5 0.5

Calcium bicarbonate 2 2

Sepiolite 0 5.34

Vitamin-mineral premix 1 1

Calculate analysis

Crude protein 16.998 29.994

L-Lysine 1.313 2.317

L-(Methionine+cysteine) 0.568 1.001

L-Threonine 0.72 1.271

L-Tryptophane 0.254 0.448

Total energy 15.305 15.387

2 Mediators of Inflammation



Blood sampled from the anterior vena cava were col-
lected; serum samples were breakaway form the blood after
centrifugation 10min at 3000 x g and under 4°C. Then, all
samples were held at -80°C for analysis.

After slaughtered and cut a midline abdominal incision,
gastric, distal ileum, and colon contents were collected. The
entire intestinal tract was taking and cut into several seg-
ments; 1 cm of ileum was fixed in 4% paraformaldehyde for
morphometric analysis.

2.5. Gut Morphological Analysis. Fixed tissues were sectioned
at 5mm thickness and stained with haematoxylin and eosin
using standard paraffin embedding procedures. 7 intact,
well-oriented crypt-villus units were chosen to calculate the
ratio of villous height: crypt depth with a light microscope
which was loaded with an image analysis system (AxioScope
A1, Carl Zeiss, Jena, Germany).

2.6. Serum Amino Acids. Serum samples from anterior vena
cava were collected for further analysis of amino acid concen-
tration (His, Ser, Arg, Gly, Asp, Glu, Thr, Ala, Pro, Cys, Lys,
Tyr, Met, Val, Ile, Leu, Phe, and Trp) by High-speed Amino
Acid Analyzer L-8900 (Hitachi, Japan).

2.7. Total RNA from Ileum and Real-Time RT-PCR Assays
(RT-PCR). Total RNA from ileum tissue samples was
extracted from liquid nitrogen frozen and chop tissues with
TRIZOL reagent (Invitrogen, USA), then added in DNase I
(Invitrogen, USA) [8] [9]. The reverse transcription was pro-
ceeded at 37°C for 15min, 95°C 5 sec. Primers applied in our
experiment were designed by Primer 5.0 according to the pig
gene sequence (Table 2). And we chose β-actin (the house-
keeping gene) to normalize target gene levels. The PCR
cycling condition was 36 cycles at 94°C for 40 sec, 60°C for
30 sec, and 72°C for 35 sec. The relative expression was a ratio

Table 2: Primers used in this experiment. F: forward; R: reverse.

Accession no. Gene Primers Product length (bp)

NM_001167633.1 AMPK1
F: CCTTCGGCAAAGTGAAGGTTG

467
R: TGCAGCATAGTTGGGTGAGC

XM_003353439.1 ZO-1
F: GAGGATGGTCACACCGTGGT

169
R: GGAGGATGCTGTTGTCTCGG

NM_001163647.1 Occludin
F: TCCTGGGTGTGATGGTGTTC

144
R: CGTAGAGTCCAGTCACCGCA

NM_214454.1 AQP1
F: TTGGGCTGAGCATTGCCACGC

221
R: CAGCGAGTTCAGGCCAAGGGAGTT

NM_001110172.1 AQP3
F: CACCTCCATGGGCTTCAACT

278
R: TGCCCATTCGCATCTACTCC

NM_001110423.1 AQP4
F: CCGGCGGCCTTTATGAGTAT

123
R: TTCTGTTGTCATCCGCCTCC

NM_001110424.1 AQP5
F: TGAGTCCGAGGAGGATTGGG

147
R: GAGGCTTCGCTGTCATCTGTTT

NM_001113438.1 AQP7
F: AGGCACTTCAGCAGACATCTAA

106
R: TGGCGTGATCATCTTGGAGG

NM_001112683.1 AQP8
F: GGTGCCATCAACAAGAAGACG

227
R: CCGATAAAGAACCTGATGAGCC

NM_001128454.1 AQP10
F: AGACAGCCTCCATCTTTGCC

212
R: GTACCCACAGTTGACACCCATG

NM_001112682.1 AQP11
F: CGTCTTGGAGTTTCTGGCTACC

313
R: CCTGTCCCTGACGTGATACTTG

XM_003124280.3 β-Actin
F: CTGCGGCATCCACGAAACT

147
R: AGGGCCGTGATCTCCTTCTG

NM_001206359.1 GAPDH
F: AAGGAGTAAGAGCCCCTGGA

140
R: TCTGGGATGGAAACTGGAA

NM_214399.1 IL-6 F: GCTGCAGTCACAGAACGAGT 118

R: CAGGTGCCCCAGCTACATTA

NM_213867.1 IL-8
F: TGCAGAACTTCGATGCCAGT

97
R: ACAGTGGGGTCCACTCTCAA

NM_214022.1 TNF-α
F: GCCCTTCCACCAACGTTTTC

97
R: CAAGGGCTCTTGATGGCAGA

ZO-1: Zonula occluden-1; β-Actin: beta-actin; AQP: aquaporins; IL-6: interleukin-6; IL-8: interleukin-8; TNFα: tumor necrosis factor alpha.
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of the target gene compared to the control gene using the
formula 2-(ΔΔCt), where ΔΔCt = ðCt Target − Ctβ − actinÞ
treatment − ðCt Target − Ctβ − actinÞ control. Relative expres-
sion was normalized and expressed as a ratio to the expres-
sion in the control group [10, 11].

2.8. 16S rRNA Sequencing and Characterization of
Microbiota. Total colon digest genome DNA was extracted
by QIAamp DNA Stool Mini Kit according to the manufac-
turer’s instructions, and using sterile water diluted DNA to
1ng/μL for further study. Distinct region 16SV3-V4 of 16s
rRNA genes were amplified used specific primer with index
codes on it. All PCR reactions were in the Phusion® High-
Fidelity PCR Master Mix (New England Biolabs) condition.
PCR products mixed 1X loading buffer (contained SYB
green), then used electrophoresis on 2% agarose gel for veri-
fication. Picked bright strap between 400 and 450 bp and
purified strap with Qiagen Gel Extraction Kit (Qiagen, Ger-
many) for the next experiment.

Used the Ion Plus Fragment Library Kit 48 rxns (Thermo
Scientific) following manufacturer’s recommendations cre-
ated sequencing libraries. Then, the library was sequenced
on an Ion S5TM XL platform, and 400 bp/600 bp single-end
reads were produced. Additionally, the sequencing libraries
were appraised by Qubit@ 2.0 Fluorometer (Thermo Scien-
tific) and Agilent Bioanalyzer 2100 system. Raw sequences
are available in the NCBI SRA with accession numbers
PRJNA600085.

Cut off the low-quality reads by Cutadapt (V1.9.1, http://
cutadapt.readthedocs.io/en/stable/), and cut off the barcode
and prime sequence to generated paired-end reads [12].
And merged paired-end reads by FLASH (V1.2.7, http://ccb
.jhu.edu/software/FLASH/), to avoid the overlap reads gener-
ated the opposite end of the same DNA fragment; then, raw
tags generated. Using Uparse software (Uparse v7.0.1001)
analyzed the high-quality sequences [13]. Sequences were
inducted to OTU at ≥97% for further annotation. And taxo-
nomic data was assigned to every representative sequence
based on RDP classifier (Version 2.2).

In order to check the phylogenetic relationship of each
OTUs and to detect different dominant species between dif-
ferent treatment group, several sequence alignments were
proceeded by the MUSCLE software (Version 3.8.31) [14,
15]. OTUs abundance information were conducted by a
standard of sequence number parallel to the sample with
the least sequences. Alpha (complexity of species diversity)
and beta (differences of samples in species complexity)
diversity analysis were both conducted according to this out-
put normalized data. To perform alpha diversity, Observed-
species, Chao1 (species richness estimator), Shannon (diver-
sity indices), Simpson (diversity indices), ACE (community
richness), and Good-coverage (sequencing depth) were cal-
culated with QIIME (Version 1.7.0), and all these indices
in our samples were displayed with the R software (Version

2.15.3) [16]. To perform beta diversity, weighted and
unweighted unifrac were calculated with QIIME (Version
1.7.0) [16]. Cluster analysis was preceded by principal com-
ponent analysis (PCA), which was applied to reduce the
dimension of the original variables using the FactoMineR
package and ggplot2 package in the R software (Version
2.15.3).

Principal Coordinate Analysis (PCoA) was functioned
as principal coordinates and visualized from complex,
multidimensional data. A distance matrix from weighted
or unweighted unifrac calculated result was converted to
a new set of orthogonal axes, and basing on the maximum
variation factor is demonstrated by the first principal coordi-
nate, and the second maximum one by the second principal
coordinate, and persist in the end. PCoA analysis was con-
ducted by WGCNA package, stat packages, and ggplot2
package in the R software (Version 2.15.3). Arithmetic
Means (UPGMA) Clustering analysis was used for a type of
hierarchical clustering method (to interpret the distance
matrix using average linkage) called unweighted pair-group,
which is basing on QIME software [17].

2.9. Statistical Analysis. Data analysis was done according to
the one-way analysis of variance (ANOVA), used Levene’s
test, and within the student’s t test (IBM SPSS 21.0 software
IIME software (Version 1.7.0)) to make sure the homogene-
ity of variances.

3. Results

3.1. Growth Performance, Diarrhea Ratio and Diarrhea Index
in Piglets. It was showed that high protein level feed could
induce persistent diarrhea during the whole study, while no
diarrhea was noticed in control piglets(P < 0:05) (Table 3)
(Figure 1(a)). Also, the body weight (BW) (P < 0:05), food
intake (FI) (P < 0:05), average daily gain (ADG) (P < 0:05),
average daily feed intake (ADFI) (P < 0:05), and feed effi-
ciency (G : F ratio) (P < 0:05) were reduced in HP groups
compared with the control piglets (Figures 1(b)–1(f)).

3.2. Intestinal Morphology. The ileum intestinal morphologi-
cal analysis results of the piglets are shown in Figures 2(a)
and 2(b). The height of the villus, depth of the crypt, and
the ratio of villus and crypt are shown in Figure 2(c). The
results showed that a high protein level diet significantly
decreased the height of the ileum villus and increased the
depth of the ileum crypt, compared with the control piglets
(P < 0:05).

3.3. Serum Amino Acids. In our experiment, we collected
serum samples from anterior vena cava and test amino acid
contents, and the result showed that Arg, Gly, Lys, Tyr, Val,
Ile, Leu, Thr, Phe, and Trp (P < 0:05) significantly reduced
in HP piglets compared with the control group (Table 4).

3.4. Relative Gene Expression of Tight Junction Proteins. Pro-
vide high casein level feed to piglets decreased the relative
expression of ZO-1 and occludin in the ileum (P < 0:05),
compared with the control group (Figures 3(a) and 3(b)).

Table 3: The diarrhea rate depending on the diarrhea score.

Index 17% casein 30% casein SEM P value

Diarrhea rate 13% 96% 0.0812 <0.01
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3.5. Tight Junction Proteins Protein Expressions. ZO-1 and
occludin protein expression levels were tested in the high
casein piglets and control piglets using Western blot analysis.
However, in ileum, the protein expression of ZO-1 and
occludin was increased in high casein group piglets com-
pared with the control piglets, which was in contrast to the
expression of the mRNA (P < 0:05) (Figures 3(c) and 3(d)).

3.6. Relative Gene Expression of Aquaporin Protein Family.
Aquaporins (AQP) family were called as water and ion chan-
nels which took charge of the rapid transport of water across
membranes in the intestinal tract in the human body, and
played a key role in the management of water homeostasis
[18, 19]. In the intestinal tract, there are several types that
are indicated to expressions, such as AQP1, AQP3, AQP4,
AQP5, AQP8, and AQP10. And almost all of these AQP in
mammalian appear to be highly participated for the trans-

port of water. As expected, we found that the relative mRNA
expression of AQP1 (P < 0:05), AQP3 (P < 0:05), AQP8
(P < 0:05), and AQP10 (Figures 4(a)–4(d)) in ileum was
strongly decreased in high casein group piglets, while the dif-
ference of relative mRNA expression of AQP4 and AQP5
(Figures 4(e) and 4(f)) between HP and cont in ileum was
not noticed.

3.7. Aquaporins Protein Expressions. Using Western blot
analysis, we found the protein expression of AQP1
(P < 0:05) and AQP3 (P < 0:05) was decreased in high casein
group compared with the control group piglets (Figures 4(g)
and 4(h)).

3.8. Relative Gene Expression of Proinflammatory Cytokines.
When fed high casein level diet to weaned piglets, the relative
gene expression of proinflammatory cytokines TNFα in
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Figure 1: Effects of high casein level diet on the faeces water content and growth performance of piglets. (a) Faeces water content. (b) Body
weight change. (c) Feed intake. (d) ADG (average daily gain of body weight). (e) ADFI (average daily feed intake). (f) The ratio of ADFI/ADG.
Values are expressed as the mean ± SEM, n = 6.
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ileum were increased (P < 0:05); consistent with TNFα, we
also found that the relative gene expression of IL-6 and IL-
8 increased. And using western blot analysis, however, the
protein expression of IL-6 increased, whereas the protein
expression of TNFα decreased (P < 0:05) (Figures 5(a)–5(e)).

3.9. The Difference in Intestinal Microbiota Diversity
and Composition Influenced by High Protein Level. The
hypervariable V3 and V4 regions of 16S rRNA genes were
sequenced from colon content, and about an average of
79,920 ± 5,250 reads were detected by each sample. Picked
pairwise identity threshold ≥97%, we got an average of 690
± 100 operational taxonomic units (OTUs) each sample.
Alpha-diversity, including observed-species, Chao1 (species
richness estimator), Shannon (diversity indices), Simp-
son (diversity indices), ACE (community richness), Good-
coverage (sequencing depth) were calculated between the
microbiomes (Figures 6(a)–6(d)). However, compared to
the control piglets, high casein diet seems suppressed the
colon microbiota diversity, but the difference showed insig-
nificant (PD, 47:08 ± 3:24 vs. 54:91 ± 2:71, p = 0:09; H,
5:98 ± 0:23 vs. 6:0 ± 0:18, p = 0:95; chao1, 514:3 ± 38:14 vs.
601 ± 29:78, p = 0:1). In order to test the differences between
the microbiomes by beta-diversity, we conducted Principal

Component Analysis (PCoA), which obtained weighted
and unweighted UniFrac distance metric matrices produced
for the sample set (Figures 6(e) and 6(f)). And the result of
unweighted UniFrac distances in two group piglets indicated
that the difference of microbial community structure in two
groups showed insignificant (Figure 6).

The total microbial composition for high casein feed
showed differences at both the genus and phylum levels
(Figures 6(g) and 6(h)). The three largest genera represented
in the control dataset Ruminococcaceae-UCG-002, Rumi-
nococcaceae-UCG-005, and Ruminococcaceae-UCG-014, but
turned out Ruminococcaceae-UCG-002, Fusobacterium, and
Ruminococcaceae-UCG-005 in high casein diet piglets, and
the difference of Fusobacterium was statistically significant
after t test (P < 0:01). And more importantly, the three
largest phyla represented in the control dataset Firmicutes,
Bacteroidetes, and Proteobacteria, whereas Firmicutes, Bac-
teroidetes, and Fusobacteria in high casein group, same with
the result in genera level, the high casein diet significant
increased colon Fusobacteria (P < 0:01). The obvious differ-
ences were additionally vitrificated by LEfSe analysis, which
based on linear discriminant analysis (LDA) to detect bacte-
rial taxa, and it turned out that the sequences are largely
abundant in the high casein diet group (data not shown).
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Figure 2: Effects of high casein level diet on morphometrics. Effects of high casein level diet on morphometrics in the ileum in weaning
piglets. Representative staining of the ileum mucosal morphology of piglets (magnification: 100x). (a) Ileum morphometrics of control
group. (b) Ileum morphometrics of high casein group. (c) Ratio of villus height/crypt depth of control and high casein group. Values are
expressed as the mean ± SEM. ∗∗Means the difference was significant (P < 0:01), n = 6.

6 Mediators of Inflammation



4. Relative Gene Expression and Protein
Expression of AMPK

According to the real-time RT-PCR assays, high casein level
diet decreased the relative gene expression of the target of
AMPK signal pathway-AMPKα (P < 0:05), which indicated
that high casein level diet inhibited AMPK signal pathway
than low casein diet (Figure 7).

5. Discussion

The potential positives of balanced nutrition for the clinical
treatment of diarrheal have been researched for many years.
To select an appropriate method of nutritional manage-
ment, the function of the digestive-absorptive metabolism
was the first to be studied. Secondly, the reestablishment
of the normal physiology of the small intestine needs fol-
lowing with interest.

The high casein level diet of weaning-piglets follows a
well-established animal model of postweaning diarrhea.
Infantile and early weaned piglets are extremely easy suscep-
tible to intestinal infection according to many factors, result-
ing in enteric diarrhea. Many parts of the world lace sufficient
nutritional control for infantile diarrhea. Because of the
immaturity of their digestive systems and immune systems,
the weaning period is critical for young humans and swine.
When newborns and piglets have diarrhea after being
weaned, highly morbidity and mortality were generally

occurred [19, 20]. During this period, the composition and
level of dietary feeding is a key factor in decreasing the diar-
rhea incidence [21, 22] (for example, the ingests of the three
main nutritional components, proteins, carbohydrates, and
fats [5]). Protein is the most essential component of tissues
in animals, and, unlike carbohydrates, high level of dietary
protein intakes could result in several deleterious metabolites
in the gut [22]. Both the severity and incidence chance of
diarrhea may be increased in piglets fed diets high in protein
level [23].

The maintenance of the normal state of the intestinal
epithelium is important to the activities of key physiologi-
cal processes, such as digestion, absorption, and immune
responses. Morphometric results of the small intestine,
including the villous height, crypt depth, and the ratio of
the villous and crypt, can represent gut health [24]. And
increased villous height reflects a larger absorptive area, and
a deeper crypt implies a great villous epithelial breakdown,
causing some pathogenic inflammation [25]. Previous stud-
ies showed that the ratio of villous height and crypt depth
was decreased with increased protein dietary level. Further,
an early report showed that the intestinal mucosa, given an
abundance level of protein, was suffered easily attacked [26,
27] in piglets. In line with the published results, our study
shows that the villous height and crypt depth increased, while
the ratio of the ileum decreased in high casein group.

Dietary protein is a foundational essential nutrient. Pro-
tein levels can influence growth performance and are
involved in several pathways, such as the immune system
and the assimilation system, in humans and mammalian ani-
mals, particularly in elderly adults who need protein to pro-
vide nutrition to supporting their growth [11, 28]. After
ingestion, dietary protein is hydrolyzed by pepsin and other
proteases and formatted into di- and tripeptides and free
amino acids (AAs). The imbalanced composition of AA in
mammals causes AA antagonism, resulting in reduced food
intake and impaired growth [29]. Imbalanced of essential
amino acids (EAAs) such as threonine, lysine [30], tyrosine,
valine, leucine, glutamine, glycine [31], arginine [32], and
tryptophan [33], imbalance in the body induced harmful
effects on the health, growth, and development of the animals
[34]. In our experiment, we collected serum samples from the
anterior vena cava and tested amino acid contents. The
results showed that Arg, Gly, Lys, Tyr, Val, Ile, Leu, Thr,
Phe, and Trp (P < 0:05) were significantly reduced in HP pig-
lets compared with the control group.

Cytokines are closely associated with the immune-
inflammatory responses, such as regulating the integrity of
the intestinal barrier [35]. Previous studies showed that, in
piglets, weaning increased inflammatory cytokines in the
intestine. For example, IL-6, IL-8, and TNFα could increase
the intestinal epithelial, thereby inhibiting the functions of
epithelial cells [24, 36, 37]. In our study, a high casein protein
level diet increased the ileum’s inflammatory responses. IL-6,
IL-8, and TNFα were significantly increased with the high
dietary protein levels, which may partially explain how high
protein level diets postweaning diarrhea. Except for the
observation that TNFα increased protein expression levels,
the clear mechanism behind this phenomenon remains

Table 4: Effects of high casein level diet on anterior vena cava serum
amino acid concentrations in weaning pigs.

Item 17% casein 30% casein

Histone 11:28 ± 1:62 9:08 ± 0:62

Serine 18:49 ± 2:54 13:64 ± 0:56

Arginine 32:36 ± 3:96 21:07 ± 1:07 ∗

Glycine 66:58 ± 10:90 35:83 ± 2:48 ∗

Aspartate 9:06 ± 1:28 7:32 ± 0:30

Glutamate 93:45 ± 15:89 59:15 ± 2:72

Threonine 34:05 ± 7:58 5:73 ± 0:58 ∗

Alanine 48:92 ± 8:63 43:20 ± 2:36

Proline 33:55 ± 7:62 16:86 ± 0:78

Cysteine 3:73 ± 1:14 2:60 ± 0:20

Lysine 44:41 ± 7:42 23:42 ± 0:68 ∗

Tyrosine 20:29 ± 4:81 6:48 ± 0:44 ∗

Methionine 5:57 ± 1:09 2:93 ± 0:14

Valine 43:98 ± 7:54 17:85 ± 0:93 ∗

Isoleucine 23:14 ± 3:57 10:89 ± 0:51 ∗

Leucine 29:99 ± 4:95 13:86 ± 0:75 ∗

Phenylalanine 20:51 ± 2:03 13:69 ± 1:72 ∗

Tryptophan 6:70 ± 1:59 1:03 ± 0:06 ∗

Values are mg/l. Serum amino acid levels were determined by HPLC
Ultimate 3000 and 3200 Q TRAP LC–MS/MS. Data are presented as mean
± SEM, n = 6. ∗Within a row, means the difference is significant (P < 0:05).
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unknown. More studies are needed to determine the reasons
for the reason.

The present study investigated the nutritional control on
the health and development of postweaning diarrhea. Nutri-
tion was shown to replicate the characteristic side effects
of high protein level in daily diets on diarrhea including
reduced growth performance, and severely watery feces.
The high severity and incidence of diarrhea among weaned
piglets given the HP diet suggests that high levels of dietary
protein triggered postweaning diarrhea, which may be attrib-
uted to the fermentation of undigested protein and the
dysfunction of tight junction proteins and aquaporins.
Importantly, high protein level diets inhibited the AMPK sig-
nal pathway, which promotes the incidence and severity of
diarrhea. To further illustrate the possible underlying mech-
anisms of the postweaning diarrhea for a further step, the rel-
ative mRNA expression and protein expression of tight
junction proteins, which could be regulated by dietary pro-
tein, were detected. As we mentioned before, proinflamma-
tory agents can significantly affect intestinal integrity [38].
Our result shows that the expression of IL-6, IL-8, and TNFα
in the high casein group realized upregulation, thereby

launching the intestinal tight junction barrier and enhancing
the permeability of intestinal epithelial cells. As reported, the
intestinal barrier includes the proteins ZO-1, occludin, and
claudin-1 [39]. The increased expression of IL-6, IL-8, and
TNFα may also affects the expression of ZO-1 and occludin.
In our study, with higher dietary casein, IL-6, IL-8, and TNFα
expression increased in the ileum. Further, the expression of
ZO-1 and occludin at the transcriptional level decreased in
ileum of piglets, which is consistent with the previous study.
To some extent, the abnormal tight junction protein expres-
sion could have contributed to postweaning diarrhea [40, 41].

The intestinal epithelium can regulate the absorption of
nutrients and fluids, mainly point electrolyte and water
absorption and secretion. Diarrhea is closely associated with
the disorders of water absorption and secretion [42]. There-
fore, to investigate whether a high protein level diet is associ-
ated with the potential mechanisms for cellular osmotic
homeostasis in a diarrhea animal model, the expression level
and potential function of AQPs were determined in our study.

Aquaporins, water, and ion channel proteins have been
reported to be of vital importance in water balance. Members
of the aquaporins (AQP) family were acted as water and ion
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Figure 3: Effects of high casein level diet on the relative gene expression of tight junction protein in ileum. (a) The relative gene expression of
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transporters and realized the rapid transportation of water
through membranes in the intestinal tract in the human
body. They are also an integral part of the management of

water homeostasis [43]. Several aquaporins exist in the intes-
tinal tract, such as AQP1, AQP3, AQP4, AQP5, AQP6,
AQP8, AQP10, and AQP11. Almost all AQPs in mammals
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Figure 4: Effects of high casein level diet on the relative gene expression of aquaporins family protein in ileum. (a) The relative gene
expression of aquaporins1 (AQP1) in ileum in weaning piglets. (b) The relative gene expression of aquaporins 3 (AQP3) in ileum in
weaning piglets. (c) The relative gene expression of aquaporins 8 (AQP8) in ileum in weaning piglets. (d) The relative gene expression of
aquaporins 10 (AQP10) in ileum in weaning piglets. (e) The relative gene expression of aquaporins 5 (AQP5) in ileum in weaning piglets.
(f) The relative gene expression of aquaporins4 (AQP4) in ileum in weaning piglets. (g) The protein expression of AQP-1 in ileum in
weaning piglets. (h) The protein expression of AQP3 in ileum in weaning piglets. Values are expressed as the mean ± SEM. n = 6.
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seem to be highly discriminating for the transport of water
[44]. Moreover, several AQPs have been demonstrated to
be downregulated under different types of diarrhea [45].

Accordingly, we found that the expression of AQP1,
AQP3, and AQP10 in the ileum was significantly decreased
in piglets given a high casein level diet, while the expression
of AQP8 was decreased at the mRNA level but remained
the same at the protein level. The inhibition of AQP1,
AQP3, AQP8, and AQP10 in the ileum has shown the imbal-
ance of water absorption and secretion. With a high casein
diet, the expression of some aquaporins becomes inhibited,
thereby increasing the fecal water content, and ultimately
inducing diarrhea [46, 47]. AQPs played an important role
in the transition during diarrhea in many tissues. Among
these AQPs, a high protein level diet has a significant influ-
ence on the mRNA levels of AQPs in the ileum. Generally
speaking, the water transport through the epithelium across
the small intestine is regulated by all these AQPs. However,
under stress and bacterial infection (e.g., Fusobacterium)
conditions, AQP1, AQP3, AQP8, and AQP10 are mainly

responsible for the maintaining of water homeostasis in the
gastrointestinal tract [48]. Also, under a high protein level
diet, AQP1, AQP3, AQP8, and AQP10 in the ileum were
downregulated, thus interrupting the intestinal permeability
during diarrhea. Previous studies have indicated that in the
intestine, AQPs act as an alleviator of the dehydration and
ions loss by completing a rapid reflow of luminal water back
to the body [49]. This activity is possibly explained by the
decreased AQP expression in the control group, whose die-
tary protein level is only 17% higher than that in the high
protein group. Importantly, new studies have shown that
the intestinal inflammatory response has a striking effect on
the inhibition of AQP expression over the postweaning diar-
rhea period. Therefore, a deeper experimental design is
needed to obtain more effective information on the effects
of high protein level diets associated with the expression of
AQPs and their interactions in the intestine.

The intestinal microbiota serves as an indispensable role
in maintaining a host’s health by inhibiting the composition
of pathogens, supporting the development of a healthy

0

1

2

3

4

5 P < 0.01

Re
lat

iv
e R

N
A

 ex
pr

es
sio

n 
le

ve
l

TNF-𝛼

17% casein
30% casein

(a)

0

2

4

6

8

P = 0.025

Re
lat

iv
e p

ro
te

in
 ex

pr
es

sio
n 

le
ve

l

IL-6

17% casein
30% casein

(b)

0

2

4

6
P < 0.01

IL-8

Re
lat

iv
e p

ro
te

in
 ex

pr
es

sio
n 

le
ve

l

17% casein
30% casein

(c)

Re
lat

iv
e p

ro
te

in
 ex

pr
es

sio
n 

le
ve

l

0.00

0.05

0.10

0.15

0.20

0.25
P = 0.032

TNF-𝛼 25 kD

TNF-𝛼 protein

Actin 42 kD

17% 30%

17% casein
30% casein

(d)

Re
lat

iv
e p

ro
te

in
 ex

pr
es

sio
n 

le
ve

l

0.0

01

0.2

0.3

0.4
P = 0.039

17% 30%

IL-6 25 kD

Actin 42 kD

IL-6-protein

17% casein
30% casein

(e)

Figure 5: Effects of high casein level diet on the relative gene expression and protein expression of proinflammatory cytokines in ileum. (a)
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intestinal microbiota, and promoting a beneficial immune
system, as well as metabolites for host epithelial cells [50].
In mammals, several studies have showed that production
metabolized by the intestinal microbiota somehow affects
host metabolism. Piglets are susceptible to various pathogens
because of their unstable gut microbiota and immature
immune systems [51]. Although the relationship between
intestinal microbiota and microbial metabolites in pigs is a
research hot spot, we have not confirmed the clear connec-
tions, through functional and clinically associated symptoms,
between high casein levels and postweaning diarrhea. This is
the first study to show a tight correlation between Fusobacter-
ium and postweaning diarrhea. Fusobacterium is one of the
most effective infectious factors that causes intestinal inflam-
mation in piglets. Members of the genus Fusobacterium are a
group of commensal Gram-negative anaerobes belonging to
the phylum Fusobacteria. They are usually found in the
human oral cavity and are closely associated with periodontal
diseases [52]. In our study, we performed a 16S-rRNA gene
analysis on colon content samples from all 14 piglets. We dis-
covered that Fusobacterium was much richer in the colons of
the high casein group piglets than in those of the control
group at both the phylum and genus levels. Increasing the
abundance of Fusobacterium in the colon microbiota seems
to act as an important aggravating factor for postweaning
diarrhea in piglets. This novel finding may contribute to
improved control strategies for infantile diarrhea and post-
weaning diarrhea in pigs. Clinical studies test on human diar-
rheal diseases have indicated that Fusobacterium can be
detected in the colonic tissue of patients within inflammatory
bowel disease [53]. And some papers also suggest that Fuso-
bacterium is closely associated with the severity of diarrhea in
humans and in piglets’ model [54, 55]. Species belonging to
the Fusobacterium genus are closely associated with peri-
odontal diseases. Additionally, some species from the Fuso-
bacterium genus act as a cause of colorectal cancer [56].
However, few studies have reported the relationship between

Fusobacterium genus and diarrhea. Thus, it remains unclear
if Fusobacterium is induced by the postweaning diarrhea
associated with high protein levels in dietary feed. The poten-
tial effect of Fusobacterium as a pathogenic bacterium has
been reported in multiple observations [57]. The specific
enrichment of Fusobacterium could be due to the following
mechanism. The fermentation of undigested protein could
engender a failure in the function of the microvilli that grow
on the surfaces of intestinal epithelial cells, thereby stimulat-
ing the susceptibility to Fusobacterium infection. Fusobac-
teria occupy a dominant genus status and are positively
populated due to their ability to affix to and invade intestinal
cells, thus influencing important function and the metabolic
pathways of the gastrointestinal tract, which may induce
severe diarrhea in piglet. However, for the time being, this
hypothesis remains unsubstantiated.

Recent studies have demonstrated that AMPK partici-
pates in the manipulation of water and ion transport, partic-
ularly, the expression of transport proteins, including the
AQPs and ion transporters in the intestinal epithelium [58,
59]. Importantly, in our experiment, we found that the
expression of AMPK was decreased, this may be accompa-
nied by the inhibited expression of aquaporin.

6. Conclusion

Our study investigated the nutritional control on the health
and development of postweaning diarrhea and indicated
that high casein level diet resulted in growth performance,
severely watery feces, and a significant diarrhea symptom.
And this may be attributed to the fermentation of undigested
protein and dysfunction of tight junction protein and aqua-
porins. Importantly, high protein level diets inhibited AMPK
signal pathway, which is promoting the incidence and sever-
ity of diarrhea.
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Pathogenic enterotoxigenic Escherichia coli (ETEC) has been considered a major cause of diarrhea which is a serious public health
problem in humans and animals. This study was aimed at examining the effect of γ-aminobutyric acid (GABA) supplementation on
intestinal secretory immunoglobulin A (SIgA) secretion and gut microbiota profile in healthy and ETEC-infected weaning piglets.
A total of thirty-seven weaning piglets were randomly distributed into two groups fed with the basal diet or supplemented with
40mg·kg−1 of GABA for three weeks, and some piglets were infected with ETEC at the last week. According to whether ETEC
was inoculated or not, the experiment was divided into two stages (referred as CON1 and CON2 and GABA1 and GABA2). The
growth performance, organ indices, amino acid levels, and biochemical parameters of serum, intestinal SIgA concentration, gut
microbiota composition, and intestinal metabolites were analyzed at the end of each stage. We found that, in both the normal
and ETEC-infected piglets, jejunal SIgA secretion and expression of some cytokines, such as IL-4, IL-13, and IL-17, were
increased by GABA supplementation. Meanwhile, we observed that some low-abundance microbes, like Enterococcus and
Bacteroidetes, were markedly increased in GABA-supplemented groups. KEGG enrichment analysis revealed that the nitrogen
metabolism, sphingolipid signaling pathway, sphingolipid metabolism, and microbial metabolism in diverse environments were
enriched in the GABA1 group. Further analysis revealed that alterations in microbial metabolism were closely correlated to
changes in the abundances of Enterococcus and Bacteroidetes. In conclusion, GABA supplementation can enhance intestinal
mucosal immunity by promoting jejunal SIgA secretion, which might be related with the T-cell-dependent pathway and altered
gut microbiota structure and metabolism.

1. Introduction

Postweaning is a critical stage in swine husbandry, because
inappropriate management procedures in this stage may
cause health problems in the swine industry and lead to
significant economic losses [1]. Weaning piglets are quite

vulnerable to a variety of environmental stressors [2] and
pathogens (e.g., enterotoxigenic Escherichia coli (ETEC))
[3], which could induce severe diarrhea and pose great threat
to the health of weaning piglets. To deal with these problems,
antibiotics have been used extensively to prevent pathogen
infections. However, the widespread use of antibiotics in
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farm animals has been proved to cause severe problems like
pathogenic drug resistance [4]. Thus, it is necessary to
develop effective nutritional regulatory strategies to enhance
intestinal immunity and prevent intestinal infection in wean-
ing piglets.

Immunoglobulin A (IgA) secreted by plasma cells is the
most abundant immunoglobulin in the body and is of crit-
ical importance in intestinal mucosal immunity [5]. The
function of SIgA in intestinal mucosal immunity includes
immune exclusion, antigen presentation, and interaction
with gut commensals [6–10]. Therefore, it is clear that SIgA
plays a critical role in maintaining intestinal mucosal
immunity and preventing intestinal infection. A previous
study reported that the fecal SIgA concentration in piglets
reached the peak within a few days after birth [11]. After
that, it constantly decreased to a relatively low level in
about 10 days [11]. From then on, the fecal SIgA concentra-
tion in piglets remained low until at least 50 days of age
[11]. This suggests that lack of SIgA might be an underlying
reason why weaning piglets are so susceptible to numerous
stressors and pathogens.

Current studies revealed that dietary amino acid supple-
mentation, such as glutamine, arginine, and leucine, is an
effective way to promote intestinal immunity and health
[12–16]. Gamma-aminobutyric acid (GABA) is a well-
known neurotransmitter generated through the decarboxyl-
ation of glutamic acid (Glu) catalyzed by glutamic acid
decarboxylase (GAD) and also has critical roles in the
immune system [17, 18]. Recent years have witnessed a
growing interest in the application of GABA in animal hus-
bandry. For instance, dietary GABA supplementation
reduced the negative influences of weaning stress on wean-
ling piglets by reducing aggressive behavior and regulating
endocrine hormones [19]. For chicks under beak trimming
stress, the supplementation of GABA significantly improves
the immune response of chicks [20]. Our previous study also
revealed that GABA supplementation can modulate the
intestinal functions, including intestinal immunity, intestinal
amino acid profiles, and gut microbiota in weanling piglets
[21]. Furthermore, recent studies reported that GABA could
alleviate intestinal pathogenic infection through attenuating
epithelial cell apoptosis and promoting host Th17 responses
[22, 23]. Moreover, a previous study found that intestinal
microbiota-derived GABA also could increase intestinal IL-
17 expression by activating mechanistic target of rapamycin
complex 1- (mTORC1-) ribosomal protein S6 kinase 1
(S6K1) signaling in the context of ETEC or Citrobacter
rodentium infection and drug-induced intestinal inflamma-
tion [24]. These studies have raised the possibility that GABA
supplementation has great prospect in improving intesti-
nal immunity and preventing intestinal infection through
metabolism of intestinal microbiota in weanling piglets.

Therefore, this study is mainly aimed at examining the
effects of dietaryGABAsupplementation on the growthperfor-
mance, intestinal SIgA secretion, gut microbiota profiles, and
metabolism in the normal andETEC-infectedweanling piglets.
In total, we confirmed that the increased SIgA production is
likely to be related to the activation of the T-cell-dependent
pathway and altered intestinal microbial metabolism.

2. Materials and Methods

2.1. Bacterial Strain. An enterotoxigenic Escherichia coli F4-
producing strain W25K (O149:K91, K88ac; LT, STb, EAST),
which was isolated from a piglet with diarrhea [25], was used
in the present study.

2.2. Piglets and Experiment Design.All procedures adopted in
this experiment were approved by the Animal Welfare Com-
mittee of the Institute of Subtropical Agriculture, Chinese
Academy of Sciences. A total of thirty-seven Duroc ×
Landrace × Yorkshire weanling piglets (5:82 ± 0:86 kg) were
enrolled in the experiment at 21 d of age. The piglets were
housed individually in an environmentally controlled nurs-
ery with hard plastic slatted flooring. All animals had free
access to drinking water. The room temperature was main-
tained at 25 ± 2°C throughout the whole experiment. The
composition and nutrient levels of the diets met the nutrient
requirements for weanling piglets according to recommenda-
tions of the NRC (2012). The experiment lasted for three
weeks and was divided into two stages. The first two weeks
are the first stage, and the last week is the second stage. At
the beginning of the experiment, all piglets were randomly
distributed into two groups: (1) control group (CON, basal
diet, n = 18) and (2) GABA group (GABA, basal diet with
40mg·kg−1 of GABA supplementation, n = 19). On the 14th
day of the experiment, 6 pigs in each group were slaughtered
for sampling, and the remaining piglets were fed with ETEC
to construct the infection model. Seven days after the model-
ing, 6 pigs were slaughtered for sampling in each group.
According to whether or not ETEC was inoculated, it was
divided into two stages: uninfected and infected (referred as
CON1 and CON2 and GABA1 and GABA2). At the last
day of every stage, six piglets from each group were randomly
selected and sacrificed after anesthesia. Before being sacri-
ficed, 10mL blood was taken from the anterior vena cava
and serum samples were obtained by centrifugation at
2000 × g for 10min at 4°C and stored at -80°C. The liver,
kidney, spleen, heart, and lung were obtained and weighed
for calculating the relative weight of each organ. Samples
from the same positions of the jejunum, ileum, colon, and
feces were collected and immediately snap-frozen in liquid
nitrogen and stored at −80°C for RNA extraction, determi-
nation of cytokine concentration, microbiota, and metabo-
lite analysis.

2.3. Growth Performance and Organ Indices. Body weight
and feed intake were recorded at the end of the first stage
and the end of the whole experiment. The average daily gain
and average daily feed intake were calculated with the ratio of
total bodyweight gain to experimental days and the ratio of
feed intake to experimental days. The feed conversion ratio
is referred to as the ratio of the feed intake to the body weight
gain.

2.4. Serum Amino Acid Analysis. Serum free amino acids
were analyzed by high-performance liquid chromatography
(HPLC) according to the manufacturer’s instructions. The
preprocessing of the samples was conducted as following
description. In brief, firstly, 2mL of serum samples was
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centrifuged at 3000 rpm for 5 minutes. Then 1mL of super-
natants was mixed with 0.8% sulfosalicylic acid solution.
After being incubated at 4°C for 15 minutes, the mixtures
were then centrifuged at 10,000 rpm for 10 minutes and fil-
tered by a 0.22μm filter membrane before being analyzed
by HPLC.

2.5. Serum Biochemical Analysis. Serum biochemical param-
eters were determined by the Biochemical Analytical Instru-
ment (Beckman CX4) according to the instructions of
manufacturer. And corresponding kits were bought from
Roche (Shanghai, China).

2.6. Immunohistochemistry Analysis. The jejunum, ileum,
and colon samples were fixed in 4% buffered paraformalde-
hyde for 24 hours at room temperature and embedded in
paraffin and sectioned at a thickness of 3mm. After being
heated at 60°Cfor 30 to 60 minutes, the sections were
dewaxed in xylene (10min, twice) and then rehydrated in a
descendent ethanol scale (100%, 95%, 85%, and 75%, 5min
every time). After being washed by distilled water for
5minutes, the sections were soaked in a 0.01M citrate buffer
(pH = 6:0) and heated to boiling by a microwave oven for 25
minutes. When it had been cooled down and washed by PBS,
3% H2O2 was added into the buffer to inactivate the

Table 1: Serum amino acid profiles of piglets in stages 1 and 2.

CON1 GABA1 P value (1) CON2 GABA2 P value (2)

Taurine 53 ± 6:62 47:09 ± 3:93 0.464 77:05 ± 12:9 84:51 ± 9:47 0.652

Aspartic acid 12:9 ± 12:9 7:11 ± 1:22∗ 0.016 11:46 ± 2:91 11:11 ± 1:54 0.918

Threonine 27:82 ± 7:32 22:05 ± 5:6 0.547 28:68 ± 5:29 33:65 ± 7:71 0.608

Serine 48:89 ± 4:44 44:34 ± 2:2 0.388 46:72 ± 5:11 43:74 ± 7:44 0.749

Glutamic acid 119:99 ± 8:85 106:94 ± 12:61 0.419 130:03 ± 10:46 115:37 ± 10:49 0.346

Sarcosine 1:47 ± 0:43 1:77 ± 0:25 0.567 1:71 ± 0:45 1:75 ± 0:54 0.957

α-Aminoadipic acid 26:12 ± 3:03 26:13 ± 2:76 0.998 21:3 ± 4:17 22:79 ± 2:82 0.775

Glycine 368:99 ± 41:85 326:62 ± 28:04 0.423 234:47 ± 40:5 210:24 ± 66:01 0.762

Alanine 179:52 ± 18:95 143:21 ± 17:19 0.187 132:82 ± 19:87 124:6 ± 17:84 0.765

Citrulline 18:83 ± 0:78 22:88 ± 2:08 0.115 16:3 ± 1:4 14:79 ± 0:69 0.364

2-Aminobutanoic acid 4:12 ± 1:3 3:86 ± 0:73 0.866 10:94 ± 4:99 12:97 ± 3:13 0.738

Valine 57:92 ± 9:09 57:29 ± 5:27 0.954 72:64 ± 17:19 75:41 ± 7:8 0.888

Cysteine 11:97 ± 2:04 7:52 ± 1:16 0.095 12:47 ± 2:45 15:2 ± 3 0.498

Methionine 7:68 ± 0:87 7:57 ± 0:59 0.916 6:91 ± 0:78 7:29 ± 0:37 0.672

Cystathionine 7:75 ± 0:98 8:29 ± 1:09 0.720 6:01 ± 0:87 8:68 ± 1:24 0.112

Isoleucine 31:79 ± 3:12 33:52 ± 3:65 0.727 44:11 ± 9:79 54:03 ± 5:82 0.408

Leucine 59:29 ± 3:2 63:65 ± 2:31 0.298 61:87 ± 8:29 67:57 ± 3:78 0.551

Tyrosine 31:27 ± 3:21 36:63 ± 3:21 0.265 29:22 ± 2:03 26:57 ± 1:53 0.322

Phenylalanine 36:57 ± 2:39 38:35 ± 1:56 0.548 51:35 ± 8:64 56:15 ± 4:54 0.636

β-Alanine 7:82 ± 0:72 6:27 ± 0:5 0.112 6:38 ± 1:41 6:09 ± 1:04 0.874

3-Aminoisobutyric acid 0:26 ± 0:07 0:32 ± 0:09 0.597 0:23 ± 0:08 0:22 ± 0:06 0.915

γ-Aminobutyric acid 0:06 ± 0:02 0:05 ± 0:02 0.761 0:07 ± 0:02 0:04 ± 0:02 0.380

Ethanolamine 2:39 ± 0:25 2:22 ± 0:12 0.553 2:5 ± 0:19 2:68 ± 0:2 0.521

Hydroxylysine 1:21 ± 0:59 2:98 ± 0:77 0.099 1:16 ± 0:34 3:3 ± 1:61 0.245

Ornithine 31:15 ± 2:43 30:07 ± 1:74 0.726 32:15 ± 3:84 27:19 ± 1:59 0.273

Lysine 1:74 ± 11:02 93:03 ± 8:84 0.762 70:334 ± 7:35 78:54 ± 5:77 0.402

1-Methyl-L-histidine 6:01 ± 2:31 6:02 ± 1:74 1.000 4:77 ± 1:41 4:18 ± 1:41 0.773

Histidine 24:48 ± 1:99 32:26 ± 2:45∗ 0.034 22:91 ± 2:95 23:62 ± 1:33 0.832

3-Methyl-L-histidine 4:3 ± 0:38 5:59 ± 0:46 0.059 5:68 ± 1:23 5:83 ± 0:48 0.915

Carnosine 10:51 ± 1:38 12:03 ± 0:96 0.389 6:01 ± 1:3 4:31 ± 0:89 0.307

Arginine 84:21 ± 7:29 87:61 ± 7:76 0.756 105:45 ± 17:44 106:34 ± 5:2 0.962

Proline 103:14 ± 5:08 95:3 ± 4:36 0.269 94:64 ± 12:63 84:46 ± 9:65 0.537

Means with ∗ are significantly different from the control group (P < 0:05).
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endogenous enzymes. The treated slides were incubated with
primary antibodies (IgA, ab112746, Abcam), diluted at the
ratio of 1 : 100, overnight at 4°C. Washed in PBS, the slides
were incubated in 50~ 100μL biotinylated secondary anti-
bodies and HRP-conjugated peroxidase at 37°C for 30
minutes. The chromogen was 3,39-diaminobenzidine free
base (DAB).

2.7. ELISA. Equal amounts of samples were applied to exam-
ine IgA levels of the jejunum, ileum, and colon, as well as
IFN-γ, IL-1β, IL-10, IL-13, IL-17, IL-4, and TNF-α levels of
the jejunum by commercially available ELISA kits (Cusabio
Biotech Company Limited, Wuhan, China) in accordance
with the manufacturer’s instructions.

2.8. Real-Time Quantitative PCR. Total RNA of ground jeju-
num tissue was isolated using the TRIzol reagent (Invitrogen,
Carlsbad, CA, USA). The synthesis of complementary DNA
was accomplished with the PrimeScript RT reagent kit with
gDNA Eraser (Takara Bio Inc., Qingdao, China). RT-PCR
was performed in duplicate with an ABI 7900 PCR system
(ABI Biotechnology, MD, USA). Primers for the selected
genes were designed using the Oligo 5.0 software (Molecular
Biology Insights, Inc., USA) and Primer 6.0 software
(PRIMER-e, New Zealand) and listed in Supplementary
Table 1. β-Actin was used as an internal control to
normalize target gene transcript levels. Relative expression
of target genes was calculated by the 2-ΔΔCt method [21].
The relative gene expression was expressed as a ratio of the
expression of the GABA group to the controls.

2.9. Gut Microbiota Analysis. 16S rRNA sequencing and gen-
eral data analyses were performed by a commercial company
(Novogene, Beijing, China). In brief, total genome DNA
from samples was extracted using the CTAB/SDS method.
The V3-V4 regions were amplified using the specific primer
with the barcode. All PCR reactions were carried out in
30μL reactions with 15μL of Phusion® High-Fidelity PCR
Master Mix (New England Biolabs), 0.2μM of the forward
and reverse primers, and about 10 ng template DNA. Ther-
mal cycling consisted of the initial denaturation at 98°C for
1min, followed by 30 cycles of denaturation at 98°C for
10 s, annealing at 50°C for 30 s, and elongation at 72°C for
30 s, and finally 72°C for 5min. PCR products were mixed
in equidensity ratios. Then, mixture PCR products were puri-
fied with the GeneJET™ Gel Extraction Kit (Thermo Scien-
tific). Sequencing libraries were generated using Ion Plus
Fragment Library Kit 48 rxns (Thermo Scientific) following
the manufacturer’s recommendations. The library quality
was assessed on the Qubit 2.0 Fluorometer (Thermo Scien-
tific). At last, the library was sequenced on an Ion S5TM
XL platform and 400 bp/600 bp single-end reads were gener-
ated. After the quality control, clean reads were obtained
from single-end reads. Sequences analyses were performed
by Uparse software (Uparse v7.0.1001). Sequences with ≥97%
similarity were assigned to the same OTUs. Representative
sequence for each OTU was screened for further annotation.
Alpha indices (ACE, Chao1, observed species, Shannon, and
Simpson) are applied in analyzing complexity of species
diversity for a sample. Principal Coordinate Analysis (PCoA)
was performed to get principal coordinates and visualize
from complex, multidimensional data.

Table 2: Serum biochemistry parameters of piglets in stages 1 and 2.

CON1 GABA1 P value (1) CON2 GABA2 P value (2)

Total protein 46:933 ± 0:750 45:8 ± 1:035 0.398 48:433 ± 1:410 47:267 ± 1:506 0.584

Albumin 37:75 ± 1:628 39:7167 ± 1:148 0.349 34:833 ± 1:114 31:200 ± 0:733∗ 0.024

Alanine aminotransferase 31:85 ± 3:609 30:0833 ± 1:537 0.667 40:017 ± 8:316 43:217 ± 3:088 0.730

Aspartate aminotransferase 55:5 ± 9:549 53 ± 7:024 0.838 56:167 ± 10:058 51:500 ± 6:479 0.706

Alkaline phosphatase 309:833 ± 23:494 380:667 ± 49:876 0.239 199:333 ± 32:278 170:500 ± 20:343 0.470

Lactate dehydrogenase 555:167 ± 70:002 532:5 ± 25:160 0.770 612:667 ± 72:638 524:333 ± 46:760 0.335

Blood urea nitrogen 1:8333 ± 0:233 2:1333 ± 0:265 0.416 2:817 ± 1:009 2:617 ± 0:547 0.866

Glucose 5:6 ± 0:259 4:9667 ± 0:362 0.189 3:833 ± 0:549 4:467 ± 0:506 0.146

Ca 2:7017 ± 0:051 2:915 ± 0:070∗ 0.036 2:632 ± 0:171 2:493 ± 0:082 0.490

P 2:208 ± 0:099 2:025 ± 0:191 0.420 2:868 ± 0:150 2:480 ± 0:107 0.064

Triglyceride 0:422 ± 0:030 0:405 ± 0:015 0.637 0:638 ± 0:178 0:845 ± 0:151 0.398

Cholesterol 1:821 ± 0:102 1:675 ± 0:119 0.373 2:127 ± 0:111 2:563 ± 0:202 0.096

High-density lipoprotein cholesterol 0:702 ± 0:054 0:580 ± 0:029 0.084 0:562 ± 0:099 0:520 ± 0:068 0.767

Low-density lipoprotein cholesterol 0:897 ± 0:099 0:832 ± 0:086 0.630 1:245 ± 0:112 1:648 ± 0:195 0.110

D-Lactic acid 8:967 ± 0:789 7:417 ± 0:320 0.114 9:763 ± 0:820 8:06 ± 0:683 0.143

Blood ammonia 172:567 ± 8:083 193:35 ± 6:764 0.078 299:367 ± 16:071 263:017 ± 5:825 0.075

Immunoglobulin M 0:067 ± 0:014 0:080 ± 0:012 0.481 0:172 ± 0:112 0:167 ± 0:090 0.973

Diamine oxidase 1:2 ± 0:157 1:433 ± 0:203 0.257 1:767 ± 0:275 1:500 ± 0:197 0.451

Means with ∗ are significantly different from the control group (P < 0:05).
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Figure 1: Continued.
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2.10. Metabolite Profiling Analysis.Untargeted metabolomics
of piglet feces was performed by a commercial company
(Novogene, Beijing, China). Preparation of samples could
be briefly concluded as follows: dry completely in a vacuum
concentrator without heating; add 60μL methoxyamination
hydrochloride (20mg/mL in pyridine) incubated for 30min
at 80°C; and add 80μL of the N,O-bis(trimethylsilyl)trifluor-
oacetamide reagent (1% trimethylchlorosilane, v/v) to the
sample aliquots, incubated for 1.5 h at 70°C. All samples were
analyzed by a gas chromatograph system coupled with a Peg-
asus HT time-of-flight mass spectrometer (GC-TOF-MS).
GC-TOF-MS analysis was performed using an Agilent 7890
gas chromatograph system coupled with a Pegasus HT
time-of-flight mass spectrometer. The system utilized a DB-
5MS capillary column coated with 5% diphenyl cross-
linked with 95% dimethylpolysiloxane (30m × 250 μm inner
diameter, 0.25μm film thickness; J&W Scientific, Folsom,
CA, USA). A 1μL aliquot of the analyte was injected in split-
less mode. Helium was used as the carrier gas, the front inlet
purge flow was 3mLmin−1, and the gas flow rate through the
column was 1mLmin−1. The initial temperature was kept at
50°C for 1min, then raised to 310°C at a rate of 20°Cmin−1,
then kept for 6min at 310°C. The injection, transfer line,
and ion source temperatures were 280, 280, and 250°C,
respectively. The energy was -70 eV in electron impact mode.
The mass spectrometry data were acquired in full-scan mode
with them/z range of 50-500 at a rate of 12.5 spectra per sec-
ond after a solvent delay of 4.78min. Chroma TOF 4.3X soft-
ware of LECO Corporation and LECO-Fiehn Rtx5 database
were used for raw peak exacting, data baseline filtering and
calibration of the baseline, peak alignment, deconvolution
analysis, peak identification, and integration of the peak area.
Both mass spectrum match and retention index match were
considered in metabolite identification.

2.11. Microbiome-Metabolome Association Analysis. Pearson
statistical method was used to calculate the correlation coef-
ficients (rho) and P values of the contents of differential
metabolites and relative abundances of differential bacteria.

The absolute value of rho bigger than 0.6 and P value smaller
than 0.05 were considered significant. Scatterplot and heat
map of correlation analysis were drawn according to the
results of Pearson statistical method.

2.12. Statistical Analyses. Data are shown as mean ±
Standard Error of Mean ðSEMÞ. First, the D’Agostino-
Pearson omnibus normality test (Prism 7.0) and Kolmogo-
rov–Smirnov test (Prism 7.0) were applied to examine
whether the data were in Gaussian distribution. If the data
were in Gaussian distribution with equal variance, it would
be analyzed by the unpaired t-test (Prism 7.0). If the data
were in Gaussian distribution but with unequal variance, it
would be analyzed by the unpaired t-test with Welch’s
correction (Prism 7.0). If the data were not in Gaussian dis-
tribution, it would be analyzed by the nonparametric test
(Mann–Whitney U test, Prism 7.0). Differences with P <
0:05 were considered significant.

3. Results

3.1. GABA Supplementation Has No Effect on the Growth
Performance and Organ Indices in Weanling Piglets. No sig-
nificant difference was observed in the body weight gain,
average daily gain, average daily feed intake, and feed conver-
sion ratio between the CON1 and GABA1 groups (Fig. S1A).
The growth performances of ETEC-infected piglets were not
markedly influenced by GABA supplementation (Fig. S1B).
In the first stage, organ indices had no difference between
the CON1 and GABA1 groups (Table S2). From the
perspective of the whole experiment, the organ indices of
the GABA group were all higher than those of the CON
group but without significant differences (Table S2).

3.2. GABA Supplementation Has Little Effect on the Serum
Amino Acid Profile and Biochemical Indices. Compared with
the CON1 group, the aspartic acid level in serum of the
GABA1 group was significantly decreased (P < 0:05), while
the histidine level in serum increased (P < 0:05) (Table 1).
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Figure 1: Dietary GABA promoted the production of SIgA in the intestine of piglets. Immunohistochemistry analysis of the IgA levels in the
(a) jejunum, (b) ileum, and (c) colon of piglets in stage 1 and stage 2. (d) ELISA test of the jejunal SIgA level of piglets in stage 1 and stage 2.
Data (n = 6) are presented asmean ± SEM and analyzed by the unpaired t-test with Welch’s correction or Mann–Whitney U test. Differences
were denoted as follows: ∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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However, there was no difference in amino acid levels of
serum between the CON2 and GABA2 groups (Table 1). As
for the serum biochemical parameters, the calcium level in
the serum of the GABA1 group was higher than that of the
CON1 group (P < 0:05) (Table 2). For the ETEC-infected
piglets, the albumin level in the serum was decreased in the

GABA2 group compared with the CON2 group (P < 0:05)
(Table 2).

3.3. GABA Supplementation Promotes Intestinal SIgA
Production. To examine the effect of GABA supplementation
on intestinal SIgA secretion, the jejunum, ileum, and colon
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Figure 2: GABA promoted RNA expression and production of cytokines. (a) Jejunal concentrations of cytokines in normal piglets; (b) jejunal
concentrations of cytokines in ETEC-infected piglets; (c) mRNA expression levels of cytokines in normal piglets; (d) mRNA expression levels
of cytokines in ETEC-infected piglets. Data (n = 6) are presented asmean ± SEM and analyzed by the unpaired t-test with Welch’s correction
or Mann–Whitney U test. Differences were denoted as follows: ∗P < 0:05, ∗∗P < 0:01, ∗∗∗P < 0:001, and ∗∗∗∗P < 0:0001.
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were applied to the immunohistochemistry analysis. As the
results show, GABA1 significantly improved the jejunal
(P < 0:01) and ileal (P < 0:05) SIgA levels compared to
CON1 (Figures 1(a) and 1(b)). However, GABA supplemen-
tation had no effect on the jejunal and ileal SIgA levels in
ETEC-infected piglets (Figures 1(a) and 1(b)). With regard
to the colonic SIgA level, neither healthy nor ETEC-
infected piglets were affected by GABA supplementation
(Figure 1(c)). Results from ELISA analysis further verified
that GABA supplementation increased the jejunal SIgA
secretion in both healthy piglets and infected piglets
(P < 0:01) (Figure 1(d)).

3.4. GABA Supplementation Improves the Expression of SIgA-
Related Cytokines, Especially in ETEC-Infected Piglets. To
explore the underlying mechanisms of the regulating effect
of GABA supplementation on jejunal SIgA production, the
protein levels and mRNA expression of cytokines in the jeju-
num of piglets were examined. The results of ELISA analysis
showed that the jejunal concentration of IL-4 in the GABA1
group was much higher than that in the CON1 group

(P < 0:0001) (Figure 2(a)). Compared with the CON2 group,
GABA2 improved the jejunal concentrations of IL-4
(P < 0:0001), IFN-γ (P < 0:01), IL-1β (P < 0:01), and IL-17
(P < 0:001) (Figure 2(b)). Compared with the CON1 group,
the mRNA expression of jejunal IFN-γ (P < 0:05) and IL-13
(P < 0:01) was significantly increased in the GABA1 group,
while no significant alterations in the mRNA expression of
any jejunal cytokines were observed in the GABA2 group
(Figures 2(c) and 2(d)).

3.5. GABA Supplementation Alters the Relative Abundances
of Gut Bacteria. To examine if GABA supplementation
increased intestinal SIgA production through modulating
gut microbiota, the fecal microbiota of piglets was analyzed
by bacterial 16S rRNA sequencing (V3-V4 regions). An aver-
age of 85,463 raw reads was generated for each sample. After
removing the low-quality sequences, 80,121 clean tags were
clustered into OTUs for the following analysis, based on
the 97% similarity level. As shown in Table S3, no matter
in the healthy piglets or the ETEC-infected piglets, GABA
supplementation had no effect on the diversity indices
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Figure 3: GABA altered the relative abundance of gut microbiota. (a) Relative abundance of Phascolarctobacterium, Enterococcus, and
Butyricicoccus in normal piglets. (b) Relative abundance of Bacteroides and unidentified Ruminococcaceae in ETEC-infected piglets.
Data are presented as mean ± SEM and analyzed by the unpaired t-test with Welch’s correction or Mann–Whitney U test. Differences
were denoted as follows: ∗P < 0:05.
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Figure 4: GABA highly changes the metabolism of gut microbiota in healthy piglets. (a) GABA1 vs. CON1 PLS-DA score plot; (b) GABA1 vs.
CON1 PLS-DA valid plot; (c) heat map of significant variables; (d) scatterplot of KEGG enrichment analysis. The ratio in the scatterplot
means the ratio of the number of altered metabolites to the number of all metabolites in this pathway. The CK group in this figure means
the CON group.
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(Shannon and Simpson) or the richness indices (Chao1,
ACE, and observed species). In addition, PCoA revealed
that the gut microbiota composition of piglets basically
was little affected by GABA treatment (Figs. S2F and S2L).
The relative abundances of the top ten strains in the
phylum, class, order, family, and genus level were not
significantly altered by GABA supplementation (Figs. S2A
to S2E). The same goes for the gut microbiota of ETEC-
infected piglets (Figs. S2G to S2K). However, when the
scope was not limited to the top ten strains anymore, there
were some low-abundance strains that were markedly
altered by GABA supplementation. In normal piglets, the
relative abundances of Phascolarctobacterium (P < 0:05)
and Butyricicoccus (P < 0:05) were decreased by GABA,
while the relative abundance of Enterococcus (P < 0:05) was
increased (Figure 3(a)). In ETEC-infected piglets, GABA
supplementation increased the relative abundance of
Bacteroides (P < 0:05) and an unidentified Ruminococcaceae
(P < 0:05) (Figure 3(b)). These results suggested that GABA
supplementation affected the relative abundances of certain
low-abundance bacteria in weanling piglets.

3.6. GABA Supplementation Modulates Metabolism of Gut
Microbiota, Especially in Normal Weanling Piglets. The fecal
metabolites were analyzed to examine whether GABA sup-
plementation altered the metabolism of intestinal microbiota
in weanling piglets. Firstly, a PLS-DA analysis was applied to
have a better view of the different metabolic patterns in
normal piglets. As shown in the PLS-DA score plot, the
CON1 group and GABA1 group were distributed separately
(Figure 4(a)). Quality of the resulting discriminant models
suggested that the model was available and had good fitness
and prediction (Figure 4(b)). Significant variables responsible
for group separation were selected using the variable impor-
tance in the projection (VIP) statistic of the first principal
component of the PLS-DA model (threshold > 1), together
with the P value of Student’s t-test (threshold < 0:05). As
listed in Table 3, 10 metabolites were markedly upregu-
lated in the GABA1 group. These metabolites were iden-
tified as potential markers: 2-hydroxybutanoic acid
(P < 0:05), 1,3-diaminopropane (P < 0:05), IS (P < 0:05),

O-phosphorylethanolamine (P < 0:05), methyl-beta-D-galac-
topyranoside (P < 0:05), 3-hydroxybutyric acid (P < 0:05),
fructose 2 (P < 0:01), 10-hydroxy-2-decenoic acid (P < 0:05),
norleucine 1 (P < 0:01), and hydroxylamine (P < 0:01)
(Figure 4(c)). The results of KEGG enrichment analysis were
presented as a scatterplot which showed that GABAmarkedly
altered the sphingolipid signaling pathway, sphingolipid
metabolism, nitrogen metabolism, cationic antimicrobial pep-
tide (CAMP) resistance, glycerophospholipidmetabolism, and
microbial metabolism in diverse environments (Figure 4(d)).

In the PLS-DA score plot, the GABA2 group and CON2
group were not separated from each other (Figure 5(a)). Only
4 metabolites were significantly altered: 1,2,4-benzenetriol
(P < 0:01) and methyl-beta-D-galactopyranoside (P < 0:05)
were upregulated, and oleic acid (P < 0:05) and DL-
dihydrosphingosine 1 (P < 0:05) were downregulated
(Figure 5(c)). The results of VIP statistic and fold changes
are listed in Table 4. The scatterplot suggested that GABA
significantly affected the longevity regulating pathway-
worm in ETEC-infected piglets (Figure 5(d)).

We identified the specific metabolites related with
enriched KEGG pathways and found that, in healthy piglets,
all enriched KEGG pathways were related with O-
phosphorylethanolamine or hydroxylamine (Table 5). In
ETEC-infected piglets, two metabolites, oleic acid and 1,2,4-
benzenetriol (Table 6), might mediate the effect of GABA
supplementation on gut microbial metabolism in ETEC
infection.

3.7. There Are Significant Correlations between Differential
Metabolites and Altered Low-Abundance Bacteria. We
performed a microbiome-metabolome association analyses
to examine the possible correlation between the altered
low-abundance bacteria and the changed microbial metabo-
lites. The results showed that hydroxylamine was positively
correlated with Enterococcus (∣rho ∣ >0:6) (Figure 6(b))
but negatively correlated with Phascolarctobacterium
(∣rho ∣ >0:6) (Figure 6(c)) and Butyricicoccus (∣rho ∣ >0:6)
in healthy piglets (Figure 6(d)). The absolute values of the
correlation coefficient between other observed differential
metabolites, O-phosphorylethanolamine, and Enterococcus

Table 3: Significant variables responsible for group separation of the CON1 group and GABA1 group.

Metabolites RT VIP P value Fold change

2-Hydroxybutanoic acid 8.39152,0 1.0943912 0.0219111 2.08685768

1,3-Diaminopropane 15.2455,0 1.5156162 0.0389701 3.578994496

IS 16.6102,0 1.0352327 0.0446863 2.116515269

O-Phosphorylethanolamine 16.7466,0 1.1989025 0.0272898 2.718830077

Methyl-beta-D-galactopyranoside 17.4716,0 2.662989 0.0125204 8.738756131

3-Hydroxybutyric acid 8.87752,0 1.0999058 0.0356118 2.488895428

Fructose 2 17.7379,0 8.2363709 0.0037375 15.0103342

10-Hydroxy-2-decenoic acid 19.8381,0 1.1643369 0.0498178 2.53080591

Norleucine 1 11.1259,0 5.3345447 0.0008329 21.17542765

Hydroxylamine 8.2099,0 1.7659162 0.0021158 3.131884356

RT: retention time (min); VIP: variable importance in the projection of the PLS-DA first principal component; P value: t-test significance; fold change: GABA1
group to CON1 group.
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Figure 5: GABA regulated the metabolism of gut microbiota in ETEC-infected piglets. (a) GABA2 vs. CON2 PLS-DA score plot; (b) GABA2
vs. CON2 PLS-DA valid plot; (c) heat map of significant variables; (d) scatterplot of KEGG enrichment analysis. The ratio in the scatterplot
means the ratio of the number of altered metabolites to the number of all metabolites in this pathway. The CK group in this figure means the
CON group.
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and Phascolarctobacterium were lower than 0.6 (Figure 6(a)).
In addition, we also found 1,2,4-benzenetriol in the colon was
positively correlated with Bacteroides (Figures 7(a) and 7(b)),
and oleic acid was negatively correlated with an unidentified
Ruminococcaceae (Figures 7(a) and 7(c)).

4. Discussion

As a multifunctional neurotransmitter, GABA has received a
lot of attention for its essential role in conducting neural
signals, improving sleep quality, and alleviating hot stress
[17, 26, 27]. Dietary GABA supplementation improves the
growth performance, serum parameters, feed intake, and
immune function of various animals, such as broilers, lambs,
and cows [27–29]. However, consistent with our results,
there is no direct evidence which revealed that GABA supple-
mentation contributed to the growth of weaning piglets in
previous studies [19, 21]. But previous studies and our results
both demonstrated that GABA could modify intestine

immunity and metabolism condition [21, 22]. In the present
study, 40mg·kg−1 of GABA supplementation decreased the
aspartic acid level but increased the histidine level in the
serum of normal piglets, while there are no significant
changes in serum amino acid contents of ETEC-infected pig-
lets. Aspartic acid can be metabolized to glutamate, which is
the precursor of GABA, through transamination [30]. Gluta-
mate could also degrade to histidine [31]. GABA supplemen-
tation does not affect the serum glutamate concentration
maybe due to the inhibition of absorption of aspartic acid
and the promotion of glutamate degradation to histidine in
piglets. Surprisingly, GABA supplementation increases the
calcium concentration of serum in normal piglets but
decreases the albumin content of serum in ETEC-infected
piglets. Serum albumin represents the main determinant of
plasma oncotic pressure [32], and serum calcium is closely
related to calcium and phosphorus metabolism. Therefore,
GABA may affect the plasma oncotic pressure and calcium
and phosphorus metabolism.

Table 4: Significant variables responsible of the CON2 group and GABA2 group.

Metabolites RT VIP P value Fold change

1,2,4-Benzenetriol 14.717,0 1.331900147 0.005181206 2.074787321

Methyl-beta-D-galactopyranoside 17.4716,0 2.865360744 0.030532857 7.741120774

Oleic acid 21.1446,0 1.239038753 0.038381941 0.520647409

DL-dihydrosphingosine 1 23.2836,0 2.333778351 0.03935667 0.271034926

RT: retention time (min); VIP: variable importance in the projection of the PLS-DA first principal component; P value: t-test significance; fold change: GABA1
group to CON1 group.

Table 5: Enriched KEGG pathway and related differential metabolites in normal piglets.

Map ID Map title Metabolite

map00600 Sphingolipid metabolism O-Phosphorylethanolamine

map00910 Nitrogen metabolism Hydroxylamine

map01503 Cationic antimicrobial peptide (CAMP) resistance O-Phosphorylethanolamine

map04071 Sphingolipid signaling pathway O-Phosphorylethanolamine

map00564 Glycerophospholipid metabolism O-Phosphorylethanolamine

map01120 Microbial metabolism in diverse environments Hydroxylamine

Map ID: ID of the enriched KEGG pathway; map title: title of the enriched KEGG pathway; metabolite: specific differential metabolites related with the
corresponding enriched KEGG pathway.

Table 6: Enriched KEGG pathway and related differential metabolites in ETEC-infected piglets.

Map ID Map title Metabolite

map04212 Longevity regulating pathway-worm Oleic acid

map00073 Cutin, suberine, and wax biosynthesis Oleic acid

map00361 Chlorocyclohexane and chlorobenzene degradation 1,2,4-Benzenetriol

map00627 Aminobenzoate degradation 1,2,4-Benzenetriol

map00061 Fatty acid biosynthesis Oleic acid

map00362 Benzoate degradation 1,2,4-Benzenetriol

map01040 Biosynthesis of unsaturated fatty acids Oleic acid

map01060 Biosynthesis of plant secondary metabolites Oleic acid

map01120 Microbial metabolism in diverse environments 1,2,4-Benzenetriol

Map ID: ID of the enriched KEGG pathway; map title: title of the enriched KEGG pathway; metabolite: specific differential metabolites related with the
corresponding enriched KEGG pathway.
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SIgA is a 400 kDa molecule composed of the secretory
components, J-chain and dimeric IgA [33]. As a major com-
ponent of the intestinal immune barrier, SIgA plays an
important role in maintaining intestinal health by clearing
pathogenic microorganisms and interacting with intestinal
commensal microorganisms [5, 34, 35]. Furthermore, the
host may discriminate symbionts from pathogens by recog-
nizing the coating of commensal bacteria by SIgA [36]. Thus,
enough SIgA secretion in the gut is essential for the intestinal
homeostasis. However, piglets, especially weaning piglets, are
unable to get maternal immunoglobulins and usually cannot
secret enough SIgA because of their underdeveloped intesti-
nal immune system [11]. Interestingly, in the current study,
results of the ELISA and immunohistochemistry analyses
confirmed that GABA supplementation increases the jejunal
and ileal SIgA levels in normal piglets. Various Th2 cyto-
kines, such as transforming growth factor- (TGF-) β1, inter-
leukin- (IL-) 4, IL-5, IL-6, IL-10, and IL-13, can promote the

immature B cells differentiated into IgA-secreting plasma
cells [13]. To further verify our results about jejunal SIgA
secretion and explore the underlying effects of GABA supple-
mentation on cytokine production, we examined the SIgA-
secreting cytokines in mRNA and protein levels. We found
that jejunal concentrations of IFN-γ, IL-1β, IL-4, and IL-17
were upregulated by GABA treatment in ETEC-infected
piglets. IL-1β mediates the host inflammatory response to
prevent infection [37]. IFN-γ not only can activate macro-
phages to enhance phagocytosis of pathogenic bacteria [38]
but also is implicated in the induction of pIgR synthesis
and dimeric IgA binding [39]. Differentiation of B cells into
plasma cells secreting IgA occurs upon interactions with
T-cells in the lamina propria in an environment rich in
IL-4 and other Th2 cytokines [39]. Moreover, IL-17 is an
IgA-inducing cytokine that can increase pIgR expression
and therefore the rate of SIgA secreted into the lumen
[40]. In total, our study provided evidences that GABA
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Figure 6: The relationship between gut microbiota andmetabolites in healthy piglets. (a) Correlation analysis heat map of differential bacteria
and differential metabolites in normal piglets; (b) correlation analysis scatterplot of the content of hydroxylamine and the abundance of
Enterococcus in normal piglets; (c) correlation analysis scatterplot of the content of hydroxylamine and the abundance of
Phascolarctobacterium in normal piglets. The CK group in this figure means the CON group.
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enhances intestinal immunity by promoting SIgA secre-
tion, and this might be the result of elevated levels of
Th2 cytokines which further promotes the maturation of
IgA-secreting plasma cells.

An extensive body of the literature has confirmed the
interaction between SIgA and gut microbiota [13, 35, 41–
43]. Interestingly, we detected several noteworthy strains
altered by GABA supplementation. For example, GABA sup-
plementation increased the relative abundance of Enterococ-

cus, which has been widely proposed to be a probiotics that
could be applied in porcine, murine, chicken, and even
humanmodels [44–47]. Feeding Enterococcus faecium signif-
icantly increases the intestinal SIgA level and promotes the
proliferation of IgA+ cells in chicken and murine models
[48–50]. Moreover, feeding dehydrated Enterococcus faecium
increases the concentration of IL-4 in jejunal mucosa and
decreases intestinal colonization of Escherichia coli in
broilers [51]. Therefore, our results suggested GABA
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Figure 7: The relationship between gut microbiota and metabolites in ETEC-infected piglets. (a) Correlation analysis heat map of differential
bacteria and differential metabolites in ETEC-infected piglets; (b) correlation analysis scatterplot of the content of 1,2,4-benzenetriol and the
abundance of Bacteroides in ETEC-infected piglets; (c) correlation analysis scatterplot of the content of oleic acid and the abundance of
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supplementation might enhance the SIgA secretion of
intestine through increasing the relative abundance of
Enterococcus.

The metabolite produced by gut microbes also exerts cru-
cial roles in the health maintenance and modulation of phys-
iologic function [52–56]. In the present study, we identified
two metabolites, O-phosphorylethanolamine and hydroxyl-
amine, which are significantly enriched by GABA supple-
mentation in normal piglets. Interestingly, the content of
hydroxylamine is positively correlated with the abundance
of Enterococcus and associated with two enriched KEGG
pathways: nitrogen metabolism and microbial metabolism
in diverse environments. These results provided stronger
implication that Enterococcus might play a key role in
mediating the effect of GABA on intestinal SIgA secretion.
On the other hand, the sphingolipid signaling pathway
and sphingolipid metabolism are also enriched by GABA
supplementation in normal piglets. Brown et al. demon-
strated that sphingolipid produced by Bacteroides species
can promote symbiosis with the host [57]. Meanwhile,
the elevated abundance of Bacteroides in ETEC-infected
piglets suggested that GABA supplementation might also
affect SIgA secretion through Bacteroides and sphingolipid.
However, the changes in microbial metabolism of ETEC-
infected piglets are not as significant and organized as
those in normal piglets. This could be attributed to the
interference of ETEC infection, and further studies will
be needed to clarify this issue.

In conclusion, although GABA supplementation had lit-
tle effect on the growth performance, organ indices, serum
amino acid profile, and serum biochemistry, it enhances
intestinal immunity by promoting jejunal SIgA secretion. In
addition, we observed interesting alterations in gut microbi-
ota and microbial metabolism, which implies the potential
mechanisms underlying the promotion of GABA supple-
mentation on SIgA secretion. Our study provides insight into
functional patterns of dietary supplementation on gut micro-
biome and host immune response and stresses the possibility
of GABA utilization on intestinal health improvement.
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Dexmedetomidine (DEX) is a highly selective α2 adrenergic receptor (α2AR) agonist currently used in clinical settings. Because
DEX has dose-dependent advantages of sedation, analgesia, antianxiety, inhibition of sympathetic nervous system activity,
cardiovascular stabilization, and significant reduction of postoperative delirium and agitation, but does not produce respiratory
depression and agitation, it is widely used in clinical anesthesia and ICU departments. In recent years, much clinical study and
basic research has confirmed that DEX has a protective effect on a variety of organs, including the nervous system, heart, lungs,
kidneys, liver, and small intestine. It acts by reducing the inflammatory response in these organs, activating antiapoptotic
signaling pathways which protect cells from damage. Therefore, based on wide clinical application and safety, DEX may become
a promising clinical multiorgan protection drug in the future. In this article, we review the physiological effects related to organ
protection in α2AR agonists along with the organ-protective effects and mechanisms of DEX to understand their combined
application value.

1. Introduction

Dexmedetomidine (DEX) is a highly selective α2 adrenergic
receptor (α2AR) agonist currently used in the clinic which
binds in ratio to the adrenergic receptor—α2 :α1 is close to
1620 : 1. In 1999, the United States Drug and Food Adminis-
tration (FDA) approved DEX for sedation and analgesia in
short-term intensive care [1]. In 2008, DEX was approved
by the FDA for pre- and intraoperative sedation in nontra-
cheal intubation patients. It was then approved, in 2009, for
sedating patients under general anesthesia, endotracheal
intubation, and mechanical ventilation. Because DEX has
the dose-dependent advantages of sedation, analgesia, anti-
anxiety, inhibition of sympathetic nervous system activity,
cardiovascular stabilization, and significant reduction of
postoperative delirium and agitation, but does not produce
respiratory depression and agitation, it is widely used in clin-
ical anesthesia and the ICU.

In recent years, much clinical and basic research has con-
firmed that DEX has a protective effect on a variety of organs,
including the nervous system, heart, lungs, kidneys, liver, and
small intestine. It reduces inflammatory response, activating
antiapoptotic signaling pathways which protect cells from
damage. Therefore, based on wide clinical application and
safety, DEX may become a promising clinical multiorgan
protection drug in the future. In this article, we review the
physiological effects related to organ protection in α2AR ago-
nists along with the organ-protective effects and mechanisms
of DEX to understand their combined application value.

2. Main Physiological Effects and Molecular
Mechanisms Related to Organ Protection by
α2AR Agonists

In the body, α2 adrenoceptors (α2AR) have three subtypes
including α2A, α2B, and α2C. These are widely distributed
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in the central and peripheral nervous systems, autonomic
ganglia, vital organs, and blood vessels [2, 3]. The main phys-
iological effects andmolecular mechanisms involved in organ
protection by α2ARs are summarized as follows.

2.1. Sedative and Hypnotic Effects. Central norepinephrine
has the effect of maintaining brain arousal. α2AR agonists
activate the α2AR located in the locus coeruleus of the brain-
stem, producing an inhibition of adenylate cyclase activity
and reduction of cyclic adenosine monophosphate. They also
promote the outflow of potassium ions and inhibit the inflow
of calcium ions in nerve endings, which leads to hyperpolar-
ization of the cell membrane. This inhibits the discharge of
neurons in the locus coeruleus and the release of norepineph-
rine. All these effects produce sedation and hypnosis [4].

2.2. Analgesic Effect. α2AR agonists produce analgesic effects
in multiple sites. In the brain, they bind to the α2AR in the
brainstem locus coeruleus to stop the transmission of pain
signals. In the spinal cord, they activate α2AR in the presyn-
aptic membranes of neurons in the posterior horn and the
postsynaptic membranes of intermediate neurons to open
the potassium ion channel. Thus, promotion of potassium
ion outflow and inhibition of calcium ion inflow lead to the
cell membrane’s hyperpolarization, ultimately inhibiting the
transmission of pain signals to the brain. In the periphery,
they inhibit the activation of nociceptive neurons by Aδ
and C-type nerve fibers along with the release of the nocicep-
tive neurotransmitter P and other nociceptive peptides [5].

2.3. Antisympathetic Effects. α2AR agonists can activate the
α2AR of the brainstem locus coeruleus to inhibit the release
of norepinephrine through negative feedback. This can
inhibit sympathetic nerve excitability, reduce plasma cate-
cholamine concentration, stabilize hemodynamics, reduce
blood pressure and heart rate, and produce antisympathetic
effects [6].

2.4. Affects G Protein and Intracellular Signaling. α2ARs
belong to the G protein-coupled receptors (GPCRs) across
the cell membrane and have the general biological properties
of G protein. GPCRs are extensively expressed throughout
the body. When they are activated, GPCRs interact with their
cognate G protein. They transmit extracellular stimulation
into the cell by amplifying transduction and triggering a
series of intracellular responses. G proteins, being heterotri-
meric, are composed of three subunits: α, β, and γ. The enor-
mous quantities of G protein families—e.g., 18α subunits,
12β subunits, and 5γ subunits—indicate that the signal trans-
duction pathway triggered by GPCR is very intricate [7]. The
G proteins activating adenylate cyclase are called Gs, and
other inhibitors are called Gi. α2ARs are classic inhibitory
GPCRs [8, 9] which couple to the pertussis toxin-sensitive
inhibitory G protein (Gαi) and produce a multifarious bio-
logical effect in multiple organs. However, the molecular
mechanism after α2AR receptor activation is not clear.
At present, some believe that α2AR directly inhibits the
AC-cAMP-PKA pathway through Gαi proteins and the
phosphorylation of the cAMP response element-binding
protein (CREB) [10, 11]. Additionally, the separation of

the Gβγ subunit from Gαi activates the PI3K/Akt pathway,
phospholipase C, ERK, etc. [9, 12–14]. Both of the pathways
mentioned above ultimately lead to the activation of NF-κB
[9]. However, some others point out that α2ARs can couple
both physically and functionally to Gs, producing diametri-
cally opposite physiological effects under high concentrations
of agonist and high receptor expression. Moreover, this Gs
coupling is subtype-selective [15, 16]. In fact, it seems to be
inconsistent with the physiological effects of α2AR as a
GPCR; most clinical researchers show that DEX produces
anti-inflammatory and organ-protective effects by inhibiting
NF-κB. Based on the results of the above discussion, we
speculate that DEX may couple with Gs to stimulate
AC-cAMP-PKA pathways or affect PI3K/Akt pathways,
etc., thus inhibiting NF-κB in situations such as inflamma-
tion and ischemia, or applications within a certain concen-
tration range.

2.5. Inhibits the Activity of Adenylyl Cyclase (AC). Cyclic
adenosine monophosphate (cAMP), an important intracellu-
lar functional regulator, regulates the target protein activity
by controlling its phosphorylation. AC is the main factor in
regulating the amount of intracellular cAMP, and a change
in its activity directly leads to cAMP synthesis change. Stud-
ies have pointed out that agonistic α2AR has the ability to
inhibit AC activity in order to reduce intracellular cAMP
[17]. However, others have suggested that low-dose α2AR
agonists reduce cAMP levels by inhibiting AC activity and
vice versa. Pohjanoksa and his colleagues believe that
α2AR-related AC regulation depends on the α2AR density
and the activity of AC at the time [18]. Thus, it can be seen
that the effect of α2AR agonists on the activity of AC has a
subtle dual-direction regulation effect, which is related to
the physical condition [16, 18, 19]. The main molecular
mechanisms governing organ protection by α2AR agonists
are shown in Figure 1.

3. The Main Biological Effects of Using
Dexmedetomidine for Organ Protection

3.1. Anti-Inflammatory. In addition to the main biological
effects of α2AR agonists, DEX has confirmed the anti-
inflammatory effect of α2AR agonists by reducing the inflam-
matory cytokine (such as TNF-α and IL-6) in vitro, in vivo,
and in clinical experiments [20, 21]. Since then, DEX’s
organ-protective effects as an anti-inflammatory have become
a popular topic. In summary, the anti-inflammatory effects of
DEX function through the following means: inhibition of
TLR4/NF-κB [13, 22–24], JAK2-STAT3 [25, 26], and
NF-κB/COX-2 [27] pathways. DEX also promotes the
release of acetylcholine (ACh) through an antisympathetic
effect; this combines with α7nAChR on immune cytomem-
branes and exerts anti-inflammatory effects via the choliner-
gic pathway (as in Figure 1) [13, 26, 28].

3.2. Antiapoptotic.With the advancement of DEX research in
recent years, researchers have found that DEX also has an
antiapoptotic effect. The antiapoptosis function of DEX is
achieved by activating the PI3K/Akt signaling pathway [29],
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the Bax/cytochrome C/caspase pathway [15], and the
ERK1/2 signaling pathway [18, 30], as well as inhibiting
Notch/NF-κB signaling pathways [31] and activating the
mitochondrial ATP-sensitive K+ (mitoKATP) channels
(see Figure 1) [32, 33].

4. The Mechanism of Organ-Protective
Effects of Dexmedetomidine

4.1. Nerve System Protection. In studies of the protective
effects of DEX on organs, those focused on the nervous sys-
tem were the earliest and deepest. Jiang et al. [34] first
reported the protective effect of DEX on hypoxic-ischemic
brain damage in 1991. In the past 20 years, people have
mainly focused on three aspects: (1) protecting against cere-
bral ischemia/hypoxia injury and improving nervous system
function after brain injury [35], (2) reducing the damage of
anesthetics on developing neurons [36–38], and (3) decreas-
ing the incidence of postoperative delirium or cognitive dys-
function [39, 40]. Currently, great progress has been made in
research on the effects and mechanisms of DEX, suggesting
that DEX has application values in newborns, children,
patients with craniocerebral injury or stroke, and elderly
patients with degraded cerebral function. Going forward,
more efforts will be needed to validate laboratory research
in the clinic.

Regarding the protective effect of DEX on the nervous
system, it has five main functions: (1) inhibiting the excitabil-
ity of sympathetic nerves and regulating the release of cate-
cholamines, (2) regulating the release of central glutamate,
(3) inhibiting cell apoptosis and release of inflammatory
cytokines, (4) antioxidant stress, and (5) regulating synaptic
plasticity and reducing neurotoxicity of anesthetics. The
inhibition of cell apoptosis and release of inflammatory cyto-
kines are considered to be paramount.

4.1.1. Regulates the Release of Catecholamine. Cerebral
ischemia/hypoxia causes the brain to superfluously release
catecholamines. This causes calcium overload in neurons,
generates abundant neurotoxic free radicals, aggravates
ischemia and hydrocephalus through severe cerebrovascular
contraction, and increases the sensitivity of neurons to gluta-
mate, exacerbating its destructiveness [41, 42]. DEX can effec-
tively reduce the production of catecholamine, reducing
cerebral vascular spasms and subsequent brain damage [16, 35].

4.1.2. Inhibits the Release of Glutamate. Glutamate, an excit-
atory neurotransmitter released during cerebral ischemia,
excites receptors and causes neuronal damage. DEX dose-
dependently inhibits the release of glutamate caused by mul-
tiple channels [43, 44], significantly reduces the hypoxia and
depolarization-induced increase of extracellular glutamate

G𝛾
G𝛽Gαi G𝛼s

Extracellular

Intracellular

Transcription

cAMP

AC

PKA

CREB
phosphorylation

PI3K

Akt
phosphorylation

IKK
activation

NF-𝜅B
phosphorylation

Nucleus

HMGB1

Raf-1

MEK

ERK

TLR4

JAK

STATs

𝛼2AR 𝛼2AR

Figure 1: Main mechanisms of the organ-protective effects of α2AR agonists. α2ARs are classic inhibitory GPCRs (Gi). On the one hand,
α2ARs directly inhibit the AC-cAMP-PKA pathway through Gαi proteins; on the other hand, the separation of the Gβγ subunit from Gαi
activates the PI3K/Akt pathway and influences a series of downstream signaling including MEK/ERK, HGMB1/TLR4/NF-κB, and
IKK/NF-κB. Incidentally, α2AR agonists may inhibit JAK/STAT pathways. But when under high concentrations of an agonist and high
receptor expression, α2ARs may couple both physically and functionally to Gs, producing an opposite effect of inhibiting NF-κB.
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[45], and reduces the accumulation of glutamate by inhibit-
ing the absorption of neurocyte to glutamate.

4.1.3. Anti-Inflammatory and Antiapoptotic Effects. Cerebral
ischemia, traumatic injury, and postoperative cognitive dys-
function (POCD) are closely related to neuron inflammation
and apoptosis. DEX has shown its anti-inflammatory and
antiapoptotic effects in multiple animal models [46–51]. As
we mentioned above, the anti-inflammatory effect of
DEX is achieved by inhibiting the TLR4/NF-κB [47],
JAK2-STAT3 [25, 50], and NF-κB/COX-2 pathways [27,
52]; activating the ERK1/2 pathway [53]; and releasing acetyl-
choline (ACh) through antisympathetic effects via the cholin-
ergic pathway [13]. At the same time, DEX also reduces
neuronal apoptosis through a variety of mechanisms that
enhance the viability of the neurocyte. These include
increasing the expression of antiapoptotic proteins Mdm-2
and Bcl-2, inhibiting proapoptotic Bax and p53, reducing
the permeability of mitochondrial membranes, reducing the
release of cytochrome C and apoptosis-inducing factors into
the cytoplasm [54], activating the PI3K/Akt pathway and
reducing cysteinyl aspartate proteinase (caspase-3) by pro-
moting the phosphorylation of the focal adhesion kinase
(FAK) [43], enhancing the phosphorylation of ERK1/2 by
inhibiting neuronal sodium ions and delaying potassium
ion influx [4, 55], and inhibiting the Notch/NF-κB signaling
pathway [31].

4.1.4. Antioxidant Stress. The brain is very sensitive to
the destruction of oxygen-free radicals, and ischemia-
reperfusion injuries produce an intracorporal antioxidant-
peroxidation state imbalance. DEX eliminates the excessive
free radicals in the body and reduces this pathological chain
reaction by reducing malondialdehyde (MDA) and improv-
ing the activity of superoxide dismutase [56, 57].

4.1.5. Reduces Neurotoxicity of Anesthetics and Regulates
Synaptic Plasticity.Many studies have confirmed that general
anesthetics cause neurotoxicity in the developing brain,
produce neural apoptosis, and inhibit the establishment
of connections between synapses [36, 45]. Three large ret-
rospective clinical studies showed that the general anesthe-
sia of healthy children under 2 years of age had little
correlation with postoperative neurodevelopmental hypo-
genesis. However, the risk in premature babies and those
with congenital heart disease is greatly increased [58].
Based on this, in 2016, the FDA reiterated that repeated
application of general anesthetics and sedatives to children
under three years old and women in the last three months
of pregnancy may affect child and fetus development.

DEX reduces the neurotoxicity of sevoflurane through
many pathways: inhibiting apoptosis and autophagy [59],
increasing the expression of tyrosine kinase B (TrkB) and
BDNF, promoting neurocyte proliferation, maintaining
nervous system function [60], inhibiting neuronal mito-
chondrial dynamin-related protein (Drp1) [37], and dose-
dependently activating the bone morphogenetic protein
(BMP)/Smad pathway to regulate self-renewal, differentia-
tion, proliferation, migration, and apoptosis of the neuro-

cyte [61]. The multiple signal pathways we mentioned
above show that DEX has played a significant role in neu-
roprotection during infant development, laying the foun-
dation for the safe adhibition of DEX in children and
pregnant women and solving the problem of general anes-
thesia drug selection for children.

Synaptic plasticity, the property of adjustable connection
between synapses, is closely related to learning and memory
since it controls synaptic information transmission. DEX
pretreatment significantly improved the decline of the prolif-
erative capacity and decreased neuronal plasticity in neonatal
rats after hyperoxia induction [62]. The research on regula-
tion of synaptic plasticity through DEX has important impli-
cations for neurodevelopmental protection and promotes the
study of synaptic plasticity regulation. What is more, it is a
meaningful breakthrough in the treatment of neurological
diseases such as memory deficits.

4.2. Cardioprotective Benefits. Intraoperative patients are
susceptible to stimuli such as surgical procedures and endo-
tracheal intubation, which cause excitation in sympathetic
nerves. This can lead to tachycardia, increased blood pres-
sure, imbalance of myocardial blood oxygen supply and
demand, and cardiac complications. The main pharmaco-
logical effects of DEX are reducing the excitability of the
sympathetic nervous system, weakening the stress response,
and stabilizing hemodynamics. Thus, it effectively prevents
the occurrence of myocardial ischemia in the perioperative
period. A large number of clinical observations have con-
firmed that DEX reduces postoperative mortality and myo-
cardial infarction [63, 64].

We conclude that the cardioprotective mechanism of
DEX is mainly reflected in the following three aspects:

(1) Inhibition of norepinephrine neuron activity in the
locus coeruleus, which suppresses sympathetic nerve
excitation to reduce catecholamine levels in the blood,
cardiac load, andmyocardial oxygen consumption. At
the same time, it prolongs diastolic perfusion time,
increases left ventricular coronary blood flow, reduces
myocardial lactic acid release, and improves myocar-
dial resistance to ischemia and hypoxia

(2) DEX directly inhibits cardiac norepinephrine release
to reduce the occurrence of arrhythmias in high-risk
patients

(3) Anti-inflammation and antiapoptosis: DEX pretreat-
ment activates some of the signal pathways through
G protein like PI3K/Akt and MEK1-2-ERK1/2,
sequentially reducing apoptosis and inflammatory
response caused by ischemia-reperfusion and reduc-
ing the myocardial infarction area [65–67]. The
downstream molecular mechanism is not completely
clear at present

Through a review of laboratory and clinical research, a
new perspective is gradually formed: rational use of DEX
during the perioperative period may effectively reduce the
risk of cardiovascular surgery [68, 69]. However, experiments
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by Mimuro et al. [70] have questioned this. They found that
during ischemia-reperfusion injury in mouse myocardium,
DEX increases the myocardial infarction area without alter-
ing hemodynamics and coronary blood flow. This effect is
antagonized by yohimbine, an α2AR antagonist. Although
such objections are in the minority, they still need to be taken
seriously. Therefore, the cardioprotective effects of DEX need
to be further studied and discussed.

4.3. Pulmonary Protection. The lungs, as sensitive organs, are
extremely vulnerable to systemic inflammation and remote
organ ischemia-reperfusion injury.Many clinical practices—-
such as trauma, one-lung ventilation, extracorporeal circula-
tion, and liver transplantation—cause lung damage through
inflammation and apoptosis. Ventilation-associated lung
injury (VALI) is also frequently associated with acute respira-
tory distress syndrome (ARDS) during treatment. In recent
years, it has been observed that DEX has pulmonary protec-
tion benefits in many cases of lung injuries through its effect
on the pulmonary vasoconstriction mechanism, pulmonary
vascular ischemia-reperfusion injury, and release of inflam-
matory cytokine.

4.3.1. Relieves Inflammation, Apoptosis, and Oxidative Stress
from Various Pathological Injuries. In models of acute lung
injury caused by renal ischemia-reperfusion injury, DEX
pre- and posttreatment significantly reduce pulmonary
edema and inflammatory response by reducing myeloperox-
idase (MPO) activity as well as downregulating intercellular
adhesion molecule-1 (ICAM-1) and TNF-α mRNA expres-
sion [71, 72]. In the rat sepsis model [24], DEX inhibits
inflammatory response in the lung by the TLR4/myeloid dif-
ferentiation factor 88/NF-κB pathway and reduces mortality
by activating PI3K/Akt/mTOR pathways. In the rat chest
traumamodel, DEX also has a protective effect on pulmonary
contusion [73], which reduces proinflammatory cytokines by
inhibiting the activity of NF-κB. Furthermore, DEX reduces
mitochondrial dysfunction, oxidative stress, and apoptosis
in LPS-induced acute lung injury [74]. Moreover, the pulmo-
nary protection effect of DEX has a parabolic correlation with
its concentration. It shows that 50μg/kg is the strongest con-
centration: 10 and 100μg/kg did have an effect, but it was
weaker than at 50μg/kg [54, 75].

4.3.2. Reduces VALI and Hypoxic Pulmonary Vasoconstriction.
On the one hand, VALI is caused by diffuse alveolocapillary
membrane damage and increased permeability due to exces-
sive airway pressure (volutrauma). On the other hand, intense
mechanical stretching activates a variety of mediators involved
in inflammation in the lung’s inherent cells, promotes the
transcription and expression of proinflammatory factors, trig-
gers a waterfall of inflammation, and eventually leads to the
occurrence of lung injury [76]. Yang et al. [77] used the high
tidal volume ventilation (HVT) mode to induce lung injury
in rats. When they intravenously injected ten times the clinical
dose, DEX significantly improved the lung injury with respect
to its pathological morphology, inflammatory cytokines, and
chemokines.

In addition, DEX improves hypoxic pulmonary vasocon-
striction (HPV) and oxygenation during one-lung ventilation.
In an isolated lung, the imbalance of ventilator-flow ratios
causes hypoxemia; in response, the body compensates for
HPV by reducing the abnormal distribution of pulmonary
blood flow. During anesthesia, HPV is often affected by anes-
thetics such as isoflurane, sevoflurane, and propofol [78]. The
application of DEX indirectly affects HPV by reducing the
medicinal dose of inhalation and intravenous anesthesia. At
the same time [79], DEX directly enhances HPV and alters
oxygenation by reducing oxidative stress and increasing nitric
oxide release during one-lung ventilation.

4.4. Renal Protection. The renal blood supply accounts for
20% of cardiac output, and 90%–95% of this supply is distrib-
uted in the cortex. The perioperative shock, extracorporeal
circulation, and usage of vasoactive drugs can easily lead to
ischemia-reperfusion injury (I/R) in the renal parenchyma,
especially the cortex [26, 80]. The renoprotective effects of
DEX are as follows.

4.4.1. Improves Local Renal Blood Flow and Diuresis. Ische-
mia-reperfusion leads to an increase in systemic and local
sympathetic activity along with intense vasoconstriction in
the renal cortex. DEX improves renal ischemia damage by
improving outer renal medullary blood flow through local
renal vasodilation [75], increasing glomerular filtration,
dampening the ability of arginine vasopressin in the collect-
ing duct, inhibiting the expression of aquaporins along with
the transport of Na+ and water [81], urination stimulation,
and so on [82]. At the same time, DEX also reduces glomer-
ular congestion, swelling in renal tubular epithelial cells, and
luminal stenosis [83]. What is more, DEX has multiple effects
during the perioperative period: in addition to analgesia, it
reduces the accumulation of other analgesic and nonsteroidal
anti-inflammatory drugs that increase kidney injury risk.

4.4.2. Inhibits Inflammation, Oxidative Stress, and Apoptosis.
As we mentioned above, DEX blocks NF-κB transcription by
inhibiting the TLR4/NF-κB and JAK/STAT pathways while
activating α7nAChR via the cholinergic pathway, thus pro-
ducing anti-inflammatory effects [13, 26, 84, 85]. As a syn-
thetic iNOS promoter, obstruction of NF-κB may reduce
NO release, prevent oxidative stress, and reduce mitochon-
drial damage [86]. DEX also reduces oxidative stress by pro-
moting the Keapl/Nrf2/ARE/HO-1 pathway [87]. Chen et al.
[88] proposed that DEX exerts antiapoptotic functions by
inhibiting the ROS/JNK signaling pathway, thus reducing
the expression of Bax, cytochrome C, cleaved caspase-9 pro-
teins, and cleaved caspase-3 proteins in the mitochondrial-
dependent pathway.

4.4.3. Relieves Hypercoagulability. When sepsis or ischemia-
reperfusion injury occurs, various inflammatory cytokines
stimulate endotheliocytes to release inflammatory mediators
and procoagulant substances. This activates the coagulation
system, leading to a hypercoagulability state. Thereafter, the
diffuse microthrombus is formed in the glomerulus (which
causes perirenal blood stasis), and the glomerular filtration
rate decreases. The inflammatory response interacts with
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the abnormal coagulation, causing accumulation of the toxic
and harmful metabolites, aggravating kidney damage, and
ultimately leading to acute and chronic kidney disease. The
antisympathetic effect of DEX weakens the stress response,
thereby relieving the hypercoagulable state [89]. In addition,
DEX can dilate blood vessels, accelerate blood flow, reduce
erythrocyte aggregation, reverse blood stagnation, and
reduce kidney damage caused by coagulopathy.

4.5. Hepatoprotective Effects. DEX also has hepatoprotective
benefits due to its effects on inflammation, apoptosis, and
oxidative stress. In animal experiments of hepatic ische-
mia reperfusion injury, intraperitoneal injection of DEX
(10 or100μg/kg) 30 minutes before liver ischemia can
increase the levels of superoxide dismutase, catalase, and
glutathione to reduce liver tissue damage [90]. In lipopoly-
saccharide- (LPS-) induced oxidative stress and apoptosis
experiments on rat liver, it was confirmed that DEX reduces
symptoms by enhancing the GSK-3β/MKP-1/Nrf2 pathway
activity through α2AR [91]. Wang et al. found that DEX pro-
tects rat liver from ischemia-reperfusion injury in relation to
the TLR4/NF-κB pathway [33]. In the LPS/D-galactosamine-
induced mouse acute liver injury experiments by Yang et al.,
DEX inhibited the release of TNF-α, phosphorylation of
c-jun-N-terminal kinase (JNK), and cleavage of caspase-3.
By reducing the activity of caspase-3, caspase-8, and
caspase-9, it helped relieve hepatocyte apoptosis [92]. But
the molecular mechanism and clinical significance of this
activity require further research and clarification.

4.6. Intestinal Protection. The intestinal barriers are impor-
tant for the body’s resistance to external pathogens and
toxins, inflammation, stress, surgical trauma, and hypovole-
mia; however, ischemia-reperfusion injury can cause intesti-
nal barrier damage [93, 94]. Thus, bacteria and toxins in the
intestine can reach the mesenteric lymphoid tissues, lymph
fluid, blood, and extraintestinal tissues and organs, causing
gut-derived sepsis and eventually leading to multiple organ
dysfunction syndrome (MODS) [95]. Attention to the pro-
tection of intestinal barrier functions under pathological con-
ditions can reduce the incidence of gut-derived sepsis,
improve the prognosis of patients, and reduce the mortality
of critical patients. Therefore, in recent years, the protection
of intestinal health during the perioperative period has been
increasingly recognized.

4.6.1. Anti-Inflammation, Antioxidative Stress, and
Antiapoptosis. The effects of DEX against inflammation, apo-
ptosis, and oxidative stress that we have described above also
function in intestinal protection. Zhang et al. [54] studied
intestinal ischemia-reperfusion injuries in rats, administering
DEX at different times and doses. They showed that DEX
pretreatment was dose-dependent for resisting intestinal
ischemia-reperfusion injury in a certain range. Their experi-
ments suggested that in addition to the reduction of oxidative
stress, inflammation indicators of malondialdehyde (MDA)
and myeloperoxidase (MPO), serum levels of diamine oxi-
dase (DAO), activity of caspase-3, ileal mucosa levels, and
the apoptotic index of ileal mucosal cells were significantly

lower than in those rats without DEX. It was shown that
the effect of DEX is maximal at 5μg/kg/h, but has no effect
in posttreatment. The mechanism of the difference in pre-
and posttreatment needs further research.

In addition, some clinical trials have also highlighted the
intestinal protective effect of DEX. DEX pretreatment
relieves intestinal and liver damage in patients undergoing
liver cancer resection who are afflicted by selective hepatic
lobectomy and liver cirrhosis [96]. DEX also has significant
preventive effects on postoperative abdominal adhesions
[97], and its mechanism may relate to antioxidative stress
effects and reduction of tissue inflammation.

4.6.2. Promotes Recovery of Intestinal Motility, Improves
Intestinal Microcirculation, and Protects against Intestinal
Epithelial Barrier Disruption. DEX promotes isolated rat
ileum contraction [98]. In contrast, Herbert et al. [99] found
that DEX dose-dependently inhibited the enterocinesia of
guinea pigs’ small intestines in vitro. In healthy volunteers,
DEX also inhibits gastric emptying and enterocinesia [100].
These contradictory results may be related to the physiolog-
ical state of the different subjects. Under normal physiologi-
cal conditions, DEX may inhibit enterogastric peristalsis via
enteric neurons. On the other hand, under pathological con-
ditions such as infection, stress, trauma, and hypovolemia,
DEX benefits intestinal microcirculation perfusion, protects
the gut barrier, and restores gastrointestinal motility. It
does the latter by reducing inflammation and stress reac-
tions, maintaining hemodynamic stability, relieving post-
operative pain, and reducing the dosage of postoperative
opioids. In rat models, DEX protects against intestinal epi-
thelial barrier disruption by recovering the density of small
blood vessels perfused in the intestinal mucosa and muscles,
attenuating intestinal microcirculatory dysfunction, and
inhibiting inflammatory response, thus reducing mucosal cell
death and tight junctional damage [56, 101].

5. Correlation of Anti-Inflammatory
Effects with Timing and Dose

The anti-inflammatory effect of DEX has some correlation
with its dose. In sepsis rats, Taniguchi et al. [102] found that
the medium dose (5μg/kg/h) and high dose (10μg/k/h) of
DEX reduce plasma levels of TNF-α and IL-6, while the
low-dose group (2.5μg/kg/h) showed no decreasing effect.
Similar experimental phenomena were observed in vitro
[43, 103]. Lai et al. [104] believed that the anti-inflammatory
effect of DEX had a parabolic relationship with its concentra-
tion. In their in vitro experiment, LPS-induced expression of
inflammatory cytokines was treated with different concentra-
tions of DEX. The result shows that while the addition of
0.01μmol/L of DEX had no impact, and the addition of
1μmol/L of DEX was significantly inhibited, 100μmol/L of
DEX promoted the expression of nitric oxide synthase and
nitric oxide synthesis; the effects of inflammatory cytokines
such as prostaglandin E2, TNF-α, IL-1β, IL-6, and IL-10 are
consistent with the effects of nitric oxide. Some other scholars
have also observed the same trend [54, 55].
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In addition, Gu et al. believe that the protective effect of
DEX on organs is related to the processing time, and the
posttreatment conditioning is less than the pretreatment
[11]. Zhang et al. believe that DEX posttreatment does not
alleviate dilated reperfusion injury in the small intestine
[54]. Based on the physiological characteristics of α2AR
described above, α2AR-related AC regulation is affected by
factors such as α2AR density and AC activity at the time,
while the latter two are related to the state of the body. So
we speculate that there are two situations: (1) α2AR density
and AC activity may be affected by different stages of inflam-
mation in the body or organs; (2) although DEX is mainly
coupled with the Gi protein, in a certain concentration range,
it may also be coupled with the Gs protein. The latter leads to
a subtle two-way regulation effect on AC activity and even
the downstream pathways. As a result, some scholars have
observed dose-dependent changes in organ protection and
differential results in pre- and posttreatment. Consequently,
in the future, it is necessary to search for a more safe and
effective concentration range and medication timing in the
usage of DEX.

6. Perspective

In conclusion, the organ-protective effect of DEX is achieved
in different pathological conditions by multiple mechanisms.
However, a majority of the current DEX studies are based
on animal experiments, and the mechanism is not fully
elucidated. More intensive research and clinical trials are
necessary for further verification. In addition, despite the
mainstream belief that the organ-protective effect of DEX
seems clear, there are conflicting conclusions about whether
α2AR agonism is protective or destructive. Therefore, while
considering the sedative, analgesic, and organ-protective
effects of DEX, we need to explore the different rates of
timing, appropriate dosages, and medication profiles of this
substance. This will help to promote realistic, significant clin-
ical observations that validate the potential for using DEX in
the future to protect organs.
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Prostate cancer (PCa) is second only to lung cancer as a cause of death. Clinical assessment of patients and treatment efficiency
therefore depend on the disease being diagnosed as early as possible. However, due to issues regarding the use of prostate-
specific antigen (PSA) for screening purposes, PCa management is among the most contentious of healthcare matters. PSA
screening is problematic primarily because of diagnosis difficulties and the high rate of false-positive biopsies. Novel PCa
biomarkers, such as the Prostate Health Index (PHI) and the 4Kscore, have been proposed in recent times to improve PSA
prediction accuracy and have shown higher performance by preventing redundant biopsies. The 4Kscore also shows high
precision in determining the risk of developing high-grade PCa, whereas elevated PHI levels suggest that the tumor is aggressive.
Some evidence also supports the effectiveness of miRNAs as biomarkers for distinguishing PCa from benign prostatic
hyperplasia and for assessing the aggressiveness of the disease. A number of miRNAs that possibly act as tumor inhibitors or
oncogenes are impaired in PCa. These new biomarkers are comprehensively reviewed in the present study in terms of their
potential use in diagnosing and treating PCa.

1. Overview

Prostate cancer (PCa), which manifests as solid tumors, is the
most prevalent form of cancer in male individuals. PCa is
second only to lung neoplasms in terms of mortality rate,
and its incidence rises with age in numerous countries. In
the US alone, around 2.8 million male individuals are diag-
nosed annually with PCa [1]. A marked increase has also
been noted recently in the incidence of PCa in China due to
factors such as lifestyle changes and more efficient diagnosis.
The incidence of PCa may also differ due to different dietary
habits. Dietary factors, like the consumption of protein, fat,
carbohydrates, vitamins, and polyphenols, may have an
important role in PCa pathogenesis [2, 3]. Adequate diet
and physical activity trigger alterations in the serum factors
that retard the development of androgen-reliant PCa cells
and cause them to die [2, 4]. Conversely, PCa can be pro-
moted by a high body mass index, hypertension, and a num-
ber of metabolic factors [5, 6]. PCa is characterized by a high
degree of inhomogeneity, as it can manifest as either latent

forms or highly aggressive forms that lead to morbidity and
death due to metastasis to other parts of the body [7–9].

PCa screening is based on the use of the prostate-specific
antigen (PSA), a feature that has made this disease notably
contentious within the healthcare field. PCa exhibited a stag-
gering rise in incidence during the period from 1986–1991,
when the PSA test first became available. However, subse-
quent prostate biopsies frequently revealed no correlation
between elevated PSA levels and the presence of cancer in
many cases. Indeed, PSA levels do not exceed 4.0μg/L in
20–25% of the cases with a PCa diagnosis [10]. The results
of cytology or histopathology are the basis of a confirmed
PCa diagnosis, especially in cases where the PSA levels lie
between 4 and 10μg/L—the so-called “grey area.” By con-
trast, about one-quarter of the cases with PSA levels of
2–10μg/L has positive biopsies.

PSA is not an exclusive marker of cancer because it is
produced by cancerous prostate cells and by healthy prostate
cells. Therefore, factors such as a large prostate size, benign
prostatic hyperplasia (BPH), or prostatitis can trigger false
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positives and result in an incorrect PCa diagnosis and treat-
ment [11]. The United States Preventive Services Task Force
issued a recommendation in 2018 that PCa screening should
not be performed on the basis of PSA levels in cases of male
individuals refusing the procedure or in male individuals 70
years of age or older [12]. Furthermore, unimportant tumors
may be excessively detected due to PSA-based screening,
leading to unnecessary treatment. In addition, the possible
positive outcomes of screening are no greater than the
adverse outcomes of excessive detection and unnecessary
treatment [13]. Diagnosis of PCa based only on PSA levels
is therefore gradually losing its appeal as a clinical approach
[14]; however, this has not put an end to the controversy
surrounding screening [15, 16]. A recent study suggested
that although discontinuation of PSA-based screening
would eliminate excessive diagnoses, the lack of screening
would lead to a complete failure to avoid preventable deaths
and would increase the PCa-related mortality rate by 13-
20% [17].

In recent times, various initiatives have been launched to
identify novel subtypes of PSA that could make PSA-based
screening more precise for diagnosing early PCa and formu-
lating a prognosis for it. These initiatives have yielded several
novel PCa biomarkers, including the PHI, a biomarker that
has received the approval of the US Food and Drug Admin-
istration (FDA) for prostate cancer detection [18]. Another
PCa biomarker is the 4Kscore, otherwise known as the 4-
kallikrein panel, which screens for total PSA, fPSA, intact
PSA (iPSA), and human kallikrein 2. MicroRNAs are another
source of promising PCa biomarkers that have emerged as
potential alternatives to PSA, owing to the progress being
made in deep sequencing technology [19]. Taking all these
aspects into account, the aim of the present study is to review
the new understanding that has been achieved regarding PCa
blood-based biomarkers and the role that they can play in
diagnosing and treating early PCa.

2. The Prostate Health Index (PHI)

The importance of proPSA as a component of fPSA was
highlighted in 1997 by the revelation that the serum of indi-
viduals with PCa contained truncated proPSA forms [20].
Preliminary findings confirmed that PCa could be detected
based on proPSA isoforms, leading to fewer negative biopsies
in cases with PSA levels in the “grey area.” A reliable immu-
noassay has since been made available on the market by
Beckman Coulter to assess [-2] proPSA, and this immunoas-
say has been extensively investigated for its relevance for use
in managing early PCa. Overall, PCa patients have a notably
higher ratio of [-2] proPSA to fPSA (%p2PSA).

The [-2] proPSA immunoassay has now been integrated
alongside fPSA and tPSA in the PHI test. This test is highly
specific for PCa of clinical importance and has proven effec-
tive in detecting this disease [21, 22]. It enables differentia-
tion between benign prostatic hyperplasia (BPH) and PCa
in suspected cases, but it can also enhance the accuracy of
detection of high-grade cancer, thereby preventing redun-
dant biopsies. In June 2012, this biomarker received FDA
approval for use in detecting PCa in male individuals 50 years

of age or older who had PSA levels of 4–10μg/L and had
undergone a digital rectal examination (DRE) without
abnormal outcomes. The National Comprehensive Cancer
Network also endorses the PHI test in cases where a biopsy
has not been conducted or has produced negative results,
and the Network specifies that a significant risk of PCa is
reflected by PHI results higher than 35 [23].

Prospective research conducted in multiple centers
among a sample of 2499 men has indicated that the use of
PHI values higher than 30 at 90% sensitivity for high-grade
PCa (HGPC) (Gleason ≥ 7) could have prevented Gleason 6
PCa diagnoses in 33% of the cases and biopsies in 56% of
the cases of Asian men. Similarly, the use of PHI higher than
40 at 90% HGPC sensitivity could have prevented Gleason 6
PCa diagnoses in 31% of the cases and biopsies in 40% of the
cases of Caucasian men [24, 25]. Prediction of biopsy results
based on PHI and the %p2PSA score has now been advocated
by a number of researchers. The usefulness of these measure-
ments in cases where the PSA levels fall between 2 and
10μg/L has been demonstrated by two studies conducted in
multiple centers in 1362 and 646 patients. The %p2PSA
was associated with an area under the curve (AUC) value of
0.72, while the PHI was associated with an AUC value of
0.74 [23]. Both biomarkers considered together were associ-
ated with an AUC value of 0.67 [26]. Chiu et al. suggested
that PHI was effective in cancer risk stratification for both
European and Asian subjects [25]. However, population-
specific PHI reference ranges were different and should be
used [25]. These findings support the relevance of the PHI
test for identifying cases among Asian and Caucasian indi-
viduals with a high risk of PCa and thereby minimizing
redundant biopsies and excessive PCa diagnosis.

When compared with the total PSA and %fPSA, the com-
bination of %p2PSA and PHI provided a greater precision of
PCa detection at biopsy [23, 27]. Furthermore, the two bio-
markers were well-correlated with tumor aggressiveness,
occurring at higher levels in cases of Gleason > 6. These find-
ings have been confirmed by two meta-analyses from 2013
and 2014, which indicated that %p2PSA and PHI were,
respectively, associated with AUCs of 0.635–0.78 and 0.69–
0.781 [28, 29]. These meta-analyses additionally highlighted
the superior outcomes obtained with these two biomarkers
compared with those obtained with PSA and %fPSA. The lat-
ter observation was reinforced by a later meta-analysis, which
undertook a comparison between PHI and %fPSA in cases
with total PSA levels of 2–10μg/L. In that meta-analysis,
PHI had an AUC value of 0.74, while %fPSA had an AUC
value of 0.63 [30].

Some researchers have argued that PCa could be pre-
dicted clinically with greater accuracy by incorporating PHI
and %p2PSA into multivariate models that take into account
the integration of PSA and a range of clinical and demo-
graphic factors. For instance, the incorporation of PHI and
%2pPSA into a multivariate model based on patient age,
prostate volume, PSA, and %fPSA was reported to increase
the AUC value from 0.762 to 0.802 or 0.815, depending,
respectively, on whether a logistic regression analysis or an
artificial neural network was applied [31]. Similarly, a differ-
ent study on 112 patients with Gleason 6 who underwent
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radical prostatectomy reported that the patients with a final
histology upgrade to Gleason 7 or higher exhibited markedly
increased PHI values [32]. Another study found that PHI had
an AUC value of 0.815 for the detection of GHPC in cases of
Gleason 7 or higher [33] and suggested that the ideal PHI
cut-off point of 24 at 95% sensitivity for detection of aggres-
sive PCa. The use of this cut-off point prevented redundant
biopsies in 41% of the cases. By contrast, an active monitor-
ing program involving 167 patients revealed that the baseline
and longitudinal %p2PSA and PHI levels allowed better
prediction of renewed biopsy categorization at follow-up,
whereas total PSA level showed no similar correlation with
renewed biopsy categorization [34].

3. The 4Kscore

Another test that can predict the likelihood of occurrence of
high-risk PCa is the 4Kscore or 4-kallikrein panel. The
4Kscore consists of four kallikrein blood markers—total
PSA, free PSA (fPSA), intact PSA (iPSA), and the human
kallikrein-related peptide 2 (hK2)—and has received ample
research attention. For example, researchers from theMemo-
rial Sloan-Kettering Cancer Center have found an association
between the 4Kscore and AUC values that exceeded not only
the AUC values associated with a PSA-based model for the
detection of all types of PCa (AUCs = 0:674 – 0:832) but also
the AUC values for HGPC detection with Gleason of 7 or
higher (AUCs = 0:793 – 0:870) [35, 36]. A comparison of
the equivalent clinical models for high-risk PCa prediction
yielded similar results. The model incorporating the variables
of PSA, patient age, and DRE had AUC values of 0.709–
0.868, whereas the addition of fPSA, iPSA, and hK2 to the
model led to AUC values of 0.798–0.903 [37].

One major factor that PCa risk predictions typically take
into account is prostate volume, as this factor has an impact
on the levels of PSA in the serum. However, one study
reported that the method used to perform the 4Kscore to
detect PCa was unaffected by the prostate volume [38]. This
was the conclusion reached from a biomarker investigation
in two groups of patients (n = 2914, n = 740, respectively)
with PSA levels of 3μg/L or higher. The inclusion of the pros-
tate volume in a model underpinned by 4Kscore, patient age,
and DRE led to an increase in AUC from 0.856 to 0.860 in the
first group, whereas the inclusion or exclusion of the prostate
volume made no difference to the AUC value in the second
group (0.802).

The 4Kscore was made available on the market by Opko
Diagnostics. It constitutes an algorithm that generates pre-
dictions about HGPC by integrating the 4-kallikrein panel
with patient age, DRE, and history of previous biopsy. The
US Food and Drug Administration FDA has not yet
approved this test, but the National Comprehensive Cancer
Network issued a recommendation in June 2015 that the
4Kscore could be employed to screen for HGPC in cases
where biopsy had either not been conducted or where it
had produced negative results [39, 40].

In a prospective study conducted in 26 urology centers
throughout the US, the 4Kscore achieved an AUC value of
0.82 when it was used to assess 1012 male patients about to

undergo a prostate biopsy. The use of a 6% cut-off point
was found to eliminate the necessity of a biopsy in 30% of
the cases and deferred diagnosis in only 1.3% of the HGPC
cases [41]. By contrast, a different study reported that the
4Kscore enabled the prediction of HGPC in cases with PSA
levels exceeding 10μg/L or with a positive DRE [42]. This
ability of the 4Kscore to decrease the number of biopsies
without overlooking a significant proportion of HGPCs has
been highlighted by a number of studies [43, 44]. The biopsy
was deemed unnecessary in approximately half of the 262
cases scheduled for prostate biopsy because of PSA levels of
3μg/L or higher, but the diagnosis of aggressive PCa was
overlooked in just 1% of these cases when the 4Kscore was
used [45]. A different study on a sample of 740 male individ-
uals who had been referred for biopsy due to high PSA levels
reported comparable results [46].

The efficacy of the 4Kscore for predictions was demon-
strated by a study initiated in 1986 in Sweden on a sample
of patients of different ages (40, 50, and 60 years old) [47].
The patients were divided into two groups based on their
4Kscore outcomes at 50 and 60 years of age to determine
how likely they were to develop remote metastasis after two
decades. The study concluded that remote metastasis was
more likely to develop in patients with a 4Kscore exceeding
5 at 50 years of age and with PSA levels of 2μg/L or higher,
as well as in patients with a 4Kscore exceeding 7.5 at 60 years
of age and PSA levels of 3μg/L or higher. Biopsy was consid-
ered unnecessary in cases that had moderate increases in PSA
levels during midlife and a low risk of HGPC based on the
4Kscore. A different study on 1423 PCa patients showed that
remote metastasis occurred in 235 patients with PSA levels
exceeding 2μg/L. However, metastasis was much better
predicted by a prespecified model underpinned by the four
kallikrein markers than by PSA alone [47]. On the whole,
the available research results support the efficiency of the
4Kscore for use in early PCa diagnosis and prognosis.

One study compared the efficacy of the 4Kscore and PHI
in a sample of 531 male individuals with PSA levels of 3–
15μg/L. Neither biomarker differed markedly in the detec-
tion of either any-grade PCa or HGPC. The 4Kscore had
AUC values of 0.69 and 0.718, while the PHI had AUC values
of 0.704 and 0.711 [48].

4. The Usefulness of MicroRNAs as
PCa Biomarkers

4.1. miRNAs and PCa. Ample research has recently explored
the function of protein-coding genes in oncogenesis. Tran-
scription of the human genome to messenger RNA (mRNA)
occurs in a proportion of 90%, but protein encoding is under-
taken by just 2% of the genome. Therefore, many RNAs do
not encode for any protein. According to the findings from
the latest studies, a genome segment without protein encod-
ing is involved in oncogenesis [49, 50].

The expression of genes is regulated by endogenously
expressed small, noncoding, single-stranded RNAs known
as microRNA (miRNAs). Adverse regulation of gene expres-
sion by miRNA genes occurs after transcription, with the
miRNA genes attaching primarily to the 3′ untranslated
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region (3′-UTR) of the coding gene, thereby suppressing
mRNA translation. In the case of PCa, this suppression also
promotes pathways for PCa progression by triggering trans-
lational repression or mRNA deterioration [49, 50]. The
types of miRNA complexes present in human plasma and
serum were investigated in one study by differential centrifu-
gation and size-exclusion chromatography of the miRNAs
[51]. Most of the miRNAs were found in the plasma and
serum in a form that did not undergo membrane binding,
whereas a few were vesicle-associated miRNAs. A different
study suggested that miRNAs from human serum, saliva,
and other biological fluids could be made more sensitive
through exosome isolation [52].

The physiological and pathological processes showing
miRNA involvement include development, differentiation,
metabolism, immunity, proliferation, apoptosis, senescence,
cell identity, and stem cell maintenance [50, 53]. A number
of miRNAs that participate in the development of human
cancer have been identified, and these appear to act as onco-
genic factors that prevent the activity of tumor-suppressing
genes or as tumor-suppressing miRNAs that activate onco-
genes [54].

Novel biomarkers for the diagnosis and prognosis of can-
cer can be discovered by investigating cancer-related abnor-
mal miRNA expression profiles. Many methods have been
used to detect miRNAs, including northern blotting, next-
generation sequencing (or RNA sequencing, RNA-Seq),
microarrays analysis, reverse transcription PCR (RT-PCR),
highly sensitive biosensors, and computational prediction
[55]. In 2008, the first circulating miRNA profile of the serum
of patients with diffuse large B-cell lymphoma was published
as an aid for cancer diagnosis [56]. In many human cancers,
the processes of development, invasion, and progression
occur through direct involvement of hundreds of miRNAs
with modified expression, and the cancer-related genomic
area contains approximately half of the miRNA genes. PCa
development is promoted by this type of dysfunctional regu-
lation through the upregulation of oncogene modulation or
downregulation of tumor inhibitors [50].

The current findings indicate the notable feature that
the classification of human cancer origins can be based
on miRNA signatures [57]. Thus, metastatic cancers of
unknown origin can be effectively identified with high tissue
specificity based on their miRNAs. For instance, a study of
208 tumors consisting of 15 distinct histologies, including
PCa, revealed successfully and estimated the primary tumor
origin by profiling miRNA expression in paraffin-
embedded tissue [58]. A novel algorithm formulated in that
study also categorized the miRNAs with 85% general preci-
sion (CI: 79–89%). This algorithm was successful in deter-
mining the primary origin of 42 of 48 metastases (88%
precision; CI: 75–94%). However, these results must be veri-
fied by further research.

Several studies have highlighted an association between
PCa and the modifications observed in the expression of
miRNAs, which are associated with dysfunctional cell prolif-
eration, differentiation, progression, and other processes [59,
60]. Comprehending the mechanism by which miRNAs
interact with their targets and the implications of those inter-

actions for PCa development is important for identifying the
central part played by miRNAs in PCa [61]. This comprehen-
sion can also help in developing efficient treatment interven-
tions, especially because aberrant miRNA expression is now
viewed as a useful biomarker for diagnosing and classifying
PCa and for determining its prognosis [62].

4.2. Oncogenic miRNAs and PCa. Cancer cell progression is
promoted by miRNAs that serve as oncogenic miRNAs
[63]. Calin and colleagues [64] were the first to investigate
the correlation between miRNA dysregulation and cancer.
Specifically, the authors observed that the dysregulation of
miR-15 and miR-16 contributed to the development of
chronic lymphocytic leukemia. PCa is typically associated
with overexpression of miRNAs (e.g., miR-21, miR-32,
miR-221, miR-222, miR-181, miR-18a, and miR-429) that
have a crucial function in the regulation of PI3K/AKT,
the epithelial-to-mesenchymal transition (EMT), cell pro-
liferation, apoptosis, and androgen receptor (AR) expres-
sion [65, 66].

The androgen-regulated oncogenic miRNAs with expres-
sion in PCa include miR-21 and miR-32 [67]. MiR-21 regu-
lates the expression of a large number of mRNA targets
associated with microvascular proliferation and tumor inva-
siveness, and its expression is correlated with weak biochem-
ical recurrence-free survival. Therefore, miR-21 expression
can be used to estimate the probability of biochemical recur-
rence in PCa patients who have undergone radical prostatec-
tomy [68]. The expression of miR-21 is also associated with
castration resistance and metastasis, and its level increases
linearly with clinical parameters such as the Gleason score
and lymph node metastasis [59]. A study conducted on
patients who had undergone radical prostatectomy revealed
a close correlation between elevated miR-21 levels and
advanced disease staging, lymph node metastasis, and poor
patient outcomes. A multivariate analysis revealed that
miR-21 expression was an independent estimator of bio-
chemical recurrence after five years [69]. Hence, miR-21
can be used as a biomarker that anticipates cancer progres-
sion [70].

An additional miRNA with androgen regulation (via
dihydrotestosterone [DHT] stimulation) is miR-32. This
miRNA has a higher expression in castration-resistant pros-
tate cancer (CRPC) cases than in benign prostatic cases. Its
oncogenic activity includes targeting B-cell translocation
gene 2 (BTG-2) as well as phosphoinositide-3-kinase inter-
acting protein 1 (PIK3IP1). This miRNA suppresses apopto-
sis and encourages cells to proliferate by stimulating cell
growth, as revealed by observations of miR-32 effects in the
LNCaP PCa cell line. On the whole, miR-32 manifests its
oncogenic activity by targeting the tumor-suppressing genes
that control the ability of cells to proliferate, survive, and
migrate [71, 72].

The oncogenic reprogramming of PCa-mobilized stem
cells is believed to occur with the involvement of oncogenic
miR-125b, miR-130b, and miR-155 [73, 74]. Mechanistic
studies confirm that stem cell neoplastic reprogramming
is likely triggered by miR-125b and miR-155 exosomal
trafficking via targeted suppression of the sizable tumor-
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suppressor homolog2 and programmed cell death by the
neoplastic transformation suppressor protein 4 [75]. Fur-
thermore, miR-125 has been observed to target apoptosis-
promoting genes in PCa, thus functioning as an oncogene
[76]. Apoptosis is suppressed and cell proliferation is intensi-
fied when miR-125b, a miRNA triggered by an androgen
receptor, is activated in the LNCaP cells. Some evidence sup-
ports miR-125b targeting of the mediator of Mdm2 seques-
tration, p14ARF and subsequent disruption of Mdm2
deterioration, and triggering of the p53 network [77].

The expression of p27Kip1, which regulates the cell cycle,
is susceptible to the effects of several miRNAs, such as miR-
221, miR-222, and miR-429 [78]. Two of these, miR-221
and miR-222, are encoded on the X chromosome and share
a seed sequence. Both of these miRNAs manifest their onco-
genic effects by targeting a number of tumor-suppressing
genes, and they both display overexpression in PCa. Abnor-
mal expression of these two miRNAs can aid in prognosis
because this expression has a close association with metasta-
tic CRPC [78].

A modified miR-9 signature has been correlated with the
progression and metastasis of PCa [79]. Similarly, miR-27a
targets prohibition in PCa, thereby regulating AR processing
[61]. PCa tissues and cell lines also show high expression of
miR-18, which targets the tumor-suppressing serine/threo-
nine-protein kinase 4, thereby functioning as an oncogenic
miRNA [80]. One study showed that the inhibition of miR-
18a slowed PCa cell and tumor growth by promoting apopto-
sis triggered by Akt dephosphorylation with STK4 mediation
[80]. These findings support the use of the peripheral blood
oncogenic miR-18a as a noninvasive PCa biomarker and
for differentiating PCa from BPH [81].

Important stages in PCa progression are associated with
poor prognosis; these include bone metastasis and events
affecting the skeleton [82]. Extensive research has been con-
ducted on the involvement of miRNAs in cancer metastasis.
PCa has been associated with the upregulation of miR-96,
miR-154, and miR-409-5p, which are likely very important
promoters of cancer colonization of bone during metastasis
[83–86]. Additional evidence produced by targeting major
fibroblast-activating molecules has shown a correlation
between PCa progression and increased expression of miR-
133b, miR-409, and miR-210 [84, 85].

4.3. Tumor-Suppressing miRNAs and PCa. Tumor-suppress-
ing gene action may be an additional function of miRNAs.
Cancer cells generally exhibit downregulation of tumor-
suppressing miRNAs, thereby promoting proliferation [87],
the epithelial-mesenchymal transition (EMT), invasiveness,
and metastasis. PCa progression could be monitored by eval-
uating the expression pattern of tumor-suppressing miRNA
as a biomarker, and the same pattern could also be targeted
by various treatment interventions [88].

Reduced expression of miRNA has been associated
with cancer progression in a number of studies. PCa with
castration resistance can develop through priming of AR
and AR-V7 upregulation with hnRNPH1 mediation follow-
ing dysregulation of miR-212 [89]. The PCa tumor promoter
EGFR is targeted by miR-133 and miR-146a, thereby pre-

venting disease progression. Therefore, intensified EGFR sig-
naling may explain the loss of these two biomarkers and the
subsequent aggressive progression of PCa [90]. Evidence has
also been produced to indicate that the LNCaP, DU145, and
PC3 PCa cell lines, as well as PCa tissues, exhibit reduced
expression of miR-335 [91]. Another miRNA that inhibits
tumors is miRNA-30a, a miRNA that targets sine oculis
homeobox homolog 1 to prevent cancerous cells from prolif-
erating and invading other tissues [92].

PCa is also associated with the downregulation of miR-
145, miR-200, miR-29b, miR-205, and miR-940, which leads
to the upregulation of genes associated with the EMT. During
the EMT, cells lose their attachment to other cells, and epi-
thelial cells acquire the abilities of migration and invasion
through conversion to mesenchymal stem cells capable of
differentiation into various other cell types. Reduced expres-
sion of miR-29b and miR-130b in PCa is also correlated with
extracellular matrix regulation through the targeting of
matrix metalloproteinase 2 (MMP2) [93, 94]. EMT and can-
cer invasion are inhibited by miR-200 members through a
direct suppression of the zinc-finger E-box binding homeo-
box 1 and 2 (ZEB1 and ZEB2) translation factors [95]. Both
prostate tumors and cancer cell lines have been associated
with miR-200b downregulation, and miR-200b expression
contributes significantly to the regulation of tumor invasion,
metastasis, and chemosensitivity [96]. Enhanced expression
of miR-200b targets Bmi-1, thereby preventing the prolifera-
tion and migration of PCa cells, as well as increasing PCa cell
chemosensitivity to docetaxel.

In general, hindering the EMT by miR-200c appears to
support the maintenance of the “epithelialness” of cancer
cells [97, 98]. According to one study, PCa was prevented
from progressing by miR-205 downregulation that targets
laminin-332, integrin-β4, and MMP-2 to regulate the extra-
cellular matrix [99]. In addition, miR-205 targets the Bcl-2
protein to suppress apoptosis. The loss of miR-205 is signifi-
cant in androgen-autonomous expression equivalent to Bcl-2
upregulation and possibly in reduced sensitivity to docetaxel
in PCa [100].

An association has been established between decreased
expression of miR-146a in PCa and angiogenesis suppression
through targeting of the epidermal growth factor receptor
pathway [101]. The progression and metastasis of PCa are
stimulated by miR-1 downregulation through targeting of
Src and TWIST1 [102]. EMT regulation and PCa progression
are also mediated by targeted downregulation through the
loss of miR-154 due to stromal antigen 2 (STAG2), the loss
of miR-203 due to tumor growth factor-alpha (TGF-α), and
the loss of miR-224 due to Tribbles Pseudokinase 1 (TRIB1)
[103, 104].

The original members of the family of tumor-suppressing
miRNAs are miR-15a and miR-16. These two miRNAs are in
charge of regulating the expression of numerous oncogenes,
such as BCL2, MCL1, CCND1, and WNT3A. The effects of
miR-15 and miR-16-1 on the BCL2 gene product trigger apo-
ptosis [105–107]. By contrast, the loss of these two miRNAs
elevates the levels of cyclin D1, an important regulator of
the transition from the G1 to the S phase. The loss of these
two miRNAs also activates the WNT3a gene and the
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precancerous Wnt signaling pathway. Notably, cancer pro-
gression is stimulated by the cooperation between increased
miR-21 expression and the loss of miR-15 and miR-16, as
revealed by mouse models of PCa. One study found that
some PCa patients exhibited deregulated miR-15/miR-16
and miR-21, and this deregulation was related to suboptimal
prognosis and disease-free survival [108].

The expression and activity of the AR gene also seem to
be targeted by a number of tumor-suppressing miRNAs. Pro-
liferation is inhibited and apoptosis intensified by miR-488∗
[109], which can successfully reduce the expression of the AR
protein in androgen-responsive as well as androgen-
refractory PCa cells. PCa cells that overexpress miR-488∗
have also been shown to have lower PSA expression. Simi-
larly, the direct downregulation of AR expression by exces-
sive expression of miR-488∗ in PCa cells can prevent cell
growth and enhance apoptosis [109].

AR expression is significantly affected by miRNAs like
miR-125b, miR-135a, and miR-27a [76, 110]. Androgen-
responsive PCa cells display the upregulation of miR-135a,
which therefore seems to have a tumor-inhibiting effect.
An androgen-responsive component is also demonstrated
by miR-125b in the gene promoter area. Research on cas-
trated mice revealed that the upregulation of miR-125b
caused prostate tumor xenografts to exhibit androgen-
independent growth, suggesting that the miRNA suppressed
apoptosis [110].

AR expression regulates the expression of miR-27a as
well. The expression of prohibitin, a tumor-suppressing gene,
and AR corepressor, is downregulated when miR-27a expres-
sion is increased through androgen mediation. By facilitating
a reduction in the expression of the prohibitin protein prod-
uct, miR-27a upregulates the AR target gene expression and
enhances the growth of PCa cells [111]. On the whole, the
wide range of functions fulfilled by miRNAs in PCa develop-
ment has received substantial attention in the search to
understand how miRNAs aid and inhibit the disease process.

4.4. Exosomal miRNAs. The shortcomings of the existing
protocols for PCa screening call for the discovery of novel
biomarkers. Effective management of this disease and
improvements in prognosis and survival can only come with
protocols that will allow the detection and classification of
prostate tumors as early as possible. Another potential
source of biomarkers is exosomes. These nanovesicles mea-
sure 50–150nm and are found in cells as early endosomes
that contain miRNAs, mRNA, proteins, and lipids. Exo-
somes play a key role in intercellular communication and
in the regulation of recipient cell biology, as well as in a
range of physiological and pathological processes [112].
Some evidence now supports the idea that miRNA can be
reliably sourced from blood-derived exosomes to identify
disease biomarkers [113, 114].

In numerous tumor types, prognosis has been predicted
based on exosomal miRNAs recovered from the blood
[115]. The relevance of using the miRNAs found in exosomes
to manage PCa was investigated in a few studies. Two of
these studies have suggested that PCa could be differentiated
based on miR-141 upregulation [116, 117]. Another study

reported that PCa was associated with the upregulation of
both miR-141 and miR-375 and that disease progression
was correlated with the serum levels of these miRNAs
[118]. A correlation has also been established between poor
survival outcomes and plasma levels of exosomal miR-1290
and miR-375. Better predictions were achieved when these
novel biomarkers were included in a clinical prognostic
model [119, 120]. miR-574-3p, miR-141-5p, and miR-21-
5p were markedly upregulated in urinary exosomes from
PCa patients extracted via lectin-based exosome agglutina-
tion [121]. By contrast, extraction of urinary exosomes by
differential centrifugation revealed a marked increase only
in the expression of miR-141. The presence of miR-19b
was also examined in urinary exosomes extracted via differ-
ential centrifugation and revealed good potential for PCa
detection [122].

Despite the inconsistencies in the reported results, the
initial findings regarding exosomal biomarkers are encour-
aging. However, the determination of the usefulness of exo-
somes will first require standardization of the isolation and
profiling methods and the performance of extensive clinical
trials. Furthermore, miRNAs are not without their short-
comings and difficulties, just like other novel biomarkers
for cancer. These shortcomings and difficulties stem from
differences in how samples are selected, handled, processed,
and prepared, as well as from disagreements regarding
data normalization. Consequently, before miRNAs can be
employed clinically, those shortcomings and difficulties
must be addressed.

5. Conclusion

A great deal of inhomogeneity occurs in PCa. In some cases,
the risk of disease progression is minimal, and the cancer-
specific survival rates at a 15-year follow-up can be higher
than 99%. Around 50–60% of new diagnoses are low-risk
PCa [123]. However, aggressive PCa is associated with a sig-
nificant reduction in survival rate. Therefore, detection of the
disease as early as possible is vital, as is the effective treatment
of these cases. These advances can only come about with the
development of better methods of early diagnosis to improve
the survival rate.

A number of novel biomarkers related to PCa aggressive-
ness have been recently shown to have great clinical poten-
tial. The outcomes of prospective studies conducted in
multiple centers have indicated that the use of the PHI and
4Kscore biomarkers decrease the proportion of redundant
biopsies in male individuals subjected to PSA screening. Var-
ious guidelines have advocated the use of these biomarkers
[124, 125]. Nevertheless, comparative analysis of the useful-
ness of biomarkers requires large-scale prospective studies
and stringent control of the bias caused by patient preselec-
tion based on the levels of PSA in the serum.

Several miRNAs with possible oncogene or tumor-
suppressing functions are deregulated in PCa. As revealed
by miRNA profiling research, mRNAs can regulate gene
transcription either on their own or in conjunction with
other transcription factors, with the end result being dis-
rupted cellular processes in PCa tissues [18, 125]. Novel
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approaches to PCa management could be identified by
advances in the knowledge of the functions of miRNAs in
controlling PCa development and progression [126, 127].
Research on the integrated function of biomarkers and com-
bination with magnetic resonance imaging data is also
worthwhile [128, 129]. Comparative analyses are also needed
on the outcomes achieved with blood biomarkers and the
encouraging data yielded using PSA or PHI. It should be
known that none single biomarker has the capacity to per-
fectly detect PCa, and more detailed profiling of novel PCa
biomarkers remains necessary.
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The liver is the organ for iron storage and regulation; it senses circulating iron concentrations in the body through the BMP-SMAD
pathway and regulates the iron intake from food and erythrocyte recovery into the bloodstream by secreting hepcidin. Under iron
deficiency, hypoxia, and hemorrhage, the liver reduces the expression of hepcidin to ensure the erythropoiesis but increases the
excretion of hepcidin during infection and inflammation to reduce the usage of iron by pathogens. Excessive iron causes system
iron overload; it accumulates in never system and damages neurocyte leading to neurodegenerative diseases such as Parkinson’s
syndrome. When some gene mutations affect the perception of iron and iron regulation ability in the liver, then they decrease
the expression of hepcidin, causing hereditary diseases such as hereditary hemochromatosis. This review summarizes the source
and utilization of iron in the body, the liver regulates systemic iron homeostasis by sensing the circulating iron concentration,
and the expression of hepcidin regulated by various signaling pathways, thereby understanding the pathogenesis of iron-related
diseases.

1. Introduction

Iron is the maximum trace element in the body. As a transi-
tion metal, iron readily donates and accepts electrons to
participate in biologic processes like oxygen transport, mito-
chondrial respiration, nucleic acid replication, intermediary,
xenobiotic metabolism, and cell signaling [1]. Iron is so
important is that its deficiency is one of the major risk fac-
tors for disability and death worldwide, and it is estimated
to affect 2 billion people [2, 3]. On the other hand, excessive
iron is harmful; it damages the liver and the brain, causing
oxidative stress on the nerve to cause neurodegenerative dis-
eases such as Parkinson’s syndrome. Mutations in multiple
iron-regulated pathways lead to heredity iron overload
diseases like hereditary hemochromatosis (HH) and iron-
refractory iron deficiency anemia (IRIDA) [4].

2. Absorption of Iron in the Food and Cellular
Iron Acquisition

Dietary iron includes the heme iron and nonheme iron; 90%
of them are nonheme iron, mainly present as the form of
Fe(OH)3 complexation. Nonheme dietary iron is absorption
at the brush border of duodenal enterocytes and exhibited
diurnal rhythms [5]. The cytochrome b (Dcytb) on the duo-
denal enterocyte membrane reduced Fe3+ to Fe2+, then the
Fe2+ through the divalent metal transporter 1 (DMT1) on
the membrane into the cell. The heme iron absorption
mainly uptakes by the heme carrier protein 1 (HCP-1) [6,
7]. When the heme gets into the cell, it is degraded into iron,
carbon monoxide, and biliverdin by heme oxygenase 1 or 2
(HO-1/2) [8]. Intracellular iron is efflux to the extracellular
by the ferroportin1(FPN1), the only iron transmembrane
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efflux protein in vertebrate cells [9–11]. Excess cellular iron is
stored in ferritin, which has a large cavity to store thousands
of iron atoms; it prevents dissociative iron from causing oxi-
dative damage to cells [12]. After the Fe2+ efflux into the cir-
culation, it oxidized to Fe3+ by the ferroxidases such as
hephaestin (HEPH) or its homologue ceruloplasmin (CP)
[13, 14] and succeedingly loaded onto the transferrin (Tf)
and transported by the bloodstream.

The majority of the blood iron participates in hematopoi-
esis in the bone marrow, and a minor part transports to the
liver. The liver is the essential organ for the body to store
the iron, and the iron in hepatocytes is mainly stored in fer-
ritin. For the excess iron, it is engulfed by the Kupffer cells
of the reticuloendothelial system and deposited in the system
as the form of hemosiderin [15].

Iron in the blood binds to the cell surface transferrin
receptor (TfR), Tf-Fe/TfR complex sag, and endocytose into
the cell, subsequently the conformational of the complex is
changed triggered by the acidified endosomes [16, 17], which
releases iron from the Tf [18]. The iron in the endosome is
restored to Fe2+ by prostate six-transmembrane epithelial
antigen of prostate 3 (STEAP3) and transported into the
cytolymph by DMT1 [19]. The apo-Tf and TfR complex
in the endosome are recycled to the cell surface. The
sorting nexin 3 (SNX3) is one of the proteins of the
phosphoinositide-binding protein family [20], is required
for the recycling of Tf/TfR in endocytisis, and increases
iron absorption by Tf recycling and bound ability [21].
We summarized the iron absorption and cellular iron
acquisition in Figure 1.

2.1. Iron Cycle Is Associated with the Production and
Clearance of Erythrocyte. In humans, 200 billion red blood
cells are producing every day, requiring more than 2 × 1015
iron atoms per second to maintain erythropoiesis. The
demand for iron is majorly obtained from recycling erythro-
cytes, so the production and clearance of erythrocytes are
critical for iron homeostasis [22].

The erythropoiesis occurs in the erythroblastic island of
the late fetal liver and adult bone marrow which surrounds
a central macrophage, termed as nurse macrophage. The
nurse macrophage promotes erythropoiesis in the erythro-
blastic island niche [23], phagocytosing the nuclei expelled
from erythroid precursor cells in the late stage of erythropoi-
esis [24]. Other than that, macrophage in the erythroblastic
island produces and releases ferritin by exocytosis [25]; then,
the ferritin is endocytosed into the erythroblasts [26]. After
entering the cell, iron releases from ferritin after acidification
and proteolysis, which is used for heme production during
the development of erythrocytes [27]. It seems that macro-
phages provide ferritin to nurture erythroblastic but have
others also point out that the transferrin is the sole iron
source during erythropoiesis; ferritin endocytosis is just a
tiny force for the erythroblastic acquisition iron [28].

While the life of the erythrocyte is about to end or get
irreparable damage, the bloodstream takes their last ride to
the reticuloendothelial system in the splenic and hepatic.
There, it is known that splenic red pulp macrophage cleans
up senescent and damaged red blood cells then recycles iron

for erythropoiesis after hemoglobin catabolism [29]. There,
firstly, the residential macrophage scrutinizes the passaged
erythroid [30], then triggered engulf and digest the erythro-
cytes when macrophages contact to erythrocyte receptors
and detect the specific markers on its surface [31], like phos-
phatidylserine and band 3 [32, 33]. Whereafter, the red blood
cell is phagocytosed by macrophages into macrophage
phagolysosome, causing hemoglobin breakdown and the
heme release [34]. Subsequently, heme in phagolysosome is
exported to the cytosol via the heme transporter (HRG1)
and is decomposed into iron by HO-1/HO-2 [35, 36], then
the iron is utilized by macrophages or effluxed extracellular
by FPN1. [8]. Macrophages for the iron cycle are shown in
Figure 1.

Fe3+ in food is reduced to Fe2+ by Dcytb on the duodenal
epithelium; it absorbs Fe2+ from the intestinal cavity through
DMT1. HCP1 intakes heme in food, and HO-1 degrades it
into Fe2+ in the cytoplasm. Excessive iron storage in the fer-
ritin and other export into the blood through by FPN1; after
that, Fe2+ is oxidized by CP and HEPH at the basolateral side
then loads onto Tf.

Macrophage phagocytosed erythrocytes and releases
heme in the phagolysosome. HRG1 exports heme from pha-
golysosome into the cytosol; then, HO-1 degrades heme into
Fe2+ and efflux into the bloodstream by FPN1.

Tf-Fe combine with TfR on cytomembrane. SNX3-
induce Tf-TfR sag and endocytose into the cell. Acidified
endosomes release Fe3+ and restored to Fe2+ by STEAP3
and Fe2+ into the cytoplasm through the DMT1. Apo-Tf
and TfR complex is recycled to the cell surface, and Tf is
released into the blood.

The miR-Let-7d and miR-16 family decreases DMT1
expression. Hepcidin internalizes and degrades FPN1.
miR-485-3p and miR-20b regulate the expression of
FPN1. miR-200b induces downregulation of ferritin, and
miR-320 suppresses the expression of TfR1.

2.2. Hepcidin-FPN1 Axis Sensing and Regulating the Systemic
Iron Homeostasis in the Liver. Except for the storage of iron,
the liver is the most important organ to regulate the systemic
iron homeostasis by secreting the hepcidin. Hepcidin
(HAMP) is a polypeptide that synthesizes regulatory hor-
mone; it regulates iron homeostasis by combining FPN1 at
extracellular to internalize and degrade FPN1 in the lyso-
some [37]. Iron in the blood loads on the Tf and transports
with the bloodstream after being exported from the FPN1.
While the concentration of circulating iron floats, hepato-
cytes sense and regulate hepcidin expression through the
BMP/SMAD pathway to regulate the iron output from
FPN1 [38]. This way, hepatocyte controls the amount of iron
in circulation within the normal range, and unregulated hep-
cidin in the liver can cause iron deficiency or iron overload.

In the BMP/SMAD pathway, bone morphogenetic pro-
tein (BMP) and its coreceptor hemojuvelin (HJV) are the
most critical hepcidin that regulate signaling pathway in
quantitation [39]. BMP6 is predominantly secreted from
liver endothelial cells [40]; its expression is regulated by iron
[41], so it reflects the hepatic iron level [42, 43]. BMP6 and
HJV together activate the BMP serine threonine kinase
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receptor- (BMPR-) I/II complex [44, 45]. BMP6/HJV com-
plex as a ligand combines with the BMPR I (Alk2 and Alk3)
[46], and BMPR II (ActR2a andBMPR2) [47] promotes phos-
phorylation downstream BMP media such as SMAD1,
SMAD5, and SMAD8 (SMAD1/5/8) [48]. Phosphorylated
SMAD1/5/8 combines with the cytoplasmic SMAD4 as an
active transcriptional complex and moves into the nucleus;
the complex combines with the BMP reaction element
(BMP-RE1 and BMP-RE2) and then activates transcription
of theHAMP [49, 50]. MT-2 (matriptase-2, TMPRSS6, trans-
membrane protease serine 6) is ubiquitously expressed in the
liver, invalid of MT-2 due to genetic mutation causes iron-
refractory iron deficiency anemia (IRIDA) [51, 52], and
MT-2 is also downregulated by iron and BMP6 [53, 54].
HJV is a glycophosphatidylinositol- (GPI-) anchored protein

[55];MT-2 cleavage themembraneHJV (m-HJV) to a formof
soluble HJV (s-HJV) to decreases the affinity for BMP6 [56];
thus, the MT-2 expression increases during iron deficiency
[57]. However, recent research shows that MT-2 indepen-
dently cleaves HJV to regulate hepcidin expression, and it also
cleaves other components in the BMP/SMAD pathway other
than HJV [58]. The furin family of proprotein convertases
expressed in the liver also produces s-HJV by cleaving the
HJV, but different with MT-2; sHJV generated by furin nega-
tively regulated BMPwhile theMT-2 only reduces the combi-
nation [56]; this process is regulated by iron deficiency or
hypoxia [59]. Others like endofin, ATOH8, and SMAD7 also
affect the signal transduction of the BMP/SMAD pathway
[60–62], which is the perceptron and messenger of iron
concentration.
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As the iron concentration in the blood, it is sensed by the
liver through the Tf-Fe competing with HFE binding to TfR
(TfR1/TfR2) on the hepatocyte cytomembrane [63]. The dif-
ference in the ability of Tf and HFE to bind to TfR transmits a
signal of concentration of the blood iron in hepatocyte [64].
The capability of Tf-Fe combined with TfR1 is stronger than
HFE, and Tf-Fe combined with TfR1 is far stronger than
TfR2 [65]. While the systemic iron fluxes at a high concen-
tration, the saturation of iron binding to TfR1 and the
excessive Tf-Fe binding to TfR2, at the same time, the
HFE having no choice but combining with TfR2 or free
on the cell surface, both of these states transmit signals to
stimulate the expression of hepcidin. While the systemic
iron fluxes, the high concentration of the Tf-Fe saturated
binding to all TfR1 and the rest excessive Tf-Fe binding to
TfR2, at the same time, the HFE only binds to TfR2 or dis-
sociation on the cytomembrane, the combination of TfR2
with either Tf-Fe or HFE can transmit the signals to stimu-
late the expression of hepcidin [66]. When the iron in circu-
lating decreases, TfR1 combines all of Tf-Fe and partial
HFE, uncombined TfR2 weaken the effects of the stimula-
tion and decreasing the expression of hepcidin to augment
the intestinal iron absorption [55].

It is not completely clear how TfR2, HFE, and HJV affect
hepcidin expression, but there have been experiments shown
in HFE and TfR2 knockout mice that the conduction of the
BMP/SMAD signaling pathway was impaired [67, 68].
Recent research shows that the noncompetitive binding of
HFE and TfR2 to HJV causes changes in hepcidin expression

[55]; in addition, HFE also has the ability to regulate the
BMP/SMAD signaling pathway by binding to ALK3 [69].
Neogenin is also involved in the regulation of the hepcidin
by being a scaffold of binding HJV and ALK3 [22, 70]; it
increases the stability of the HJV protein and suppressing
HJV secretion [71]. Besides that, neogenin inhibits the
BMP-2-induced phosphorylation of the Smad1/5/8 [72]
and facilitates the cleavage of HJV by matriptase-2 or furin
[70, 73]. There are others pointout the HJV-neogenin inter-
action dose not only exist in the liver but also in other tissues
[70]. Signal pathways in hepatocytes regulate hepcidin
expression as shown in Figure 2.

BMP/SMAD signaling pathway: BMP6 and its coreceptor
HJV activate BMPR I/II, leading to phosphorylation of
SMAD (1/5/8) and complexes with SMAD4 as an active
transcriptional complex. The complex combines with the
BMP-RE onHAMP then activates transcription of the hepci-
din. SMAD2promotes the phosphorylation of SMAD (1/5/8).
SMAD7, endofin, and ATOH8 reduce the signaling of
BMP/SMAD. HJV is cleaved by MT-2 and furin to reduced
binding capacity to BMP6. miR-130a and miR-122 inhibit
AIL2 and BMP/SMAD to regulate the expression of hepcidin.

High concentrations of Tf-Fe induce HFE and Tf-Fe
which combine with TfR2 and HJV together to promote
BMP/SMAD signaling pathway. HFE interacts with ALK3
increasing hepcidin excrete.

Hypoxia induces the HIF-determined EPO/ERFE con-
centration in the blood circulation; all of them increase the
systemic iron concentration through the BMP/SMAD
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pathway. HIF promotes MT2 and furin to cleavage HJV, and
miR-210 inhibits it to reduce hepcidin expression. Iron
increases BMP6 expression.

In inflammation, IL-6 combines with its receptor IL-6R
to activate the JAK, triggering the phosphorylates of STAT3
that forms as a complex move into the nucleus and promotes
the transcription of HAMP. IL6 increases the BMP/SMAD
pathway by promoting ALK3.

2.3. Role of Inflammation, Hypoxia, and MicroRNA in Iron
Regulation. Infection and inflammation induce hepcidin
production [74], which inhibits iron efflux from intestinal
and promotes iron chelation in macrophages, thus reducing
the concentration of blood iron [75]. During inflammation,
the secretion of proinflammatory cytokines (such as IL-6)
increases. Interleukin-6 (IL-6) is one kind of cytokine that
regulates the transcription of hepcidin [76]. It combines with
the IL-6 receptor (IL-6R) on the membrane, then activates
JAK and phosphorylates STAT3 protein in hepatocytes. The
phosphorylated STAT3 protein moves into the nucleus, regu-
lating the expression of HAMP by binding to the STAT3-
specific site [77]. IL-6 not only affects hepcidin expression
through the JAK/STAT3 pathway but also combines one of
the BMPR I receptor Alk3 [78]; this indicates that the JAK-
STAT3 pathway has cross action with the BMP/SMAD path-
way [79]. In acute inflammatory condition, the stimulation of
Toll-like receptor reduces FPN1 inmacrophages, blocking the
iron excretion frommacrophages which is recovered from red
blood cells and rapidly induced hypoferremia [80]. Then, the
heme, required by the proerythroblast to complete its termi-
nal differentiation stage, is exported from macrophages by
FLVCR1 [81]. High hepcidin lowers the pathogens available
in iron; it is a strategy to starve the pathogens to limit
their growth [82]. But as one of the defensin-like peptide
hormones, the innate immunity functions of hepcidin have
a connection to antimicrobial peptides and inflammation;
perhaps, the role of hepcidin in immunity could bypass
iron and be directly related to hosting defense (Figure 2).

The body compensates for the oxygen content by intensi-
fying the erythropoiesis when hypoxia, blood loss, or the
other causes. In response to the erythropoiesis, erythropoietin
(EPO) is secreted by the kidney. According to the severity of
hypoxia, EPO has a hundred times of differing in serum
[83], it controls iron absorption, erythroid progenitor cell pro-
liferation, maturation, and survival [84, 85]. Erythroferrone
(ERFE) is a soluble protein released by EPO-stimulated ery-
throid precursors; it suppresses the expression of hepcidin
[86]. EPO and ERFE suppress the expression of hepcidin by
BMP/SMAD pathway target genes [87–89]. But in the IRIDA,
due to the MT-2 restriction, the EPO/ERFE-mediated hepci-
din downregulation in the BMP/SMAD pathway is
obstructed, the blocked signal transmission leads both the
EPO and the ERFE, and hepcidin simultaneously maintained
elevated levels even in the patients with anemia [90]. The
hypoxia-inducible factor (HIF) is a transcription factor of
EPO, and the content of the EPO is completely dependent
on HIF-2α [91]. HIF-2α promotes erythropoiesis, including
increases in the production of EPO, which enhances iron
uptake and utilization [92]. Therefore, hypoxia increases

cthe demand for iron and reduces the expression of hepci-
din by HIF and EPO [93]. Hepcidin promoter contains
several HIF1 and HIF2 sites, regulating the hepcidin by the
hypoxia-oxygen-sensing regulatory pathway [94]. Besides
that, HIF participates in the BMP/SMAD pathway by affect-
ing the MT-2 and increasing the furin mRNA level [95, 96]
(Figure 2).

MicroRNAs are a class of small noncoding RNAs
(~22 nt) that bind to the 3′ untranslated region (3′UTR) of
the target messenger RNA (mRNA), thereby negatively
regulating gene expression, and many miRNAs are involved
in posttranscriptional regulation of iron. miR-485-3p and
miR-17 seed family member miR-20a and miR-20b, as the
concurrent modulator to regulate the expression of FPN1
[97–99]. miR-Let-7d and miR-16 family (miR-15b, miR-16,
miR-195, and miR-497) bind the 3′UTR of DMT1-IRE
mRNA then decrease DMT1 expression levels, causing iron
accumulation in the endosomes, or hoarded in ferritin or
used for iron-related proteins [100–102]. MiR-320 is
another microRNA related to cellular iron uptake, which
inhibits TfR1 expression and prevents cell proliferation
[103], and miR-200b induces downregulation of ferritin
[104]. In the BMP-SMAD signaling, ALK2 as primary
endogenous BMP type I receptors is involved in systemic
iron regulation; miR-130a targets 3′UTR of ALK2 to inhibit
BMP-SMAD signaling and the expression of hepcidin; it
was upregulated in the iron deficiency mice [105].

In the regulation of hypoxia, HIF-1α hypoxia response
element-binding site was identified in the promoter of
miR-210; the miR-210 is specifically induced by HIF-1α
during hypoxia [106]. Iron-sulfur cluster scaffold protein
(ISCU) is an iron homeostasis essential molecule; iron defi-
ciency induces miR-210 expression through HIF-1α, and
miR-210 directly inhibits ISCU and TfR to maintain the sys-
temic iron homeostasis [107]. miR-122 is a very important
microRNA that is selectively expressed in the liver and par-
ticipates in a variety of regulation, including maintaining
iron homeostasis. It controls hepcidin mRNA transcription
by inhibiting the expression of Hfe, Hjv, and Bmpr1a in the
liver, thereby preventing iron deficiency [108], thus activat-
ingHampmRNA expression. miRNAs related to iron regula-
tion are summarized in Figures 1 and 2.

2.4. Diseases Related to Disorders of Iron Metabolism

2.4.1. Iron Overload Causes Cell Oxidative Damaged-
Ferroptosis. Ferroptosis is a form of regulated cell death;
unlike other forms of regulated cell death, ferroptosis is
unnecessary for the caspases [109]. Ferroptosis is character-
ized by the overwhelming iron-dependent oxidative injury
and accumulation of lipid hydroperoxides to lethal levels.
The excessive iron produces ROS (reactive oxygen species)
by Fenton reaction in cells. In cells, the ROS has multiple
sources; iron and its derivatives are essential for the ROS-
producing enzymes.

Ferroptosis is related to amino acid metabolism. Gluta-
thione (GSH) protects cells from oxidative stress damage,
but the availability of cysteine limits the GSH biosynthesis
[110]; therefore, the cysteine is contributed to protecting cells
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from oxidative stress. Cysteine is produced by the reduction
of cystine which is transported into cells by the cystine/gluta-
mate reverse transport system xc-, then for the GSH synthe-
sis. Cells not only rely on the system xc- to import cystine but
also bypass the system xc- by the transsulfuration pathway to
biosynthesize the cysteine from methionine.

The depletion of GSH inactivation of the GSH peroxidase
4 (GPX4) ultimately causes the ferroptosis. Erastin, an onco-
genic RAS-selective lethal small molecule [111], induces
ferroptosis by inducing GSH depletion and inactivation of
the phospholipid peroxidase GPX4 and inhibits import of
cystine [112]. So amino acid metabolism is closely linked to
ferroptosis [113]; furthermore, studies on the association of
ferroptosis and various diseases have provided a new per-
spective and have become a new research aspect, such as
Parkinson’s disease, Alzheimer’s disease, Huntington’s dis-
ease, stroke, apoplexy, ischemia-reperfusion injury, cardiop-
athy, carcinogenesis, periventricular leukomalacia, and
brain injury [110].

2.4.2. Parkinson’s Disease. Parkinson’s disease (PD) is a pro-
gressive neurological disorder, primarily from the death of
dopaminergic neurons in the substantia nigra [114]. Studies
have shown that Parkinson’s disease is caused by biochemical
abnormalities, including oxidative stress and mitochondrial
dysfunction [115, 116], and in recently, some studies have
also shown the correlation between PD and ferroptosis [117].

Iron accumulation in neurons induces oxidative stress by
Fenton’s reaction generating ROS. ROS induces iron release
from mitochondrial iron-sulfur cluster protein and other
iron storage proteins; it leads the further ROS generation
through Fenton’s reaction [118], then the ROS damage
DNA and mtDNA by epigenetic mechanism and oxidize
protein [118–120]. The most significant characteristic of
Parkinson’s disease is the progressive degeneration in the
substantia nigra, but current research is still incomprehensi-
ble why neurodegeneration only exists in certain nuclei while
the other iron-accumulation tissue remains unaffected and
the mechanism of neurotoxicity [121].

Mitophagy, the spontaneous and selectively autophagic
elimination of damaged or dysfunctional mitochondria, is
regulated by accumulation of iron, Parkin, and PINK1
(PTEN-induced putative kinase protein 1) and mediated by
autophagosomes. There are reports that show the loss of iron
in neuronal triggering mitophagy in a PINK1/Parkin-inde-
pendent manner [122, 123], and in contrast, the accumula-
tion of cellular iron obstructed the mitophagy, so that the

cells unable to eliminate the damaged mitochondria to main-
tain normal physiological status.

PINK1 is stably localized on damaged mitochondria with
low membrane potential [124], and the Parkin, an E3 ubiqui-
tin ligase, is selectively recruited from cytosol to dysfunc-
tional mitochondria [125] and liberates the activity of the
E3 by the PINK1-dependent mitochondrial localization
[124], then Parkin ubiquitination outer mitochondrial
membrane proteins to trigger mitophagy [126]. So, the
PINK1 and Parkin together sense the distress of mitochon-
dria and selectively target them for degradation [127], and
the mutations of PINK1 or Parkin fail to clear damaged
mitochondria [128, 129], causing neuronal damage [130],
leading to Parkinson’s disease [131].

2.4.3. Hereditary Iron Disease. Hereditary hemochromatosis
(HH) mainly inWestern populations causes iron overloaded.
HH is caused by multiple genetic defects like HFE, TfR2,
HJV, TMPRSS6, FPN1, and HAMP. According to different
mutant genes, HH is divided into HFE hemochromatosis
(type1), juvenile hemochromatosis (type 2), TfR2 hemochro-
matosis (type 3), and ferroportin hemochromatosis.

The majority of the HH is typ1 and typ2; it is due to the
homozygosity for the C282Y mutation in the HFE and
G320V, etc. in the HJV genes [132–135]. HFE and HJV
mutations alone or simultaneously affect the expression of
hepcidin through the BMP/SMAD pathway. In type 3 HH,
the mutation was identified on human chromosome 7q22
homozygous recessive Y250X in TfR2 [136]; type 3 HH is less
severe than typ1 and typ2 HH. Type 3 HH pathogenesis is
demonstrated in the mutation experiment of mice; the muta-
tion of TfR2 caused the inability of TF and HFE to bind to it,
weakened the signal transmission, and resulted in the down-
regulation of hepcidin expression [137], which ultimately
caused iron overload in multiple organs. As a receptor for
hepcidin, FPN1 has C326 residue and is necessary for the
binding of hepcidin [138]. Ferroportin hemochromatosis is
associated with the mutation of C326 residue, it is an autoso-
mal dominant genetic disease with similar clinical and phe-
notypic features to other HH, and the mutation of C326
suffices to cause FPN1 resistance of hepcidin [138, 139].
The loss-of-function mutation of TMPRSS6 causes IRIDA,
and its molecular basis was first identified in 2008 [140,
141]. Microcytic hypochromic anemia, low Tf saturation,
and excessive hepcidin are the main characteristic of IRIDA;
however, oral iron supplementation is futile in relieving the
symptoms. In the IRIDA, the most frequent mutation is
S304L; besides that, 40 different mutations in the TMPRSS6

Table 1: Genetic mutation causes iron metabolism disorders.

Protein Gene Mutation site Downstream effect Phenotype Reference

HFE HFE C282Y Iron concentration perception Regulation hepcidin expression by binding TfR [133]

TfR2 TFR2 Y250X Tf, HFE receptor C282Y homozygote modifier [144]

HJV HJV G320V, etc. Activate BMP-SMAD Regulation hepcidin expression [134]

MT2 TMPRSS6 A736V Cleavage HJV
Determining protease activity, influences the

hepcidin response to iron
[140]

FPN1 SLC40A1 C326S Cellular iron effluxion Resistance combine hepcidin [145, 146]
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gene have been described including K225E, K253E, G228D,
R446W, V736A, and V795I [142], but the latest research
shows thatALK2 gene mutation is also involved in the IRIDA
[143]. Including the gene mutations mentioned above, we
summarized the various genetic variations that caused hered-
itary iron disease in Table 1.

2.4.4. Perspectives. As one of the most important elements in
the body, after the decades of research, we have been clear
about the effect of the liver on iron metabolism and regula-
tion, but we are still constantly discovering new methods to
affect iron metabolism directly or indirectly. As the secretory
organ of hepcidin, the study of microRNA and gene muta-
tions has opened a new horizon for iron regulation in hepa-
tocyte. The discovery of more potential regulators raises
more awareness of iron metabolism, and more drugs can be
developed to treat iron-related diseases, such as inhibitors
or agonist of key genes. Due to the importance of iron in
the body, the molecular mechanism of iron sensing and reg-
ulation and its interaction needed to fully comprehend.
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Acute kidney injury (AKI), a clinical syndrome, is a sudden onset of kidney failure that severely affects the kidney tubules. One
potential treatment is dexmedetomidine (DEX), a highly selective α2-adrenoreceptor agonist that is used as an anesthetic
adjuvant. It also has anti-inflammatory, neuroprotective, and sympatholytic qualities. The aim of this study was to establish
whether DEX also offers protection against ischemia and reperfusion- (I/R-) induced AKI in rats. An intraperitoneal injection of
DEX (25 μg/kg) was administered 30min prior to the induction of I/R. The results indicate that in the I/R rats, DEX played a
protective role by reducing the damage to the tubules and maintaining renal function. Furthermore, in response to I/R, the DEX
treatment reduced the mRNA expression of TNF-α, IL-1β, IL-6, and MCP-1 in the kidney tissues and the serum levels of TNF-
α, IL-1β, IL-6, and MCP-1. DEX also reduced the levels of oxidative stress and apoptosis in the tubular cells. These results
indicate that in response to I/R kidney injury, DEX plays a protective role by inhibiting inflammation and tubular cell apoptosis,
reducing the production of reactive oxygen species, and promoting renal function.

1. Introduction

Acute kidney injury (AKI) can be a consequence of major
surgery. It significantly increases the risks for morbidity
and mortality [1]. AKI can result in arrhythmia, cerebral
edema, hyperkalemia, renal insufficiency, and water intoxica-
tion. All of these conditions pose a risk of death [2]. Few
studies have reported on acute stress-induced AKI; thus,
research into the underlying mechanisms and effective treat-
ments is needed.

AKI can be initiated by ischemia and reperfusion (I/R).
During I/R, the renal tubular epithelial cells experience dis-
turbed cell polarity and cytoskeletal integrity, disrupted
cell-cell and cell-matrix interactions, mitochondrial damage,
and increased reactive oxygen species (ROS) synthesis [3–5].
Oxidative stress resulting from acute restraint stress has been
determined to lead to hippocampal and hepatic damage [6].
Because oxidative stress can promote apoptosis, it also has
the capacity to cause AKI. Indeed, a number of pathological
kidney injuries have been attributed to apoptosis [6]. This

finding has stimulated inquiries into the role of oxidative
stress and apoptosis in the pathological process of I/R-
induced kidney injury.

Dexmedetomidine (DEX) possesses several properties
that are potentially beneficial for treating AKI. It is a potent
and highly selective α2 adrenergic agonist with analgesic, sed-
ative, and antisympatholytic characteristics [7, 8]. The distal
and proximal tubules of the kidney, as well as the peritubular
vasculature, are rich in α2-adrenoceptors [7, 8]. Using animal
models, studies have explored the effects of DEX following
I/R injury. As well as being beneficial for tubular architecture
and function and tubular epithelial cell apoptosis, DEX
reduces the synthesis of ROS and inhibits the secretion of
proinflammatory cytokines [9]. Despite DEX’s capacity to
alleviate renal I/R injury following surgery, the mechanism
by which it acts in AKI has yet to be elucidated.

The purpose of this study was to explore DEX’s protec-
tive effects against renal I/R injury in rats. In addition, it is
aimed at identifying the mechanisms by which DEX modu-
lates apoptosis, inflammatory cytokines, and ROS.
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2. Materials and Methods

2.1. Animals and Experimental Design. The study observed
the China Medical University’s guidelines for the use of lab-
oratory animals. Approval was sought from and granted by
the Ethics Committee on Animal Experiments of The First
Hospital of China Medical University.

Eighteen healthy 7–8-week-old male Sprague-Dawley
rats weighing 220–270 g were used. They were accommo-
dated in a laboratory (22°C ± 1°C, 12–12 h light-dark cycle)
in pathogen-free housing for one week prior to the experi-
ment. Food and water were provided ad libitum until 12 h
before the experiment. The food was then withdrawn; how-
ever, the water was available.

The rats were sedated and analogized with 10% chloral
hydrate (0.3ml/100 g) and 10μg/kg sufentanil citrate
(Renfu Pharmaceutical, China, Lot 81A06031) injected
intraperitoneally (i.p.). To improve perioperative analgesia,
0.2% ropivacaine (AstraZeneca AB, Sweden) was used for
local infiltration before surgical incision and after suture.
The rats’ temperatures were measured, and they were sus-
tained at 37°C (±1°C) with a heat pad. The heart rates
were monitored with subcutaneous electrodes. Arterial
pressure was invasively monitored by a 24 G trocar that
was placed in the left femoral artery. The exclusion criteria
were applied to the rats that had heart rates slower than
200 beats per min (bpm) for more than 5min or mean
blood pressures (MAP) less than 55mmHg. To induce
renal I/R injury, the right renal pedicle was clamped for
45min, and the left was surgically removed.

After the removal of the arterial clip, the color of the
remaining kidney was observed. A change from dark pur-
ple to reddish brown within 5min signaled the successful
restoration of blood perfusion. Each rat was administered
a 0.5ml saline i.p. injection every 2 h until it awoke or
the specimen was collected. The animals were euthanized
at 24 h after the I/R, and abdominal aortic blood samples
were collected immediately. To remove the cellular ele-
ments, the blood samples were left on ice for 2 h and then
centrifuged for 15min (3,000 g, 4°C). The serum was
stored at −80°C. The kidneys were harvested following
transcardial perfusion with ice-cold heparinized saline. A
part of the renal tissue sections were fixed in paraformal-
dehyde and embedded in paraffin wax; 4μm sections were
removed and stained with hematoxylin and eosin. In addi-
tion, a terminal deoxynucleotidyl transferase deoxyuridine
triphosphate nick-end labeling (TUNEL) assay was per-
formed. The remainder of the renal tissue was maintained
at −80°C until further analysis.

The rats were randomly assigned to one of three groups
(n = 6 per group):

Group 1.Sham control (Sham): The rats received 0.5ml
saline i.p. injections prior to sham surgery. The renal vessels
were not clamped.

Group 2.Renal I/R group (I/R): The surgery was per-
formed as previously described.

Group 3.DEX+I/R group (DEX+I/R): At 30min prior to
the initiation of renal ischemia, 25μg/kg of DEX was admin-
istered by i.p. injection.

2.2. Renal Histology. The kidneys were postfixed with 10%
buffered formalin, dehydrated in graded ethanol solutions,
embedded in paraffin, sectioned, and stained with hematox-
ylin and eosin. Acute tubular necrosis was graded on a 0 to
4 scale on the basis of the damage to the cortex or outer
medulla: 0 =normal, 1 =minimal damage (<5% involve-
ment), 2 =mild damage (5–25% involvement), 3 =moderate
damage (25–75% involvement), and 4= severe damage
(>75% involvement) [10].

2.3. Renal Function. Serum creatinine (CREA) and serum
urea nitrogen were quantified with a UniCel DxC800 Syn-
chron device (Beckman, USA). Standard enzyme immunoas-
say kits (BioPorto Diagnostics, Gentofte, Denmark) were
used to establish the serum concentrations of the neutrophil
gelatinase-associated lipocalin (NGAL) and cystatin C.

2.4. Reverse Transcription Polymerase Chain Reaction.
Reverse transcription polymerase chain reaction (RT-PCR)
was used to determine the expression levels of TNF-α, IL-
1β, IL-6, and MCP-1 in the kidneys. The total cellular RNA
was extracted with TRIzol (Invitrogen), and the cDNA was
synthesized with a Moloney murine leukemia virus (M-
MLV) reverse transcription kit (Promega). Quantitative
real-time PCR was performed through the use of an IQ SYBR
Green Supermix reagent (Bio-Rad, USA) with a Bio-Rad
real-time PCR machine. The manufacturer’s instructions
were followed. The data were analyzed by the use of the
−ΔΔCT method. Glyceraldehyde 3-phosphate dehydroge-
nase (GAPDH) was used as a housekeeping gene against
which the expression levels of the target genes were normal-
ized. Table 1 presents the primer sequences.

2.5. Kidney Oxidative Stress Analysis. A homogenate of the
kidney tissue was made to measure the concentration of glu-
tathione (GSH) and malondialdehyde (MDA). The homoge-
nate was also used to identify superoxide dismutase (SOD)
antioxidant enzyme activity. The manufacturer’s instructions
for the corresponding assay kit (Nanjing Jiancheng Bioengi-
neering Institute, Nanjing, China) were followed.

Table 1: Primers used in this study.

Primers Sequences

TNF-α
Forward, 5′-CCCGGAATGTCGATGCCTGAGTG-3′
Reverse, 5′-CGC CCC GGC CTT CCA AAT AAAT-3′

IL-1β
Forward, 5′-GCC CAT CCT CTG TGA CTC AT-3′
Reverse, 5′-AGG CCA CAG GTA TTT TGT CG-3′

IL-6
Forward, 5′-TCT CGA GCC CAC CAG GAA CGA-3′
Reverse, 5′-AGG GAA GGC AGT GGC TGT CA-3′

MCP-1
Forward, 5′-AGC ATC CAC GTG CTG TCT C-3′

Reverse, 5′-GAT CAT CTT GCC AGT GAA TGAG-3′

GAPDH
Forward, 5′-AGG TCG GTG TGA ACG GAT TTG-3′
Reverse, 5′-TGT AGA CCA TGT AGT TGA GGTCA-3′
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2.6. Serum Inflammatory Cytokine Analysis. The serum
inflammatory cytokines were measured through the use of
a commercial enzyme-linked immunosorbent assay (ELISA)
kit from Nanjing Jiancheng Bioinstitute (Nanjing, Jiangsu,
China) and a microplate reader at 450 nm (Thermo Scien-
tific, Waltham, MA). The manufacturer’s guidelines were
followed.

2.7. Terminal Deoxynucleotidyl Transferase Deoxyuridine
Triphosphate Nick-End Labeling (TUNEL) Assay. To detect
the apoptotic tubular epithelial cells, an in situ TUNEL assay
was used in accordance with the manufacturer’s instructions
(In Situ Cell Death Detection Kit, POD, Roche, Switzerland).
The sections that had been fixed in paraffin were dewaxed.
They were then rehydrated with xylene and a graded series
of ethanol and double-distilled water. The sections were
treated with proteinase K (20μg/ml) at room temperature
for 15min before being rinsed twice with phosphate buffer
saline (PBS). After the slide was dried, 50μl of TUNEL reac-
tion mixture was applied. The slides were incubated at 37°C
in a humidified chamber for 60min and then rinsed three
times with PBS. Converter-POD (50μl) was added to the
specimen, and a coverslip was applied before incubation at
37°C in a humidified chamber for 30min. The samples were
again rinsed three times with PBS and then stained with a
diaminobenzidine (DAB) substrate (Zhongshan, Beijing,

China). After 10min, the DAB was removed by being rinsed
three times with PBS. Hematoxylin or methyl green stains
were applied and then rinsed with tap water almost immedi-
ately. ImageJ software (version 1.38; National Institutes of
Health, Rockville, MD) was used for counting the number
of TUNEL-positive cells in an objective grid in regions of
10 randomly selected sections. A 40x objective lens was used
for the counts, which were performed by a researcher who
was blinded to the experiment aims. The data from the aver-
age of these 10 counts were analyzed.

2.8. Statistical Analysis. The data were analyzed in IBM SPSS
Statistics for Windows, version 22.0 (SPSS Inc., Chicago, IL,
USA). The results are presented as means and standard devi-
ation (SD). One-way analysis of variance (ANOVA) was used
to compare multiple sets of data. Statistical significance was
set at p < 0:05. The graphs were created in GraphPad Prism
7.00 (GraphPad Inc., San Diego, CA, USA).

3. Results

To confirm the effects of DEX on I/R-induced renal injury,
25μg/kg of DEX was administered by i.p. injection 30min
before I/R. Figure 1 presents the histological images through
which kidney injury was determined. The evidence provided
by the hematoxylin and eosin (H&E) stains indicates that the
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Figure 1: Dexmedetomidine (DEX) preconditioning showed renoprotective effects histologically (10x). Renal injury was inflicted in the
experimental group by removing the left kidney and clamping the right renal artery for 45min (renal ischemia-reperfusion (I/R)). In the
sham control group, both renal pedicles were dissected without occlusion. DEX was administered 30min prior to ischemia. Representative
microphotographs were taken from (a) the sham control group, (b) the I/R group, (c) the DEX (25 μg/kg)+I/R group, and (d) the
quantification of the histological scores following I/R in rats. The histological damages were indicated by black arrows. The data are the
mean ± SD (n = 6).∗p < 0:05.
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histological injuries to the I/R rats’ kidneys included focal
renal hemorrhage, focal tubular necrosis, neutrophil infiltra-
tion, and vacuolar degeneration of the renal tubular epithelial
cells (p < 0:05). The histological damage in the DEX-treated
rats was lesser (p < 0:05) than that in the I/R rats.

As is shown in Figure 2, the marked increase in serum
CREA (p < 0:05) and urea nitrogen (p < 0:05) was indicative
of I/R-induced renal dysfunction. However, these serum
markers were significantly lower (p < 0:05) in the DEX-
treated rats than in the I/R rats. This suggests that the renal
function in the DEX-treated rats was maintained to some
extent after I/R induction. Furthermore, the serum NGAL
and cystatin C levels in the I/R-induced rats were signifi-
cantly higher (p < 0:05) than those in the sham group. How-
ever, they were significantly lower (p < 0:05) in the DEX-
treated rats than in the I/R-induced rats (Figure 2).

The effects of DEX on oxidative stress were also evalu-
ated. As is illustrated in Figure 3, the MDA concentrations
in the I/R-induced rats were significantly higher (p < 0:05)
than those in the sham group. However, in the I/R rats
treated with DEX, the levels of oxidative stress were lower
(p < 0:05) than those in the I/R rats. The GSH and SOD activ-
ity levels in the I/R group were significantly lower (p < 0:05)
than those in the sham controls. Indeed, the GSH concentra-
tions and SOD activity levels in the I/R group treated with
DEX were significantly higher (p < 0:05) than those in the
I/R group.

The effects of DEX on the expression of proinflammatory
cytokines were evaluated. The RT-PCR results for the kidney

samples indicated that the expression levels of IL-1β, IL-6,
MCP-1, and TNF-α mRNA were significantly higher
(p < 0:05) in the I/R-induced rats than in the controls
(Figure 4). However, DEX exerted a modulatory effect. The
mRNA expression of IL-1β, IL-6, MCP-1, and TNF-α
(p < 0:05) in the kidney tissues of the rats that received
DEX treatment was lower than that in the I/R-induced rats.
The serum levels of IL-1β, IL-6, MCP-1, and TNF-α in the
I/R rats were considerably higher than those in the DEX-
treated I/R rats (p < 0:05). The serum levels of IL-1β, IL-6,
MCP-1, and TNF-α (p < 0:05) in the rats that received DEX
treatment were lower than those in the I/R-induced rats. This
suggests that in the case of I/R injury, DEX exerts an inhibi-
tory effect on the expression of inflammatory cytokines.

The available evidence suggests that the pathogenesis of
I/R injury is aggravated by the apoptosis of the tubular cells.
Thus, the effect of DEX on tubular epithelial cell apoptosis in
the I/R-induced rats was explored. The results of the TUNEL
assay revealed that I/R injury was associated with a signifi-
cant increase (p < 0:05) in the level of apoptosis in these epi-
thelial cells. In contrast, there were fewer apoptotic cells in
the kidney samples from the DEX-treated rats (p < 0:05) than
in those from the I/R group (Figure 5).

4. Discussion

A sequela of cardiovascular and transplant surgery or shock
is renal I/R injury that causes AKI. This results in longer hos-
pital stays and even death [11]. The present study has
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Figure 2: Renal function in rats subjected to the sham procedure, untreated ischemia-reperfusion (I/R), or I/R with dexmedetomidine (DEX)
treatment. Levels of (a) serum creatinine, (b) serum urea nitrogen, (c) serum neutrophil gelatinase-associated lipocalin (NGAL), and (d)
cystatin C (Cys C) in the sham control, I/R, and DEX (25 μg/kg)+I/R groups. The data are the mean ± SD (n = 6). ∗p < 0:05.
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demonstrated that pretreatment with DEX helps to maintain
renal morphology and function in cases of I/R injury. When
kidney I/R occurred, the levels of inflammatory mediators
circulating in the blood were reduced, and the kidneys expe-
rienced less oxidative stress as a consequence of the adminis-
tration of DEX. These findings suggest that DEX might be an
appropriate pharmaceutical intervention to reduce acute
injury-induced kidney damage.

Among the qualities of DEX are its anesthetic-sparing
effect and facilitation of hemodynamic stability. Conse-
quently, DEX is frequently administered as a sedative in peri-
operative and intensive care medicine. It is also applied as an
anesthetic adjuvant [12]. DEX has wide clinical applications
because its analgesic, hemodynamic, sedative, and sympatho-
lytic qualities make it particularly useful for perioperative
patients.

Other features are its anti-inflammation, antioxidant,
and antiapoptotic effects on the brain, heart, lungs, and kid-
neys [13, 14]. The results of several animal model studies
indicate that DEX also offers protection against I/R injury
to the kidney [12, 15]. Other studies have highlighted the
beneficial role of DEX in preventing renal injury in patients
undergoing cardiovascular and other major surgical proce-
dures [16]. These findings supplement those of earlier studies
that reported significant increases in the CREA and BUN
levels following I/R injury. This suggests impaired renal func-
tion. An examination of the histopathological evidence indi-
cates that I/R causes kidney injury; however, DEX
pretreatment can be mitigative.

A surfeit of oxygen-free radicals is produced by organ-
isms in a state of stress. This disrupts the delicate balance
between the oxidation and antioxidant systems [17]. The
results of this study indicate that the MDA levels, an impor-
tant biomarker of oxidative damage, are reduced and the

GSH and SOD levels are increased by DEX. MDA is a useful
indirect indicator of the extent of free radical-induced dam-
age [18]. In contrast, GSH and SOD are important antioxi-
dants [19]. The results suggest that I/R diminished the
antioxidant defense system by increasing the MDA levels
and reducing the GSH and GSH enzyme activity. This sug-
gests that I/R could induce oxidative stress, which might be
significant in the pathogenesis of AKI. The DEX treatment
helped to protect against oxidative stress suggesting that it
has antioxidative effects [20]. Therefore, DEX could provide
protection against I/R-induced AKI.

Another manifestation of I/R injury is a heightened
inflammatory response [21, 22]. This response aggravates
the conditions because the macrophages, T cells, and other
inflammatory mediators are recruited to the tissues injured
by I/R [21, 22]. As the results of the tissue samples obtained
from the kidneys of I/R-injured rats in this study have dem-
onstrated, the expression of IL-1β, IL-6, MCP-1, and TNF-α
mRNA was elevated. In contrast, the renal tissue samples
from the rats that had received DEX following I/R exhibited
lower IL-1β, IL-6, MCP-1, and TNF-α mRNA expression.
Relationships among renal morphology, the serum levels of
inflammatory mediators, and the state of cell apoptosis were
found. The pathogenesis and progression of I/R injury are
influenced by the proinflammatory cytokines, including IL-
1β, IL-6, MCP-1, and TNF-α [23, 24]. DEX not only acts
locally on the kidney’s α2-adrenoceptors but also influences
the anti-inflammatory reactions, thereby mitigating the dam-
aging effects of I/R on the kidney.

Apoptosis, also known as programmed cell death, is a
critical mechanism for maintaining cell stability; however,
too much can damage the body [25]. Usually, apoptosis, an
early event in kidney I/R injury, interacts with the subsequent
inflammation and kidney injury [26]. In the present study, a
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Figure 3: Extent of oxidative stress in rats subjected to the sham procedure, untreated ischemia-reperfusion (I/R), or I/R with
dexmedetomidine (DEX) treatment. Levels of (a) malondialdehyde (MDA), (b) glutathione (GSH), and (c) superoxide dismutase (SOD)
in the sham control, I/R, and DEX (25 μg/kg)+I/R groups. The data are the mean ± SD (n = 6). ∗p < 0:05.
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significantly higher number of TUNEL-positive cells were
retrieved from the rats with the I/R-injured kidneys than
from those that received the DEX intervention. Studies have
found that TNF-α causes injury to the kidneys [27, 28]. DEX

might protect against AKI following I/R by stimulating an
antiapoptotic effect.

The data obtained from this study demonstrate that DEX
exerts a protective effect against I/R injury in rats by
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Figure 4: The mRNA levels of the inflammatory mediators in the rat kidneys or the serum levels of the inflammatory mediators subjected to
the sham procedure, ischemia-reperfusion (I/R), or I/R with dexmedetomidine (DEX) treatment. Reverse transcription polymerase chain
reaction (RT-PCR) tests of the mRNA levels of (a) IL-1β, (b) IL-6, (c) MCP-1, and (d) TNF-α in the kidney tissues from the sham
control, I/R, and DEX (25 μg/kg)+I/R groups. Enzyme-linked immunosorbent assay (ELISA) of the levels of (e) IL-1β, (f) IL-6, (g) MCP-
1, and (h) TNF-α in the sera from the sham control, I/R, and DEX (25 μg/kg)+I/R groups. The data are the mean ± SD (n = 6). ∗p < 0:05.
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inhibiting tubular cell apoptosis and inflammation, lowering
ROS production, and promoting renal function. These
results suggest that DEX may play a role in the treatment of
I/R-initiated AKI. However, DEX is not without side effects;
through parasympathetic activation, it can contribute to bra-
dycardia. How DEX can be best exploited to protect vital
organs has yet to be established. Further research into its
applications is justified.
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Background. The enlargement of lymph nodes is a common clinical sign in connective tissue disease (CTD) and viral hepatitis. In
this research, we evaluated the incidence of enlarged lymph nodes in autoimmune liver diseases (AILD). Moreover, we identified
the clinical significance of abdominal lymph node enlargement in AILD.Methods. The characteristics of abdominal lymph nodes,
including their morphology and distribution, were assessed by ultrasonography and computed tomography in 125 patients with
AILD, 54 with viral hepatitis, 135 with CTD, and 80 healthy controls. The pathological and laboratory results of 106 AILD
patients were collected to analyze the association between lymphadenectasis and disease activity. Results. Enlargement of
abdominal lymph nodes was found in 69.6% of patients with AILD, 63% of patients with viral hepatitis, 29.6% of patients with
CTD, and 2% of healthy controls. Alkaline phosphatase (ALP), glutamate transpeptidase (GGT), and immunoglobulin M (IgM)
levels were significantly increased in AILD patients with lymphadenectasis (LA) in contrast to patients without lymphadenectasis
(NLA) (P < 0:05). The pathological characteristics of inflammation, cholestasis, and focal necrosis were more common in the
LA group than in the NLA group (P < 0:05). As shown by multivariate logistic regression analysis, interface hepatitis
(OR = 3:651, P < 0:05), cholestasis (OR = 8:137, P < 0:05), and focal necrosis (OR = 5:212, P < 0:05) were related to LA.
Conclusions. The percentage of abdominal lymph node enlargement in AILD subjects was significantly higher than that in
CTD subjects. Therefore, the enlargement of lymph nodes can represent a noninvasive indicator of histological and
biochemical inflammation activity in AILD.

1. Introduction

Autoimmune liver disease (AILD) is a common cause of
chronic hepatitis that leads to liver cirrhosis due to occult
onset [1]. The categories of AILD include autoimmune hep-
atitis (AIH), primary biliary cholangitis (PBC), primary scle-
rotic cholangitis (PSC), and overlap syndrome. At present,
AILD remains a major diagnostic and therapeutic challenge
due to the lower incidence of disease and heterogeneous
subtypes [2, 3].

Inflammatory response in organs usually leads to hyper-
plasia of regional lymph nodes. Enlarged abdominal lymph
nodes are a common finding in patients with chronic active
hepatitis [4, 5], especially in those caused by autoimmune

[6, 7] or viral infection [8–10]. In addition, a higher incidence
of enlarged abdominal lymph nodes in PBC (74–100%) and
AIH (13–73%) has been reported [6].

The existing research shows that the enlargement of
lymph nodes in multiple parts of the body is a shared
clinical manifestation in connective tissue diseases (CTD)
[11, 12]. CTD comprises a group of immune system diseases
involving the connective tissues of the body. Patients with
CTD can have positive antinuclear antibodies (ANA) and
increased IgG levels, which can also be found in AILD
patients [11]. Furthermore, it has been reported that enlarged
lymph nodes are associated with disease activity in CTD.
Researchers also found that enlarged abdominal lymph
nodes in chronic hepatitis C (CHC) subjects are associated
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with serum parameters of viremia, a high frequency of serum
CD8 levels, and severe histological damage [13, 14]. How-
ever, the characteristics of enlarged lymph nodes in CTD,
CHC, and AILD have not been studied. In addition, the asso-
ciation between the enlargement of lymph nodes and AILD
activity is still unclear.

We speculated that lymphoid hyperplasia was the
response of an altered immune system to an undefined anti-
genic stimulus. In the present study, we analyzed the inci-
dence of enlarged lymph nodes in CTD, viral hepatitis, and
AILD. Then, we evaluated their association with disease
activity by comparing them with biochemical, immunologi-
cal, and pathological results in AILD subjects. In addition,
we assessed the distribution of abdominal lymph nodes in
CTD, viral hepatitis, and three subtypes of AILD. The results
indicated that the enlargement of lymph nodes is a noninva-
sive indicator of histological and biochemical inflammation
activity in AILD.

2. Methods

2.1. Patients. For the study, 225 individuals with AILD were
recruited from October 2008 to May 2016. The diagnosis of
AILD was made according to EASL guidelines (AIH),
AASLD guidelines (PBC), and the Paris standard (AIH-
PBC) [15, 16]. All patients were negative for neoplasm, lym-
phadenoma, and intestinal tuberculosis. Exclusion criteria
were applied, with the following results: 46 patients were
excluded for a history of viral hepatitis, alcoholic liver dis-
ease, drug-induced liver disease, or CTD; 54 patients were
excluded for incomplete data. Ultimately, 125 AILD subjects
were enrolled in the study, 106 of whom underwent liver
biopsies. Additionally, 135 patients with CTD, as diagnosed
by the American College of Rheumatology (ACR) and the
European League Against Rheumatism (EULAR) [17–19],
were enrolled in the study from October 2008 to May
2016. All patients were negative for a history of neoplasm,
lymphadenoma, intestinal tuberculosis, and multifarious
liver diseases. Moreover, 54 patients with viral hepatitis, as
diagnosed by EASL guidelines, were also investigated [20,
21]. As a control group, 80 healthy volunteers were recruited
for the study. The study was approved by the ethics commit-
tee of Tianjin Medical University General Hospital. All
patients and control volunteers were at least 18 years old
and provided informed consent to participate in the study.

2.2. Serologic and Pathological Laboratory Tests. Laboratory
tests were performed on AILD subjects: alanine amino trans-
ferase (ALT), aspartate amino transferase (AST), alkaline
phosphatase (ALP), glutamate transpeptidase (GGT), and total
bilirubin (TBIL); IgG, IgM, and IgA; and anti-nuclear antibody
(ANA), smooth muscle antibody (SMA), anti-liver kidney
microsomal antibody (Anti-LKM), anti-mitochondrial anti-
body (AMA), and anti-mitochondrial antibody 2 (AMA2).
All the above-mentioned parameters were detected before
treatment. Within the lobular parenchyma, the following
morphological changes were evaluated: hepatocyte edema,
interface hepatitis, focal necrosis, and hepatic fibrosis. All

liver biopsy specimens were checked independently by two
experienced pathologists.

2.3. Computed Tomography Image Analysis. Celiac lymph
nodes of the liver and abdominal organs were assessed for
echotexture by ultrasonography and computed tomography.
Abdominal lymph nodes larger than 5mm in the shortest
diameter were counted, and the size of each lymph node
was measured in the longest axis (a) and in the correspond-
ing perpendicular axis (b) using ALOKA ultrasound and
TSX-032A computed tomography, respectively. Examina-
tions were performed by two experienced radiologists, and
patients with consistent evaluation results were included in
the study. The maximum cross-sectional area was recorded
as the result after multiple measurements.

2.4. Statistics. Statistical analysis was completed with SPSS 7.5
for Windows (SPSS Inc., Chicago, IL, USA). Demographic
characteristics of patients were expressed as median range
or mean ± SD. Statistical significance between two groups
of normally distributed quantitative data was analyzed by a
t-test. The Mann-Whitney U test was used for categorical
and nonnormal continuous data. For qualitative data, com-
parisons among the groups were conducted using the χ2 test
or Fischer’s exact test. Multivariate logistic regression anal-
ysis was used to identify factors that were independently
associated with the presence of abdominal lymph nodes.
A P value < 0.05 was considered statistically significant.

3. Results

3.1. The Frequency of Abdominal Lymph Nodes in AILD Is
Higher Than That in CTD. As shown in Table 1, the baseline
demographic data of all the patients were listed, and the fre-
quency of abdominal lymph nodes was detected (Figure 1).
The proportion of gender at the time of the study was the
only demographic parameter which differed significantly
among all the groups (P < 0:05). Enlarged lymph nodes
occurred in all groups, and a significantly higher proportion
of lymph nodes was found in AILD subjects than in control
group subjects (P < 0:001). Abdominal lymph nodes tended
to be more prevalent in patients with AILD (69.6%) and viral
hepatitis (63%), whereas enlarged lymph nodes were only
infrequently observed in patients with CTD and in control
patients (29% and 2%, respectively). The positive proposition
of abdominal lymph node enlargement in the subjects with
AIH, PBC, and overlap syndrome was 56%, 86.2%, and
73.9%, respectively (P = 0:014), while the positive rate of
lymph node enlargement in PBC subjects was significantly
higher than that in AIH subjects (P = 0:006).

3.2. The Enlargement of Abdominal Lymph Nodes Is
Positively Correlated with Disease Activities in AILD. As
shown in Table 2, there were no significant differences in age
or in the proportion of females in the LA group and NLA
group. In addition, the levels of ALP andGGT in the LA group
were higher than those in the NLA group: 181U/L (126U/L,
367U/L) vs. 132U/L (92.8U/L, 166U/L); 199U/L (124U/L,
416U/L) vs. 104.5U/L (55.3U/L, 180U/L), P<0.05, respec-
tively; meanwhile, there were no significant differences in other
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liver function test results. The patients in the LA group were
observed to have a higher level of IgM (294mg/dL (137mg/dL,
474mg/dL) vs. 247.5mg/dL (98.8mg/dL, 361mg/dL)) than
those in the NLA group (P < 0:05). It was also observed that
interface hepatitis occurred in 22.2% of patients without
lymph node enlargement, whereas up to 48.6% of those with
lymph node enlargement presented with interface hepatitis
(P = 0:009). Cholestasis was found in 30% of LA group sub-
jects and 5.6% of NLA group subjects (P = 0:004), and focal
necrosis was found in 31.4% of LA group subjects and 5.6%
of NLA group subjects (P = 0:003). Meanwhile, no statistical
significance in terms of inflammation of the portal area and
hepatic fibrosis was found (P > 0:05). It was indicated that
histological damage, including interface hepatitis, focal
necrosis, and cholestasis, was more severe in the LA group
than in the NLA group (P < 0:05). As liver biopsy specimens

showed, patients with lymph node enlargement presented
with interface hepatitis, leukomonocyte infiltrates, cholestasis,
focal necrosis, and hepatic rosette formation (Figure 2(b)),
whereas patients without lymph node enlargement only
presented with leukomonocyte infiltrates and focal necrosis
(Figure 2(a)).

The correlations between biochemical and pathological
characteristics and lymph nodes in AILD were assessed
(Table 3). The enlargement of lymph nodes was not found
to be correlated with serum levels of AST (P = 0:468), ALP
(P = 0:337), or GGT (P = 0:167). In contrast, significant pos-
itive associations were observed between lymph nodes and
interface hepatitis (P = 0:019), cholestasis (P = 0:011), and
focal necrosis (P = 0:044).

The volume of abdominal lymph nodes in AILD was
greater than that in viral hepatitis.

(a) (b)

A
B

(c)

A
B

(d)

Figure 1: Enlarged lymph node (LN) was detected in autoimmune liver disease (AILD). (a) Abdominal CT examination indicated the
enlargement of para-aortic lymph nodes. (b) Abdominal CT examination showed the enlargement of pancreatic lymph nodes. (c)
Abdominal ultrasonography showed round enlarged lymph nodes around the pancreas. (d) Abdominal ultrasonography revealed oval
enlarged lymph nodes around the pancreas. Abdominal lymph nodes larger than 5mm but at their shortest diameter were counted. The
arrow points to the lymph node: (A) longest axis and (B) perpendicular axis.

Table 1: Baseline demographics and positive rates of abdominal lymphadenopathy in patients and healthy controls.

Diseases Number F/M Mean age (y) Patients with lymphadenopathy P

AILD 125 (114/11) 59 ± 0:99 87 (69.6%) —

AIH 50 (45/5) 62 ± 1:46 28 (56%)

PBC 29 (28/1) 59:1 ± 1:8 25 (86.2%) 0.006∗∗

AIH-PBC 46 (41/5) 58 ± 1:6 34 (73.9%)

Viral hepatitis 54 (28/26) 55 ± 2:54 34 (63%) 0.306∗

CTD 135 (103/32) 52:5 ± 2:38 40 (29.6%) <0.001∗

Healthy 80 (48/32) 48 ± 6:27 1 (2%) <0.001∗

The positive rate of abdominal lymph node enlargement in different groups was compared by the χ2 test. ∗The AILD group was compared with the viral
hepatitis, CTD, and health groups, respectively, and P < 0:05 was statistically significant. ∗∗The PBC group was compared with the AIH group. AILD:
autoimmune liver disease; AIH: autoimmune hepatitis; PBC: primary biliary cholangitis; AIH-PBC: overlap syndrome; CTD: connective tissue diseases.
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The morphological characteristics of lymph nodes, which
have a circular or oval shape with clear boundaries and no
fusion phenomena, can be detected by abdominal ultrasound
and abdominal CT (Figure 1). The size of lymph nodes in
AILD patients was found to be larger in comparison with that
of lymph nodes in viral hepatitis patients. As shown in
Table 4, ultrasound testing revealed that abdominal lymph-
adenopathy appeared in 50 of 87 (57.5%) cases of AILD
and 21 of 34 (61.8%) cases of viral hepatitis. The number of
abdominal lymph nodes was more than 1 in 46 cases (92%)
of AILD patients and 19 cases (90.5%) of viral hepatitis
patients, which was not significant (P = 0:999). Similarly,
the aspect ratio (a/b) of lymph nodes greater than 2 presented

in 13 cases (26%) of AILD and 6 cases (28.6%) of viral hepa-
titis, and there was no significant difference between the two
groups (P = 0:823). Moreover, the maximum cross-sectional
area of lymph nodes in AILD patients was larger than that in
patients with viral hepatitis (1.34 cm2 (0.82 cm2, 2.07 cm2) vs.
0.96 cm2 (0.68 cm2, 1.32 cm2), P = 0:017).

3.3. The Distribution of Lymph Nodes in AILD Was More
Common in the Periphery of the Pancreas and Porta
Hepatis, Especially in Patients with AIH. The distribution of
lymph nodes in different liver injury diseases was determined
(Table 5). In AILD, the frequencies of lymphadenopathy in
the periphery of the pancreas, porta hepatis, abdominal

Table 2: Univariate analysis of demographic, biochemical, immunological, and pathological characteristics in 106 cases of AILD subjects.

LA (n = 70) NLA (n = 36) P

Demography

Age (years) 59:67 ± 1:3 58:53 ± 1:9 0.609

Female 64 (91.4%) 33 (91.7%) 0.999

Biochemistry

ALT (U/L) 72 (36, 154) 57 (31, 146.25) 0.620∗

AST (U/L) 81 (41, 136) 50.5 (28.75, 110) 0.073∗

ALP (U/L) 181 (126, 367) 132 (92.8, 166) 0.001∗

GGT (U/L) 199 (124, 416) 104.5 (55.3, 180) 0.000∗

TBIL (mol/L) 20.5 (13.1, 47.6) 19.8 (11.6, 31.9) 0.334∗

Immunology IgG (mg/dL) 1610 (1360, 1840) 1620 (1337, 1875) 0.942∗

IgM (mg/dL) 294 (137, 474) 247.5 (98.8, 361) 0.035∗

IgA (mg/dL) 327 (233, 454) 298 (228.8, 405) 0.733∗

Histopathology

Portal area inflammation 58 (82.9%) 26 (72.2%) 0.201∗∗

Interface hepatitis 34 (48.6%) 8 (22.2%) 0.009∗∗

Cholestasis 21 (30%) 2 (5.6%) 0.004∗∗

Focal necrosis 22 (31.4%) 2 (5.6%) 0.003∗∗

The data are presented as medians and quartiles. ∗The analysis of the biochemical parameters in the LA and NLA groups in AILD was performed by the Mann-
Whitney test. ∗∗The analysis of the pathological parameters in the LA and NLA groups in AILD was conducted by the χ2 test, with P < 0:05 being considered
statistically significant. AILD: autoimmune liver disease; LA: lymphadenectasis; NLA: nonlymphadenectasis; ALT: alanine amino transferase; AST: aspartate
amino transferase; ALP: alkaline phosphatase; GGT: glutamate transpeptidase; TBIL: total bilirubin.

(a) (b)

Figure 2: Typical liver biopsy from patients with or without lymph node enlargement. (a) In patients with lymph node enlargement,
leukomonocyte infiltrates and focal necrosis are present. (b) In patients with lymph node enlargement, interface hepatitis, leukomonocyte
infiltrates, cholestasis, focal necrosis, and hepatic rosette formation are present.
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aorta, gastrohepatic ligament, and mesenteric roots were
37.9%, 33.3%, 32.2%, 17.2%, and 2.3%, respectively, while
in CTD patients, these frequencies were 5%, 17.5%, 85%,
10%, and 47.5%, respectively. Abdominal lymph nodes
appeared more often in the periphery of the pancreas
(P < 0:001) and porta hepatis (P = 0:014) in AILD patients
than in patients with CTD, while abdominal lymph nodes
were commonly found in the abdominal aorta and mesen-
teric roots in CTD patients (P < 0:001). Compared to viral
hepatitis, in AILD, lymph nodes occurred mainly in the
periphery of the pancreas (P = 0:005) and gastrohepatic liga-
ment (P = 0:006).

The distributions of lymph nodes in different subtypes of
AILD were also analyzed (Table 5). In patients with AIH, the
frequencies of lymphadenopathy in the periphery of the pan-
creas, porta hepatis, abdominal aorta, gastrohepatic ligament,
and mesenteric roots were 53.6%, 50%, 25%, 10.7%, and 0%,
respectively, while in PBC patients, these frequencies were
5%, 17.5%, 85%, 10%, and 47.5%, respectively (Table 5). In
patients with AIH-PBC, the frequencies of lymphadenopathy
in the periphery of the pancreas, porta hepatis, abdominal

aorta, gastrohepatic ligament, and mesenteric roots were
41.2%, 17.6%, 26.5%, 14.7%, and 0%, respectively. Abdomi-
nal lymph nodes mainly appeared in the periphery of the
pancreas in AIH and AIH-PBC; meanwhile, in PBC, lymph
nodes were mainly found in the abdominal aorta (Table 5).

4. Discussion

One study showed a higher incidence of enlarged lymph
nodes in PBC (74–100%) and AIH (13–73%) [6]. In addition,
abdominal lymph node enlargement could be the only imag-
ing manifestation in patients with AILD [14]. It was reported
that lymph nodes in patients with CTD were not limited to
the body surface, but were in fact also distributed in the
abdominal cavity [22]. However, in our study, abdominal
lymph nodes tended to be most prevalent in patients with
AILD (69.6%), significantly higher than in CTD patients
(29.6%). We speculated that lymphoid hyperplasia was the
response of an altered immune system to an undefined anti-
genic stimulus. It was reported that the lymph nodes in CTD
were more commonly found on the body surface, which may
be because CTD is an immune system disease involving con-
nective tissues [23, 24]. The enlargement of lymph nodes in
AILD was mainly found in the abdominal cavity, since AILD
is an immune-related liver disease [6].

The sizes of the noticeable lymph nodes seemed to be his-
tologically and serologically correlated with disease activity
in patients with AILD [14]. The enlargement of perihepatic
lymph nodes in chronic hepatitis C was shown to be related
to liver histology and hepatitis C virus viremia, which in turn
reflects the inflammatory activities and immunological
responses of the host [25]. Previous studies have shown that
enlarged regional lymph nodes are significantly correlated
with the elevation of ALP and GGT, which is more common
in chronic liver diseases [26]. In our study, the levels of ALP
and GGT were significantly higher in the LA group than in
the NLA group, which might indicate the persistence of
inflammation. Several studies have suggested that regional
lymph node enlargement is significantly correlated with
ALT, AST, ALP, serum bilirubin, serum anti-mitochondrial
antibodies, and IgG, reflecting hepatocellular damage, chole-
stasis, and humoral immunoreactivity in PBC. The increase
of ALT and AST indicated that inflammatory damage to
the liver persists; likewise, the increase of ALP and serum bil-
irubin indicated inflammatory damage to the bile duct [13,
26]. In our research, abdominal lymphadenopathy in sub-
jects with AILD was related to histopathological severity,
including interface inflammation, focal necrosis, and chole-
stasis. This study showed that patients with abdominal
lymph node enlargement should undergo liver biopsy to ana-
lyze the activity and severity of liver inflammation and that
timely treatment should be considered in these patients.

Nakanishi et al. observed enlarged lymph nodes in 77–
91% of patients with CHC and 96% of patients with CHB
[27]. In our study, abdominal lymph nodes tended to be
prevalent both in patients with AILD (69.6%) and in those
with viral hepatitis. The ultrasound results showed that the
size of lymph nodes in subjects with AILD was larger than
that in subjects with viral hepatitis. This finding is important,

Table 3: Factors associated with the presence of abdominal lymph
nodes in patients with AILD: multivariate analysis.

Variable Odds ratio (95% CI) ∗P

AST (IU/L) 1.001 (0.998, 1.004) 0.468

ALP (IU/L) 1.002 (0.998, 1.007) 0.337

GGT (IU/L) 1.003 (0.999, 1.007) 0.167

Interface hepatitis 3.651 (1.231, 10.3) 0.019

Cholestasis 8.137 (1.606, 41.232) 0.011

Focal necrosis 5.212 (1.046, 25.96) 0.044
∗Analysis of the correlation between biochemical and pathological indexes
and LN in AILD using logistic regression. The data are presented as
medians and quartiles. P < 0:05 was considered statistically significant.
AILD: autoimmune liver disease; AST: aspartate amino transferase; ALP:
alkaline phosphatase; GGT: glutamate transpeptidase.

Table 4: The morphological characteristics of lymph nodes in
patients with AILD and viral hepatitis.

Features
AILD Viral hepatitis

P
(n = 50) (n = 21)

Number

=1 4 (8%) 2 (9.5%)
0.999∗

>1 46 (92%) 19 (90.5%)

Aspect ratio (a/b)
<2 37 (74%) 15 (71.4%)

0.823∗
≥2 13 (26%) 6 (28.6%)

The maximum
cross-sectional
area of LN (cm2)

1.34 (0.82, 2.07) 0.96 (0.68, 1.32) 0.017∗∗

Number: lymph node number. Aspect ratio: longest axis (a)/perpendicular
axis (b). Maximum cross-sectional area of LN: a × b. ∗The analysis of the
number and aspect ratio of LN between AILD and viral hepatitis was
completed by the χ2 test. ∗∗The analysis of the maximum cross-sectional
area of LN between AILD and viral hepatitis was performed using the F
test. P < 0:05 was considered statistically significant. AILD: autoimmune
liver disease; LN: lymph nodes.
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as it might contribute to the identification of AILD and
viral hepatitis.

It has been demonstrated that swelling of the mediastinal
lymph node may be involved in patients with rheumatoid
arthritis (RA), systemic lupus erythematosus (SLE), and
mixed connective tissue disease (MCTD) [28]. The distribu-
tion of lymph nodes was extensive in SLE, including the axil-
lary, cervical, supraclavicular, and inguinal regions; in RA,
however, a lymph node often occurred in the lymphatic
drainage of involved joints. In our study, abdominal lymph
nodes were frequently found in the periphery of the pancreas
and porta hepatis in patients with AILD; in contrast, abdom-
inal lymph nodes were more common in the para-aorta and
mesenteric roots in patients with CTD.

In our study, the distribution of lymph nodes in different
subtypes of AILD was analyzed as well. The abdominal
lymphnodesmainly appeared in the periphery of the pancreas
and porta hepatis in AIH patients (P < 0:05); in patients with
PBC, abdominal lymph nodes were more commonly found
in the abdominal aorta. It has been reported that pancreatic
lymph nodes can be divided into two groups—a pancreatic
head group and the posterior wall of the pancreatic head
group—and can both be considered “interchange stations” in
the abdominal lymphatic system between the hepatic lymph
nodes and themesenteric lymphnodes [29].We speculate that
lymph nodes play a vital role in the pathogenesis of AIH at the
periphery of the pancreas and porta hepatis. Efe et al. reported
that theproportionofPBCpatientswithAIHfeatureswashigh
in an extended follow-up period [29]. This study showed that
when pancreatic lymph nodes were found in PBC patients,
these patients appeared to have AIH features as well. There-
fore, the pathogenesis of different subtypes of AILD and
abdominal lymph nodes warrants further research.

There were several limitations to our study. First, errors
may have occurred because even though 106 of 125 indi-
viduals underwent liver biopsy and subsequent assessment
of pathological features, this number of cases has little sta-
tistical significance. We also did not attempt to correlate
disease activity with actual nodal size, only with lymph
node enlargement.

In conclusion, the enlargement of perihepatic lymph
nodes in AILD subjects can act as a good indicator, one that
reflects the histological and biochemical inflammatory activ-
ities of the liver. Abdominal lymph nodes mainly appeared in
the periphery of the pancreas in patients with AILD, while in

CTD and viral hepatitis patients, abdominal lymph nodes
frequently occurred in the abdominal aorta and mesenteric
roots. Future studies with larger groups of patients are
needed to further analyze the effects and mechanisms of
abdominal lymph nodes in AILD. Toward this end, we will
explore whether changes in the size of lymph nodes can pre-
dict a sustained response of AILD therapy.
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One of the most globally prevalent supraventricular arrhythmias is atrial fibrillation (AF). Knowledge of the structures and
functions of messenger RNA (mRNA) has recently increased. It is no longer viewed as solely an intermediate molecule between
DNA and proteins but has come to be seen as a dynamic and modifiable gene regulator. This new perspective on mRNA has led
to rising interest in it and its presence in research into new therapeutic schemes. This paper, therefore, focuses on microRNAs
(miRNAs), which are small noncoding RNAs that regulate posttranscriptional gene expression and play a vital role in the
physiology and normative development of cardiovascular systems. This means they play an equally vital role in the development
and progression of cardiovascular diseases. In recent years, multiple studies have pinpointed particular miRNA expression
profiles as being associated with varying histological features of AF. These studies have been carried out in both animal models
and AF patients. The emergence of miRNAs as biomarkers and their therapeutic potential in AF patients will be discussed in
the body of this paper.

1. Introduction

It is well known that RNA can be edited and modified, that
RNA can form both secondary and tertiary structures, and
that RNA experiences a dynamic, tight, and occasionally
reversible posttranscriptional regulation through various
RNA-binding proteins. Because of this knowledge, biotech-
nology companies are currently undertaking the clinical
development of RNA-targeting therapies. It is in the compa-
nies’ interests to increase the number of “drug-able” targets.
One such target biotechnological research has been the endo-
genic regulators of gene silencing, microRNAs (miRNAs).
They have been investigated due to their potential as thera-
peutic agents [1]. Initially found in Caenorhabditis elegans
(C. elegans) in 1993, miRNAs are known for using messenger
RNA (mRNA) degradation and translational repression to
inhibit their target genes [2]. miRNAs regulate gene expres-
sion on a posttranscriptional level. They are short, noncoding
RNAs, which can bind mRNAs and regulate gene expression
through either mRNA degradation or translational repres-
sion [3]. mRNA degradation and the blockage of mRNA
translation are the two potential mechanisms for miRNA

repression of gene expression [4]. Additionally, more than
one miRNA has arrhythmogenic potential, and there are
always different miRNAs acting within different types of
atrial fibrillation (AF) [5]. Thus, to be stable, specific, and
potent and have low levels of toxicity, RNA-targeting thera-
peutic modalities require different chemical modifications.

AF is the most common cardiac arrhythmia, correlated
with increased morbidity and mortality rates [6]. Although
multiple novel molecular concepts of AF pathophysiology
have been in development throughout the previous decade,
most of the therapeutic approaches presently available have
major limitations. These include a lack of potency and nega-
tive side effects, such as malignant arrhythmias in the ventri-
cle [7]. The genetic programming of miRNA regulations,
both downregulation and upregulation, has been shown to
affect developmental changes [8]. However, AF and other
multiple cardiovascular diseases, which lead to myocardial
remodeling, have been associated with changes (due to
altered miRNA expression levels) in circulating blood and
in cardiovascular tissues [9, 10]. miRNAs have been identi-
fied as active elements in multiple cardiovascular diseases.
This is what motivates further research into their role in AF
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pathophysiology, as the study of miRNAs could lead to the
successful development of safer treatment options with
higher efficacy [11, 12].

This review is aimed at providing a summary of the most
recent developments in miRNA research based on both
human and animal models. Firstly, the studies currently
available, which have investigated the role of miRNAs in
AF, will be described. This will provide a basis for suggestions
as to the extent to which miRNAs might have the capacity to
positively affect therapeutic strategies. Once an expression
profile of miRNA on the development of AF is given, taking
into consideration both human and animal studies, the
potential roles of miRNA in AF regulation will be discussed.
Following this, the potential function of miRNAs in AF’s
pathophysiological processes will be considered in accor-
dance with the available experimental evidence. In this way,
the possible future clinical applications of miRNAs in AF will
be expressed.

2. Pathomechanisms of AF

The most widely accepted pathomechanisms of AF are reen-
try and ectopic activity (Figure 1) [7, 13]. Both of these
pathomechanisms are frequently the result of alterations in
atrial tissue structure and function (or atrial remodeling),
which can be induced by the disease or by AF itself. These
pathomechanisms aid the progression towards increasingly
persistent forms of AF [14, 15]. Abnormal local spontaneous
discharges from overactive ectopic pacemakers cause ectopic
activity. In normal atrial tissue, enhanced ectopy or reentry is
rare, and these are often caused by the remodeling that takes

place when cardiac diseases act on the tissue [15]. Delayed or
early afterdepolarizations (repolarization failure) have also
been suggested as the cause of ectopic activity [14]. Delayed
afterdepolarizations (DADs) are caused by the simultaneous
release of diastolic Ca2+ from the sarcoplasmic reticulum.
This release generally occurs due to an overload of the sarco-
plasmic reticulum [16] or dysfunction of the sarcoplasmic
reticulum Ca2+ release channels [17–19]. Early afterdepolar-
izations (EADs) occur in response to excessive prolongation
of action potential duration, which creates afterdepolariza-
tions in the mechanisms that rely on Ca2+. EADs can also
occur when short-duration action potential (or a parasympa-
thetic effect) combines with prolonged transients of Ca2+.
This is known as a sympathetic effect and occurs in response
to sympathovagal discharge [20].

There are twomethods of thinking about reentry. Allessie
et al. [20] developed the leading circle concept, which theo-
rizes that centripetal waves maintain this latter refractory
through movement towards the center. The shortest circuit
is the shortest distance an impulse travels in the refractory
period, and it is in the shortest circuit through which a func-
tional reentry is established. Following from the leading circle
concept, a functional reentry depends on a balance between
the speed of conduction and the refractory capabilities of
the cells. The chances of simultaneous conduction occurring
in a potential reentry area increase when there is a short
refractory capacity or slow conduction speed. A spiral wave
reentry, or a “rotor,” is another way in which reentry can take
place. In this specific type, the reentry occurs in a particular
region when a curved wavefront and wavetail come together
at a point of a singularity. Additionally, this singularity’s

Normal heart

The remodelling changes of
ion channels and structures

miRNA The changes of Ca2+

An irreversible
substrate   

Trigger (e.g.,
ectopic beat)

Ectopic
activity 

Reentry

Variety of stimuli

Remodelling processes

EADs and DADs

AF

Figure 1: Illustration of AFmechanisms. Reentrant activity and ectopic activity are contained within the pathogenesis. Both the structure and
function of the atrial tissue will be altered after the normal heart is stimulated. A substrate for reentrant AF is created by atrial remodeling
through the alteration of ion-channel function or the introduction of tissue fibrosis. The likelihood of ectopic activity can be increased by
remodeling through the production of Ca2+ in cell handling, which can cause triggered activity. Abbreviations—EADs: early
afterdepolarizations; DADs: delayed afterdepolarizations; AF: atrial fibrillation.
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tissue must not be refractory [21]. In a spiral wave reentry,
the reentry is achieved through rapid circulation around a
central core by a rotor with a wavefront. To determine the
size of the spiral wave, the excitability and refractoriness of
the tissue of this reentry will be measured. If the tissue has
a short refractory capacity and is highly excitable, rotor
maintenance is achievable and can be stabilized, as these fac-
tors permit the spiral wave to rotate rapidly around a core.

The chances of reentry or ectopic firing are increased by
remodeling (Figure 1). Remodeling encourages ectopic firing
due to its alternating cardiomyocyte handling of Ca2+, which
it does to encourage DADs or EADs to develop. Remodeling
may be carried out electrically, but due to its rapid atrial rates,
such as those seen when AF takes place, atrial refractoriness
will be shortened by electrical remodeling through reduced
action potential duration [21, 22]. AF has long-term effects
on cellular structure, which remains remodeled (cardiomyo-
cyte hypertrophy and glycogen accumulation). There is a
possibility that assist rapid atrial activation promotes atrial
fibrosis [23]. Atrial fibrosis may inhibit atrial conduction. If
this occurs, an irreversible substrate for AF might be created.

Many pathologies are associated with AF, and a common
feature amongst them is atrial fibrosis, which appears to play
a central role in AF pathogenesis. Additionally, two features
shared by many associated disorders—atrial strength and
atrial enlargement—are key contributors to AF development.
AF may be suppressed by an antiarrhythmic intervention,
depending on whether or not the intervention has the capac-
ity to suppress underlying mechanisms [23, 24].

3. miRNAs in AF

miRNAs have the potential to be appropriate disease bio-
markers due to their tissue-specific and pathology-specific
expressions. miRNAs are stable in plasma because of their
ability to mingle with microparticles, such as exosomes,
macrovesicles, and apoptotic bodies [25–27], and because
they are frequently tied to proteins and high-density lipopro-
teins, which protect them from RNase activity. miRNAs also
have high sensitivity and specificity and are detectable in both
plasma and serum. Biomarkers can provide vital insight post-
diagnosis [28].When AF has been diagnosed, biomarkers can
reveal atrial cardiomyopathies at the root of AF, which can
have a widespread implication for prognosis and treatment.
Such insights would certainly enhance patient care, making
it more individually tailored. Numerous studies support the
involvement of miRNAs in AF-related remodeling processes
and have also suggested that miRNAs are likely to play vital
roles in signaling during AF pathogenesis [29, 30].

3.1. Electrical Disturbances. Evidence suggests that increases
in K+ current (IK1) and decreases in L-type Ca2+ currents
(ICaL) are two of the most important ionic current changes
at the base of AF-induced electrical remodeling. Multiple
miRNAs have been identified in these types of remodel-
ing, as well as in other components of electrical atrial
remodeling [11]. miR-1 was first identified, in coronary
artery disease, as having arrhythmogenic potential. It was
also found to have a proarrhythmic effect in ischemic models

because of the targeting of the gap-junction channel gene
GJA1 (encoding gap junction α1 protein) [31]. Furthermore,
it has been shown that miR-1 is a regulator for Ca2+-handling
proteins—for example, protein phosphatase 2A (PP2A), the
Na+/Ca2+ exchanger 1, and calmodulin. However, additional
studies are necessary to reveal whether AF is associated
with miR-1-dependent regulation of Ca2+ handling. Another
complication lies in the fact that the data implicates miR-26
as a regulator in AF changes in IK1 [32]. The calcium-/-
calmodulin-/calcineurin-regulated nuclear factor of activated
T cells (NFAT) pathway has a negative control on the tran-
scription of miR-26. Enriched NFAT nuclear translocation
has been found in both dogs and in patients with AF [33].
This is likely to contribute to the reduction of miR-26. Still,
these are not the only miRNAs involved in AF regulation.
For instance, miR-208a is a crucial miRNA for cardiac hyper-
trophic responses. Spontaneous AF has been found to be
frequent in miR-208a-knockout mice [34]. Furthermore,
miR-328 has been found to be upregulated in AF patients
[35], whilst miR-499 has been found to be upregulated
through a miRNA expression study of atrial tissue in AF
patients. This study compared AF patients with control
participants [36].

3.2. Structural Remodeling. The trademark of structural
remodeling in AF is atrial fibrosis. It is believed to have a cru-
cial pathophysiological role in the condition, andmiRNAs are
considered to be potential regulators of the fibrotic remodel-
ing that occurs in AF [11]. Of these miRNAs, miR-21 has a
high expression of fibroblasts, and it has been intensively
investigated through rodent models of cardiac hypertrophy.
It is thought to target and repress the translation of the protein
sprout homologue 1 (SPRY1) by encoding the protein. SPRY1
is a negative regulator of the extracellular signal-regulated
kinase (ERK) pathway. Similarly, miR-26may play an impor-
tant role in AF-related electrical remodeling, but it is also
thought to contribute to atrial fibrotic remodeling. Itmay par-
ticipate in this remodeling by regulating the expression of
transient receptor potential channel 3 (TRPC3) [32]. Further-
more, miR-29 is known to target multiple extracellular matrix
genes, including collagen, fibrillin, and elastin [37]. miR-29b
has been shown to be downregulated in the atria of dogs with
heart failure. An inverse correlation has been found in its
expression between its extracellular matrix protein levels
and AF development [38]. In ventricular fibrosis during car-
diac hypertrophy, miR-30 and miR-133 have been shown to
be downregulated through the derepression of a vital profi-
brotic protein. Transforming growth factor- (TGF-) β1 and
TGF-β receptor type-2 (TGFR-2) have also been discovered
as profibrotic factors shown to be upregulated in nicotine-
treated dogs. Reduced expressions of miR-133 and miR-590
(miRNAs that target TGF-β1 and TGFR-2) are also found
in nicotine-treated dogs [39].

4. miRNAs as Potential Therapeutic
Targets in AF

Recently, tissue-specific miRNAs have been studied in both
humans and animals. These studies have implicated miRNAs
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as contributors to structural and electrical remodeling in
AF [13, 40]. Changes in the expressions of miR-21,
miR-26, miR-29b, miR-30c, miR-133, and miR-590 have
been identified as having a relationship with AF structural
remodeling. They are thought to regulate the signaling cas-
cades related to atrial fibrosis. The changes in these miRNAs
have also been found to be in relationship with electrical
remodeling. miR-1 and miR-26, when downregulated, may
help increase the basal inward rectifier current IK1. On the
other hand, when miR-21 and miR-328 are upregulated, they
appear involved in reducing L-type Ca2+ currents (ICaL) in
the myocytes of patients with AF [35, 41]. Several relevant
studies suggest that miRNAs are dysregulated in various AF
forms, demonstrated by research in patients and animals.

4.1. Treatment of AF: The Role Played by Specific miRNAs, as
Shown by Animal Studies. Tissue-specific miRNAs have been
studied in animals, and various researchers have indicated
that miRNAs play a crucial role in AF processes. In vivo
manipulation of miRNAs in AF has been achieved, and the
results suggest that particular miRNA therapeutics could be
developed for atrial cardiomyopathies. Lu et al. [35] have
discovered that antogomir-328 may successfully reverse AF
susceptibility in ATP dogs through the in vivo adenoviral-
mediated forced expression of miR-328. The capacity of
miR-1 to reduce AF susceptibility has also been demon-
strated by Jia et al. [42]. In this study, LNA-based antimir-1
was administered and found to prolong the atrial effective
refractory period (AERP) and reduce AF susceptibility
and duration in rabbits [43]. Furthermore, in vivo experi-
ments in dogs and mice showed decreased Cav1.2, Cavβ1,
and ICaL, as well as shortening of the action potential
duration and enhanced AF susceptibility [43]. The cluster
of miR-106b-25 has been shown to be downregulated
through upregulating ryanodine receptor 2 (RYR2) protein
expression in patients with continual AF. Additionally,
miR-106b-25 knockout mice have displayed a steady rise in
Ca2+ release with RYR2, a known contributor to AF vulnera-
bility [8]. Evidence shows that miR-29b expression is reduced
in the atrial tissues of AF patients. These findings are sup-
ported by the observation of a miR-29b downregulation in
the atrial tissues of canines undergoing ventricular tachypa-
cing to induce congestive heart failure (CHF) and following
AF [44].

4.2. Human Studies and What They Show about the Function
of Particular miRNAs in AF Treatment. Various tissue-
specific miRNA studies on human patients suggest that
miRNAs play an important role in AF processes. When look-
ing at the left atria (LA) of AF patients, a higher expression of
miRNA-21 was seen compared to the LA of patients in sinus
rhythm. A positive correlation was found between increased
miRNA-21 expression and atrial collagen content. This
relates to the reduced protein expression of SPRY1 and the
increased expression of connective tissue growth factor
(CTGF), lysyl oxidase, and Rac1-GTPase [45]. A recent study
has shown that miR-21 andmiR-150 have a relationship with
AF, comparing 112 AF patients with 99 AF-free people [46].
In this study, the plasma levels of 86 miRNAs were measured.

AF atrial remodeling pathogenesis was carried out for each
miRNA by quantitative reverse transcription polymerase
chain reaction (qRT-PCR). The levels of plasma in miR-21
and miR-150 were found to be noticeably lower amongst
AF patients [46]. Another study was carried on both local
and systemic plasma levels and found that miRNAs
positively correlate with AF. Studies with atrial substrate
properties suggest that miR-328 plays a vital role in atrial
remodeling processes in AF patients [47]. miR-328 is locally
produced in the LA. This may affect atrial remodeling in AF
patients, as miR-328 plasma levels were higher in AF patients
than in control patients. These levels were also measured
as higher in the LA appendage than in the pulmonary vein
(PV) or the periphery [47]. A study by Dawson et al.
(2013) revealed that, in AF or congestive heart failure
(CHF), patients’ plasma exhibited a noticeable reduction of
miR-29b and miR-21 expressions. This study further demon-
strated thatmiR-29bwas yet further decreased inAF andCHF
patients [48]. CHF can cause fibrotic atrial remodeling and
contribute to AF maintenance. Therefore, both of these miR-
NAs could be crucial biomarkers for atrial remodeling [5].

5. miRNA-Mediated Regulation of
Inflammatory Cytokines in AF

Several studies have indicated that inflammatory mediators
play a mechanistic role in AF pathophysiology. Inflamma-
tory mediators such as C-reactive protein (CRP), interleu-
kins, TNF-α, TGF-β, and MCP-1 were reported as having
higher blood serum levels in AF patients than in control sub-
jects. When miR-21 is upregulated, it promotes both AF and
susceptibility to AF [8]. This is due to STAT3 phosphoryla-
tion or inhibition of the TGF-β pathway and downregulation
of Smad7 [49]. Yet it is noteworthy that, in vivo, the control
of miR-21 using anti-miR-21 has been shown to reduce AF
and fibrosis in animals [50]. The CRP is also crucial to sys-
temic inflammation. Additionally, a correlation of some
strength is observed between miR-150 and CRP levels. When
miR-150 is downregulated, it can aid AF growth through
targeting genes thathave a role in the inflammation [51].Thus,
it is a predictive biomarker for AF. Different cytokines—for
example, TNF-α, TGF-β, IL-6, and IL-18 from macrophages
and monocytes—are secreted in response to inflammatory
stimuli. These produce increased plasma CRP production in
AFpatients but donot produce an increase in healthy subjects.

6. Prospective Future for miRNAs
as Therapeutics

Research has demonstrated that there is a correlation
between AF and quantifiable alterations in miRNA expres-
sion levels. Nonetheless, it cannot be ignored that differential
miRNA expression levels, which have been measured
through blood and tissue samples in the left and right atria,
depend on the cardiac disease’s severity or type. Further-
more, the phase and type of AF will impact the differential
expression of miRNAs. These variables, alongside the meth-
odologies used, should be considered when evaluating
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research. This must be done before miRNAs can be brought
into clinical application [8, 43].

Despite the strength of the data supporting the effect of
miRNAs in AF, the limitations of these studies cannot be
overlooked. There are various inconsistencies, which are
likely due to small sample sizes and variables (e.g., sex, age,
drug therapies, and concomitant conditions). All these
have influenced the studies to date. To clearly identify which
miRNAs are dysregulated in clinical AF, further research is
required. Further research is also required to determine what
level of miRNA changes depends on the base pathology and
the stage of the disease. Microarray techniques have been
crucial to all studies profiling miRNA. These techniques are
semiquantitative and are known for producing false-positive
and false-negative results. Inarguably, future research using
more quantitative methods, including high-throughput
qPCR, is necessary. Research might also benefit from a fresh
approach, such as deep sequencing, which would help
researchers develop miRNA expression profiles in AF with
precision and detail.

There are multiple concerns as to the safety of miRNA
therapeutics, which would need to be addressed before
miRNA-based therapy could be utilized in clinical practice.
One of the primary concerns is miRNAs’ ability to target
multiple pathways. miRNAs might interfere with physiolog-
ical pathways as a high number of miRNA mimics may be
delivered to an organ that is not the target organ or a pathway
not within the target tissue. Further research must be carried
out to confirm the safety of miRNAs, as well as their thera-
peutic potential. Future research should, therefore, focus on
the in vivo effects of cardiovascular miRNA therapeutics.
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Inflammation and oxidative stress play key roles in the process of aging and age-related diseases. Since serine availability plays
important roles in the support of antioxidant and anti-inflammatory defense system, we explored whether serine deficiency
affects inflammatory and oxidative status in D-galactose-induced aging mice. Male mice were randomly assigned into four
groups: mice fed a basal diet, mice fed a serine- and glycine-deficient (SGD) diet, mice injected with D-galactose and fed a basal
diet, and mice injected with D-galactose and fed an SGD diet. The results showed that D-galactose resulted in oxidative and
inflammatory responses, while serine deficiency alone showed no such effects. However, serine deficiency significantly
exacerbated oxidative stress and inflammation in D-galactose-treated mice. The composition of fecal microbiota was affected by D-
galactose injection, which was characterized by decreased microbiota diversity and downregulated ratio of Firmicutes/Bacteroidetes,
as well as decreased proportion of Clostridium XIVa. Furthermore, serine deficiency exacerbated these changes. Additionally, serine
deficiency in combination with D-galactose injection significantly decreased fecal butyric acid content and gene expression of
short-chain fatty acid transporters (Slc16a3 and Slc16a7) and receptor (Gpr109a) in the brain. Finally, serine deficiency exacerbated
the decrease of expression of phosphorylated AMPK and the increase of expression of phosphorylated NFκB p65, which were
caused by D-galactose injection. In conclusion, our results suggested that serine deficiency exacerbated inflammation and oxidative
stress in D-galactose-induced aging mice. The involved mechanisms might be partially attributed to the changes in the microbiota-
gut-brain axis affected by serine deficiency.

1. Introduction

The population of aging people is increasing rapidly world-
wide, and aging is considered as being the major factor for
the development of age-related diseases. Consequently,
revealing the mechanisms involved in age-related diseases is
critically important. Free radical theory is one of the accepted
mechanisms by researchers, as increased reactive oxygen spe-
cies are accumulated in the brains and they attack many

kinds of biomolecules during the process of age-related dis-
eases [1]. Additionally, inflammation has been considered
to contribute to the pathogenesis of age-related disorders,
and the condition often referred to as “inflammaging” [2].
Recently, increasing evidences indicated that the changes in
microbiota composition have been associated with oxidative
and inflammatory processes in the aging brain, as there are
bidirectional communications between the brain and the
gut microbiota, termed the microbiota-gut-brain axis, which
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enables gut microbes to communicate with the brain [3, 4].
However, studies are still needed to elucidate how the
microbiota-gut-brain axis works in these processes.

Generally, diets were considered to play important roles
in brain aging through the modulation of gene and protein
expression [5]. Recent researchers suggested that diet-
induced changes of gut microbiota also affected age-related
pathogenesis [6]. Serine is a nutritionally nonessential amino
acid, but it is a major substrate for the synthesis of glutathi-
one. Recent studies demonstrated that dietary supplementa-
tion with serine showed strong anti-inflammatory and
antioxidative abilities in certain mouse models [7–10].
Moreover, serine exerted beneficial effects on microbiota
composition and alleviated inflammatory responses in a dex-
tran sulfate sodium-induced colitis model in mice [11].
Importantly, the offspring mice from dams fed a serine-
and glycine-deficient diet were vulnerable to oxidative stress
[12]. Consequently, we conducted the present study to
explore whether serine deficiency affects inflammatory and
oxidative status in the brain in an aging mouse model
induced by chronic D-galactose treatment, which had a sim-
ilar characteristic as natural aging rodents did. Furthermore,
whether and how the microbiota-gut-brain axis is involved in
these effects were also explored.

2. Materials and Methods

2.1. Animals and Experimental Design. Thirty-two male
C57BL/6J mice at the age of 9 weeks were purchased from
SLAC Laboratory Animal Central (Changsha, China). The
mice were maintained in plastic cages under standard
conditions and were free to access feed and water. After an
acclimatization of 2 weeks, all animals were randomly
assigned into 4 groups (n = 8): Control group, mice were
fed a basal diet and injected with saline; SGD group, mice
were fed a serine- and glycine-deficient (SGD) diet and
injected with saline; D-gal group, mice were fed a basal diet
and injected with D-galactose; and D-SGD group, mice
were fed a serine- and glycine-deficient diet and injected
with D-galactose. Mice were subcutaneously injected with
1.2 g per kg body weight/day D-galactose (D-galactose
solution, 0.15 g/mL). The basal diet and the serine- and
glycine-deficient diet were purchased from Research Diets
(New Brunswick, NJ, USA). The experiment lasted two
months. The experimental protocol was approved by the
Protocol Management and Review Committee of Institute
of Subtropical Agriculture, and mice were treated according
to the animal care guidelines of the Institute of Subtropical
Agriculture (Changsha, China). At the end of the experi-
ments, fresh feces were collected for the analysis ofmicrobiota
composition and short-chain fatty acid (SCFA) concentra-
tions. After the mice were sacrificed, the blood samples were
collected and serum were separated and stored at -20°C until
analysis. The brain was also collected and immediately frozen
in liquid nitrogen and stored at -80°C until analysis.

2.2. Biochemical Assays. Concentrations of advanced glyca-
tion end products (AGEs), malondialdehyde (MDA), tumor
necrosis factor (TNF-α), interleukin 1β (IL-1β), and IL-6,

as well as activities of superoxide dismutase (SOD), glutathi-
one peroxidase (GSH-Px), catalase (CAT), and glutathione
content were measured using commercially available kits
(Meimian, Jiangsu Yutong Biological Technology Co., Ltd,
Nanjing, China) based on absorption according to the man-
ufacturer’s instructions.

2.3. qRT-PCR. Total RNA was isolated from whole brain tis-
sue using the TRIZOL reagents (Invitrogen, Shanghai,
China). The RNA was reverse transcribed into cDNA using
a cDNA Reverse Transcription Kit (Takara, Dalian, China)
according to the manufacturer’s instructions. RT-qPCR was
performed with SYBR Green mix (Takara) as previously
described [13]. The primers used to amplify the mRNA are
listed in Supplementary Table 1.

2.4. Microbiota Profiling. DNA was extracted from fecal
samples using the QIAamp DNA Stool Mini Kit (Qiagen)
as previously described [14]. Bacterial 16S rRNA gene
sequences (V3–V4 region) were amplified, and then, PCR
were performed in a total volume of 50mL consisting of
12.5mL of Phusion High-Fidelity PCR Master Mix (New
England BioLabs Inc., Beverly, MA, United States), 1mL of
each primer, 50 ng of template DNA, and PCR-grade water.
The purified 400–450 bp PCR products were used for MiSeq
Illumina sequencing performed using the Illumina HiSeq
2500 platform (Illumina Inc., San Diego, CA, United States).
Followingly, the obtained paired-end reads were merged and
then assigned to each sample according to their unique
barcodes. High-quality clean tags were clustered into opera-
tional taxonomic units (OTUs) using USEARCH according
to the QIIME quality-controlled process based on 97%
sequence similarity. Further analysis was performed with
representative OTUs using the Greengenes database with
the RDP algorithm.

2.5. Determination of SCFA Concentrations. Fresh fecal pel-
lets were mixed with deionized ice-cold water intermittently
on a vortex mixer for 2min. After maintained on ice for
20min, the samples were centrifuged at 4800 g for 20min
at 4°C. The supernatant was collected and analyzed by injec-
tion onto the chromatographic system as previously
described [15].

2.6. Western Blotting Analysis. Total proteins extracted from
brain samples were used for western blotting determination
as previously described [16]. Briefly, 20μg protein per lane
was separated by SDS-PAGE and then blotted onto PVDF
membranes. After blocked with skim milk, the membrane
was incubated with primary antibodies against AMPK, phos-
phorylated AMPK, NFκB p65, and phosphorylated NFκB
p65 (Cell Signaling, Danvers, MA, USA) overnight at 4°C.
Then, after incubating with the secondary antibody at 22 ±
2°C for 1 h, the membrane was detected using the EZ-ECL
(Biological Industries, Cromwell, CT, USA).

2.7. Statistical Analysis. Statistical analysis was performed
using the t-test or one-way ANOVA with the data statistics
software SPSS 18.0. P < 0:05 was considered statistically
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significant. All the measurement data are expressed as the
means ± standard error (SEM).

3. Results

3.1. Serine and Glycine Deficiency Exacerbated the
Accumulation of AGEs and MDA in D-Galactose-Treated
Mice. As shown in Table 1, no significant difference was
observed in AGE content in serum andMDA content in both
serum and brain between the mice in the Control group and
the SGD group. However, AGE content in serum and MDA
content in both serum and brain were significantly higher
in the D-gal group than those in the Control group. More-
over, the mice in the D-SGD group had the highest contents
of AGEs and MDA, which were significantly higher than the
mice in the other three groups.

3.2. Serine and Glycine Deficiency Exacerbated Inflammation
and Oxidative Stress in D-Galactose-Treated Mice. As shown
in Table 2, no significant difference in TNF-α, IL-1β, and
IL-6 contents in serum was observed between the mice in
the Control group and the SGD group. However, the con-
tents of these inflammatory cytokines were significantly
higher in the D-gal group than those in the Control
group. Moreover, the mice in the D-SGD group had sig-
nificantly higher concentration of these inflammatory cyto-
kines than those in the other three groups.

As shown in Table 3, no significant difference was
observed in serum activities of SOD, CAT, GSH-Px, and
GSH content between the mice in the Control group and

the SGD group. However, activities of these antioxidant
enzymes and GSH content were significantly lower in the
D-gal group than those in the Control group. Moreover, the
mice in the D-SGD group had significantly lower activities
of antioxidant enzymes and lower GSH content than those
in the other three groups.

As shown in Figure 1, serine and glycine deficiency did
not affect the mRNA expression of TNF-α, IL-1β, IL-6, Cat,
Sod1, Sod2, and Gpx1 in the brain of mice without D-
galactose treatment. However, under D-galactose treatment,
the mRNA expression of TNF-α, IL-1β, and IL-6 was signif-
icantly increased, while the mRNA expression of Cat, Sod1,
Sod2, and Gpx1 was significantly decreased in mice fed
SGD diet when compared with the mice fed the basal diet.

3.3. Serine and Glycine Deficiency Exacerbated Structure
Change of Microbiota and Decreased SCFA Levels in D-
Galactose-Treated Mice. As shown in Table 4, among the
bacterial α-diversity, there was no significant difference
between the groups regarding Simpson index. However, the
Shannon H and observed species indexes decreased signifi-
cantly in the D-gal and SGD groups when compared with
the Control group. These two α-diversity indexes were fur-
ther decreased in the D-SGD group when compared with
either the D-gal group or the SGD group.

Furthermore, we compared distinct community profiles
at different taxonomic levels among the groups. At the
phylum level, the results showed that the ratio of Firmicu-
tes/Bacteroidetes was not significantly affected by serine
and glycine deficiency (Figure 2(a)). However, under D-

Table 1: Effects of serine deficiency on levels of AGEs and MDA in D-galactose-treated mice.

Index Control SGD D-gal D-SGD

AGEs (pg/mL) 304 ± 25a 350 ± 30a 562 ± 37b 693 ± 32c

MDA in serum (nmol/mL) 2:05 ± 0:17a 2:49 ± 0:26a 3:79 ± 0:33b 5:86 ± 0:57c

MDA in brain (nmol/mg protein) 2:42 ± 0:28a 3:05 ± 0:41a 5:44 ± 0:53b 7:13 ± 0:49c
a,b,cMean values within a row with unlike superscript letters were significantly different (P < 0:05). n = 8.

Table 2: Effects of serine deficiency on levels of serum inflammatory cytokines in D-galactose-treated mice.

Index Control SGD D-gal D-SGD

TNF-α (pg/mL) 114:2 ± 7:9a 120:3 ± 6:8a 143:5 ± 11:2b 177:8 ± 14:4c

IL-1β (pg/mL) 57:3 ± 3:6a 60:7 ± 4:1a 87:8 ± 3:1b 112:4 ± 6:3c

IL-6 (pg/mL) 145:3 ± 12:3a 158:9 ± 13:6a 209:4 ± 19:4b 283:8 ± 20:1c
a,b,cMean values within a row with unlike superscript letters were significantly different (P < 0:05). n = 8.

Table 3: Effects of serine deficiency on activities of antioxidant enzymes and GSH concentration in the serum of D-galactose-induced aging
mice.

Index Control SGD D-gal D-SGD

SOD (U/mL) 34:1 ± 2:3a 32:5 ± 2:1a 24:9 ± 1:5b 18:4 ± 1:3c

CAT (U/L) 23:1 ± 2:3a 19:8 ± 2:5a 14:3 ± 2:0b 7:5 ± 1:7c

GSH-Px (U/mL) 31:0 ± 3:7a 26:1 ± 2:3a 19:3 ± 1:6b 7:9 ± 1:9c

GSH (nmol/mL) 615:3 ± 36:3a 552:2 ± 29:4a 421:4 ± 25:0b 228:2 ± 27:6c
a,b,cMean values within a row with unlike superscript letters were significantly different (P < 0:05). n = 8.
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galactose treatment, the ratio of Firmicutes/Bacteroidetes
was significantly decreased in mice fed SGD diet when
compared with the mice fed the basal diet. At the genus
level, D-galactose injection significantly decreased the
proportion of Clostridium XIVa (Figure 2(b)). Moreover,
serine and glycine deficiency exacerbated the decease of
the proportion of Clostridium XIVa resulted from D-
galactose injection.

Then, we determined the levels of SCFA in fresh feces. As
shown in Figure 2(c), among the treatment groups, there
were no significant difference regarding the levels of acetic
acid and propionic acid. However, although serine and gly-
cine deficiency or D-galactose injection alone did not change
the level of butyric acid, SGD diet in combination of D-
galactose injection significantly decreased the level of butyric
acid. Additionally, mRNA expression of SCFA transporters
and receptor in the brain was determined. The results
showed that mRNA expression of Slc16a3, Slc16a7, and
Gpr109a was significantly decreased in the D-SGD groups
when compared with the other three treatment groups
(Figure 2(d)).

3.4. Serine and Glycine Deficiency Inhibited the AMPK-NFκB
Signaling Pathway in D-Galactose-Treated Mice. As shown in
Figure 3, no significant difference was observed in the protein
expression of pAMPK and pNFκB p65 between the Control
group and the SGD group. However, the protein expression
of pAMPK was significantly decreased while pNFκB p65
were significantly increased in the D-gal group when com-
pared with the Control group. Furthermore, the changes of

expression of these two phosphorylated proteins were much
more significant in the D-SGD group when compared with
those in the D-gal group.

4. Discussion

Chronic D-galactose exposure is a common model for
exploring the mechanisms of age-related diseases. In this
model, the formation of AGEs is considered as a trigger for
the initiation of age-related diseases [17]. In the present
study, we detected increased AGE content in the circulation
of mice treated with D-galactose, suggesting that the aging
model was successfully built and the mice were under the
condition of high risks of developing age-related diseases.
Accumulated AGEs are often associated with increased oxi-
dative stress and inflammation as abnormal D-galactose
metabolism results in the overproduction of reactive oxygen
species (ROS) [18, 19]. ROS reacts with lipids to produce
more stable products such as malondialdehyde (MDA),
which further damage nucleic acids and proteins in the brain
and lead to inflammatory aging [20]. In the present study, we
found increased MDA content in both serum and brain, as
well as increased serum contents of inflammatory cytokines
and decreased activities of antioxidant enzymes in mice after
chronic treatment with D-galactose. Moreover, genes encod-
ing inflammatory cytokines were increased while genes
encoding antioxidant enzymes were decreased in the brain.
These results further confirmed the oxidative and inflamma-
tory responses by D-galactose exposure, which were in line
with previous results [17, 21]. Serine is a major substrate

Table 4: Effects of serine deficiency on α-diversity indexes of microbiota in D-galactose-induced aging mice.

Index Control SGD D-gal D-SGD

Shannon H 6:72 ± 0:52a 5:13 ± 0:39b 4:62 ± 0:57b 3:09 ± 0:30c

Simpson 0:84 ± 0:11 0:75 ± 0:09 0:71 ± 0:10 0:66 ± 0:18
Observed species 317:3 ± 25:8a 269:9 ± 27:4b 248:1 ± 19:3b 201:7 ± 22:3c
a,b,cMean values within a row with unlike superscript letters were significantly different (P < 0:05). n = 8.
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Figure 1: Effects of serine deficiency on the mRNA expression of genes encoding inflammatory cytokines and antioxidant enzymes in D-
galactose-treated mice. (a) Relative mRNA expression of TNF-α, IL-1β, and IL-6 in the brain; (b) relative mRNA expression of Cat, Sod1,
Sod2, and Gpx1 in the brain. Data were expressed as mean ± SEM, n = 8. ∗P < 0:05, ∗∗P < 0:01.
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Figure 2: Serine deficiency exacerbated structure change of microbiota and decreased SCFA levels in D-galactose-treated mice. (a) Ratio of
Firmicutes/Bacteroidetes in fecal microbiota; (b) proportion of Clostridium XIVa; (c) levels of short-chain fatty acids (SCFA) in feces;
(d) relative mRNA expression of Slc16a3, Slc16a7, and Gpr109a in the brain. Data were expressed as mean ± SEM, n = 8. ∗P < 0:05.
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Figure 3: Effects of serine deficiency on AMPK and NFκB expression in D-galactose-treated mice. (a) Protein expression of AMPK, pAMPK,
NFκB p65, and pNFκB p65; (b) Relative expression of pAMPK and pNFκB p65 according to the results of (a). Data were expressed as
mean ± SEM, n = 3. ∗P < 0:05.
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for the synthesis of GSH and NADPH [22, 23], suggesting
that its availability plays a key role in the support of the anti-
oxidant systems. Serine deficiency was previously proved to
exacerbate oxidative stress [12]. In accordance with this
report, our results showed that serine deficiency also exacer-
bates oxidative and inflammatory responses in the brain of
aging mice. Our results suggested that the availability of ser-
ine might be important for aging individuals although
whether extra serine supplementation might be beneficial
for the prevention of age-related diseases remains to be
explored.

Generally, the major species of the microbiota was
proved to remain unchanged in older individuals, except
that there is a reduced microbiota diversity [3]. We found
that Shannon H and observed species were significantly
decreased in mice treated with D-galactose, suggesting a
reduction of richness of gut microbiota [24]. Moreover,
we observed a significant decrease of the Firmicutes to
Bacteroidetes ratio, which is considered as the most
remarkable changes in older individuals [25]. Surprisingly,
the α-diversity of microbiota and the Firmicutes to Bacter-
oidetes ratio were further decreased when the mice were
fed a serine- and glycine-deficient diet. These results indi-
cated that serine deficiency affected the microbiota compo-
sition in older individuals.

Recently, increasing evidences suggested that the micro-
biota could regulate brain function through the microbiota-
gut-brain axis which enables microbes to communicate with
the brain [26]. We found a decrease of the proportion of
Clostridium XIVa at the genus level in mice treated with D-
galactose, and its proportion was further decreased when
the mice were fed a serine- and glycine-deficient diet.
Clostridium XIVa is one of the producers of butyric acids
[27]. In accordance with this, we determined the content of
SCFAs in the feces and found a decrease of butyric acid in
these mice. SCFAs were a bunch of microbial metabolites
which could mediate the communication between microbes
and the brain [28]. They can reach the brain since they are
able to cross the blood-brain barrier according to the results
of a cell culture model [29]. In association with the decreased
content of butyric acid in the feces, we also found that the
expression of its transporters and receptor was decreased in
mice treated with D-galactose and a serine- and glycine-
deficient diet. These results suggested that serine deficiency
may reduce the communications between the gut microbiota
and the brain through decreasing the production of butyric
acid. SCFAs could enter the mitochondrial citric acid cycle
and then generate energy [30]. Since AMPK is the key energy
sensor, the AMPK-NFκB signaling pathway was supposed to
mediate the effects of SCFAs, as SCFA could activate AMPK
and inhibit NFκB activation [31]. Our results showed that
D-galactose exposure inhibited AMPK phosphorylation
while increased NF-κB phosphorylation in the brain.
Moreover, these changes were much more significant in
mice treated with both D-galactose and a serine- and
glycine-deficient diet. These results suggested that the
AMPK-NFκB signaling pathway also play a role in modu-
lating oxidative and inflammatory responses which was
exacerbated by serine deficiency.

In conclusion, our results showed that serine deficiency
exacerbated oxidative and inflammatory status in an aging
mouse model induced by chronic D-galactose treatment.
Furthermore, our results suggested that the interactions
between the microbiota and the brain through microbiota-
gut-brain axis might mediate the abovementioned changes.
To be specific, serine deficiency decreased the gut butyrate
producer Clostridium XIVa and resulted in decreased pro-
duction of butyric acid. Subsequently, the decreased butyric
acid affected the phosphorylation of AMPK which promotes
NFκB activation and the accumulation of its downstream
targets.
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This study is aimed at investigating the effects of shikonin, a pyruvate kinase M2 (PKM2) inhibitor, on the functions of myeloid
dendritic cells (mDCs) in a mouse model of severe aplastic anemia (AA) generated by total body irradiation and lymphocyte
infusion. Flow cytometry and qPCR were used to determine the proportions of PKM2+ mDCs and other immune indicators in
the AA mice. Glucose consumption level, pyruvate generation level, and ATP content were used to determine the level of
glycolytic metabolism in the mDCs. The survival rates of AA mice were evaluated after the administration of shikonin or the
immunosuppressive agent cyclosporin A. The AA mice displayed pancytopenia, decreased CD4+/CD8+ cell ratio, increased
perforin and granzyme levels in CD8+ cells, increased costimulatory CD80 and CD86 expressions, and inadequate regulatory T
cell number. In vivo animal experiments showed that the shikonin-mediated inhibition of the PKM2 expression in mice was
associated with high survival rates. In addition, the administration of cyclosporin A or shikonin decreased the expression of
cytotoxic molecules and costimulatory CD80 and CD86 on CD8+ cells. Taken together, the results of this study indicated that
shikonin could inhibit the activation and proliferation of mDCs as well as the activation of downstream cytotoxic T cells by
reducing the PKM2 level in mDCs.

1. Introduction

Severe aplastic anemia (SAA) is a class of highly heteroge-
neous hematological diseaseswith complex etiology and path-
ogenesis [1]. Its clinical symptoms are often characterized by
fatal anemia, bleeding, and infection. Immunosuppressive
therapy with antithymocyte globulin and cyclosporin A
(CsA) is considered a standard treatment approach for SAA
patients and is known to improve prognosis. SAA patients
exhibit abnormally high levels of activated myeloid dendritic
cells (mDCs) that secrete inflammatory factors involved in
the generation and activation of T cells. This overactivation
of mDCs and T lymphocytes leads to the failure of bone
marrow hematopoietic function [2, 3].

Shikonin is an active ingredient in the commonly used
Chinese medicinal herb Lithospermum erythrorhizon and
has been receiving increased attention as a new pyruvate
kinase M2 (PKM2) inhibitor [4–6]. Because of its highly

selective inhibitory effect on PKM2 instead of PKM1 and
pyruvate kinase-L, shikonin is considered the most potent
and specific inhibitor of PKM2 identified to date [7].
Recently, the anticancer role of shikonin has also attracted
widespread research attention. Studies have shown that
shikonin exerts anticancer effects by inhibiting the prolifera-
tion of different cancer cells and inducing their apoptosis and
autophagy. Shikonin has also been shown to inhibit liver can-
cer by causing mitochondrial dysfunction and increasing the
oxidative stress level in tumor cells [8]. Apart from it antitu-
mor activity, shikonin has been shown to have therapeutic
effects against HIV infection, psoriasis, and other autoim-
mune diseases, but their underlying mechanisms are still
unclear. Our previous research revealed that the PKM2
protein levels were elevated in the mDCs of SAA patients
and that mDC activation is associated with increased intra-
cellular PKM2 level. PKM2 regulates the immune status of
SAA patients by enhancing the functions of mDCs and
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downstream cytotoxic T lymphocytes (CTLs) to prevent the
aggravation of immune imbalance [9]. Hence, in this study,
we focused on investigating the effect of shikonin on the
immune status of SAA.

This study used an aplastic anemia (AA) mouse model
obtained by inducing an autoimmune attack with total body
irradiation (TBI) plus lymphocyte infusion. The AA mice
were then treated with shikonin or CsA, and the results
showed that shikonin affected the function of mDCs and
CTLs in vivo. In addition, the high survival rates and blood
counts in the AA mice were found to be associated with the
shikonin-mediated downregulation of PKM2 levels.

2. Materials and Methods

2.1. Study Subjects

2.1.1. Animals. The AA mouse models were obtained from
Beijing Weitong Lihua Experimental Animal Technology
Co. Ltd. To generate these AA mice, the first filial generation
of inbred C57BL/6 mice and Balb/c mice was used as recipi-
ent mice (CB6F1, strain code: 303, 8 weeks old, SPF). These
mice were major histocompatibility complex- (MHC-)
heterozygous hybrids carrying H2b/d with a high comple-
ment level. Allogeneic donor lymphocytes were obtained
from C57BL/6 mice (H2b/b). Homologous wild-type
C57BL/6 mice (strain code: 213, 8 weeks old, SPF) were used
as the control mice. After the infusion of donor lymphocytes
with MHCmismatch, T lymphocyte immune-mediated bone
marrow destruction occurred in the CB6F1 mice, with path-
ogenesis mimicking that of human AA.

The obtained mice were bred and maintained at the
Animal Center, Institute of Radiation Medicine, Chinese
Academy of Medical Sciences. All animal-related studies
were approved by the Tianjin Medical University intramural
animal care and use committee.

2.1.2. Induction of Bone Marrow Failure. Axillary and ingui-
nal lymph nodes (LNs) were collected from C57BL/6 donors
and then ground into homogenates, washed, centrifuged, and
filtered. Their cell number was counted and adjusted to
107/100μL.

The mice were divided into three groups: a normal con-
trol group (NC, n = 10), a TBI group (n = 10), and an AA
model group (n = 17). The NC group contained CB6F1 mice.
The TBI mice were given 4Gy TBI using a cesium-137
gamma source. The AA model mice were also preirradiated
with 4Gy TBI using the same cesium-137 gamma source.
After 4–6h, diluted LN cells were injected through the retro-
orbital sinus into the recipient AA group mice (CB6F1) at
10 × 106 cells/recipient in a 100μL lymphocyte separation
solution (Solarbio, Beijing, China).

2.1.3. Administration of Immunosuppressive Agents to the AA
Mice. We divided the CB6F1 mice into three groups: CsA,
shikonin, and normal saline (NS) groups. After infusion with
donor lymphocytes for 1 h, the three groups were adminis-
tered CsA (50μg/g/d, n = 10), shikonin (Sigma-Aldrich,
USA) (100μg/g/d, n = 10), or normal saline (NS, n = 10),
respectively, through the peritoneal cavity for 10 days. All

mice were fed a healthy diet and then bled on the 17th day
(see the specific operational steps in Table S1).

2.2. Blood Counts and Immune Index

2.2.1. Blood Counts. Blood samples were collected from the
retroorbital sinuses of mice and anticoagulated with EDTA.
Blood counts were determined using an automatic blood cell
analyzer (MEK-722, Nihon Kohden).

2.2.2. Flow Cytometry. Peripheral blood samples obtained by
the above-described method were incubated with red blood
cell lysate solution (BD Biosciences, USA) for 20min to lyse
the red blood cells (RBCs). The lysates were stained with
antibodies and analyzed using a flow cytometer (FACSCali-
bur, BD Biosciences, USA).

Monoclonal antibodies against murine CD3, CD4, CD8,
CD11c, CD80, CD86, Foxp3, PKM2, CD25, MHC II,
CD107a, and CD107b were obtained from BD Biosciences
(San Diego, CA, USA).

2.2.3. Determination of Glucose Consumption, Pyruvate
Generation, and ATP Content. After eyeball extraction, the
peripheral blood samples of the mice were collected and
anticoagulated with EDTA. The mDCs were sorted and
counted using a mouse mDC immunomagnetic sorting kit
(Miltenyi Biotec, Germany). The supernatant of the cell
culture was used to measure the amount of glucose consump-
tion using a Glucose Assay Kit (Nanjing Institute of Biologi-
cal Engineering, Nanjing, China) according to the kit’s
instructions. The pyruvate and ATP concentrations in the
cells were measured using a Pyruvate Assay Kit (Nanjing
Institute of Biological Engineering, Nanjing, China) and an
ATP Assay Kit (Beyotime Biotechnology, Shanghai, China),
respectively, according to the kit instructions. The optical
densities at 505nm for glucose measurement and pyruvate
generation, and at 636nm for ATP content, were read using
an ELISA reader (BioTek Instruments, Inc., USA).

2.2.4. Quantitative RT-PCR (qRT-PCR). The CD8+ T cells
from the mice were sorted by immunomagnetic separation.
Total RNA was extracted and subjected to reverse
transcription.

qRT-PCR was performed in an iQ5 PCR system (Bio-
Rad, Hercules, CA, USA) under the following thermal
cycling conditions: initial denaturation at 95°C for 2min,
followed by 40 cycles of amplification (95°C for 10 s, indi-
cated annealing temperature for 35 s, 72°C for 30 s, and
65°C for 10 s). The primer sequences were as follows: Per-
forin, F: 5′-CAGGTCAACATAGGCATGCACG-3′ and R:
5′-GAACAGCAGGACGTTAATGGAG-3′; Granzyme B,
F: 5′-GAAACGCTACTAACTACAGG-3′ and R: 5′-CCAC
TGAGCTAAGAGGT-3′; and β-actin, F: 5′-TTGCCGACA
CGATGCAGAA-3′ and R: 5′- GCCGATCCACACCGTG
TACT-3′. The relative expression levels of genes of interest
were calculated.

2.2.5. Survival Rates. The survival rates of the mice from
the NC (n = 10), TBI (n = 10), AA model (n = 5), shikonin
(n = 5), CsA (n = 5), and NS (n = 5) groups for 90 days or
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until death were calculated and compared. Blood counts
were determined at days 17, 30, and 90 after the induction
of AA.

2.2.6. Statistical Analysis. Data are presented as mean ±
standard deviation. Statistical analyses were performed using
the chi-square test, followed by the nonparametric unpaired t
-test. p values < 0.05 were considered to indicate significance.
One-way analysis of variance was performed for the compar-
ison of three independent groups.

3. Results

3.1. Blood Counts Detected in NC, TBI, and AAModel Groups.
The counts of white blood cells (WBCs), RBCs, hemoglobin
(Hb), and platelets (PLTs) in the peripheral blood samples of
the CB6F1 mice were 7:89 ± 1:21 × 109/L, 10:24 ± 0:93 × 10
12/L, 166:9 ± 8:14g/L, and 720:3 ± 80:39 × 109/L, respectively,
in the NC group; 2:71 ± 0:63 × 109/L, 9:74 ± 0:28 × 1012/L,
145 ± 10:79g/L, and 648:4 ± 144:2 × 109/L, respectively, in
the TBI group; and 1:18 ± 0:84 × 109/L, 4:47 ± 1:13 × 1012/L,
89:58 ± 16:17g/L, and 156:1 ± 80:29 × 109/L, respectively, in
the AA model group. The peripheral blood tests of the AA
model group showed pancytopenia compared with those of
the NC and TBI groups (Table 1, Figure 1) (p < 0:0001).

3.2. PKM2+ mDCs Increased in the AA Mice and Decreased
after Shikonin Treatment. The proportion of PKM2+ mDCs
(PKM2+CD11c+/CD11c+) was higher in the AA group
(33:76 ± 10:21%) compared with those in the NC group
(20:54 ± 6:22%) and the TBI group (24:81 ± 4:28%)
(p < 0:05). The proportion was not significantly different
between the NC and TBI groups (p > 0:05). After the treat-
ments, the PKM2 levels in the mDCs decreased in the shiko-
nin (18:33% ± 2:81%, n = 10) and CsA (22:25 ± 2:21%,
n = 10) groups compared with that in the NS group
(30:44 ± 2:14%, n = 10) (p < 0:05). The levels were not signif-
icantly different between the shikonin and CsA groups
(p > 0:05) (Figure 2).

3.3. The Expression of mDC Costimulatory Molecules CD80
and CD86 Increased in the AA Mice and That of CD86
Decreased after Shikonin Treatment. To verify whether
PKM2 overexpression was responsible for the activation of
mDCs, the expressions of costimulatory molecules CD86
and CD80 on the mDCs were evaluated. The percentages of
mDCs in the peripheral blood samples of NC, TBI, AA, shi-
konin, CsA, and NS groups were 12:32 ± 2:61%, 14:02 ± 3:73
%, 14:64 ± 4:67%, 15:09 ± 2:90%, 13:36 ± 4:48%, and 14:92
± 3:53%, respectively, indicating that the differences between
the six groups were not significant (p > 0:05, Figure S1).

The proportions of CD86+ mDCs in the NC, TBI, AA,
shikonin, CsA, and NS groups were 8:68 ± 1:96%, 13:87 ±
5:39%, 20:27 ± 8:41%, 13:21 ± 4:35%, 14:06 ± 4:96%, and
19:21 ± 5:73%, respectively. Notably, the proportion was
significantly higher in the AA group than those in the NC
and TBI groups (p < 0:05). After the treatments, the CD86
expression in the shikonin and CsA groups decreased signif-
icantly compared with that in the AA group (p < 0:05,
Figure 3(a)).

The percentages of CD80+ mDCs in the NC, TBI, AA,
shikonin, CsA, and NS groups were 7:3 ± 4:24%, 9:65 ±
3:11%, 11:42 ± 5:77%, 8:72 ± 3:95%, 6:69 ± 4:08%, and
10:28 ± 3:13%, respectively. The percentage of CD80+ mDCs
in the AA group was elevated compared with that in the NC
group (p < 0:05). After the treatments, the CD80 expression
in the CsA group decreased significantly compared with that
in the AA group (p < 0:05). However, no statistically signifi-
cant difference was observed in the CD80 expression between
the shikonin and AA groups (Figure 3(b)).

3.4. The Glucose Consumption Level, Pyruvate Level, and ATP
Content in mDCs Increased in the AA Mice and Decreased
after Shikonin Treatment. We measured the glucose con-
sumption level, pyruvate generation level, and ATP content
to determine the level of glycolytic metabolism in the mDCs
of each group. The glucose consumption levels of mDCs in
the NC, TBI, AA, shikonin, CsA, and NS groups were 1:79
± 0:67, 2:38 ± 0:47, 3:94 ± 1:19, 1:83 ± 0:31, 2:11 ± 0:55,
and 4:15 ± 0:81, respectively. Notably, the level in the AA
group was significantly higher than those in the TBI and
NC groups (p < 0:05). After the treatments, the glucose con-
sumption levels of mDCs in the shikonin and CsA groups
reduced significantly compared with that in the AA group
(p < 0:05, Figure 3(c)).

The pyruvate generation levels of mDCs in the NC, TBI,
AA, shikonin, CsA, and NS groups were 1:80 ± 0:62, 2:29 ±
0:69, 3:97 ± 1:07, 2:02 ± 0:66, 2:43 ± 0:77, and 3:68 ± 1:00,
respectively. Notably, the level in the AA group was signifi-
cantly higher than those in the TBI and NC groups
(p < 0:05). After the treatments, the pyruvate generation
levels of mDCs in the shikonin and CsA groups reduced
significantly compared with that in the AA group (p < 0:05,
Figure 3(d)).

The ATP contents of mDCs in the NC, TBI, AA, shiko-
nin, CsA, and NS groups were 1:99 ± 0:75, 2:38 ± 0:68, 3:25
± 0:79, 2:12 ± 0:53, 1:68 ± 0:40, and 3:08 ± 0:75, respectively.
Notably, the ATP content in the AA group was significantly
higher than those in the TBI and NC groups (p < 0:05). After
the treatments, the ATP contents of mDCs in the shikonin

Table 1: Blood counts in the NC, TBI, and AA model groups.

NC group
(n = 12)

TBI group
(n = 10)

AA group
(n = 10)

WBC
(×109/L) 7:89 ± 1:21∗ 2:71 ± 0:63# 1:18 ± 0:84∗#

NEU
(×109/L) 0:52 ± 0:11∗ 0:38 ± 0:15# 0:24 ± 0:11∗#

LYM
(×109/L) 6:67 ± 0:56∗ 1:97 ± 0:37# 0:79 ± 0:25∗#

RBC
(×1012/L) 10.24± 0.93∗ 9:74 ± 0:28# 4:47 ± 1:13∗#

HGB (g/L) 166:9 ± 8:14∗ 145 ± 10:79# 89:58 ± 16:17∗#

PLT
(×109/L) 720:3 ± 80:39∗ 648:4 ± 144:2# 156:1 ± 80:29∗#

∗The peripheral blood tests of the AA group showed pancytopenia compared
with the NC group (p < 0:0001). #The peripheral blood tests of the AA group
showed pancytopenia compared with the TBI group (p < 0:0001).
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and CsA groups decreased significantly compared with that
in the AA group (p < 0:05, Figure 3(e)).

3.5. The mRNA Expression of Granzyme B in CD8+ Cells
Increased in the AA Mice and Decreased after Shikonin

Treatment. The granzyme B mRNA expression in the
CD8+ cells of the AA group (1:79 ± 0:61) was significantly
higher than that in the CD8+ cells of the NC group
(0:97 ± 0:48, p < 0:05). Notably, the expressions in the shi-
konin (1:20 ± 0:57) and CsA (1:16 ± 0:37) groups was
lower than those in the AA and NS groups (1:82 ± 0:70)
(p < 0:05, Figure 4(a)). However, the perforin mRNA
expression in the CD8+ cells showed no significant differ-
ence between the six groups (p > 0:05, Figure 4(b)).

We further investigated the degranulation levels of CTLs.
The ratio of CD107a+CD8+/CD8+ cells (expressed as a per-
centage) was significantly higher in the AA group
(72:4 ± 7:41%) compared with that in the NC group
(20:73 ± 3:71%) (p < 0:05) but showed no significant differ-
ence between the NC and TBI groups (p > 0:05). After the
treatments, the CD107a levels in the CD8+ cells decreased
significantly in the shikonin (45:08 ± 5:96%) and CsA
(33:56 ± 5:74%) groups compared with that in the NS group
(71:65 ± 7:33%) (p < 0:05). Notably, the difference in the
CD107a levels between the shikonin and CsA groups was
not significantly different (p > 0:05). The ratios of CD107b
+CD8+/CD8+ cells (expressed as a percentage) in the NC,
TBI, AA, shikonin, CsA, and NS groups were 14:94 ± 1:44
%, 23:03 ± 6:1%, 45:54 ± 8:56%, 19:39 ± 2:43%, 25:88 ± 2:12
%, and 41:54 ± 3:99%, respectively. The ratio in the AA
group was significantly higher than that in the NC group
(p < 0:05). After the treatments, the ratio in the shikonin
and CsA groups reduced significantly compared with that
in the AA group (p < 0:05, Figure 4(c)).
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Figure 1: The peripheral blood tests of the AA group CB6F1 mice showed aleukocytosis (a), anemia (b, c), and thrombocytopenia (d)
compared with the NC group and TBI group (∗p < 0:01). AA: aplastic anemia (n = 12); TBI: total body irradiation (n = 10); NC: normal
control (n = 10).

NC TBI AA Shikonin CsA NS
0

20

40

60

PK
M

2+
m

D
C 

(%
)

⁎ ⁎

⁎⁎

Figure 2: The PKM2+ mDC proportion of mDCs (PKM2+CD11c
+/CD11c+) in the AA group was higher than those of the NC and
TBI groups (n = 10, p < 0:05). There was no significant difference
between the NC and TBI groups (n = 10, p > 0:05). The PKM2 level
is decreased in mDCs of the shikonin and CsA groups compared
with the NS group (n = 10, p < 0:05). There was no significant
difference between the shikonin and CsA groups (p > 0:05). AA:
aplastic anemia (n = 17); TBI: total body irradiation (n = 10); NC:
normal control (n = 10); shikonin (n = 10); CsA: cyclosporin A
(n = 10); NS: normal saline (n = 10) (∗p < 0:05).
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3.6. The Influence of PKM2 Inhibition on Other Immune
Cells. We also explored the effects of PKM2 on other
immune cells in addition to mDCs. The ratio of CD4
+/CD8+ cells in the AA group (1:41 ± 0:78) was significantly
lower than those in the TBI (2:21 ± 0:71, p < 0:05), NC
(2:46 ± 0:84, p < 0:05), shikonin (2:09 ± 0:57, p < 0:05), and
CsA (2:42 ± 0:80, p < 0:05) groups (Figure 5(a)).

The ratio of CD4+CD25+Foxp3+ cells (Treg) in the AA
group (3:96 ± 1:94) was significantly lower than those in the
TBI (5:36 ± 2:04, p < 0:05), NC (6:94 ± 1:66, p < 0:05), shiko-
nin (5:57 ± 1:39, p < 0:05), and CsA (5:64 ± 1:80, p < 0:05)
groups (Figure 5(b)).

3.7. The Effect of Shikonin on the Survival Rates of the AA
Mice. Mice from the NC, TBI, AA model, shikonin, CsA,
and NS groups were housed to evaluate their 90-day survival
rates. The findings revealed that 90% (9/10) of the NC group,
100% (10/10) of the TBI group, 0% (0/5) of the AA model
group, 60% (3/5) of the shikonin group, 60% (3/5) of the
CsA group, and 20% (1/5) of the NS group survived to day
90. At day 46, 60% of the mice from the shikonin and CsA
groups were alive, and all survived until they were euthanized
at the end of the experiment, but only one mouse in the NS

group survived to day 46. Meanwhile, none of the mice in
the AA model group survived till day 32. As shown in
Figure 6, 90 days after the first administration of shikonin
or CsA, the survival rates in the shikonin and CsA groups
were higher than those in the AA model and NS groups
(p < 0:05). The survival rates were not significantly different
between the TBI and NC groups.

The blood counts of the mice from the TBI group reached
close to normal levels by day 90. The TBI plus lymphocyte
infusion led to unrecoverable reduction in the WBC counts.
Until the time of death, the blood counts of the mice in the
AA model and NS groups showed no improvement, whereas
those of the mice in the shikonin and CsA groups, especially
leukocyte counts, gradually recovered. Figure 7 shows the
WBC, Hb, and PLT counts in mice from different groups.

4. Discussion

SAA is a hematological disease characterized by bone
marrow hematopoietic failure. Although its etiology and
pathogenesis are complex, recent data suggest that AA is an
immune-mediated disease [1]. According to recent research,
dysfunctional mDCs play a role in SAA pathogenesis [3].
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Figure 3: (a) The CD86+ mDCs in the AA group significantly increased compared with those of the NC and TBI groups (p < 0:05). After the
treatments, the CD86 levels in the shikonin and CsA groups decreased significantly compared with that in the AA group (p < 0:05). (b) The
CD80+ mDCs in the AA group significantly increased compared with those in the NC group (p < 0:05). The CD80 levels in the CsA group
decreased compared with those in the AA group (p < 0:05). (c) The glucose consumption levels in mDCs of the AA group were significantly
higher than those in the TBI and NC groups, while those in the shikonin and CsA groups were significantly lower than those in the AA group
(p < 0:05). (d) The pyruvate levels in mDCs of the AA group were significantly higher than those in the TBI and NC groups, while those in the
shikonin and CsA groups were significantly lower than those in the AA group (p < 0:05). (e) The ATP contents in mDCs in the AA group
were significantly higher than those in the TBI and NC groups, while those in the shikonin and CsA groups were significantly lower than
those in the AA group (p < 0:05). AA: aplastic anemia (n = 17); TBI: total body irradiation (n = 10); NC: normal control (n = 10); shikonin
(n = 10); CsA: cyclosporin A (n = 10); NS: normal saline (n = 10) (∗p < 0:05).

5Mediators of Inflammation



However, the mechanisms of mDC activation and of the
resulting induction of a series of autoimmune damage
processes are still unclear.

Shikonin is a major active chemical component extracted
from the traditional Chinese medicinal herb L. erythrorhizon.
Studies have proven that shikonin is a highly specific PKM2
inhibitor and plays an important role in suppressing breast
cancer, hepatocellular carcinoma, and other tumors. In

recent years, research on the roles of shikonin in human
health has gradually deepened. Accumulating evidence
suggests that shikonin can suppress tumor growth and
overcome the resistance to chemotherapy drugs in tumor
cells [10]. Tang et al. [11] suggested that shikonin can signif-
icantly inhibit the proliferation of esophageal cancer cells by
regulating the HIF1α/PKM2 signaling pathway. Shikonin
can also suppress the inflammatory immune response by
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Figure 4: (a) The granzyme B mRNA expression of CD8+ cells in the AA group was significantly higher than that in the NC group, while
those in the shikonin and CsA groups were significantly decreased compared with the AA and NS groups (p < 0:05). (b) The level of
perforin mRNA expression in CD8+ cells did not show a statistically significant difference among the six groups (p > 0:05). (c) The ratio
of CD107a+CD8+/CD8+ cells and CD107b+CD8+/CD8+ cells in the AA group was increased compared with that in the NC group, while
those in the shikonin and CsA groups were significantly decreased compared with that in the NS group (p < 0:05). AA: aplastic anemia
(n = 17); TBI: total body irradiation (n = 10); NC: normal control (n = 10); shikonin (n = 10); CsA: cyclosporin A (n = 10); NS: normal
saline (n = 10).
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blocking inflammatory signals, thereby delaying the progres-
sion of inflammatory diseases such as sepsis. Furthermore, it
has been reported to inhibit T lymphocyte activation by inhi-
biting IKKβ activity and JNK signaling and is thus expected to
play a therapeutic role as a potential immunosuppressant in
autoimmune diseases [12]. Given the extensive therapeutic
effects of shikonin against immunological diseases, inflamma-
tion, and tumors, in this study, we attempted to investigate the
therapeutic role of shikonin against SAA pathogenesis.

DCs are the only antigen-presenting cells that can
activate naïve T cells. They can be divided into several subsets
based on their origin, location, and function. mDCs play a
unique role in the generation of T lymphocyte-mediated
immune responses [13]. The ability of mDCs to activate T
cells depends on their maturation and functional differentia-

tion status and is also affected by environmental factors such
as microbial products, cytokines, oxygenase, metabolites, and
immunosuppressive agents [14, 15]. mDCs can regulate the
function and proliferation of T cells and promote the activa-
tion of Th1 and CD8+ T cells in immune responses. mDCs
also play a role in the regulation of Treg differentiation by
modulating the expression of programmed cell death ligand
1 and T cell costimulatory molecules [16]. In mice, mono-
cytes can differentiate to mDCs under inflammatory condi-
tions in vivo or in vitro after stimulation with granulocyte
macrophage colony-stimulating factor and interleukin 4
[17]. mDCs highly express CD11c, MHC-II, and DC-
specific transcription factors [18]. Our previous study
showed that the mDCs of newly diagnosed SAA patients
exhibit elevated PKM2 protein levels and that this protein
is involved in the activation of mDC function [8].

In this study, shikonin and CsA were used to treat AA
model mice to observe their effect on the immune status of
these mice. CB6F1 mice were used to generate AA mouse
models of bone marrow failure by inducing autoimmune
attack. The parental lines of the CB6F1 mice were Balb/C
mice (H2d/d) and C57BL/6 mice (H2b/b). Because CB6F1
mice are MHC-heterozygous hybrids carrying H2b/d, they
could easily initiate autoimmune reaction with high comple-
ment level. In a previous study, a lethal dose of irradiation
was found to damage the hematopoietic tissue of the bone
marrow microenvironment in CB6F1 mice. At this point,
the C57BL/6 mouse (H2b/b) lymphocytes, which are MHC-
mismatched, could induce sustained hematopoietic impair-
ment of the immune bone marrow [19]. In our study, the
SAA model mice showed a decrease in blood counts. A
decreased ratio of CD4+/CD8+ cells, increased expressions
of CD80 and CD86 on mDCs, increased levels of CTL
degranulation, and inadequate Treg number were also
detected. The state of immune dysfunction in these AA mice
was similar to that in SAA patients. We found that the pro-
portion of PKM2+ mDCs in the AA mice was elevated and
was significantly positively correlated to the function of
mDCs and CTLs. PKM2 activation in mDCs was confirmed
in in vivo mice experiments, but the PKM2 levels in mDCs

NC TBI AA Shikonin CsA NS
0

1

2

3

4

Th
e r

at
io

 o
f C

D
4+

/C
D

8+

⁎

⁎

⁎

⁎

(a)

NC TBI AA Shikonin CsA NS
0

2

4

6

8

10

Tr
eg

 (%
)

⁎ ⁎

⁎⁎

(b)

Figure 5: (a) The ratio of CD4+/CD8+ in theAA groupwas significantly lower than those in the TBI, NC, shikonin, andCsA groups (p < 0:05).
(b) The frequency of Treg in the AA group was significantly lower than those in the TBI, NC, shikonin, and CsA groups (p < 0:05). AA: aplastic
anemia (n = 17); TBI: total body irradiation (n = 10); NC: normal control (n = 10); shikonin (n = 10); CsA: cyclosporin A (n = 10); NS: normal
saline (n = 10) (∗p < 0:05).
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significant difference was observed between the TBI and NC
groups. AA: aplastic anemia; TBI: total body irradiation; NC:
normal control; CsA: cyclosporin A; NS: normal saline.
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decreased after shikonin or CsA treatment. The expression of
mDC co-stimulatory molecules CD80 and CD86 increased in
the AAmice and that of CD86 decreased after shikonin treat-
ment. This finding suggests that shikonin reduced the
expression of mDC costimulatory molecules by reducing
PKM2 levels, which inhibited mDC activation, rather than
reducing the number of mDCs. The glucose consumption
level, pyruvate generation level, and ATP content were also
increased in the mDCs of the AA mice. This finding suggests
that shikonin blocked cell glycolytic metabolism to some
extent, thereby inhibiting the activation and proliferation of
mDCs. The level of glycolysis in the mDCs also decreased
after shikonin and CsA treatments.

During antigen presentation, mDCs gradually mature
and express high levels of the costimulatory molecules
CD80 and CD86 [20]. CTLs are activated through the combi-
nation of mDCs and numerous cellular signals, which initi-

ates an immune response. As the main effector cells with
cytotoxic function CTLs are closely related to SAA pathogen-
esis, so we also explored the effect of shikonin on CTLs in the
AA mice. Our data showed that shikonin decreased the level
of the cytotoxic molecule granzyme B in CD8+ T cells and
could regulate the ratio of CD4+/CD8+ cells and the Treg
count in the AA mice. The effects of shikonin were similar
to those of CsA. The expression of CD107a/b on the surface
of CD8+ T cells in the AA group increased relative to that in
the controls but reduced after shikonin or CsA administra-
tion. CD8+ T cells store most of the cytotoxic molecules in
cytotoxic granules, which degranulate upon contact with
the target cell. As a lysosomal-associated membrane glyco-
protein, CD107a/b is expressed on the surface of CD8+ T
cells [21]. When CD8+ T cells come in contact with target
cells, the costimulatory molecules fuse with the target cell
membrane; this causes the release of the cytotoxic molecules
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Figure 7: Mice peripheral blood counts at day 17, day 30, and day 90. Until the time of death, no improvement was observed in (a) Hb, (b)
WBC, and (c) PLT in the mice from the AA model and NS groups, whereas the blood counts from the shikonin and CsA groups gradually
recovered over time, especially leukocytes (p < 0:05). AA: aplastic anemia (n = 17); TBI: total body irradiation (n = 10); NC: normal control
(n = 10); shikonin (n = 10); CsA: cyclosporin A (n = 10); NS: normal saline (n = 10).
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from the T cell granules, eventually leading to the death of the
target cells [22]. The upregulation of CD107a/b expression on
CTLs observed in our study was consistent with the increase
in granzyme B secretion. Thus, the results above indicate that
the CTL activity in the AA group was significantly increased
relative to that in the controls but reduced after administering
shikonin or CsA. We speculate that the changes in CTL func-
tionwere due to shikonin-mediated inhibition of PKM2 levels
in mDCs, which in turn regulated the expression of mDC
costimulatory molecules and inflammatory factors. Recently,
the role of Treg cell population in SAA pathogenesis has
attracted much research attention [10]. Tregs are believed to
control the progression of autoimmunity in AA by suppress-
ing overactive T cells and preventing the antigen presentation
process of mDCs [23]. Our data showed inadequate numbers
of Tregs in the AAmice. When treated with shikonin or CsA,
the number of Tregs increased, which is consistent with the
insufficient Tregs found in human AA that cannot inhibit
the autologous effector T cells, eventually leading to T cell-
mediated bone marrow failure. After shikonin treatment
reduced the activity of mDCs, the inhibitory effect of mDCs
on Tregs also decreased.

Additionally, we evaluated the survival rates and periph-
eral blood counts of mice at different time points to explore
the effects of shikonin and the immunosuppressant CsA.
Our SAA mouse model generated by the combined use of
TBI plus lymphocyte infusion exhibited a mortality rate of
almost 100% within 32 days. However, treatment with shiko-
nin or CsA reduced the mortality rate to 40%. The survival
rate increased and PKM2 expression decreased after shiko-
nin administration in the shikonin group compared with
those in the AA model and NS groups. The finding demon-
strated that the high survival rates in mice treated with shiko-
nin were associated with shikonin-induced inhibition of
PKM2 expression. After a short period of bone marrow sup-
pression, the blood counts of the TBI group quickly returned
to the normal levels. However, the blood counts of the AA
model and NS groups showed no improvement until the time
of death, whereas those, especially leukocyte counts, of the
shikonin and CsA groups gradually recovered. This finding
indicates that the mice experienced partial remission in blood
counts after shikonin or CsA treatment compared with the
AA model and NS groups. This result is consistent with our
previous finding in in vitro studies using human cell lines
that the PKM2 expression level in the mDCs is significantly
associated with SAA progression [9]. Shikonin administra-
tion in AA mice was conducive to disease recovery, which
again confirmed the therapeutic significance of shikonin
against SAA pathogenesis.

In summary, shikonin could inhibit the activation and
proliferation of mDCs and inhibit the activation of their
downstream immune effector cells by reducing PKM2 levels
in mDCs. Thus, shikonin is a potential new drug target for
SAA immunotherapy.
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