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Wearing a mask greatly reduced the possibility of infection during the COVID-19 pandemic. However, major inconveniences
occur regarding patients with upper limb amputations, as they cannot independently wear masks. As a result, bacterial con-
tamination is caused by medical staf touching the quilt when helping. Furthermore, this efect can occur with ordinary people due
to accidental touch. Tis research aims to design an automatic and portable face shield assistive device based on surface
electromyography (sEMG) signals. A concise face shield-wearing mechanism was built through 3D printing. A novel decision-
making control method regarding a feature extraction model of 16 signal features and a Softmax classifcation neural network
model were developed and tested on an STM32 microcontroller unit (MCU). Te optimized electrode was fabricated using a
carbon nanotube (CNT)/polydimethylsiloxane (PDMS).Te design was further integrated and tested, showing a promising future
for further implementation.

1. Introduction

In recent years, the COVID-19 epidemic has been rampant.
As a result, face shielding has been efectively used to avoid
the spread of the corresponding virus [1]. In the absence of a
shelter-in-place strategy, infections, hospitalizations, and
deaths were reduced by 37.7%, where the interquartile range
(IQR) was 36.1–39.4%, 44.2% (IQR: 42.9–45.8%), and 47.2%
(IQR: 45.5–48.7%), respectively, as nonmedical masks were
worn by 75% of the population reduced [2]. Te use of
general facemasks has signifcant benefts, especially if they
are adopted earlier, and at least some beneft is realized
across a range of epidemic intensities. Furthermore, masks
can be used in addition to other interventions, such as social
distancing and hygienic measures, ultimately resulting in a
nonlinear decrease in epidemic mortality and healthcare
system burden [3]. During the COVID-19 outbreak, many
new developments related to healthcare utilized electro-
myography (EMG) or electroencephalogram (EEG). Setia-
wan et al. proposed a stroke rehabilitation monitoring

method using EEG [4], Bano and Hussain could identify
patients that were infected by COVID-19 using the EMG
technique [5], and L. Jiang et al. developed an advising
device for at-home exercise using sEMG [6].

Some disabled and paralyzed patients, however, who
have both arms amputated cannot wear face masks inde-
pendently. According to the latest survey reported by China
Disabled Persons’ Federation, in 2010, China had 20.54
billion amputation patients [7], of which 2/3 were upper
limb amputees [8]. In addition, there is a nonnegligible
group that has a severe impairment of both upper-and triple-
limb functions [9]. However, assistance in public places
increases the risk of viral infection. Furthermore, cross-
infection in hospitals when nurses take care of paralyzed
patients and manually wear face shields can also occur. [10]
Nevertheless, patients who cannot or have difculties put-
ting on masks by themselves arrive at hospitals without
wearing masks or need to call a nurse for assistance at their
home. As a result, the person can get infected if the nurse or
people in the hospital are recessive carriers of COVID-19.
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Many casual activities, such as dining and drinking, require
that masks are constantly put on and of. However, some
patients cannot be assisted by nurses all day. In some public
places, directly touching the inside of a face shield by hand
can contaminate this equipment, reducing its protection
against infectious diseases and threatening health. We also
believe that a new hand-controlled face-shielding device
could be convenient for ordinary people. Hence, a non-
contact wearable face-shielding-wearing system is proposed.

Heckendorn [11] and Backers Today [12] separately
developed two automated face-shielding-wearing systems
controlled through buttons. Te automatic face shielding of
Heckendorn is promising due to its mechanical structure
and portability. Furthermore, the one designed by Backers
Today is convenient for drinking water. Tese designs,
therefore, reduce the possibility of contaminating face
shields and are conducive for people with disabilities.

Huang developed an automask utilizing an ultrasonic
sensor and an sEMG sensor that allowed the wearer to
actuate when sneezing by contracting the abdominal muscle
while manually covering the ultrasonic sensor [13]. Tis
design could detect and avoid the sneeze spreading; how-
ever, the situations in which such devices can be applied are
limited. Furthermore, the mask is not suitable for patients
with upper limb amputations, as it can only be actuated by
contracting the abdominal muscle while covering the ul-
trasonic sensor by hand. Te utilization of an HC-SR04
ultrasonic distance sensor would signifcantly harm the cost
efciency of the design. Te HC-SR04 module is an active
measurement instrument [14] that continuously emits an
echo pulse at a 40 kHz frequency [15]. Owing to the active
detection limit, the power consumption of the HC-SR04
module is incessant during wearing. In contrast, the sEMG
module is a passive measurement instrument whose power
consumption is much lower; therefore, it is more suitable for
casual wearing. Moreover, the ultrasonic distance sensor can
be accidentally triggered from the outer environment, such
as the clothing of the user or the impact caused by passing-by
pacers. Furthermore, the signals of ultrasonic distance
sensors commonly fuctuate (fuctuation phenomenon) [16],
even though a threshold value is set to avoid accidental
triggering. In addition, the control algorithm of the design
involved no signal classifcation, increasing the risk of ac-
cidentally triggering the mechanism. Te actuation and
control of the servo motor without a signal classifcation are
usually achieved by manually setting the threshold of the
triggering voltage amplitude. [15] However, unwanted spike
signals that trigger the actuators can be generated. For ex-
ample, accidental pressing on the sEMG sensors or external
force-induced position shift of the electrodes would create
spikes and noise. Furthermore, the fuctuation phenomenon
of the ultrasonic distance sensors contributes to more ac-
cidental actuation in Taliyah Huang’s design. Finally, con-
trolling the mask based on the abdominal muscle is not
feasible, as the body fat at a selected abdomen position
signifcantly varies depending on the person; therefore, the
EMG signal cannot be commonly applied. Diferent factors,
such as epidermal body fat, signifcantly infuence the sEMG
measurement, [17]. As lipids easily accumulate in the

abdomen, the abdominal muscle EMG could be weak to be
detected when facing thick abdominal fat tissue.

To solve these problems, we designed a portable, non-
contact, and automatic face-shielding-wearing device that
considers the EMG signals.

2. Background Knowledge

An electromyography instrument is used in EMG to record
muscle bioelectric signals. Tese electrical signals can de-
scribe some characteristic behaviors of the human muscles.
EMG signals can be used in many felds, such as clinical
applications [18] and human-computer interaction [19].
More direct monitoring of the human body can be achieved
through the analysis, processing, classifcation, and various
signal analysis methods of these signals [20]. New imple-
mentations of EMG, such as muscular paralysis disease
prediction using EMG, have been developed during the
pandemic [21].

However, people who are inconvenienced by wearing
masks often need to adapt themselves to EMG devices for a
long time. Commercial electrodes are generally Ag/AgCl
electrodes; however, these components should be avoided, as
they cause damage to human skin [22]. As a result, we used
carbon nanotubes, which are nontoxic, harmless, and pol-
lution-free [23], as the primary material for the electrode,
increasing its stronger skin afnity and allowing it to be
more suitable for long-term use.

Te proposed device collects and analyzes the human
body EMG signal, realizing thereafter, through machine
learning, the wearing and removal of the face shield
according to the human body EMG signal. As a result, it does
not need to be manually controlled. Tis study used the
specifc location of the muscle signal of a dual-channel
sEMG detector. We also improved the electrode material in
contact with the human body, resulting in a more suitable
material for long-term use. Based on the corresponding
signal feature processing and machine learning classifca-
tion, noncontact automatic face shielding and wearing could
be realized.

3. System Architecture and Methodology

Te main objective of this study was to design a portable
face-shielding device based on sEMG. Te user of the
proposed device could wear/undress the mask by con-
tracting two specifc muscles, fulflling the noncontact de-
mand for paralyzed patients with amputated upper limbs or
ordinary people, therefore avoiding the accidental touch of
the inner surface of the face shield. By selecting two inde-
pendent muscles that do not usually form a synergic pattern,
the device can be precisely actuated based on the corre-
sponding gesture, thereby avoiding accidental triggers. To
realize this purpose, at least three primary components were
involved: data acquisition units, portable data processing
units, and automatic face-shielding mechanisms.

A data fow chart of the designed system, composed of
these primary components, is shown in Figure 1. We use a 2
MyoWare™ Muscle Sensor (AT-04-001) [24] to achieve
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bichannel input of the sEMG signals, as the EMG signals of
two independent muscles were detected. A hardware
bandpass fltering circuit and rectifying and amplifying
procedures were integrated into the MyoWare module. Te
analog sEMG signal was further converted to a digital signal
through an analog to digital converter (ADC) on a
STM32F103ZET6 microcontroller unit (MCU), which is a
portable data processing unit. Based on the received data,
our algorithm yields a decision that fulflls the user demand.
Accordingly, the triggering signal is sent to the automatic
face-shielding mechanism via IIC based on the corre-
sponding gesture.

Many studies, among which the methodologies are
profound examples of our research, have been conducted on
implementations utilizing sEMG. References [25–28] in-
vestigatedmuscle selection for sEMG electrode placement or
gesture selection. References [26–30] analyzed the sEMG
signal preprocessing or segmentation. References [25–29]
studied a feature extraction procedure of the signal and a
classifcation method utilizing neural networks or a support
vector machine (SVM), which was integrated into [25–29].
Based on the methodologies investigated, our research
methodology can be summarized as indicated in Figure 2.

To increase the dermotropic property and electrical
conductivity of the electrodes, we have investigated the
improvement of the electrode material. Te mechanical
structural design targets a lightweight and conciseness
compatible wearable mechanism. As shown in Figure 2, the

model training of the EMG data fow can be divided into an
ofine data training process and a real-time model training.

In the ofine model training procedure, the data were,
frst, preprocessed. Afterward, serial feature extraction based
on the segmented data batches was conducted. Te classi-
fcation process was based on artifcial neural networks
(ANN) in this research.

Models are obtained through ofine training, regardless
of the real-time control of the mechanism and considering
datasets stored on a personal computer (PC). Further de-
velopment of these idealized models needs to be achieved
and calibrated in the real-time training procedure. Teir
parameters were, therefore, carefully adjusted based on the
actual performance of the device to achieve the optimized
conditions.

Our experimental setups of the data fow model training
are shown in Figure 3, which indicates the key components
for the feature extraction model and the classifcation neural
network training.Te red arrows represent the power supply
directions; the blue lines stand for data fows from the
peripheral devices to the MCU. In contrast, the yellow ar-
rows represent the opposite data fow. Both data fow
represented by the yellow and blue arrows should be omitted
during the real-time optimization to achieve the portability
of the design. Te green and grey arrows indicate the data
fow between the MCU and peripherals.

To illustrate the hardware selection, two MyoWare™
muscle sensors (AT-04-001) were selected for the sEMG

bi-channel sEMG
module

data processing unit peripheral
mechanism

feature
extraction classifcation actuationdata

acquisition
bandpass
fltering

Figure 1: Data fow chart of the proposed device.
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Figure 2: Research methodology diagram.
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signal detection. A 32-bit microcontroller composed of an
ARM Cortex-M3 core STM32F103ZET6 [31] MCU module
was selected to execute the computational tasks of this
portable device, owing to its computational performance
and stability. A push button, which was pressed to indicate
the need for the shielding mask, was used for signal labeling.
A 5V polymer battery was needed for the power supply. Te
PCA9685 module is a 16-channel PWM output motor
control module [32]. In this study, we realized control of a
FUTABA Corp. S3003 servo motor through IIC commu-
nication and PCA9685.

4. Design of Mechanism

Te mechanical design of the face-shielding device should
promote function, reliability, and economic characteristics.
To achieve a functional design, the basic motion form, as
well as the main measurement of the device, should be
analyzed based on practical applications. After completing
the overall design of the device, which is usually idealistic
and abstract, its reliability must be evaluated; therefore,
specifc parts, such as rockers and connectors, should be
selected, and mechanical calculations and analyses are
necessary to ensure the feasibility of movement. Certain
elements might also be modifed and optimized. Finally, the
material and manufacturing process are were selected based
on a limited budget.

Our face-shielding device must successfully take the face
shield on and of. To simplify this situation, it can be as-
sumed that the shield is moving around a fxed point. As this
is the only movement required, the device can be designed as
a planar mechanism, as shown in Figure 4(a). To further
simplify the system, a rigid four-bar linkage was used as the
basic structure.

As the only movement of the face shield is rotation, the
mechanism has only one degree of freedom (DOF). To fulfll
this requirement, a parallelogram form of the four-bar
linkage was used, as shown in Figure 4(b)). Based on this
adaptation, the rotary motion of the driver bar at the driven
bar is duplicated, therefore creating a stable parallel
relationship.

Te planar DOF is governed by the following equation:

M � 3(L − 1) − 2J1 − J2, (1)

where M is the DOF, L is the number of links, and J1 and J2
are the number of lower and higher pairs, respectively. In the
parallelogram linkage, where one bar is already fxed, L� 4,
J1 � 4, and J2 � 0; therefore,M� 1 based on equation (1). Tis
value of DOF indicates that the four-bar linkage of the
parallelogram fulflls the requirements of this study.

Te concept of the planar mechanism was, thereafter,
further refned into a 3Dmechanism by adding two identical
four-bar linkages connected by an axis, therefore completing
the structure that could be fxed on the neck of the subject
and achieving a rotary motion. Te dimensions of the
structure were based on the human face and actual move-
ment. Figure 5(a) demonstrates the 3D version of the device
constructed through SOLIDWORKS 2020. Two bases were
placed on either side of the neck of the subject, and a servo
motor was installed to drive rocker1, allowing it to complete
the rotary motion. Te face shield was placed between
connecting rod3 and rod4.

However, according to our requirements, bar2 should be
fxed to restrict the DOF to one. Moreover, the joints on
which the connectors should be used have not been de-
termined yet. As the stability of the structure must be en-
sured during operation, the movement of the bars moving
along the axle cannot be executed. As a result, based on the

MyoWareTM Muscle
Sensors (AT-04-001) PCA9685

push button

STM32F103ZET6

PC

polymer battery

S3003 servo
motor

Figure 3: Experiment setups for feature extraction and classifcation model training.
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reliability analysis, the joints were connected by bolts and
nuts, a new base was designed to restrict the movement of
bar2, and the diameters of the two axles were modifed to
ensure the axial constraint. Te optimized mechanism is
shown in Figure 5(b)).

In additive manufacturing (3D printing), simulations
can be directly transformed into real objects, resulting in a
swift process. Te simulation in SOLIDWORKS was already
implemented; therefore, due to the principle of economic
design, additive manufacturing was selected as our
manufacturing method. Te material that has been fre-
quently used in this process is resin, as it demonstrates
suitable rigidity for the rotation of light objects, such as face
shields. Te accuracy of this method, however, is not sat-
isfactory yet, which may result in higher dimensional and
geometric tolerances in each part.

Te proposed mechanism provides, therefore, a rela-
tively efective procedure for taking the face shield on and of
without requiring a complex structure. Furthermore, the
material selected for the face-shielding device is light and the
rigidity against the torque generated by the servo motor is

sufcient, resulting in less stress for the subjects when using
the device. However, the stability of the entire mechanism is
not perfect owing to its simple structure, therefore requiring
future improvements. Moreover, the mechanismmight wear
after a long-term operation due to the lack of protection.

5. Improvement of theMaterial of the Electrode

5.1. Background. Te standard sEMG electrode commonly
used in experiments is usually composed of gold (Au), silver
(Ag), or silver-silver chloride (Ag/AgCl). Ag/AgCl is the
most widely used material, as it has a lower baseline-noise
interface than that of the other electrodes. Most Ag/AgCl on
the market is present in the form of gel, for better ma-
neuverability. Tis material can also be used in the surface
coating of the electrode to reduce surface impedance and
improve signal quality [33].

However, Ag/AgCl electrodes have several problems.
Te proposed equipment must be designed considering that
people can wear it for a long time; however, the long use of
an Ag/AgCl electrode can easily stimulate the skin and afect

Face Shield

fxed lower pair

(a) (b)

Figure 4: Simplifed model of the device. (a) Simplifcation of the motion form. (b) Parallelogram confguration of the four-bar linkage.

face shield

servo motor
base

(3)

(4)

(1)

(2)

(a) (b)

Figure 5: Simulations of the device in SOLIDWORKS. (a) 3D mechanism of the face-shielding device, including two equal four-bar
linkages, two bases, and two connecting axles. (b) Optimized mechanism containing connectors and new supporting bases.
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the signal quality after drying [34]. As a frequent replace-
ment of new electrode sheets and stimulation of human skin
are not considered in our design, an electrode that can be
worn for a long time was developed [35].

Owing to the good dispersibility of carbon nanotubes
(CNTs) and the fexibility of polydimethylsiloxane (PDMS),
CNT/PDMS composites are considered good fexible con-
ductors. Te nanotubes dispersed in the electrode were in
good contact with each other, forming a conductive path.
Conductivity tests showed that the electrical performance
depends on the concentration of carbon nanotubes. Fur-
thermore, electrode materials are safe for biomedical ap-
plications, as they are not easily afected by sweat on the
surface of the human body [36].

5.2. Materials and Methods

5.2.1. Material Parameters. Te CNT used in the electrode
was manufactured by Suzhou Tanfeng Tech. Inc., China.Te
purity and length of the carbon nanotube were over 95wt%
and 3–12 μm, respectively. Te multiwall CNT was manu-
factured through vapor deposition. PDMS was manufac-
tured by Shenzhen Xinwei New Material Co. Ltd. by using
909 potting glue.

5.2.2. Fabrication of Electrodes. Te electrode was composed
of an insulating layer, conductive flm, and button electrode,
as indicated in Figure 6.

Te CNT was dispersed into the PDMS precursor
(viscosity: 4000± 500,909-A, Xinwei NewMaterial Co., Ltd.)
and mixed through dispersion. A crosslinking agent (vis-
cosity: 100± 10,909-B, Xinwei New Material Co., Ltd),
whose ratio was 10 :1, was solidifed for 12 h at room
temperature. When this agent could not solidify, the button
electrode was embedded in the colloid and the solidifcation
process occurred for 24 h. A 10 :1 ratio of PDMSwas used on
the periphery, forming an insulating layer to facilitate
contact between the electrode and the skin. Table 1.

As shown in Table 2, the specifcations of the electrode
sheet must be defned to enable the usage of the equipment
for a long duration.Te diameter of the conductive electrode
part of the CNT/PDMS electrode sheet used in the exper-
iment was 10mm, which is a small part of the entire elec-
trode. Te conductive electrode (main body of the
electrode), whose length and width were 36.5mm and
30.2mm, respectively, was composed of a PDMS solid gel.
Te overall thickness of the electrode sheet was 2mm.

5.2.3. Electrical Test and Specifcation. Te impedances of
the electrodes were measured using an electric meter. Table 1
shows a test comparison diagram of commercial Ag/AgCl
electrodes and CNT/PDMS electrodes considering the same
specifcations.

Te transparent material in Figure 7 is the PDMS patch,
and the black component corresponds to the CNT/PDMS
electrode. Te button electrode was connected on top of the
CNT/PDMS to obtain an electrical signal from the device.

6. Electrode Positioning and Muscle Selection

Te muscles were selected in this study by mainly two
criteria: (1) if they are independent of each other; therefore,
they ought not to collaborate to execute the same gesture, to
reduce the possibility of accidentally actuating the mecha-
nism; (2) if the selected gesture pattern is easy to achieve.
Furthermore, face shielding should not afect the feasibility
and regularity of the selected pattern.

Te position and orientation of the muscle sensor
electrodes signifcantly afect the strength of the signal.
Owing to the diferential detection mode of the sensors, two
detection points and a reference position should be defned.
Te electrodes should be placed in the middle of the muscle
body and aligned with the muscle fbers [25]. Meanwhile, the
reference electrode should be placed on a separate section of
the body, such as the bony portion of the elbow or a
nonadjacent muscle. Due to the size of the MyoWare™
muscle sensors (AT-04-001), the sensors of the system are
closely positioned (C-position). As a result, the diferential
voltage between the two points in the middle of the muscle
body could be detected [37].

Button
electrode

Carbon
nanotubes

(CNT/PDMS)

Polydimethylsiloxane

Figure 6: Design of CNT/PDMS composite electrodes.

Table 1: Resistance comparison.

Ag/AgCl electrodes CNT/PDMS electrodes
600∼800Ω 200∼300Ω

Table 2: CNT/PDMS electrodes parameters.

Total size Conductive
diameter (mm)

Tickness
(mm)

Doping
quality

Length 36.5mm,
width 30.2mm 10 2 Less than

1 g

Figure 7: Sample of CNT/PDMS electrode.
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Figure 8 shows the positions of the electrode place-
ment based on the muscle. Te green box indicates the
correct positioning of the electrodes (midline of the
muscle belly between the innervation zone and myo-
tendinous junction) [24].

After comprehensive consideration of the two major
factors afecting the positioning of the electrodes, the
gesture pattern was defned based on the zygomaticus and
bicipital muscle of the arm. In particular, these muscles
were selected as they can be easily contracted and their
gestures can be executed by diferent users, such as patients
with upper limb amputation and ordinary people. Te
gesture pattern was defned as a signal trigger when both
muscles simultaneously contracted.Te detailed placement
of the electrodes is shown in Figure 9. To preserve the
accuracy and repeatability of the experiment, the contour
of the electrode was marked by using a luminous pen after
each test.

After attaching the electrodes to the surface of the
muscles, a bichannel ADC function was completed on the
MCU utilizing a timer interrupt and setting a sampling rate
of 100Hz. Te sampled data were stored in an array for
further processing.

7. Preprocessing and Feature Extraction

Te preprocessing of the sEMG signal usually involves
amplifcation [29], fltering [26, 27, 29], rectifying [26, 27],
and segmentation (or windowing) [28, 38]. An instrumental
amplifer, bandpass flter, and rectifying circuits were,
therefore, integrated into the MyoWare™ Muscle Sensors
(AT-04-001) [24]. As a result, only data segmentation could
not be conducted directly by the sensor.

A fxed-length segmentation method [38] was applied
in this study. Te windowing length was restricted to the
performance of the STM32MCU.Te coding process of the
MCU was conducted using Keil MDK v5.26 Software. Only
64, 256, and 1024 points of fast Fourier transformation

(FFT), which is a method to analyze the power-related
characteristics of signals from the aspect of the frequency
domain, were allowed on the F1 series of the STM32 [39].
Time-frequency analysis is an important key to EMG signal
feature extraction [40, 41]. Due to the selected sampling
rate and the requirement for a quick response, the FFTof 64
points was used in this study. To date, a windowing of 64
data points per batch has been set for feature extraction,
indicating that the response time for pattern recognition is
approximately 80ms, based on a calculation machine cycle
(MC).

Te acquired voltage amplitude data of the two inputs
and labeling data of the push button were sent from
STM32F103ZET6 to the PC using a universal asynchronous
receiver/transmitter (UART) and stored in text fles (.txt).
Te fles were later processed using MATLAB, as shown in
Figure 10, where the vertical and horizontal axis indicates
the amplitude and the timeline, respectively.Te peaks in the
fgure are spiky as this dataset was composed of over 15000
points of data, resulting in a contraction in the horizontal
display of the graph. Te data sent to MATLAB were raw
data that were not binned based on 64 batch sizes, as the
segmentation of the data was performed via MATLAB2019a
in this simulation stage.

During the feature extraction step of this study, the
model was frst simulated on a PC using MATLAB2019a to

Figure 8: Electrode placement illustration.

(a)

(b)

Figure 9: Muscle selection and electrodes placement. (a) Posi-
tioning of the electrode on zygomaticus. (b) Electrode positioning
on the bicipital muscle of the arm.
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test the proposed concept. Afterward, the model was coded
again using the C language and executed on MCU.

In this study, 16 features, of which 11 were based on the
time domain and 5 on the frequency domain, were collected
to analyze the binned datasets. Te features based on the
time domain were the integrated EMG (IEMG), mean ab-
solute value (MAV), modifed mean absolute value 1
(MMAV1) and 2 (MMAV2), mean absolute value slope
(MAVS), root mean square (RMS), variance (VAR),
waveform length (WL), threshold crossing (TC), Willison
amplitude (WAMP), and simple square integral (SSI).
Meanwhile, the features based on the frequency domain
were the frequency median (FMD), frequency mean (FMN),
modifed frequency median (MFMD), modifed frequency
mean (MFMN), and frequency ratio (FR).

Equation (2) indicates the IEMG defnition [42], where n

is the batch size of the segmented data (64) and Xi represents
ith data in the dataset. Te IEMG is the sum of the absolute
value of the EMG signal, which can be treated as a signal
power estimator [38].

IEMG � 
n

i�1
Xi


. (2)

Te MAV, MMAV1, and MMAV2 can be defned by
equation (3) [43], equation (4), and equation (5) [44], re-
spectively, where wi is the ith modifed weight of the mean
absolute value, which is an important characteristic of the
sEMG signals that are based on the time domain.

MAV �
1
n



n

i�1
Xi


, (3)

MMAV1 �
1
n



n

i�1
wi Xi


,

wi �
1, 0.25n≤ i≤ 0.75n,

0.5, otherwise,


(4)

MMAV2 �
1
n



n

i�1
wi Xi




wi �

1, 0.25n≤ i≤ 0.75n,

4i

n
, i< 0.25n,

4(i − n)

n
, i> 0.75n.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Te MAVS, which indicates the variation between two
adjacent batches, can be correctly represented by equation
(6) [38], where k represents the kth batch in the dataset.

MAVSk � MAVk+1 − MAVk. (6)

Te RMS can be described by equation (7) [39]. Tis
quantity is modeled as an amplitude-modulated Gaussian
random process whose RMS is related to the constant force
and nonfatigue contraction [38].

RMS �

�������

1
n



n

i�1
X

2
i




. (7)

Te VAR can be expressed by equation (8) [42]. Tis
quantity indicates the diference between the signals in the
dataset.

VAR �
1
n



n

i�1
Xi − X( 

2
. (8)

Te WL is defned by equation (9). Tis value, which is
the cumulative length of the waveform over a segment, is
infuenced by the waveform amplitude, frequency, and
duration [43].

WLk � 
n−1

i�1
Xi+1 − Xi


. (9)

Te threshold crossings (TCs) are defned as the in-
stances of the recorded data that crosses a threshold value
during one batch.

Equation (10) represents the WAMP [39], which is the
cumulative length of the waveform over a segment. Tis
quantity indicates the number of times that the diference of
consecutive amplitudes exceeded a predetermined thresh-
old, ℓ.

WAMPk � 
n−1

i�1
f Xi − Xi+1


 , f(x) �

1, x> ℓ,

0, otherwise.


(10)

Equation (11) represents the SSI. Tis quantity is the
cumulative length of the waveform over a segment. It also
represents the accumulation of the bathed data power [38].

SSIk � 
n

i�1
X

2
i . (11)
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Figure 10: Raw data sent from the MCU to PC.
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Equations (12) and (13) indicate the FMN [38] and FMD
[44], respectively. Tese quantities use FFT to calculate some
properties regarding the power spectrum density (PSD).
However, the Pwelch values must be obtained for the cal-
culation of the PSD in MATLAB.Tis is a difcult task to be
executed using an MCU, as similar results are difcult to be
obtained. Hence, in this study, we obtained a resemblance
[45] between the Pwelch method and the PSD calculated
using FFT through equations (14) and (15), respectively.Tis
procedure was added to the MCU using the built-in FFT
library from the STM32 DSP.

FMN �


n
i�1 fiPSDi


n
i�1 PSDi

,

fi �
i∗ sampling rate

2∗ n
,

(12)

FMD �
1
2



n

i�1
PSDi, (13)

Pwelch � 2 fft Xi( 


 
2
, (14)

PSD � fft Xi( 


 
2
. (15)

Te MFMN and MFMD were proposed by Phinyomark
et al. [44]. MFMN is calculated as the sum of the product of
the amplitude spectrum and frequency divided by the sum of
the spectral intensity. MFMD is defned as half of the sum of
the amplitude spectrum [38]. As a result, the amplitude
spectrum of the signal can result in a volatile FFT.

Te frequency ratio (FR) [46] is calculated in equation
(16), where fftmax and fftmin, respectively, represent the
maximum and minimum values of the dataset after the fast
Fourier transformation.

FR �
fftmin

fftmax
. (16)

Te fag label (FL) shown in equation (17) indicates the
decision after evaluating the received data batch. When the
dataset includes more than three sampled data points that
are labeled, the entire batch is considered for the demand of
the decision to trigger the actuator. Tis feature was omitted
in practical scenarios, and it is only available for real-time
calibration of the neural network classifer.

FL �
0, f< 3,

1, f≥ 3.
 (17)

Te feature extraction was frst built using MAT-
LAB2019a considering a raw dataset stored in txt fles. Each
fle contained more than 15000 samples of data. Sixteen
feature extractions were applied for each channel of the
sEMG signal, resulting in 32 features and one labeling data.
Tese data were stored in csv fles and were used, thereafter,
in the classifcation stage.

After the ofine data training procedure, the feature
extracting model was coded again using the C language and

downloaded into the MCU. Te FFT was obtained by using
the ARM_math and ARM_cFFT_Radix4 libraries [47]. 32
features were extracted from the two input channels. Te
output of the feature extraction was validated using a COM
helper application and a JLINK debugger.

8. Classification

Many classifcation methods, such as k-nearest neighbours
(k-NN) [26, 28], linear discriminant analysis (LDA)
[26, 39], quadratic discriminant analysis (QDA) [28],
support vector machine (SVM) [27, 28, 41], random tree
(RT) [28], random forest (RF) [28, 41], artifcial neural
networks (ANN) [26, 38, 41], Bayes classifer [26, 38], self-
organising map (SOP), and fuzzy classifers [41], are
available in the literature.

Te Softmax classifer has outstanding performance
when treating a multiclassifcation problem, as all types of
features are normalized according to the number of classes.
Furthermore, this classifer can clarify positive features [27].
In the binary classifcation problem in this study, the device
is required to distinguish the triggering signal from the
background noise, as the same triggering gesture pattern is
used for the masking and unmasking actions. In this case, a
Softmax classifer is adequate to solve this problem, as it
yields fewer parameters than that of the other classifers,
owing to its simplicity. A large number of parameters would
slow the computation speed and consume much fash
memory of theMCU. In addition, the increase in complexity
of the neural network results in the increase in difculty to
rewrite the model on a portable device.

We constructed the binary Softmax classifer using the
2.3.1 framework backend on TensorFlow 1.13.1. Te IDE
program on which the algorithm was developed was
Pycharm 2020.3–Python version 3.7. No GPU was required,
as the network structure and data type were not complicated.

For dataset recording, the person that tested the device
was placed in a comfortable position and the electrode was
frmly attached to the selected zygomaticus and bicipital
muscles. A series of random movements of the limbs and
changes in the countenance were performed while period-
ically executing the triggering pattern (simultaneous con-
traction of the zygomaticus and bicipital muscles).
Whenever the targeting pattern was executed, the subject
was requested to press the push button at the same time that
he labels the corresponding data batch.

Troughout the ofine model training stage, the features
were extracted using MATLAB and stored in csv fles, which
were, thereafter, used in the training of the neural network.
However, during the real-time optimization of the model,
the features were directly extracted by the portable data
processing unit and sent to the PC using UART. Tese data
were again stored in txt fles, which were, thereafter, con-
verted into csv fles for calibration. As a result, a more re-
alistic dataset was acquired, and the Softmax classifer could
be calibrated to achieve its best performance.

Te accessed data were shufed and, thereafter, divided
into a training dataset and the test dataset using the K-fold
method from the sklearn library. Meanwhile, the label value
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was converted into a one-hot code using the built-in
function of Keras.

Te structure of the constructed binary Softmax classifer
is shown in Figure 11. Overall, the classifer was composed of
one input layer, one hidden dense layer, and one output
layer. Te input layer had a 1× 32 input dimension and
received a fattened array of 32 features related to the
bichannel sEMG input, which could be fed to the network in
single frames or catches. Te hidden dense layer of the
classifer outputted an array of data size 1× 64. A drop-out
method, whose ratio was 0.02, was introduced to the net-
work to perform a regularization task, preventing the
overftting of the classifer. Te output dimension of the
network was the same as the class number (2).

For the neural network training process, 40 epochs of 50
batches for each step were implemented. A categorical loss
function was used for the loss assessment. Te Adam al-
gorithm was implemented for optimization.

Te performance analysis of the classifer is shown in
Figure 12. Figure 12(a) shows the training and validation
accuracy of the network. Te average accuracy of 97.7% was
achieved, and no signifcant diference was noticeable be-
tween the accuracies of the training and validation models,
indicating that no overftting or owe ftting occurred.
Figure 12(b) displays the loss of the network during the
training and test stages. Both losses converge to a single
value.

Te weights and biases of the trained model were, af-
terward, converted into arraymetrics.Te copied network of
the Softmax classifer was reconstructed using the C lan-
guage, and the parameters were included. Te resulting
neural network was repeatedly calibrated considering real-
time features sent from the MCU, which were updated to
increase the accuracy.

Nevertheless, not all 16 features used in this study should
be used during real clinical applications. Te FMN shows
no signifcant variation during the test, while the variation
of the other features was noticeable. Accordingly, some of
the 15 discussed features should be changed in clinical
applications.

9. Experiment and Results

Based on the mechanical structure 3D printed and real-time
models downloaded, a functioning prototype of the pro-
posed device was built, as indicated in Figure 13.

Te mechanism and circuitry of the device were welted
on a 5mm acrylic board using hot-melt adhesives. Actuation
of the mechanism was accomplished using a pair of
FUTABA S3003 servo motors. Two sets of 5V batteries were
afxed on the board due to the connection plugin shape
variance. In the left corner of Figure 13(c), the JLink device,
CH340 UARTmodule, and push button were detached using
the portable device.Te white ropes shown in Figure 13 were
used to fasten the device to the subject.
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Figure 11: Neural network structure.
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Figure 12: Assessment of the Softmax classifer. (a) Training and
validation accuracy of the network. (b) Training and testing loss of
the network.
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To test the accuracy of the actual prototype, the accuracy
was defned by [26]

ACC �
Tp

Tp + FN + FP

× 100%, (18)

where TP, FP, and FN denote the number of correct rec-
ognitions, incorrect recognitions, and missed gestures. Te
subject wore the portable device for 1min. Te results are
listed in Table 3.

Five tests were conducted considering a recording length
of 1min. Teir overall average accuracy was 95.3%. During
the test, the subject was asked to perform daily actions, such

as drinking or walking, to simulate casual activities.Te total
number of gestures was not confned; therefore, the ex-
periment could simulate casual activities within a fxed time
interval. Based on the test results, therefore, the proposed
portable face-shielding device was suitable for further
implementation.

10. Conclusion

A portable face-shielding device utilizing sEMG was pro-
posed, assembled, and proven to be feasible. Te purpose of
this research was to help disabled and paralyzed patients to
independently wear face shields, reducing the risk of con-
tamination due to the direct touch inside the face shield by
the hands of ordinary people. Furthermore, new electrode
materials using CNT/PDMS were proposed and tested to
evaluate their dermotropic properties and electrical con-
ductivity. Te proposed device shows promising prospects
for future implementation during the COVID-19 pandemic.
Further product transitions are encouraged to target wear
suitability and audience generalization.

Data Availability

Te raw/processed data and program source code required
to reproduce these fndings are as follows: https://github.
com/JasonLvernex/BMI_automatics-faceshielding-device.
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Diabetes-associated cognitive dysfunction is a major problem of the international community. Dipeptidyl peptidase-4 (DPP-4)
inhibitors are drugs with hypoglycemic efect widely used in diabetic treatment in clinic. In this article, we studied the efect of the
DPP-4 inhibitor saxagliptin on cognitive function in diabetic rats. Firstly, to observe cognitive dysfunction caused by diabetes, we
built the diabetic rat model. Subsequently, the efect of diabetes on cognitive function was evaluated by Morris Water Maze Task.
Tirdly, the mechanism of the alleviation efect of DPP-4 inhibitor on cognitive dysfunction was investigated. Specifcally, (1) the
anti-infammation mechanism was revealed by quantifying the accumulation of the infammatory factor interleukin-1β (IL-1β) in
the hippocampus area by western blotting and the glial fbrillary acidic protein (GFAP) by immunohistochemistry; (2) the anti-tau
phosphorylation mechanism was revealed by quantifying phosphorylated tau by western blotting. Tis work represents the frst
study demonstrating the alleviation efect of DPP-4 inhibitor on cognitive dysfunction caused by diabetes. Results obtained here
could be useful to seeking for a medical solution with high efcacy to the diabetes-associated cognitive dysfunction.

1. Introduction

Diabetes is one of the most ubiquitous chronic endocrine
diseases in the world. According to the statistic, over 387
million people sufer from diabetes globally, and the inci-
dence of diabetes in adults has reached up to 11.6% of the
Chinese nation. It is estimated by 2035, the number of the
diabetics in the world will exceed 600 million [1]. Diabetes is
frequently accompanied by the incidence of cognitive dys-
function. It is due to the pathological changes in the
microvessel caused by diabetes, which could lead to cere-
brovascular damage and thus damage the central nervous
system [2]. Cognitive dysfunction has many manifestations
in clinic, including loss of memory, reduced recognition and
understanding ability, and even the complete loss of daily
activity [3]. Nevertheless, various complications of diabetes
could deteriorate the progress of cognitive dysfunction [4].
Te cognitive dysfunction makes the diabetics less able to
realize they are sick, which could severely lower their

compliance to therapy and diet control and result in the
extreme fuctuation of the blood glucose level.Te instability
of the blood glucose level again deteriorates the cognitive
dysfunction in return [5]. In such a vicious cycle, there is
hardly a guarantee of full recovery from diabetes. Terefore,
the prevention and treatment of the cognitive dysfunction
caused by diabetes are of great signifcance. At present, the
most widely used drugs in treating cognitive dysfunction
include tacrine, rivastigmine, galanthamine, donepezil,
memantine, etc. [6]. Tese drugs function as precursor of
acetylcholine, inhibitor of acetylcholine esterase, and acti-
vator of cholinergic receptor, and thus only have the efcacy
of temporarily alleviating clinical symptoms [7]. Seeking for
an efective medical solution to the cognitive dysfunction,
especially the diabetes-associated cognitive dysfunction,
remains challenging.

Screening from the available antidiabetic drugs provides
as the primary option to discover a specifc compound with
additional efcacy of improving the patient’s cognitive
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function. Furthermore, investigating the mechanism of its
pharmacological function will provide some leads in
maintaining intact cognitive function of the diabetics in
clinical treatment. Recently, researches have confrmed that
the glucagon-like peptide 1 (GLP-1) plays an important role
in treating degenerative diseases of the central nervous
system such as Alzheimer, Parkinson, and vascular de-
mentia, and thus could improve the patients’ cognitive
function [8].

In addition, hyper-phosphorylated tau has neurotoxic-
ity, which can induce the neuronal necrosis [9]. Abnormal
hyper-phosphorylation of tau afects its physiological
function, thereby leads to the formation of neurofbrillary
tangles, and consequently accelerates the deterioration of
degenerative diseases [10]. Studies have shown inhibiting the
hyper-phosphorylation of tau can efectively relieve patients’
cognitive dysfunction and has therapeutic efects on Alz-
heimer’s disease and other symptoms [11]. Te level of
dipeptidyl peptidase-4 (DPP-4) in some diabetic patients is
elevated, and it is speculated that dipeptidyl peptidase-4 may
be related to fat metabolism in diabetic patients [12]. Te use
of DPP-4 inhibitors can improve glycemic control in pa-
tients with type 2 diabetes [13]. Te dipeptidyl peptidase-4
(DPP-4) inhibitors are new antidiabetic drugs which are
efective in increasing endogenous GLP-1 availability
[14, 15]. A variety of DPP-4 inhibitors have been widely used
in the treatment of diabetes, among which the efect of
saxagliptin on blood glucose control is higher than other oral
hypoglycemic drugs [14, 16]. However, it remains unknown
whether DPP-4 inhibitors are functional in treating diabe-
tes-associated cognitive dysfunction.

Tus, in this work, we investigated the efect of the DPP-
4 inhibitor saxagliptin on improving cognitive function in
diabetic rats. Furthermore, we evaluated its efcacy in re-
ducing infammation and tau hyper-phosphorylation in the
hippocampus of diabetic rats.Temechanism of the medical
function of saxagliptin was fnally discussed. Te results
obtained here provide information for the discovery and
development of highly efective drugs to diabetes-associated
cognitive dysfunction.

2. Materials and Methods

2.1. Animals. Tis study was performed in accordance with
regulations for the Care and Use of Laboratory Animals and
approved by the Animal Ethics Committee of Nanchang
University. Forty-two adult healthy male Sprague-Dawley
rats (160–200 g) used in this study were obtained from the
Laboratory Animal Center of Nanchang University.

All the rats were bred under standard conditions
(20–24°C, 55%± 5% relative humidity, and 12-h/12-h dark/
light cycle) with free access to food and water. All the rats
were acclimated to laboratory conditions for 1 week prior to
the experiment. At the beginning of the experiment, the rats
were randomly divided into normal control group (NC,
n� 14) and diabetic modeling group (n � 28). Rats in the
NC group were fed with normal diet, while rats in the di-
abetic modeling group were fed with high sugar and high fat
diet (composition: 67.5% normal feeds, 20% sucrose, 10%

pig oil, and 2.5% powder of yolk). After 4weeks of feeding,
rats in the diabetic modeling group were fasted for 12 h but
allowed free access to water, then injected with streptozo-
tocin (STZ) intraperitoneally at a dose of 30mg/kg (cur-
rently available, appropriate amount of STZ in the dark,
0.1mol/L citric acid-sodium citrate in the bufer ice bath,
pH� 4.4). 72 h after injection, rats with fasting blood
glucose ≥16.7mmol/L were randomly divided into diabetic
model group (DM, n� 12) and DPP-4 inhibitor treatment
group (DM-S, n� 12). Rats in the NC group were weighed
and given corresponding dose of citric acid-sodium citrate
bufer intraperitoneally instead of STZ. Te DM-S group
was given saxagliptin by intragastric administration at a dose
of 10mg/Kg/d for 12 weeks, while the NC group and the DM
group were given an equal volume of normal saline in the
same manner.

2.2.MorrisWaterMaze Task. 24 h after treatment with DPP-
4 inhibitor, rats were subjected to the Morris Water Maze
(MWM) test to evaluate the learning and memorizing abil-
ities. A round, black painted pool (diameter, 180 cm; depth,
50 cm) was flled with water to a depth of 30 cm and the water
was made opaque by the addition of black nontoxic ink. Te
water temperature was maintained at 24± 1°C. Te pool was
divided into four quadrants and a platform (diameter, 10 cm)
was submerged approximately 2 cm below the water line in
the center of one quadrant. Trials were started at 9 a.m. by
releasing the rat into the water facing the outer edge of the
pool at one of the quadrants (in a random sequence) and
letting the rat escape to the submerged platform. Once the rat
arrived at the platform, it was allowed to stay on it for 30 s.Te
rat was allowed to swim for a maximum time of 60 s in a trial.
Te time it spent in reaching the platform was defned as
escape latency. Both the escape latency and the swimming
distance were recorded. If the rat failed to get the platform
within 60 s, it was manually guided to the platform and
allowed to stay on it for 30 s and the escape latency was
recorded as 60 s. All the tested rats received four training trials
a day for 5 consecutive days, with 10- to 15-min interval
between trials. On the sixth day, the platform was removed,
and each rat was allowed to swim freely for 60 s. Te number
of times that the rat crossed over the previous platform site,
the swimming distance, and swimming time in the target
quadrant were all recorded and analyzed. Each rat’s swim-
ming path was tracked by a computerized video system
(Electric factory of Anhui, China).

2.3. Measurement of Blood Glucose. Blood samples were
collected from rats before and after treatment with DPP-4
inhibitor. Te blood glucose level was measured using 3-uL
drop of blood obtained by nicking the tail vein and a One
Touch Ultra Link Blood Glucose Meter (Life Scan, Shanghai,
China).

2.4. Tissue Preparation. After the MWM test, all rats were
sacrifced by spinal dislocation. Te brains from each group
were harvested and the hippocampus was isolated from
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brain in the ice. Te left half of the hippocampus placed in
cryopreservation tube was frozen immediately in liquid
nitrogen and then stored at −80°C for total protein ex-
traction. Meanwhile, the right hippocampus was fxed in
10% formaldehyde, embedded in parafn and coronally
sectioned (4 μm) for hematoxylin-eosin (HE) staining.

2.5.HE Staining. Before immunostaining, 4-um-thick tissue
sections were dewaxed in xylene and fxed on poly-L-lysine-
coated slides. Te tissue sections were dewaxed by xylene
and gradient ethanol and stained with hematoxylin
(Beyotime, Shanghai) for 3min. It was diferentiated with
1% ethyl alcohol hydrochloride for 30 s, then dyed with 0.5%
eosin for 3min, then dehydrated with gradient ethanol and
xylene successively. After drying in a fume hood, the sheet
was sealed with neutral gum. Neuronal damage in the
hippocampus was analyzed at 400×magnifcation (Nikon,
Japan).

2.6. Immunohistochemistry. After MWM experiment and
blood glucose measurement, six rats were randomly selected
from each group and anesthetized by intraperitoneal in-
jection of 0.5% sodium pentobarbital at a dose of 50mg/kg.
Teir hearts were rapidly exposed, and an infusion needle
was inserted into the ascending aorta via the left ventricular
and infused with 200ml of heparin saline (12.5U/ml) rapidly
until efuent liquid from the right atrial appendage was
colorless and transparent. 4% paraformaldehyde fxative
solution was reperfused slowly for about 30min. Ten their
brains were rapidly removed and placed in fxation at 4°C for
overnight. After dehydration in alcohol and xylene, the slices
were embedded in parafn and sectioned (4 μm thick).

Sections were deparafnized, rehydrated with decreasing
strengths of ethanol (100% to 50%), and then incubated with
3% H2O2 for 15min at 37°C.Tereafter, brain tissue sections
were placed in a 0.01M citrate bufer, boiled at 95°C for
20min, then cooled down to room temperature. After being
sealed with normal goat serum at 37°C for 15min, sections
were probed with the primary antibody, rabbit anti-rat
monoclonal antibody to GFAP (1 :100, CST, Danvers, MA)
overnight at 4°C. Ten sections were incubated with the
secondary antibody, horseradish peroxidase (HRP)-labeled
goat anti-rabbit antibody (BL003A, Biosharp Biotech Co.,
Ltd., Hefei, China), for 30min at 37°C. Sections were stained
with diaminobenzidine (DAB; P0202; Beyotime Biotech Co.,
Ltd., Shanghai, China) for 5–10min under microscope
observation, counterstained with hematoxylin for 3min, and
then fnally sealed. Five random felds from the CA1, CA3,
and DG regions were selected respectively at
400×magnifcation. Te average optical density of GFAP-
positive cells can refect GFAP expression level and was
calculated with Image-Pro Plus 6.0 software (Media Cy-
bernetics, US).

2.7. Western Blotting. Te hippocampus was harvested,
homogenized in RIPA lysis bufer (RIPA: PMSF� 100 :1) on
ice for 15min, and then centrifuged at 12,000× g for 15min

at 4°C. Te supernatant was collected and stored at -80°C.
Te total protein concentration was quantifed by the BCA
Protein Assay kit (Beyotime Institute of Biotechnology,
China) following the manufacturer’s instructions. 100 μg of
protein per line was separated using 10% SDS-PAGE and
then transferred to PVDF membranes (Millipore Co.,
Billerica, MA, USA). After blocking with 5% skim milk for
2 h, the membranes were incubated with primary antibodies
overnight at 4°C.

Te primary antibodies used in this study were as fol-
lows: anti-β-actin (1 :1000; CST), anti-IL-1β (1 :1000; CST),
anti-tau (1 :1000; CST), anti-p-tau (s202) (1 :1000; CST), and
anti-p-tau (s396) (1 :1000; CST). Te membranes were then
washed with 1×TBS/0.1% Tween 20 and then incubated
with HRP-conjugated anti-rabbit IgG (secondary antibody,
1 : 3000; CST) or HRP-conjugated anti-mouse IgG (sec-
ondary antibody, 1 : 3000; CST) at room temperature for 2 h.
Subsequently, membranes were washed with 1×TBS/0.1%
Tween 20 three times. Blots were visualized with an ECL
detection kit (Beyotime Biotechnology, Shanghai, China)
and analyzed using ImageJ software (National Institutes of
Health, NIH).

2.8. Statistical Analysis. Results were analyzed using SPSS
Statistics 23 software. Signifcant diferences relative to the
controls were determined using independent-samples t-
tests. For multiple group comparisons, one-way ANOVA
was used to determine the signifcant diferences. All results
were presented as mean± standard. P values< 0.05 were
considered to be statistically signifcant
(∗P< 0.05, #P< 0.05). Each experiment was repeated three
times.

3. Results

3.1.Diabetes CausedCognitiveDysfunction inRats andDPP-4
Inhibitor Alleviated the Symptoms. To observe the efect of
diabetes on cognitive function and further investigate the
potential efect of DPP-4 inhibitor on diabetic cognitive
dysfunction, we built diabetic rat model (see Materials and
Methods section) and evaluated the rats’ learning and
recognition ability by MWM test. Comparative analysis was
carried out on rats from three groups: the normal control
group (NC), the diabetic model group (DM), and the sax-
agliptin-treated diabetic model group (DM-S). As shown in
Figure 1, within the experimental time of 5 consecutive days,
the NC group exhibited clearly patterned swimming path in
all trials with an average escape latency of 6.1 s, suggesting
conscious activity and unafected recognition ability.
However, rats from the DM group were unable to get to the
platform and exhibited abnormal circulated swimming path
which tended to be more abnormal with the progressing of
the test. It seemed that the more high sugar and high fat diet
they had eaten, the more confused they were. Te average
escape latency of the DM group was 56.5 s, which was 9.3
folds that of the NC group, whereas the daily shuttle times
and total distance of the two groups were comparable. Tus,
it appeared that DPP-4 treatment caused instant confusion
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and slight inactivity in the rats but did not cause the loss of
cognitive function. As expected, but still astonishingly, the
DM group exhibited disordered swimming path, and neither
recovery of cognitive function nor efective physical activity
was observed all over the experimental time period. It
seemed that the diabetic rats were completely disabled,
which was a defnite demonstration of cognitive dysfunc-
tion. However, rats from the DM-S group exhibited obvious
partial recovery of cognitive function along with the advance
of time.Tese results demonstrated that diabetes could cause
cognitive dysfunction in rats and DPP-4 inhibitor sax-
agliptin could alleviate such cognitive dysfunction symp-
toms caused by diabetes.

We evaluated the efcacy of daily intragastric admin-
istration of DPP-4 inhibitor saxagliptin in diabetic rats on
blood glucose. Te time points included the starting date of
week 4 (before treatment) and 16 after intragastric ad-
ministration of saxagliptin or saline. Te fasting blood
glucose of the NC group rats was lower than 10mM before
and after treatment. On the other hand, daily intragastric
administration of saxagliptin signifcantly alleviated hy-
perglycemia of the diabetic rats, controlling the fasting blood
glucose to ∼7mM from ∼18mM after 12 weeks of treatment.
As a control, the fasting blood glucose increased from ∼18mM
to ∼24mM after daily intragastric administration of saline
(Figure 2). Te preliminary results indicate that DPP-4 in-
hibitor saxagliptin can ameliorate high blood glucose status.

3.2. DPP-4 Inhibitor Prohibited Neuron Apoptosis in the
Hippocampus Area of Diabetic Rats. To reveal the possible
mechanism of how DPP-4 inhibitor saxagliptin alleviates
cognitive dysfunction in the diabetics, we investigated the
neuron apoptosis in the hippocampus area of these rats.
We observed the morphology and structure of the hip-
pocampus area of these tested rats under optical micro-
scope after HE staining. As shown in Figure 3,
signifcantly increased number of apoptotic cells was
observed in the diabetic group (DM) as compared with the
control group (NC), with the morphological change in
scattering and decomposing, which demonstrated a se-
verely deteriorated apoptotic process. However, the
number of apoptotic cells of rats from the diabetic rats
treated with DPP-4 inhibitor saxagliptin was comparable
to that of the control group again, demonstrating a rescue
from the diabetic status.

3.3. DPP-4 Inhibitor Reduced Infammation in the Hippo-
campus in Diabetic Rats. Glial fbrillary acidic protein
(GFAP) is the marker of astrocyte activation in the hip-
pocampus, which could indicate the extent of the central
infammation in the hippocampus. Interleukin-1 (IL-1;
sub-type IL-1β) is the major infammatory factor closely
related to cognitive function. Since glucagon-like peptide 1
(GLP-1) and its analogs were previously confrmed with an
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Figure 1: Results of Morris Water Maze Task. (a) Te swimming path; (b) the escape latency; (c) the total distance; (d) number of platform
crossings; (e) the swimming distance in the target quadrant; and (f) the swimming time in the target quadrant.Te shown data represent the
average of four parallel physiological replicates. In the experiment for 5 consecutive days, the NC group exhibited clearly patterned
swimming path in all trials with an average escape latency of 6.1 s. However, rats from the DM group were unable to get to the platform and
exhibited abnormal circulated swimming path. Te average escape latency of the DM group was 56.5 s which was 9.3 folds that of the NC
group, whereas the daily shuttle times and total distance of the two groups were comparable ∗P< 0.05 ∗∗P< 0.01.
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inhibitory efect on the neural infammation and DPP-4
inhibitor can increase the endogenous GLP-1 availability,
we investigated the efect of DPP-4 inhibitor on neural
infammation in diabetic rats to further reveal the
mechanism of its protective efect on cognitive function
damaged by diabetes. Te expression level of GFAP in the
CA1, CA2, and DG regions of the brain was detected by
immunohistochemistry. Te level of infammatory factor,
IL-1β, in the hippocampus area of these rats was tested by
the method of western blotting. As shown in Figure 4, a
GFAP expression was increased by about 7 folds in rats
from the diabetic group than in those from the NC group.
However, the GFAP expression sharply decreased by half
in the DM-S group compared with the DM group. As for
IL-1β (Figure 5), increased IL-1β was detected in the DM
group rats relative to the NC group. Whereas an obvious
reduction in IL-1β accumulation was observed in rats from
the DM-S group as in those from the DM group. Tese
results suggested that diabetes could trigger infammation
and DPP-4 inhibitor could have an anti-infammation
efect on diabetic rats.

3.4. DPP-4 Inhibitor Reduced Tau Hyper-Phosphorylation in
the Hippocampus. Hyper-phosphorylated tau has neuro-
toxicity which can induce the neuronal necrosis. Abnormal
hyper-phosphorylation of tau afects its physiological
function, thereby leads to the formation of neurofbrillary
tangles and consequently accelerates the deterioration of
degenerative diseases. We assume hyper-phosphorylation of
tau might also be a factor in the incidence of cognitive
dysfunction, thus we quantifed hyper-phosphorylated tau
by western blotting. As shown in Figure 5, the expression of
the two forms of phosphorylated tau was abnormally high in
rats from the diabetic group. DPP-4 inhibitor treatment has
a reducing efect on phosphorylation of tau; however, the
level of phosphorylated tau in rats from the DM-S group was
still much higher than in those from the NC group.

4. Discussion

According to the WHO data, the number of diabetics
worldwide is as high as 4.22 billion. Studies have shown that
hyperglycemia, insulin resistance, infammation, oxidative
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Figure 2: Changes in blood glucose before and after the treatment of rats. Te fasting blood glucose of the NC group rats was lower than
10 mM before and after treatment. After daily administration of saxagliptin for 12 weeks in DM-S group, the fasting blood glucose
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Figure 3: Morphology and structure of the hippocampus area by HE staining (400×magnifcation). Te signifcantly increased number of
apoptotic cells was observed in the DM group as compared with the NC group, with the morphological change in scattering and
decomposing. However, the number of apoptotic cells of rats from the diabetic rats treated with DPP-4 inhibitors was comparable to that of
the NC group again.
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stress, and other factors all will afect cognitive function, so
the probability of developing cognitive dysfunction, de-
mentia, and other central nervous system diseases in patients
with diabetes is signifcantly higher than that in normal
people, and diabetes is also an independent risk factor for
Alzheimer’s disease [17, 18]. Te cognitive dysfunction
caused by diabetes seriously afects the quality of life of
patients and their relatives, and greatly increases the burden
of social medical care. Terefore, it is of great signifcance to
study the cognitive dysfunction of diabetes.

It is acknowledged that both diabetes and Alzheimer
cause cognitive dysfunction through over-activating the

central infammatory system or imbalancing the pro-in-
fammatory and anti-infammatory systems, which could
cause damage to the neuron [19]. Peripheral infammatory
mediators could directly enter the central nervous system or
stimulate microglia and astrocyte in the hippocampus area
to secrete infammatory factors, causing local infammation
and thereby reducing cognition ability [20]. Since diabetes
and Alzheimer’s disease share many common physiological
characteristics, and there are few breakthroughs in the
treatment of Alzheimer’s disease, many scholars try to use
antidiabetics to treat the cognitive impairment of diabetes
patients [21]. Clinical studies have found that among the

NC DM DM-S

CA1

CA2

DG

D
if

er
en

t b
ra

in
 re

gi
on

s

(a)

25

20

15

10

5

0

T
e e

xp
re

ss
io

n 
le

ve
l o

f G
FA

P

NC DM DM-S

*

*#

(b)

Figure 4: Efects of DPP-4 inhibitor infammation in the hippocampus of diabetic rats. (a) Expression of GFAP in CA1, CA2, and DG
regions of brain detected by immunohistochemistry (400×magnifcation). (b) Quantifcation of GFAP expression. Te GFAP expression
was increased by about 7 folds in rats from the DM group than in those from the NC group. However, the GFAP expression sharply
decreased by half in the DM-S group compared with the DM group. ∗P< 0.05 indicates a signifcant diference compared with the NC group;
#P< 0.05 indicates a signifcant diference compared with the DM group.
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antidiabetics, metformin, insulin, pioglitazone, sitagliptin,
and other drugs can signifcantly improve the cognitive
ability of diabetes patients [22].

Dipeptidyl peptidase-4 (DPP-4) inhibitors are a class of
new oral antidiabetics for the treatment of type 2 diabetes
mellitus (T2DM), which can not only regulate the meta-
bolism of glucose and lipids in vivo, but also improve en-
dothelial function and reduce the pro-oxidation and pro-
infammatory states of injured cells [23]. Te clinical use of
DPP-4 inhibitors includes vildagliptin, Alogliptin, etc.,
which has a signifcant therapeutic efect on diabetes without
increasing the risk of infection [14, 24]. Saxagliptin as
monotherapy or in combination withmetformin reduces the
risk of hypoglycemia in patients with type 2 diabetes.
Saxagliptin is generally well tolerated in clinical trials, with
relatively mild adverse reactions and high safety and efcacy.
Terefore, this study chose saxagliptin as the research object
to explore the therapeutic efect of saxagliptin, a DPP-4
inhibitor, on diabetes-related cognitive dysfunction.

In this study, a diabetic mouse model was established
and treated with saxagliptin intragastric administration. Te
experimental results showed that the diabetic mice fed with
high sugar and high fat had increased blood glucose, lost
cognitive function, and swimming path disorder. Te cog-
nitive function of mice treated with saxagliptin was partially
recovered and hyperglycemia was relieved. To further study
the therapeutic mechanism of DPP-4 inhibitors, we exam-
ined the hippocampal area of diabetic rats. Te results
showed that saxagliptin treatment signifcantly inhibited
neuronal apoptosis and the expression of infammatory
factors in the hippocampal area of diabetic mice, suggesting
that DPP-4 inhibitor could efectively inhibit the in-
fammatory response and neuronal apoptosis induced by
elevated blood glucose in diabetic mice. Te detection of
hyper-phosphorylated tau protein showed that the

expression of phosphorylated tau protein in the hippo-
campal area of diabetic mice was abnormally high, while
DPP-4 inhibitor treatment could efectively reduce the
content of phosphorylated tau protein in mice. Te above
experimental results indicate that DPP-4 inhibitor can not
only control blood glucose in diabetic mice, but also
reduce neuronal apoptosis by inhibiting the expression of
infammatory factors and phosphorylated tau protein in
the hippocampus of mice, thus improving the cognitive
function of mice.

Te limitation of this study is that GLP-1 levels in
neuro infammation have not been determined. However,
our previous studies have shown that saxagliptin increases
the level of active GLP-1 in the brain [25]. In conclusion,
the treatment of diabetic mice with saxagliptin can im-
prove hyperglycemia and partially restore cognitive
function. DPP-4 inhibitors have therapeutic efects on
diabetes-related cognitive dysfunction. Tis study pro-
vides a new idea for antidiabetics in the treatment of
diabetes-related cognitive dysfunction and points out a
new research direction for the treatment of Alzheimer’s
disease.

5. Conclusion

Te results of this study suggest that DPP-4 inhibitors can
improve the cognitive function of diabetic rats. After
treatment with saxagliptin, the cognitive function of mice
was partially recovered and the symptoms of hyperglycemia
were relieved, so as to control the blood glucose of diabetic
mice. Saxagliptin signifcantly inhibited the expression of
phosphorylated tau protein and infammatory factor IL-1β
in hippocampal neurons of diabetic mice and reduced
neuronal apoptosis, thus improving the cognitive function of
mice.
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-e tongue coating (TC) microbiota, a crucial component of the tongue coating, illustrates a huge microbial percentage of the
body that mostly includes actinobacteria, bacteroides, firmicutes, and fusobacteria. -e TC microbiota is closely related to the
development of upper gastrointestinal malignancies, such as oral, gastric, and esophageal cancer. Nonetheless, the microbiological
characteristics of common TCs in individuals with precancerous lesions of the upper gastrointestinal tract are still unclear. Herein,
we designed a case-control study, recruiting 153 PLUGT patients with four different types of TCs, including 47 white-thin, 19
white-thick, 47 yellow-thin, and 40 yellow-thick, as well as 47 volunteers as controls. To analyze microbial characteristics, 16S
rRNA microbiome approaches were used. An enzyme-linked immunosorbent assay (ELISA) was employed to assess serum IL-
17A and total bile acid (TBA). According to the obtained results, Leptotrichia was found to be a promising biomarker for thin as
well as thick yellow coatings. In comparison to the control TC microbiota, 39 different genera developed commensal networks in
common TCs. Lachnoanaerobaculum and pseudonocardia were the most striking core bacteria. Lachnoanaerobaculum positively
correlated with Leptotrichia in W-thin and Y-thick coatings, with actinomyces and methylobacterium in Y-thin coatings, with
Campylobacter in Y-thick coatings, and with Bradyrhizobium in W-thick and Y-thick coatings. Serum IL-17A levels were greater
in cases with W-thin coating than in controls, and serum IL-17A was positively linked with Parvimonas in patients with W-thick
or Y-thin coating. In Y-thin coating, the oral dominating bacteria Streptococcus was negatively linked with serum TBA. Taken
together, the promoted bacteria were found to be synergistically proliferative in the TCs of PLUGTpatients. -e diverse TCs had
distinct bacterial commensal networks, whereas the common TCs were linked by specific bacteria to serum IL-17A and TBA.

1. Introduction

-e upper gastrointestinal tract (GIT) includes the oral
cavity, pharynx, esophagus, stomach, and duodenum.
Gastric cancer (GC) and esophageal cancer (EC) are two of
the most often seen cancers in clinical practice. Globally, GC
is the third major reason for deaths related to cancer and the
fifth most abundant sort of cancer, whereas EC ranks sixth in
mortality and seventh in morbidity [1]. GC has the third

greatest incidence and mortality rate of all malignant tumors
in China, while EC has the seventh greatest incidence and
the rate of mortality [2]. Numerous studies have demon-
strated that early recognition and diagnosis of upper GIT
cancer are critical strategies for lowering mortality and
incidence rates and considerably increasing survival rates up
to 5 years [3–5]. Precancerous lesions of the upper gastro-
intestinal tract (PLUGT) are a crucial stage in the trans-
formation of the normal upper gastrointestinal mucosa into
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upper gastrointestinal cancer. Atrophy of the gastric glands
associated with abnormal hyperplasia and/or intestinal
metaplasia of the gastric mucosal epithelium is regarded as a
precancerous lesion of gastric cancer (PLGC) [6, 7]. PLGC is
the intermediate link in the transformation from gastritis to
gastric cancer, and it is essential for reducing GC risk to
timely and effective block or reverse the PLGC [8, 9].
Esophageal squamous cell carcinoma (ESCC) accounts for
more than 85% of EC globally [10, 11]. ESCC precancerous
and cancerous lesions are graded as follows: severe dys-
plasia/carcinoma, moderate dysplasia, mild dysplasia, and
basal cell hyperplasia in situ [12]. Currently, the diagnosis of
GC and EC initially depends on endoscopy and pathological
biopsy, which has the characteristics of the invasive injury
and high cost and leads to fear in patients; therefore, most
patients with upper digestive tract cancer are clinically di-
agnosed at an advanced stage [13–15].

Tongue diagnosis is objective, simple, noninvasive, and
rapid in traditional Chinese medicine (TCM) diagnostic
methods and has a lengthy background. -e holistic view of
TCM believes that variable tongue coating (TC) is capable of
reflecting the pathophysiological function of the spleen and
stomach, which is mainly corresponding to digestive
function [16–18]. Tongue diagnosis has great application
value in many systemic diseases, systematically summarized
in the classical book “Bianshe Zhinan” (referred to Guide to
Tongue Diagnosis). In clinical TCM practices, TC is the key
content of tongue diagnosis, and its characteristic (including
thickness and color) is an important basis for syndrome
differentiation and treatment for many digestive system
diseases. -e four most common syndromes are exterior
cold syndrome, interior cold syndrome, exterior heat syn-
drome, and interior heat syndrome which are most com-
monly associated with white-thin (W-thin), white-thick (W-
thick), yellow-thin (Y-thin), and yellow-thick (Y-thick) TCs,
respectively.

Modern studies believe that TC consists of microor-
ganisms (mainly bacteria and fungi), exfoliated epithelium,
blood metabolites, and saliva derived from filamentous
papilla [19]. A growing body of research in recent years has
revealed a relationship between the TC microbiota and
several systemic illnesses, such as malignant tumors and
diabetes. -e occurrence and progression of systemic dis-
orders, as well as the treatment process, can be dynamically
reflected by TC type and its microbiota. -e tongue coating
microbiota has been established as a possible gastritis bio-
marker [20] and has been shown to have prognostic sig-
nificance for pancreatic head cancer [21] and gastric cancer
[20]. -e changes in the TC microbiota may be related to
inflammation and the metabolome, and the bacteria can
potentially act as a noninvasive biomarker for GC diagnosis,
independent of lifestyle [22]. -e tongue coating microbiota
changes as halitosis progresses, and assessing tongue coating
microbiome biomarkers could help predict the risk of
halitosis in children [23]. Ye et al. [24] revealed a genus
Bacillus that existed exclusively on the yellow tongue coating
of cases suffering from chronic erosive gastritis. Both TC
type and its microbiota can dynamically reflect the occur-
rence and development of systemic diseases and the

treatment process. Cui et al. [20] found that the prevalence
of TC Campylobacter concisus was significantly greater in
intestinal metaplasia superficial gastritis, and atrophic gas-
tritis compared to normal controls, and that the prevalence
of C. concisus gradually increased with the progression of
gastritis, including the precancerous cascade. Furthermore,
TC microbiota has the potential to serve as biomarkers for
several different types of systemic diseases, including ma-
lignant tumors [18, 25]. Wu et al. [26] found that the GC risk
was related to increased Firmicutes and decreased Bacter-
oidetes. Xu et al. [22] found that the six TC bacterial genera
combinations (Fusobacterium, Megamonas, Rothia, Por-
phyromonas, Peptostreptococcus, and Peptococcus) had a
strong diagnostic value for GC risk. -ese results are further
proof of the outstanding ability of tongue diagnosis in many
systemic diseases besides malignant tumors. However, the
microbial characteristics of the common TCs are still
unclear.

Bacteria promote tumor formation by producing
carcinogenic metabolites and inhibiting chronic and
persistent inflammation, especially in organs exposed to
microorganisms for a long time [27, 28]. Numerous
studies showed that bile acid promoted intestinal
metaplasia and GC [29, 30]. Karstens et al. [31] explored
that the IL-17A level was reduced in cases with esoph-
ageal adenocarcinomas in comparison to healthy con-
trols. And our previous study found that GC patients
demonstrated a high level of serum IL-17A than the
controls, and the patients with white coating had sub-
stantially lesser serum IL-17A levels compared to those
with yellow coatings [32].

-erefore, this study comprehensively analyzed the
microbial characteristics and potential biomarkers of
common TC (Y-thin, Y-thick, W-thin, and W-thick) in
PLUGT patients and explored the relationship between the
different TC bacteria and the serum IL-17A and TBA. -e
results are expected to provide precise methods for the rapid
and noninvasive diagnosis of PLUGT and embody the
scientific connotation of tongue-diagnosis-assisting TCM
syndrome differentiation and treatment.

2. Patients and Methods

2.1. Study Participants. -e Clinical Ethics Committee at
Yangzhong People’s Hospital in Jiangsu Province (No.
PHYC2018039) approved this study. From April 2019 to
January 2020, the unified questionnaire was utilized for
collecting clinical information from the upper gastrointes-
tinal cancer screening of residents aged 40 to 70 in
Yangzhong City. Endoscopy and pathologic biopsy were
used to diagnose all PLUGTpatients, who were histologically
confirmed to have pancreatic lesions of gastric cancer
(PLGC) and/or precancerous lesions of esophageal squa-
mous cell carcinoma (ESCC). A total of 153 PLUGTpatients
were included in the case group, whereas 47 white-thin
coating volunteers comprised the healthy control group. At
the time of enrollment, all participants provided signed
informed permission. All participants were excluded on the
basis of the following criteria: (1) all participants who got
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probiotics, antibiotics, or both within the preceding 4 weeks
and were diagnosed with periodontitis or another oral
disease; (2) had any malignant tumor; (3) had a history of
severe systemic diseases (Alzheimer’s disease, liver cirrhosis,
ulcerative colitis, etc.); and (4) unwillingness to cooperate.
Furthermore, participants in the control group with severe
digestive diseases, and significant gastrointestinal discom-
forts, including stomach pain, diarrhea, and abdominal pain,
were excluded.

2.2. Sample Collection. All contributors were required to
fast during the night hours (≥8 hours) and gargle with
normal saline 2 to 3 times in the morning. Two traditional
Chinese physicians with a combined clinical experience of
>10 years independently diagnosed the TC type, and the TC
images were photographed and analyzed using the DS01-B
tongue diagnostic information acquisition system (DAOSH
Co., Ltd, Shanghai, China). -e patients were fit into this
study when two physicians’ diagnoses and DS01-B analysis
were consistent. A sterile one-off toothbrush was used to
collect each TC sample along the median groove of the
tongue dorsum and suspended it into the sterile normal
saline. After centrifugation of 5min at 3000 r/min, the
precipitates were collected as TC samples. All participants’
peripheral blood (3–5mL) was drawn and centrifuged for
10min at 3000 r/min to achieve the serum. All the speci-
mens were kept at −80°C within 2 h.

2.3. DNA Extraction, Polymerase Chain Reaction (PCR)
Amplification, and Sequencing. -e extraction of total TC
DNA was performed in accordance with the manufac-
turer’s procedure that used QIAamp DNA Mini Kit
(Qiagen, Valencia, CA, USA). -e V3–V4 region of the
16S (rRNA gene) was amplified employing the forward
primer 341F (5′-CCTAYGGGRBGCASCAG-3′) and the
reverse primer 806R (5′-GGACTACNNGGGTATC-
TAAT-3′). -e PCR conditions were identical to those
used in our previous study [19]. Electrophoresis on a 2%
agarose gel was implemented to identify the products of
PCR. AxyPrep DNA Gel Extraction Kit (Axygen Biosci-
ences, CA, USA) was used to extract PCR products, and a
QuantiFluorTM-ST Assay Kit (Promega, WI, USA) was
used to quantify them. -e pooled DNA product was
utilized for preparing the Illumina pair-end library in the
same manner as the Illumina genomic DNA library
preparation technique. Following that the library of the
amplicon was sequenced paired-end on an Illumina
MiSeq platform (Shanghai Biozeron Co., Ltd, Shanghai,
China) employing standard guidelines. QIIME version
1.17 was employed to filter and remove low-quality se-
quencing reads (<200 bp), and UPARSE version 7.1 was
implemented to cluster operational taxonomic units
(OTUs) with 97% similarity cut-off after removal of
chimeric sequences (http://drive5.com/uparse/). Taxo-
nomic assessment was performed using the SILVA da-
tabase, and each OUTwas classified into the following five
categories (phylum, class, order, family, and genus).

2.4. Laboratory Detection. Serum interleukin (IL)-17A
(Human IL-17A ELISA KIT, ZC-32330) and total bile acid
(TBA; Total Bile Acid ELISA Kit, MM-50350H1) levels were
determined employing enzyme-linked immunosorbent as-
say (ELISA). All procedures were performed in metculous
compliance with the manufacturer’s instructions.

2.5. Bioinformatics and Statistical Analyses. -e alpha di-
versity, community structure, and linear discriminant as-
sessment of the effect size (LEfSe) were executed using the
computer program Visual Genomics (Release1, Shanghai
Infinity Biotechnology Co., Ltd, Shanghai, China). SPSS
software version 26.0 was employed for statistical assess-
ment. -e student’s t-test was implemented for normal
distribution data, which were expressed as the mean-
± standard deviation. -e chi-square analysis was imple-
mented for the grade data. Non-normal distribution data
were assessed applying the Mann–Whitney U nonpara-
metric assessment and represented as the median (interval
value). -e symbiotic networks were drawn using Spear-
man’s correlation analysis and Cytoscape software (https://
cytoscape.org/). GraphPad Prism 8 computer program was
employed for drawing the point diagrams. -e statistical
result was two-sided, and P< 0.05 indicated statistically
meaningful differences. Potential alterations in the micro-
biome at the functional level were appraised by imple-
menting PICRUSt computer program and the Kyoto
Encyclopedia of Genes and Genomes (KEGG) databank.

3. Results

-e following section describes the core findings of the
study.

3.1. Characteristics of the Study Population. A total of 153
PLUGTpatients were categorized into four categories on the
basis of the color and type of their TC (1) -e W-thin group
(n� 47) consisted of women and men (30 and 17), with an
average age of 57.3± 7.2 years; (2) W-thick group (n� 19)
included men and women (8 and 11), with an average age of
57.8± 8.4 years; (3) Y-thin (n� 47) included men and
women (17 and 30), with an average age of 57.3± 7.7 years;
and (4) Y-thick (n� 40) consisted of men and women (31
and 9), with an average age of 60.4± 5.8 years. -e healthy
controls (n� 47) included men and women (16 and 31), with
an average age of 54.7± 8.8 years. In terms of age and sex, the
W-thin, W-thick, and Y-thin groups have no meaningful
differences with the control group (P> 0.05); however, the
difference is significant in the case of the Y-thick group
(P< 0.05).

3.2. Diversity of the Bacterial Community. Alpha diversity
focuses on the richness and diversity of the microflora. Chao
and ACE indices were employed to predict operational
taxonomic units (OTUs) richness, whereas Shannon,
Simpson, and Observed OTUs indices were implemented to
appraise OTUs diversity.-eMann–WhitneyU analysis was
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employed to scrutinize the discrepancy in alpha diversity
between the control group and the four PLUGT patient
groups (Table S1). Among the total five groups, there are
meaningful discrepancies (P< 0.05) in Chao, Shannon, and
Observed OTUs (P< 0.05). Compared with the control
group, ACE, Chao, Shannon, and Observed OTUs of mi-
croorganisms in PLUGT patients were considerably en-
hanced (P< 0.05), whereas Simpson was considerably
diminished (P< 0.05). In the W-thin and Y-thick groups,
ACE, Chao, Shannon, and Observed OTUs enhanced
substantially (P< 0.05), whereas Simpson reduced notably
(P< 0.05). In the Y-thin group, Chao, Shannon, and Ob-
served OTUs increased significantly (P< 0.05), whereas
Simpson diminished remarkably (P< 0.05). -e results
suggested that the TC type was closely associated with the
bacterial richness and diversity in PLUGT cases.

3.3.>eBacterialCommunity Structure of theTongueCoating.
Across all the TC samples, 13,774 OTUs belonged to 33
phyla, 75 classes, 189 orders, 268 families, and 657 genera.
-e predominant bacterial phyla and genera (relative
abundance >1%) were similar among the five groups
(Figure 1). At the phylum level, the cluster analysis found
that all samples were categorized into two subgroups: the
control group and the PLUGT group, and the bacteria of
W-thin and W-thick got together, while the bacteria of
Y-thin and Y-thick got together in the PLUGT group
(Figure 1(a)). It was suggested that phyla-level bacterial
composition was associated with the TC color transfor-
mation from white to yellow in PLUGT patients. Eighteen
dominant bacterial genera (Neisseria, Prevotella 7, Veillo-
nella, Streptococcus, Haemophilus, Prevotella, Porphyr-
omonas, Fusobacterium, Granulicatella, Leptotrichia, Rothia,
Actinomyces, Alloprevotella, Peptostreptococcus, Gemella,
Prevotella 6, Capnocytophaga, and Campylobacter) were
observed in the five kinds of TCs (Figure 1(b)).

3.4. Linear Discriminant Analysis (LDA) of theMicrobiome of
Tongue Coating. Based on the microorganisms of the
controls, LDA was used to identify potential biomarkers for
regular TCs in PLUGT cases. -ere were 5, 18, 3, and 25
marker bacterial taxa in the Y-thick groups, Y-thin,W-thick,
and W-thin, accordingly. At the genus level, there were 10
potential biomarkers in the W-thin group: Variovorax,
Bradyrhizobium, Stomatobaculum, Taonella, Lachnoanaer-
obaculum, Prevotella 6, Actinomyces, Streptococcus, Parvi-
monas, and (Eubacterium) yurii group (Figure 2(a)),
Ruminococcaceae UCG-014, and Kingella were the potential
biomarkers in the W-thick group (Figure 2(b)), there were
five potential biomarkers in the Y-thin group: Lachnoa-
naerobaculum, Campylobacter, Actinomyces, Leptotrichia,
and Ralstonia (Figure 2(c)), and Leptotrichia was a potential
biomarker in the Y-thick group (Figure 2(d)). -erefore,
Leptotrichia might be a potential biomarker of Y-thin and
Y-thick groups in PLUGT cases.

To further study the relationship between coating color
and TC microbiota, each group of TC was chosen for
comparison with the other three converged groups. -e

microbial compositions among the four tongue coatings
were further analyzed using the LefSe. LefSe analysis ana-
lyzed microbial dysbiosis, representing substantial dis-
crepancies in the abundance of bacterial populations
between the various groups. As a result of LefSe analysis, 32
bacterial taxa were identified. Among them, the relative
abundances of 24 and 8 bacterial taxa were substantially
increased and decreased, respectively (Figure 3). -e
comparative abundances of four bacterial genera (Psy-
chrobacter, Pelomonas, Aeromonas, and Pseudoramibacter)
were remarkably increased in the W-thin group
(Figure 3(a)); the relative abundances of seven bacterial
genera (Clostridium sensu stricto 1, Burkholder-
ia_Caballeronia_Paraburkholderia, Kingella, Parascardovia,
Flaviflexus, Paraclostridium, and >ermus) were signifi-
cantly increased in the W-thick group (Figure 3(b)); the
relative abundances of five bacterial genera (Parvimonas,
Prevotellaceae UCG-004, Salmonella, Dialister, and Fili-
factor) were significantly increased in the Y-thick group
(Figure 3(c)). However, no unique genus was found in the
Y-thin group, which might have a similar bacterial com-
munity structure as the Y-thick group. -e aforementioned
results indicated that TC microbiota was closely related to
the formation of TC color.

3.5. >e Symbiotic Relationship of the TC Microbiome. In a
normal circumstance, mixed bacteria have complex sym-
biotic relationships for maintaining the normal micro
ecological balance, but in the disease condition, bacterial
dysbiosis results in a distinct symbiotic relationship.
-erefore, the symbiotic relationship may present a novel
entry point for comprehending the microecological mech-
anism of disease occurrence. According to the controls’
white-thin coating microbiota, Mann–Whitney U-test was
conducted to screen the distinct bacterial genera in the four
pathological TCs (Table S2). Spearman’s association as-
sessment was executed on the basis of distinct genera of each
group, and the meaningful associations (P< 0.05) were
presented as symbiotic networks (Figure 4). As shown in
Figure 4, each node represents a genus and the genus’s
average relative abundance is represented by the size of each
node. Nodes of the same color represent members of the
same phyla. Edges illustrate relationships with values su-
perior to 0.5 and P values lower than 0.05. Generally, most
correlations were significantly positive, and only in W-thin
coating did the negative correlations appear. As evident
from the figure, the W-thick coating manifested the least
number of correlations. In the PLUGTpatients, the striking
Lachnoanaerobaculum had the most complex symbiotic
relationships. It was found to correlate positively with
Leptotrichia in W-thin and Y-thick coatings, with Actino-
myces and Methylobacterium in Y-thin coating, with
Campylobacter in Y-thick coating, and with Bradyrhizobium
in W-thick and Y-thick coatings. Pseudonocardia was the
other significant promoted bacterial genus in the four
common TCs, it positively correlated with Methyl-
obacterium inW-thin coating, and positively correlated with
Variovorax and Bradyrhizobium in Y-thin coating. As

4 Journal of Healthcare Engineering



shown in Figure 4, the Prevotella spp was found to have
negative associations with Methylobacterium and Vari-
ovorax. Leptotrichia demonstrated negative correlations
with Streptococcus. -ese results suggested that the pro-
moted bacteria were synergistic proliferative.

Each node is related to a distinct genus. -e size of each
node illustrates the mean relative abundance of each genus.
Nodes of the same color come from the same phylum.
Relationships with values superior to 0.5 and P values lower
than 0.05 are demonstrated as edges. -e red edges mean a
positive relationship and the blue edges mean a negative
relationship.

3.6. Predictive Functional Analysis of the TC Microbiome.
Potential biological functions of TC microbiota were eval-
uated using the KEGG database. Employing the Man-
n–Whitney U-test, four predictive functions were
significantly different between the four PLUGT patients’
groups in comparison to the control group (P< 0.05). -ey
were betalain biosynthesis, fluorobenzoate degradation,
indole alkaloid biosynthesis, and vasopressin-regulated
water absorption (Figure S1). Using LDA, we found that
changes in the five predictive functions of the Y-thick group
also existed in the W-thin and Y-thin groups, including
three reduced predictive functions (ABC transporters,
phosphotransferase system, and transporters) and two en-
hanced predictive functions (chaperones and folding

catalysts, and chromosome; Figure S2). However, no pre-
dictive function was found in the W-thick group, suggesting
that a W-thick TC might be the basic pathological TC in
PLUGT patients.

To further explore the unique functions of the four
common TCs in PLUGTpatients, each TC group was chosen
for comparison with the other three converged groups. -e
Mann–Whitney U assessment revealed that the eight pre-
dictive functions were significantly different (Figure 5).
Among them, theW-thick groupmanifested six significantly
enhanced functions in comparison to the other three con-
verged groups. -ese included the bacterial invasion of
epithelial cells, benzoate degradation, germination, glycer-
olipid metabolism, Staphylococcus aureus infection, and
steroid biosynthesis (Figure 5(a)–5(f)). -e RIG-I-like re-
ceptor (RLR) signaling pathway was significantly enhanced
in the W-thin group (Figure 5(g)). Cell motility and se-
cretion were significantly enhanced in the Y-thick group
(Figure 5(h)).

3.7. Serum IL-17Aand TBA Correlated with Distinct TC
Bacteria. Serum levels of IL-17A and TBA were detected
using ELISA. -e Mann–Whitney U analysis was
employed to ascertain if any two groups (PLUGT groups
and controls) are considerably distinct from each other in
terms of IL-17A and TBA levels. It was found that IL-17A
levels in the W-thin group were substantially higher than
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Figure 1: -e composition and clustering analysis of TC microbiota in PLUGT patients and the controls. (a) -e phylum-level heatmap.
Cluster analysis is conducted based on the distance calculation using the Bray–Curtis method, and the results show that the same color TCs
have similar microbial structures. (b)-e genus-level doughnut chart. -e size of bars represents the mean relative abundance of dominant
bacterial genera. Each genus is represented by a different color. -e image in the center of each doughnut chart is the typical TC.
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those in the control group (P< 0.05), although there
existed no remarkable discrepancy in serum TBA levels
between the groups (P> 0.05; Figure 6(a)). Spearman’s
correlation analysis was employed for exploring the po-
tential relationship between serum IL-17A, TBA, and the
distinct genera (Table S2), and the meaningful relation-
ships (P< 0.05) were created into symbiotic networks
(Figure 6(b)). -e results showed that Parvimonas posi-
tively associated with serum IL-17A in W-thick and
Y-thin coatings. Dialister positively associated with serum
TBA in W-thin and Y-thick coatings. Significantly, the
oral dominant bacteria Streptococcus negatively correlated
with both serum IL-17A and TBA in the control group,
while negatively correlated with only serum TBA in
Y-thin coating.

4. Discussion

Tongue diagnosis, or more accurately TC diagnosis, is one of
traditional Chinese medicine’s most essential diagnostic
instruments. On the surface of the tongue, TC appears as a
grayish-white deposit. -e tongue coating is made up of
blood cells, epithelial cells, vascular endothelial cells, bac-
teria, and a variety of metabolites.

Since the TCmicrobiota was firstly profiled by Jiang et al.
[34], which indicated that different TCs link certain path-
ological status even in the same disease and occupy unique
microbiota and commensal networks. -en, a great deal of
literature presented the relationship between TC microbiota
and systemic diseases, especially many digestive cancers and
precancerous lesions [25]. As everyone knows, TC
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Figure 2: LDA assessment of TC microbiota between PLUGT patients and controls. Based on the controls, LDA analysis is conducted to
screen potential biomarkers related to PLUGTwith common TCs: (a) Y-thin group, (b) W-thick group, (c) Y-thin group, and (d) Y-thick
group. Generally, LDA score means the significance of the microbial taxa. “p” refers to phylum, “c” refers to a class, “o” refers to order, “f”
refers to family, and “g” refers to a genus.
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Figure 3: LEfSe analysis of TC microbiota in PLUGT patients. Each TC group is chosen for comparing with the other three converged
groups in PLUGT patients. -e LEfSe cladogram includes 5 layers of circles, which demonstrate 5 classifications (phylum, class, order,
family, and genus) from the center to edge. (a) W-thin TC, (b) W-thick TC, and (c) Y-thick TC.
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Figure 5: Continued.
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microorganisms can enter the digestive tract with saliva and
colonize the mucosal epithelium of the digestive tract.
-erefore, here assumes that TC microbiota correlates to
PLUGT progression, and analyzed the characteristics of the
bacterial community of four common TCs in PLUGT

patients to provide new potential biomarkers for accurate
PLUGT diagnosis.

-is exploration revealed that the bacterial richness and
diversity of PLUGTcases were substantially superior to those
of the control group. -e bacterial richness and diversity in
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Figure 5: Eight predictive functions with significant differences based on TC microbiota in PLUGTpatients. Each TC group is chosen for
comparing with the other three converged groups in PLUGT patients. Differences between subgroups are evaluated through the Man-
n–Whitney U-test (only P< 0.05 are indicated).
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the W-thin, Y-thick, and Y-thin groups in PLUGT patients
were remarkably superior to those in the control group.
However, this result is inconsistent with the results of the
already published investigations [19, 22, 35]. For example,

Xu et al. [19] discovered that there existed no substantial
discrepancy in the alpha diversity of microbiota in common
TCs in GC patients, Xu et al. [22] found that GC patients had
greater bacterial richness and lower bacterial diversity than
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Figure 6: Correlation among serum IL-17A, TBA, and TCs distinct genera. (a) According to the Mann–Whitney U-test, the serum IL-17A
was remarkably enhanced in the PLUGTcases withW-thin TC (P< 0.05); however, no discrepancies were detected in the serum TBA levels.
(b) -e commensal networks among serum IL-17A, TBA, and the distinct genera in the five groups. -e size of node indicates the relative
abundance, the red edges mean positive relationships, and the blue edges mean negative relationships (P< 0.05).
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those in the control group, Hu et al. [35] divulged that GC
cases with thick TC demonstrated lesser bacterial diversity
than the patients with thin TC and healthy controls. -ese
inconsistent results may be related to complex factors in-
cluding sex, age, region, and dietary habits.

In this study, it was found that the microbial community
structure of PLUGT patients was similar to that of GC
patients in previous studies [19, 35]. -is finding suggests
that tongue-coating microorganisms have potential diag-
nostic value for PLUGT. At the phylum level, cluster analysis
revealed that the W-thin andW-thick groups were clustered
together and the Y-thin and Y-thick groups were clustered
together in PLUGTpatients. Cheng et al. [36] found that the
difference between white and yellow coatings in early gastric
cancer patients was greater than that between thin and thick
coatings. Jiang et al. [34] found that there were significant
differences in the microorganisms of white-greasy and
yellow-dense coatings in chronic gastritis (CG) patients. -e
aforementioned results indicate that the tongue coating
color changes were related to the microbial community
structure of the tongue coating.-e changes in the microbial
community in this study were similar to those observed in
the esophageal mucosa of esophageal mucosal metaplasia
patients [37]. -e results suggested that the microbial
community of the upper digestive tract, and the tongue
coating might have similar changes in the progression of
upper gastrointestinal cancer.

TCM believes that white and yellow coating represents
cold and hot syndrome, respectively. In this study, Lepto-
trichia was a potential biomarker of Y-thin and Y-thick
groups in PLUGT cases, and the relative abundance of
Leptotrichia was considerably greater in them than in the
control group. Leptotrichia has extensive genetic diversity.
To date, six species belonging to this genus have been validly
established [38]. Leptotrichia is an opportunistic bacterium
that causes opportunistic infections when immune function
is compromised by tumor chemotherapy and gran-
ulocytopenia disease [38–40]. Leptotrichia has strong im-
munogenicity and can stimulate a mucosal immune
response, and anti-Leptotrichia antibody can be detected in
serum [38]. It is speculated that the immune-inflammatory
response resulting from Leptotrichia may promote carci-
nogenesis of the upper digestive mucosa. For instance, the
relative abundance of Leptotrichia was significantly in-
creased in colon cancer tissue, GC tissue, and mouthwash of
pancreatic cancer patients [41–43]. A study showed that
Streptococcus and Leptotrichia in saliva were positively
correlated with the risk of pancreatic adenocarcinoma
(PDAC), whereas Veillonella and Neisseria in saliva were
negatively correlated with the risk of PDAC [44]. Further-
more, nonparametric test analysis found that the relative
abundance of Campylobacter in Y-thin and Y-thick groups
was significantly increased. Chen and Xie [45] found that
rheumatoid arthritis (RA) activity was positively correlated
with the degree of yellow tongue coating. Wang et al. [46]
believed that RA patients with damp-heat obstruction
regularly exhibited high disease activity. Damp and heat are
often the causes of yellow-greasy coating formation [47].
-erefore, the tongue-coating type is closely related to RA

activity. Previous studies found that the abundance of Ac-
tinomyces and Campylobacter in RA patients was signifi-
cantly higher than that in healthy controls [48, 49]. -e
aforementioned results suggest that Leptotrichia and
Campylobacter could be promising biomarkers of yellow
coating and are related to the hot syndrome.

TCM regards the image of the tongue as a mirror image
of the body’s visceral functions. Changes in tongue coating
reflect the pathophysiological status of the body. Tongue
coating can be used to diagnose diseases and symptoms as a
unique diagnostic indicator [25]. In this study, LEfSe
analysis was used to analyze the unique biomarkers of
regular tongue coatings in PLUGT patients. -e unique
biomarkers of the W-thin group include Psychrobacter,
Pseudoramibacter, and Aeromonas. Kwon et al. [50] dis-
covered that the abundance of Psychrobacter diminished in
cervical swabs from cervical cancer patients. Gao et al. [51]
explored that the abundance of Psychrobacter was dimin-
ished in cancerous tissues from colorectal cancer patients. Jia
et al. [52] revealed that compared with intrahepatic chol-
angiocarcinoma (ICC) patients with vascular invasion (VI),
the abundance of Pseudoramibacter in the intestines of ICC
patients without VI was significantly higher; Pseudor-
amibacter was negatively correlated with plasma taur-
oursodeoxycholic acid, which was positively associated with
tumor number and negatively associated with survival time.
Aeromonas is one of the commonly occurring gastrointes-
tinal pathogens associated with infections in animals and
humans [53]. Moreover, numerous extracellular proteins,
comprising hemolysin, endotoxins, and adhesion factors, are
involved in the pathogenesis of Aeromonas [54–56]. Gao
et al. [57] found that sleep deprivation significantly increased
intestinal Aeromonas in mice. -e unique biomarkers of the
W-thick group include C. sensu stricto 1, Kingella, and
>ermus. -e relative abundance of intestinal C. sensu stricto
1increased in obese patients and was significantly positively
correlated with body weight, blood lipid, and uric acid
(P< 0.0 5) [58]. -e increased oral abundance of Kingella is
linked to a lower risk of head and neck squamous cell cancer
(HNSCC), which could have implications for cancer pre-
vention [59].-e genus>ermus is more abundant in tissues
from developed lung cancer (IIIB, IV) patients, and it can
perform a task in tumor development by means of different
microbial functions, such as aldosterone-regulated sodium
reabsorption, decreased signal transduction, amino acid
metabolism, increased excretory system, and amoebiasis
pathways [60].

Using KEGG predictive function analysis to explore the
molecular mechanism of common TC formation in PLUGT
patients, we found that the RLR signaling pathway in the
W-thin group and cell motility and secretion in the Y-thick
group were significantly enhanced. RLRs are important
initiators of the innate immune response to RNA virus
infection [61]. -e RLR activates downstream transcription
factors, leading to the generation of type-1 interferon and
expression of an antiviral gene, eliciting an intracellular
immune response capable of controlling viral infection [62].
Zhao et al. [63] found that cell motility (bacterial motility
proteins) and membrane transport (secretion system) were
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enriched in chronic hepatitis B cases with yellow tongue
coatings. -e results provide clues for further exploration of
the biological mechanism of the tongue coating that reflects
the body’s pathophysiological state and indicate that yellow
coating could be substantially susceptible to bacterial
colonization.

IL-17A performs a key task in host defense against fungal
and bacterial infections, as well as in the development of
autoimmunity, inflammation, and tumors. IL-17A greatly
enhances protective immune responses in epithelial cells and
keratinocytes by inducing the production of G-CSF, CXC
chemokines, and antimicrobial peptides [64]. Our last re-
search found that GC patients had an enhanced level of
serum IL-17A [32], and here found that the PLUGTpatients
with W-thin TC had a greater serum IL-17A level than the
controls (P< 0.05). -e commensal networks presented that
serum IL-17A positively correlated to Parvimonas in the
W-thick group and Y-thin group and positively correlated to
Prevotella 1 in Y-thin group. Oral bacterium Parvimonas
was found to be overexpressed in the gastric mucosa of GC
patients and to have high centrality in the GC ecological
network, indicating that it might act as a backbone for niche-
specific connections and may exert considerable impact on
the GC microbial ecology [65]. In addition, Zhao et al. [63]
found an enhanced abundance of Prevotella in esophagitis or
Barrett’s oesophagus. Iwakura et al. [64] found salivary
Parvimonas micra and Prevotella sp. were increased in
periodontitis patients. A cohort study found that advanced
periodontitis was associated with elevated risks of EC [65],
and many kinds of research [66, 67] proved that a high level
of oral IL-17 promoted the development of periodontitis via
its pro-inflammatory and osteoclastogenic properties [68].
-ese results could assume thatW-thick and Y-thin coatings
may represent the oral pathogenic trait and inflammation,
and simultaneously reflect the progress of upper digestive
tract cancer.

Bile acids have a vital role in the development of gastric
intestinal metaplasia (IM) and carcinogenesis of the gastric
mucosa. Multiple studies have shown that cases with
esophageal adenocarcinomas demonstrated lesser levels of
IL-17A than healthy controls [29–31]. As our earlier study
revealed that GC patients had substantially greater serum IL-
17A levels than controls, while those with white coatings had
remarkably lesser serum IL-17A levels than those with
yellow coatings [32]. -e current exploration discovered the
association between unique TC bacteria and serum IL-17A
and TBA levels, as well as the microbiological characteristics
and potential biomarkers of common TC (W-thin, W-thick,
Y-thin, and Y-thick) in PLUGT patients. According to the
obtained results, the promoted bacteria were found to be
synergistically proliferative in the TCs of PLUGTpatients. In
addition, the different TCs exhibited distinct commensal
networks, whereas the common TCs were associated with
serum IL-17A and TBA via specific bacteria.-e findings are
valuable because they can potentially furnish useful solu-
tions to achieve a speedy and noninvasive diagnosis of
PLUGT, as well as exemplify the scientific meaning of
tongue diagnosis, thereby assisting in the differentiation and
treatment of TCM syndromes.

5. Conclusion

-is study examined the microbiological properties of four
common TCs in PLUGTpatients, as well as the relationship
between the different TC bacteria and blood IL-17A and
TBA, -e potential biomarkers of common TC (W-thin,
W-thick, Y-thin, and Y-thick) in PLUGT patients were also
investigated. -e findings add valuable information to our
understanding of the biological mechanism of tongue
coating development. Nevertheless, validation in a large
population is needed due to the heterogeneity in individual
habits, which impacts the universality of the study results.
-e results, however, are significant because they may
provide effective ways for obtaining a quick and noninvasive
diagnosis of PLUGT. Furthermore, the findings suggested
that TC differentiation could provide a more accurate di-
agnostic for PLUGT clinical administration.
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)e role of health education in vaccination is very important. )rough various forms of activities, comprehensive and
systematic education of health knowledge for people can promote students and others to be aware of vaccination and
actively cooperate with vaccination work. )erefore, this article intends to conduct an in-depth study of the role of health
education in prevention and treatment and to enhance people’s awareness of vaccination. )is article mainly uses
questionnaire survey method, interview method, and controlled experiment to explain and analyze the effect of health
education. )e subjects of this questionnaire are students, parents, and staff. )ey have mixed reviews for its role in
vaccination, but the overall situation is positive. 239 out of 500 people believe that health education can reduce allergic
reactions and improve the effectiveness of vaccines. In the control experiment, after health education and publicity training,
the parents of the observation group were significantly better than the control group in terms of mastering the relevant
knowledge of vaccination, successfully vaccinating unplanned vaccines, etc. )is shows that the importance of health
education in vaccination care is incomparable.

1. Introduction

Our country’s disease prevention work mainly focuses on
public health. Factors such as large population, poor sani-
tation, and unbalanced economic development have affected
people’s understanding of disease knowledge. Health edu-
cation is a kind of knowledge dissemination that focuses on
prevention and combines prevention and treatment. It
achieves the purpose of improving people’s ideological
awareness and enhancing the role of vaccines by cultivating
and educating people in a certain degree of comprehensive
physical and psychological qualities.

)ere are countless research results on the role of
health education in vaccination care. For example, Wang
et al. emphasized that in view of the problems existing in
mass vaccination in schools, if targeted preventive care
measures can be taken, the quality of medical care and the
safety of vaccination can be greatly improved [1]. Tang
pointed out that the scientific development of vaccination
nursing work has a good effect on relieving the ner-
vousness of children during vaccination, thereby pro-
moting the success rate and safety of vaccination [2]. Yang

and Wu explored the role of parental health education and
nursing intervention in reducing the side effects of DPT
vaccination among high school students. Parental health
education and care intervention can significantly improve
the understanding of the DPT vaccine among the parents of
students who have received the DPT vaccine, thereby sig-
nificantly reducing the awareness rate of the DPT vaccine
[3]. )erefore, this article also follows the research line of
other scholars and conducts in-depth exploration of the role
of health education in vaccination care.

)is article first studies the relevant theories and
knowledge of health education. )en, a brief description of
vaccination care is given. Afterwards, the function and
performance of the design of the vaccination information
management system were analyzed. Finally, through ques-
tionnaire surveys and experiments, an in-depth study of the
role of health education in vaccination care was carried out,
and data results were obtained [4]. )e data show that
through scientific health education, parents’ cognition, the
reduction of children’s anxiety, and the success rate of
vaccination can be significantly improved. )e experiment
proved the necessity of health education.
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2. The Role of Health Education in
Vaccination Care

2.1. Health Education. Health education is a scientific ed-
ucation that focuses on prevention and combines treatment.
Its purpose is to let the audience have a correct and com-
prehensive understanding of the disease, improve people’s
self-protection ability, and enable them to receive effective
care in social life. Health education is through the com-
prehensive and systematic shaping of people’s physical and
psychological factors so that they can establish a correct,
positive, and self-improving ideology. )e role of health
education in vaccination care is very important [5, 6].

Health education is a systematic project, which requires
systematic and planned planning as well as continuity. In
terms of health knowledge, it mainly starts from the two
perspectives of life care and social hygiene. As people’s
understanding of diseases continues to deepen, more and
more knowledge about vaccination and nursing knowledge,
methods, and approaches have begun to spread. )e so-
called health is a comprehensive good state of physique,
psychological quality, and personality quality that combines
a good mental state with a good physical shape [7, 8].

Health education can effectively improve people’s
misunderstanding of diseases, lifestyles, and behaviors, so
as to achieve the purpose of vaccination and nursing. In
health promotion and education, we must fully consider
the individual differences of each patient, family envi-
ronment, and other factors. Let more people in the whole
society understand diabetes knowledge and prevention
methods through publicity boards and playing video clips.
Regularly organize “sports and fitness” activities to enable
the general public to correctly understand the importance
and role of sports in improving physical fitness. Actively
cooperate with community neighborhood committees or
residents’ committees to conduct physical examinations
for people with diabetes and guide them on how to
vaccinate [9, 10].

In daily work, the importance of health education should
be strengthened, and comprehensive and systematic pub-
licity should be organized regularly to enable people to fully
understand how to properly use and wear disease prevention
equipment and related knowledge. At the same time, it can
be spread through platforms such as WeChat official
account.

Effective antibodies can be produced after vaccination,
and such diseases will not occur after future contact, and
vaccination is now free [11, 12].

Pay attention to the health education of parents. Parents
should observe closely and do not give children antibiotics
without authorization [13, 14].

Medical staff should pay attention to giving different
nursing care to students’ psychological reactions in different
periods [15, 16].

2.2. Vaccination Care. Vaccination care refers to regular
education of healthy patients so that they understand the
disease and how to treat it and cultivate good habits in daily

life. )rough regular physical examinations, problems are
found and solved in time.

Health education plays a very important role in vacci-
nation care. It can help people understand their physical
health and take corresponding measures to effectively
control diseases. Nurses have a comprehensive knowledge
and understanding of health education. In the actual nursing
process, implement it to every construction worker, and all
participants are required to strictly abide by the relevant
regulations and take corresponding measures for different
situations.

Regular lectures on vaccination and nursing knowledge:
let parents and family members understand what problems
need to be paid attention to in daily work and how to better
and timely solve the various new situations in the medical
history, discover potential risk factors, and control the de-
velopment trend of the disease.

In health education, we can improve the staff’s awareness
of disease knowledge and awareness of disease prevention
through professional training and qualification examina-
tions. At the same time, it is necessary to strengthen
communication with patients and their families.

Strengthen health education and publicity to train
people through lectures, playing DVDs, etc., so that ev-
eryone can understand the importance of vaccination care
and strengthen the relationship between people’s disease and
vaccination work. At the same time, some simple and easy-
to-operate activities should be carried out in the hospital to
increase the public’s awareness of participation. Organize a
regular theme activity with the theme of “Prevention and
Treatment of Diseases” and distribute corresponding
materials.

2.3. Design of Vaccination Information Management System

2.3.1. Data Mining Technology in the Management System.
In the information management of vaccination, special
technology is needed to sort and analyze the information
and data. Based on the dimensionality of the data involved in
the rule, association rules can be divided into single-di-
mensional and multidimensional. Its definition can be
expressed as follows:

Support(P⇒Q) � P(P∪Q),

Confidence(P⇒Q) � F(P | Q).
(1)

Among them, the degree of support for association rules
P⇒Q is F(P∪Q). )ese data analysis techniques can be
directly applied to the vaccination information data
warehouse.

2.3.2. Vaccination Management. Vaccination is a welfare
policy of the state to ensure the healthy growth of children
and avoid contracting diseases. Vaccination information will
be entered into the file as a required document for future
enrollment. )e production, packaging, and distribution of
vaccines are also strictly controlled by the relevant de-
partments, and the distribution is agreed.
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In order to ensure the accuracy of each link in the
vaccination process for children, each link will confirm the
information and enter it into the computer, and the vaccine
information will also be archived.

As for which vaccines to be vaccinated at different time
periods, publicity brochures will also be formulated in ad-
vance and distributed to parents, which will also clearly
indicate the adverse reactions of some vaccines.

)e entire vaccination process plays a vital role in im-
proving children’s physical health and reducing the infection
rate of group diseases and high-incidence diseases.

3. Experimental Investigation

3.1. Survey Object. )is article first interviewed the vacci-
nated staff of the health center, mainly to explore the attitude
and knowledge of the practitioners about the job. )ere is a
total of 80 staff members under investigation. )is article
designs a relevant questionnaire to conduct a questionnaire
survey on them.

)en, select 100 students who need vaccinations as the
observation group. Among them, 52 were boys and 48 were
girls. )e vaccinated students are in good health and normal
development. )ere is no special sensitivity reaction to
vaccination. In addition, 90 students who need to receive
vaccination were selected as the control group, of which 54
were boys and 46 were girls.)ere is no significant difference
in gender between the two groups of experimental students,
and they are comparable.

In addition, this article also invited the parents of the
students to conduct surveys and interviews. Among the
guardians of the survey subjects, there are up to 120 student
mothers, 80 student fathers, and 30 grandparents.

3.2. Health Education Methods. Health education is a step
that we all need to focus on throughout the vaccination
process. Health education is not only a unilateral propa-
ganda by medical staff but a mode of passive acceptance by
parents. )is mode can easily lead to parents’ irritability and
poor results.

Healthcare workers should consider innovative formats,
such as educational video clips that encourage parents and
children to watch together. In addition, you can also con-
sider printing some storybooks and picture books to pro-
mote health education knowledge in the stories. Of course,
giving children some small toys printed with health edu-
cation can also have a good publicity effect.

Of course, the above method will inevitably incur costs,
so the relevant part needs to issue funds to the community
service station. )rough the above methods, children can
not only realize the harm of disease and can actively stay
away from the source of disease in their daily life but also can
enhance parents’ awareness of vaccination.

3.3. Questionnaire SurveyMethod. )e survey objects of this
paper are parents and the staff of the community service
station.)e survey site is the community service station.)e
survey time is selected as weekends, because weekends are

the peak time for parents to bring their children to vaccinate. In
the form of face-to-face paper questionnaires, parents’ real
views on vaccination and health education, as well as their
satisfaction with the vaccination process, were obtained.

In addition, we also distributed paper questionnaires to
the staff of 10 community service workstations, mainly to
investigate the difficulties they face during the usual vac-
cination process so as to propose solutions.

4. Analysis of Survey Results

4.1. Main Difficulties Faced by Vaccination. First of all, this
article intends to analyze the main difficulties faced by
vaccination. According to the survey data of the staff, we can
see that 64 of the 90 staff are concerned about the 5 aspects of
vaccination, namely, insufficient assistance, negative reports,
noncooperation of the masses, weak team, and lack of salary
and labor. )ere are great opinions on matches, etc. )e
specific data are shown in Table 1.

As shown in Figure 1, we can judge that the staff attach
great importance to the problem of vaccination, and they
believe that the two aspects of insufficient aid and the impact
of negative reports have a negative impact on the work. )is
is enough to show that the health education work for
vaccination is not yet in place, and the country’s manage-
ment is not perfect. Among them, only 14 people disagreed
with these issues, and 12 others did not comment on it.

4.2. Parents’ Satisfaction with theWork of Vaccination Clinic.
Secondly, this article invites parents to conduct a ques-
tionnaire survey and found that the degree of satisfaction
with the overall outpatient clinic, the number of consulta-
tions, waiting for observation, postevent precautions, san-
itary conditions, and service procedures are also different.
On average, about 160 people are satisfied with these 6
places, and about 42 people are dissatisfied with these places.
)e details are shown in Table 2:

As shown in Figure 2, we can clearly see that the parents
are most satisfied with the sanitary condition of the vacci-
nated health center, and then they are satisfied with the
service process. )e most unsatisfactory thing is the number
of visits in the outpatient department. As people are now
more and more aware of the importance of vaccination, they
attach great importance to vaccination. However, there is a
time limit for vaccination, and there are not many con-
sultations, so parents feel distressed about this.

4.3. Comparison of Effects between theObservationGroup and
theControlGroup. )en, this article needs to understand the
grouping situation. After conducting health education and
publicity training for parents, 97 of the 100 parents of
students in the observation group have knowledge of vac-
cination. 94 cases were successfully vaccinated with un-
scheduled vaccines, and 95 cases were qualified. Among the
100 parents of students in the control group, 61 parents
successfully mastered vaccination-related knowledge. 68
students were successfully vaccinated with unscheduled
vaccines, and 72 students passed the vaccine. According to
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the data comparison, it can be clearly seen that the inocu-
lation effect of the observation group is better than that of
the control group. )e details are shown in Table 3.

As shown in Figure 3, we can find that the vaccine
qualification rate, unplanned qualification rate, and
knowledge mastery rate of the observation group and the
control group are better than those of the control group. In
terms of vaccine qualification rate, the observation group is
27% larger, and in the unplanned qualification rate, the
observation group is 22% larger. In terms of knowledge, the
observation group can reach 97%. )is shows that health
education plays a great role in vaccination and can have an
impact on the effectiveness of vaccines.

4.4.4eRole ofHealth Education inVaccination. Finally, this
article conducts research on reducing adverse vaccine re-
actions, increasing satisfaction, improving vaccine effects,
and reducing the occurrence of allergic reactions from the
three perspectives of students, parents, and medical staff.
From the data collection, it can be found that 142 people
think that health education can reduce the occurrence of
allergic reactions, 96 people think it can improve the ef-
fectiveness of the vaccine, and 153 people say it can increase
satisfaction. Another 122 people said that health education
would reduce the adverse effects of the vaccine. )e details
are shown in Table 4.

As shown in Figure 4, we can see that in the student
population, most of them believe that health education can
reduce the occurrence of allergic reactions.)e proportion is
36.8%. In the parent group, most of them think that health
education can improve their satisfaction and increase their

Table 1: Major difficulties faced in vaccination efforts.

Agree Disagree General
Insufficient superior subsidies 18 4 1
Negative reports impact 19 2 1
)e masses do not cooperate 13 3 2
Weak personnel team 6 2 3
Revenue is not linked to the workload 8 3 5
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Figure 1: Major difficulties faced in vaccination efforts.

Table 2: Parents’ satisfaction with the vaccination clinic work.

Satisfied Unsatisfied General
General outpatient service 161 42 31
Number of opening visits 119 68 39
Waiting for planting to stay 142 61 32
Matters needing attention
afterwards 163 36 26

Sanitary conditions 192 22 17
Service process 183 20 22
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Figure 2: Parents’ satisfaction with the vaccination clinic work.

Table 3: Effect comparison between the observed and control
groups.

Observation group Control group
Number 100 100
Vaccine pass rate 95 68
Out planned qualified rate 94 72
Knowledge mastery rate 97 61
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Figure 3: Effect comparison between the observed and control
groups.
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Background. )e number of patients receiving dialysis treatment is sustainably increasing, especially peritoneal
dialysis. Objectives. It is necessary to find out potential factors that may indicate the prognosis of patients
receiving peritoneal dialysis treatment. Methods. )is study retrospectively involved 325 patients who received peritoneal
dialysis treatment. Results.Low serum albumin (HR � 2.254; 95% CI: 1.534–3.311; P< 0.001) and high FBG (Fasting blood
glucose) (HR � 1.474; 95% CI: 1.025–2.120; P � 0.037) were risk factors for death in patients receiving peritoneal dialysis
treatment. Serum albumin (AUC � 0.683; P< 0.001) and creatinine (AUC � 0.625; P< 0.001) exhibited value of prognosis
prediction. Both high FBG (P � 0.005) and low albumin (P< 0.001) were associated with poor prognosis, and low albumin
predicted poorer survival. Conclusions. Low serum albumin and high fasting blood glucose were risk factors and associated
with poor prognosis. Low albumin has a potential in predicting the prognosis of patients receiving peritoneal
dialysis treatment.

1. Introduction

Dialysis is a renal replacement therapy (RRT), mainly
including hemodialysis and peritoneal dialysis [1, 2]. )e
principle of peritoneal dialysis is the solutes and fluid
exchange between the peritoneal capillary blood and the
dialysis solution, in which the flow rate can be adjusted to
achieve a maximum removal [2]. It is estimated that more
than 272,000 patients are receiving peritoneal dialysis
globally, accounting for approximately 11% dialysis pa-
tients worldwide (in 2017) [3]. )e number of patients
receiving dialysis treatment is sustainably increasing,
especially peritoneal dialysis [4]. Among different
countries, the selection of dialysis modality is dramati-
cally different [3]. Different dialysis modalities bring
important consequences for quality of life, patients’
survival, financial implications, and logistics for the
medical system [1, 5]. In Asia, the application of peri-
toneal dialysis ranges from 3% to 73%, and China has a
fairly high peritoneal dialysis rate [3, 4, 6]. Notably, there

is a steep rise in peritoneal dialysis utilization in China in
the past decade [7].

Albumin is a single protein species and the most
abundant plasma protein representing approximately 3/5
in quantity [8]. Albumin produced in the liver is an
anionic, flexible, heart-shaped molecule with a molecular
weight of ∼65 kDa [9]. Normally, the serum albumin is
about 45 g/L in human. Albumin plays an important role
in maintaining an oncotic pressure difference between
plasma and the interstitial space by regulating fluid ex-
change [10]. Besides, albumin carries a number of sub-
stances including bilirubin, fatty acids, ions, hormones,
and drugs [8, 10]. Notably, low albumin in serum is in
association with increased mortality [10].

It is necessary to find out potential factors that may
indicate the prognosis of patients receiving peritoneal di-
alysis treatment. Herein, factors associated with the prog-
nosis of patients receiving peritoneal dialysis treatment, such as
serum albumin, creatinine, and fasting blood glucose, were
evaluated. We also compared their abilities of prognosis
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prediction by ROC (receiver operating characteristic)
analysis and survival analysis.

2. Materials and Methods

2.1. Patients. )is study retrospectively involved 325 pa-
tients who received peritoneal dialysis treatment. Each pa-
tient had a complete record of dialysis during the period. All
lab parameters were measured at admission as a baseline.
)e follow-up duration was 7 years.

Patients who were older than 18 years old and received
peritoneal dialysis treatment for more than 3 months were
included.

)e exclusion criteria were as follows: incubation in
other hospitals, hemodialysis to peritoneal dialysis, kidney
transplant to peritoneal dialysis, annual follow-up <2, and
missing baseline data.

2.2. Clinical Data Collection. After admission, the age of
patients was recorded, and systolic pressure, diastolic pressure,
and pulse were measured. Moreover, the patients received
laboratory examination including total protein (g/L), albumin
(g/L), Ca2+ (mmol/L), phosphate (mmol/L), K+ (mmol/L), Na+
(mmol/L), Cl− (mmol/L), fasting blood glucose (FBG; mmol/
L), blood urea nitrogen (BUN; mmol/L), creatinine (μmoI/L),
hemoglobin (g/L), and parathyroid hormone (PTH; pg/mL)
test. Normal, low, and high individual parameters were defined
according to the clinical standard of the clinical lab of our
hospital.

2.3. Statistical Analysis. Software SPSS 22.0 (IBM, USA) was
used. Data were exhibited as mean± SD. Quantitative data
are expressed as mean± standard deviation or median
(interquartile range). Qualitative data are expressed as a rate
or composition ratio. Differences between groups were
analyzed by the T-test or analysis of variance. Survival risk
analysis was performed using a cox risk regression model.
)e ROC (receiver operating characteristic) curve was used
to predict the risk of death for patients receiving peritoneal
dialysis treatment, and the AUC (area under curve) was
calculated. P< 0.05 was considered statistically significant.

3. Results

3.1. Characteristics of Patients Receiving Peritoneal Dialysis
Treatment. )e summary of all the characteristics of pa-
tients receiving peritoneal dialysis treatment is shown in
Table 1. )e average age was 62.51 years old. Among the 325
patients, 147 were male and 178 were female. )e average
survival time was 892.36 days.

3.2. Differences between Survived Patients and Dead Patients.
)e subsequent comparisons between the survival and the
death were further performed (Table 2). No significant dif-
ferences were found in gender (P � 0.651), systolic pressure
(P � 0.198), pulse (P � 0.745), total protein (P � 0.092), Ca2+
(P � 533), phosphate (P � 0.467), K+ (P � 0.322), Na+
(P � 0.260), Cl− (P � 0.390), FBG (P � 0.333), BUN

(P � 0.251), and PTH (P � 0.882). Survival time (P � 0.049)
and diastolic pressure (P � 0.047) showed a little statistical
difference. )e hemoglobin (P � 0.038) was statistically
different.

)e age was significantly different (P< 0.001) as the dead
patients (66.96± 13.89 years old) were much older than the
survived patients (28.75± 13.13 years old).

)e albumin was significantly different (P< 0.001) as the
albumin in dead patients (32.98± 4.94mmol/L) was much
lower than that in survived patients (36.59± 4.85mmol/L).

)e creatinine was significantly different (P< 0.001) as the
creatinine in dead patients (564.64±268.80μmoI/L) was much
lower than that in survived patients (684.77±271.00μmoI/L).

3.3. Risk Factors for Death in Patients Receiving Peritoneal
Dialysis Treatment. Based on the results of the comparison
between survived patients and dead patients, we further
analyzed the risk factors for death in patients receiving
peritoneal dialysis treatment. As shown in Table 3, albumin,
FBG, and creatinine were found to be significantly different.

However, the HR of creatinine was 0.999, with 95% CI of
0.998–1.000. )erefore, low albumin (HR� 2.254; 95% CI:
1.534–3.311; P< 0.001) and high FBG (HR� 1.474; 95% CI:
1.025–2.120; P � 0.037) were considered to be risk factors.

3.4. Prognosis Prediction in Patients Receiving Peritoneal
Dialysis Treatment. To evaluate the prognosis prediction
value of the observed risk factors, ROC curves were drawn
(Figure 1). FBG did not show the prediction value
(P � 0.593). Albumin (P< 0.001) and creatinine (P< 0.001)
exhibited a value of prognosis prediction (Table 4). Of note,
the albumin (with AUC of 0.683) showed a higher prognosis
prediction value than creatinine (with AUC of 0.625).

3.5. Low Albumin and High FBG Were Associated with Poor
Prognosis. Finally, the survival of patients receiving peri-
toneal dialysis treatment was analyzed (Figure 2). Both high
FBG (P � 0.005) and low albumin (P< 0.001) were asso-
ciated with poor prognosis, and low albumin predicted a
poorer survival.

4. Discussion

In this study, we found age, albumin, and creatinine were
significantly different between dead and survived patients
receiving peritoneal dialysis treatment. Albumin and cre-
atinine showed the value of prognosis prediction. Fur-
thermore, low albumin and high fasting blood glucose were
risk factors and associated with poor prognosis. )us, it is
suggested that low albumin has a potential in predicting the
prognosis of patients receiving peritoneal dialysis treatment.

To some extent, the level of albumin represents nutrition
status and infection [11, 12]. Renal handling of albumin can
influence renal function by the effects of albumin. Albumin
filtration in glomeruli and tubular reabsorption are two
major processes in the renal handling of albumin. )e
dysfunction of them leads to an increased excretion of
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Table 2: Comparisons between survival and death.

Survival (n� 173) Death (n� 152) t (x2) P value
Age 28.75± 13.13 66.96± 13.89 5.267 <0.001
Male 78 67 0.859 0.651
Female 93 85

Survival time (d) 965.59± 794.95 809.02± 606.39 1.975 0.049
Systolic pressure (mmHg) 146.72± 63.41 139.74± 22.05 1.289 0.198
Diastolic pressure (mmHg) 82.32± 16.01 79.08± 12.96 1.990 0.047
Pulse (beat per minute) 77.63± 11.21 78.05± 12.05 0.325 0.745
Total protein (g/L) 67.77± 33.77 63.04± 7.49 1.688 0.092
Albumin (g/L) 36.59± 4.85 32.98± 4.94 6.621 <0.001
Ca2+ (mmol/L) 2.22± 0.29 2.20± 0.26 0.624 0.533
Phosphate (mmol/L) 1.40± 0.51 1.36± 0.53 0.729 0.467
K+ (mmol/L) 4.29± 0.84 4.09± 0.95 2.035 0.322
Na+ (mmol/L) 139.97± 2.95 139.60± 2.91 1.128 0.260
Cl− (mmol/L) 99.84± 9.24 98.89± 10.60 0.861 0.390
FBG (mmol/L) 7.43± 3.87 7.86± 3.97 0.970 0.333
BUN (mmol/L) 21.65± 44.15 17.47± 7.75 1.151 0.251
Creatinine (μmoI/L) 684.77± 271.00 564.64± 268.80 3.992 <0.001
Hemoglobin (g/L) 117.54± 23.72 112.19± 22.25 2.085 0.038
PTH (pg/mL) 212.30± 203.37 208.34± 275.71 0.148 0.882
Note. FBG: fasting blood glucose; BUN: blood urea nitrogen; PTH: parathyroid hormone.

Table 1: Characteristics of patients receiving peritoneal dialysis treatment.

Characters Mean (median) SD (quartile spacing) n
Age 62.51 14.07 301
Male — — 147
Female — — 178

Survival time (d) 892.36 716.22 325
Systolic pressure (mmHg) 143.46 48.71 325
Diastolic pressure (mmHg) 80.81 14.73 325
Pulse (beat per minute) 77.83 11.60 313
Total protein (g/L) 65.54 25.18 323
Albumin (g/L) 34.89 5.20 323
Ca2+ (mmol/L) 2.21 0.28 323
Phosphate (mmol/L) 1.38 0.52 318
K+ (mmol/L) 4.19 0.89 324
Na+ (mmol/L) 139.79 2.93 323
Cl− (mmol/L) 99.39 9.90 322
Fasting blood glucose (mmol/L) 7.63 3.92 323
Blood urea nitrogen (mmol/L) 19.68 32.59 323
Creatinine (μmoI/L) 628.24 276.15 323
Hemoglobin (g/L) 114.04 (101–129) 325
Parathyroid hormone (pg/mL) 146.90 (55.46–270.90) 325

Table 3: Risk factors for death in patients receiving peritoneal dialysis treatment.

P value HR
95% CI

Lower Upper

PTH

75–150 0.410 1.000 — —
<75 0.110 1.481 0.915 2.398

150–300 0.618 1.136 0.688 1.877
>300 0.335 1.282 0.774 2.126

Albumin Normal 1.000 — —
Low <0.001 2.254 1.534 3.311

Cl−
Normal 0.853 1.000 — —
Low 0.971 1.010 0.586 1.740
High 0.574 1.201 0.634 2.275
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albumin. Recently, Yamada et al. found lower serum al-
bumin level is associated with an increased risk for loss of
residual kidney function in patients receiving peritoneal

dialysis treatment [13]. )e loss of residual kidney function
can make the general condition of patients worse and finally
lead to the death. Our study goes further in exploring the
prognosis prediction value of albumin by involving and
considering the survival. Chiu et al. also reported lower
serum albumin was associated with poorer survival [14].
Hao et al. used time-averaged albumin level and serum
albumin reach rate as predictor variables and found higher
serum albumin was associated with a lower all-cause
mortality rate in patients undergoing long-term peritoneal
dialysis treatment [15]. It is indicated that low serum al-
bumin was a risk factor of both early and late death in
incident peritoneal dialysis patients [16]. Interestingly, Singh
et al. concluded that peritoneal dialysis is associated with

Table 3: Continued.

P value HR
95% CI

Lower Upper

Na+
Normal 0.357 1.000 — —
Low 0.947 0.974 0.442 2.143
High 0.152 0.230 0.031 1.716

K+
Normal 0.423 1.000 — —
Low 0.314 1.246 0.812 1.911
High 0.433 0.335 1.598

Phosphate
Normal 0.313 1.000 — —
Low 0.747 1.075 0.692 1.671
High 0.129 1.453 0.897 2.354

Ca2+
Normal 0.347 1.000 — —
Low 0.788 0.946 0.629 1.422
High 0.147 0.411 0.123 1.367

Hypertension No 1.000 — —
Yes 0.789 1.048 0.741 1.483

Hemoglobin
Normal 0.386 1.000 — —
Low 0.531 0.841 0.489 1.445
High 0.272 0.430 0.095 1.939

FBG
Normal 0.112 1.000 — —
Low 0.680 1.220 0.474 3.137
High 0.037 1.474 1.025 2.120

Sex Male 1 — —
Female 0.515 0.881 0.601 1.290

Age 0.102 0.966 0.978 1.002
Creatinine 0.022 0.999 0.998 1.000
Note. FBG: fasting blood glucose; PTH: parathyroid hormone.
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Figure 1: ROC curve of albumin (a), creatinine (b), and FBG (c) for death risks in patients receiving peritoneal dialysis treatment.

Table 4: ROC curve in patients receiving peritoneal dialysis
treatment.

Predictors
ROC curves

Cut-off
value AUC 95% CI p value

Albumin 35.75 0.683 0.626–0.739 <0.001
Creatinine 711.50 0.625 0.565–0.684 <0.001
Fasting blood
glucose 4.44 0.483 0.422–0.545 0.593
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lower mortality than hemodialysis in patients with low se-
rum albumin [17]. As for the study of serum creatinine,
Inaquma et al. reported the ratio of blood urea nitrogen to
serum creatinine is associated with mortality by conducting
a multicenter prospective cohort study [18].

By comparison of the age between dead and survived
patients receiving peritoneal dialysis treatment, we found
the age may influence the clinical outcomes and mor-
tality. Consistent with the study conducted by Sakaci
et al., mortality was higher in elderly patients and low
albumin levels affected mortality [19]. )e treatment of
peritoneal dialysis should be cautious and based on ac-
curate assessment, because of a higher incidence of in-
testinal complications, previous history abdominal
surgeries, multiple comorbidities, and other possible
contraindications [20, 21]. Our result also revealed that
high fasting blood glucose may be associated with poor
prognosis. Chen et al. reported the association of im-
paired fasting glucose and mortality in nondiabetic pa-
tients on maintenance peritoneal dialysis [22]. )e role of
high blood glucose in cardiovascular complications and
even mortality of peritoneal dialysis treatment needs to
be studied.

A number of researchers focus on the study of risk
factors for mortality in patients receiving peritoneal dialysis
treatment. Female gender, lower Kt/V (weekly urea clear-
ance), and WCCr (weekly creatinine clearance) were found
to be risk factors [23]. Lower hemoglobin levels and the
presence of diabetes were shown to be risk factors as well
[16].

In this study, common laboratory test indicators were
analyzed to predict the prognosis of patients with peritoneal
dialysis, which is helpful to advance treatment intervention
for patients with possible poor prognosis and improve the
prognosis of these patients. For patients with hypo-
albuminemia and/or high FBG, which may lead to poor
prognosis, dietary modification, intravenous albumin

supplementation, and more stringent measures of blood
glucose control may be considered. However, further pro-
spective studies are needed to confirm the clinical efficacy of
these measures.

)is is a retrospective study, which is the major limitation.
In the future study, we plan to involve the complications and
causes of death. It is known that peritonitis has a notable
association with peritoneal dialysis treatment since technique
failure of peritoneal dialysis treatment could lead to peritonitis
[24, 25]. )e cardiovascular complication is another severe
risk for peritoneal dialysis treatment [26]. )e association of
albumin and complication of peritoneal dialysis treatment is
not clear and remains to be further studied.

4.1. Implications. Low albumin and high fasting blood
glucose were risk factors and associated with poor prognosis.
Low albumin has a potential in predicting the prognosis of
patients receiving peritoneal dialysis treatment.

Data Availability

)e data used to support the findings of this study are in-
cluded within the article.
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Figure 2: (a) Survival of patients with high FBG (green line) and low and normal FBG (blue line). (b) Survival of patients with low albumin
(green line) and high and normal FBG (blue line).
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Objective. )e study aims to analyze the efficacy of rehabilitation nursing interventions on patients with open lower limb fractures.
Methods. From June 2020, patients who received RNI (observation group) were included and compared with patients who received
routine nursing interventions (control group). )e efficacy of different nursing modes was compared with several indicators. Results.
One hundred patients were included in this study, 50 in each group.)e baseline characteristics were not significantly different between
the groups. Regarding the emotional scores, the Self-Rating Anxiety Scale (SAS) score (26.98 vs 43.47), and Distress Management
ScreeningMeasure (DMSM) score (8.01 vs 12.85) in the observation groupwere significantly lower than those in the control group, both
P< 0.05. Regarding the postoperative related indexes, the postoperative pain score (10.13 vs 15.53), fracture healing time (6.32 vs 10.86
weeks), and postoperative complications rate (0 vs 12%) in the observation group were all significantly lower than those in the control
group, all P< 0.05. Regarding the quality of life scores, the WHOQOL-100 score (94.12 vs 83.13) and PSQI score (6.43 vs 10.36) were
both significantly better in the observation group, with both P< 0.05. Conclusion. Patients with open lower limbs who received RNI can
help patients reduce postoperative anxiety and stress, promote postoperative rehabilitation and improve their quality of life.

1. Introduction

With the rapid development of China’s construction in-
dustry and transportation industry, the incidence of open
fractures of the lower limbs is also increasing year by year.
)e trauma caused by the fracture is large. Serious condi-
tions such as tissue defects, bone fracture exposure, and
wound infection may occur in these kinds of fractures,
resulting in aggravating the pain of patients and delaying
their postoperative recovery [1]. Even physical and psy-
chological stress responses will occur in these patients [2].

In order to further reduce the complications and pro-
mote the recovery of lower limb function, it is necessary to
find scientific measures for patients with open lower limb
fractures. Researchers have identified the positive clinical
value of rehabilitation nursing interventions (RNI) in pa-
tients who underwent general surgeries and orthopedic
surgeries [3, 4]. )e postoperative RNI may play an

important role to ensure the quality of rehabilitation.
However, studies about the efficacy of RNI on patients with
open lower limb fractures are still rare. )erefore, we
conducted a retrospective case-control study to explore the
efficacy of RNI compared with routine nursing interven-
tions, and the content is further discussed in this study.

2. Methods

)e RNI was adopted in our department since 2020 June.
)e patients who received RNI after 2020 June were included
in our study.

2.1. Case Selection Criteria

2.1.1. Inclusion Criteria. )e inclusion criteria were as fol-
lows: (1) detailed imaging data can be obtained; (2) age ≥18
years old; (3) meet the standards of surgical operation and
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anesthesia; (4) has no treatment contraindications and
midway withdrawal; (5) normal coagulation function, car-
diopulmonary, liver, and kidney functions; and (6) patients
or family members were aware of the study and signed the
consent [5].

2.1.2. Exclusion Criteria. )e exclusion criteria were as
follows: (1) minors; (2) women in pregnancy and lactation;
(3) with emotional and mental disorders; (4) with other
fractures; (5) with blood disease; and (6) patients with
malignant tumors [6].

2.2. Nursing Methods. Patients in the control group were
given routine nursing and the corresponding nursing and
guidance according to the patient’s situation. Patients in the
observation group provided RNI, the details are further
discussed in this study [7].

2.2.1. Evaluation. )e postoperative rehabilitation plan was
conducted based on the data after a comprehensive exam-
ination of the patient’s postoperative situation. Communi-
cation was strengthened to help patients improve their
negative postoperative emotions. Nurses gave targeted
nursing interventions for common postoperative compli-
cations. )e patient’s body position was adjusted in time. It
is recommended to rest in a rigid bed within 3 weeks after
surgery and turn over once every 2 hours. Family members
were taught to massage their limbs to effectively prevent
pressure sores. Good pain management was carried out for
patients to relieve postoperative pain. If the patient took a
flat rest, the elbow was extended with a back flexion of
30–40°. When taking the side position, the lower limb’s
joints were slightly flexed to avoid compression of the upper
limbs. Some patients had obvious pain due to their own
tolerance, and painkillers were taken under the guidance of
the attending doctor to relieve the pain when necessary.
When the patient was in pain, the pain pump was used to
maximize the pain caregivers’ acceptance of the patient. )e
patient was informed of the attention of the matters in the
recovery process. )e pain management methods and re-
habilitation knowledge were explained, rehabilitation
guidance and training were appropriately strengthened, and
the patient’s immunity was improved [8].

2.2.2. Psychological Nursing Care. Patients with an open
fracture of the lower limbs often have severe pain after
surgery, leading to a serious bad mood. )is kind of bad
mood is different from the concerns about surgery preop-
eratively. )erefore, the psychological counseling strategy
adopted by nurses postoperatively is different from that of
preoperatively. )e proper pain relief guidance and detailed
health education were based on timely counseling on pa-
tients’ physical discomfort and pain condition. Nursing staff
should communicate with patients actively to tell them the
importance of postoperative medical and nursing cooper-
ation. As a result, the patients’ own medical compliance
behavior was strengthened [9].

2.2.3. Pain Care. Nursing staff should determine the degree
of postoperative pain and analyze the impact of pain
symptoms on the quality of sleep.

In order to avoid the use of analgesics, nursing staff
should explain how to divert pain attention to patients when
the pain can be tolerated. )e nursing staff were required to
strengthen ward inspection [10] to inquire about the pain
degree every day. If the VAS score exceeds 4 points, then
report the pain to the doctor in time. After the feedback from
the doctors, nursing staff should follow the doctor’s advice to
provide pain treatment if necessary.

2.2.4. Health Education. Nursing staff should explain the
necessity of postoperative rehabilitation care, the high-risk
factors that affect postoperative recovery, and the ways of
postoperative rehabilitation care. Online consultation was
also available for patients to clear up their doubts about the
diseases and surgical treatment.

Nursing staff should guide the daily lives of patients to
balance bed and activity. Exercise is necessary as soon as
possible after the operation to promote blood circulation in
the lower limbs. )e amount of activity can be gradually
increased according to the needs of rehabilitation and the
condition of pain. Patients were advised to eat foods with
high energy to promote the recovery of wounds. Smoking
and drinking were forbidden during the rehabilitation pe-
riod, and drinking more water was encouraged [11].

2.2.5. Prevention of Postoperative Complications. During the
period of an indwelling catheter, nurses should carry out
bladder training for the patient to prevent bladder muscle
atrophy. After the patient’s postoperative condition went
well, intermittent catheterization was used to continuously
strengthen its own urination function.

Nurses were required to advise patients and their family
members of the guidance to avoid wound infection. )e
prevention methods include disinfecting and cleaning the
pressed skin, informing patients not to scratch the wound
with their hands, treating timely when the wound was
contaminated by blood, and maintaining the skin dry.

)ere are four aspects to do a good job in the prevention
of deep vein thrombosis (DVT). First of all, intravenous care.
In order to prevent DVT, lower extremity puncture and
infusion are avoided, especially repeated operations at the
same location. When infusing drugs, the doctor’s advice is
followed to choose less irritating drugs for the patient to
prevent the liquid from leaking out of the blood vessels.
When using a touquet, it is necessary to reduce the binding
time to avoid unnecessary damage to the distal and local
blood vessels. )e puncture site is closely observed, the
inflammatory reaction is found and dealt with in time, and
the venous channel is reselected. Secondly, lower extremity
care. In order to effectively prevent deep venous thrombosis
of the lower extremities, nurses instructed patients to raise
the affected limb after surgery to facilitate the venous return
of the lower extremities and prevent swelling. It should be
careful not to compress the deep veins of the patient’s legs.
)e color and temperature of the affected limb were
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observed, and the pulse of the dorsal foot artery was ac-
curately recorded. On this basis, the cause of the abnormality
in time was found and dealt with accordingly. When nec-
essary, an intermittent inflation and compression device
were used to perform periodic compression to improve the
venous blood flow of the lower extremities and prevent deep
vein thrombosis in the lower extremities. At the same time,
medication guidance for patients with severe renal insuffi-
ciency or patients with thrombosis, unfractionated heparin
can be used. )e specific dosage depends on individual
differences. )e patient needs to be continuously monitored
for coagulation indicators during the medication process to
avoid medication risks. Low-dose heparin has a good effect
of preventing thrombosis. It is recommended to use 5000U
subcutaneous injection 2 h before the operation and to
monitor the patient’s platelet function after the operation to
avoid thrombocytopenia. Finally, mechanical prevention.
Medical elastic stockings are used to apply external force to
restrict venous pressure, promote venous return, and ensure
the normal blood circulation function of the veins of the
lower extremities, thereby exerting a preventive effect. At the
same time, the use of intermittent inflation and compression
devices to periodically pressurize patients can also improve
the venous blood flow of the patients’ lower limbs, increase
blood flow, and prevent DVT [12].

2.2.6. Rehabilitation Guidance.

(1) Passive training program. After the operation, a
rehabilitation training program was developed for
the patient based on the preoperative examination
results and the postoperative condition. On the first
postoperative day, the patient’s affected limb was
properly raised and kept in a straightened state to
avoid external rotation, and the patient’s pain
symptoms were evaluated. Patients were encouraged
to take the initiative in bed activities. When the
patient’s pain is mild, their knee joints were passively
moved, and ankle back extension exercises and
quadriceps isometric exercise training were per-
formed. Patients were instructed to perform ankle
pump exercises and quadriceps contraction training
to enable patients to master the essentials of
movement to accelerate venous return. )e patient
was instructed to train for muscle tension and
contraction. )e affected limb was raised by 20∼30°.
Passive activities should be based on the comfort of
the patient. Pillows were not put under the knees,
letting the patients raise their entire lower limbs, and
placing hard objects under the knees was avoided to
avoid hitting the popliteal veins. Oppression was
produced. Patients were instructed to press and rub
the muscles of the lower limbs at the base of their
palms to speed up blood flow, promote venous
return, and prevent thrombosis. Patients were
instructed to raise their straight legs, exercise their
muscles, and prepare themselves for getting out of
bed later. )e condition of the dorsal artery of the

device was closely observed to determine the degree
of swelling of the limbs. If there was any abnormality,
it was immediately notified to the doctor. On the 3rd
day after the operation, the patient’s knee joint
passive training was carried out with the aid of the
joint continuous passive activator. On the 4th to 7th
day after the operation, the patient was given
quadriceps isometric contraction exercise training,
straight leg raising exercise training, and active knee
flexion exercise training [13].

(2) Active training program: elastic bandages should be
used when the patient goes down to the ground to
reduce edema of the lower extremities, speed up the
return of venous blood, and avoid thrombosis.
According to the patient’s postoperative recovery,
the patient is guided to restore and contract the
quadriceps, ankle joint, and gluteal muscles to avoid
complications such as osteoporosis, venous throm-
bosis, and muscle atrophy. )e changes in the re-
covery of the disease are observed, the patient’s hip
and knee joint flexion and extension strengths are
trained in a timely manner, and the activities of the
upper and lower joints of the fracture are carried out.
According to the patient’s recovery degree, the ac-
tivity intensity can be appropriately increased to
improve joint stiffness. Nursing staff should regularly
perform related passive activities for the patient, and
then gradually change to active activities, allowing
the patient to lie on the bed to perform active leg
elevation exercises, and assist them to restore their
sitting ability until they can walk slowly and stand
up. When the patient can stand autonomously and
the affected leg canmove forward, walking training is
started. Limbs, standing, striding, and other exercises
are guided, the patient’s gait is observed, a walker is
used to assist walking training at an appropriate
time, or a small amount of support from family
members is provided. Early walking training needs to
pay attention to that the amount of activity should be
moderate to avoid foot varus, and the patient is
required to use the affected side of the lower limb to
shift the center of gravity, and the healthy side of the
lower limb cannot be used to help walk, to avoid gait
instability, and to prevent the occurrence of spasm of
the affected side of the lower limb. )e range of
movement of the uninvolved limb of the patient is
controlled, requiring the patient not to move the
uninhibited limb at will during training but to use
the affected limb subconsciously [14].

2.3. Observation Indicators. )e anxiety scores before and
after nursing were compared using the Self-Rating Anxiety
Scale (SAS). )e critical value is 50 points: (1) mild anxiety:
50–59 points; (2) moderate anxiety: 60–69 points; and
(3) severe anxiety: >69 score [8]. )e psychological pain
scores before and after the intervention were compared
using the distress management screening measure (DMSM)
scale; 0–10 points, 0 points for no psychological pain, and 10
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points for extreme psychological pain [9]. )e postoperative
pain scores, fracture healing times, and times of the two
groups of patients postoperative complications were com-
pared. )e quality of life scores of the two groups of patients
before and after intervention were compared using the
World Health Organization Quality of Life Scale (WHO-
QOL-100 scale). )ere are a total of 25 subitems. Each
subitem is evaluated according to the 0–4 point method.)e
total score is 100 points. )e higher the score, the higher the
quality of life. )e comparison of the sleep quality scores of
the two groups of patients before and after intervention,
using the Pittsburgh Sleep Quality Index (PSQI) scale, 7
evaluation items, 0–3 points scoring method, a total score of
21 points; the lower the score, the better the sleep quality
[15].

2.4. Statistics. In this study, SPPS20.0 was used for statistical
analysis. )e measurement data were described by the
mean± standard deviation (x ± s), and student’s t test was
used; the count data were described by example (%), and the
χ2 test was used. P< 0.05 means that the difference is sta-
tistically significant.

3. Results

3.1. Baseline Characteristics. In this study, 100 patients were
included in this study. In the observation group, 50 patients
with open lower limb fractures were included with men:
women as 29 : 21. )e mean age was 41.89± 1.38 years
(a range of 25–70 years). )e causes of fracture were as
follows: 37 traffic accidents, 10 high falls, and 3 other causes.
)e fracture areas were as follows: 28 femur and 22 tibia.
Fracture Gustilo–Anderson classification: 44 A and 6B. In
the control group, there were 32 men and 12 women aged
23–70 years on average (42.71± 1.29). Fracture causes were
as follows: 34 traffic accidents, 12 falling injuries, and 4 other
cases. )e fracture areas were as follows: 30 femur and 20
tibia. Fracture Gustilo–Anderson classification: 42 A and
8B. )e two general data comparison results were P> 0.05,
comparable.

3.2. Effects of RNI on Postoperative Emotional Scores. )e
comparison of SAS score (64.12 vs 64.30) and DMSM score
(17.32 vs 17.46) had no significant difference between the
two groups before nursing, with both P> 0.05. After the
nursing intervention, the scores significantly improved
compared with the same group before nursing, P< 0.05.
Moreover, after the intervention, the abovementioned scores
in the observation group decreased significantly more than
in the control group (26.98 vs 43.47 and 8.01 vs 12.85), both
P< 0.05 (Table 1).

3.3. Effects of RNI on Postoperative Related Indexes. )e
postoperative pain score (10.13 vs 15.53) and fracture healing
time (6.32 vs 10.86 weeks) of the observation group were
lower than those of the control group, P< 0.05;

postoperative complications (0) in the observation group
were lower than those of the control group (12.0%), P< 0.05
(Table 2).

3.4. Effects of RNI on Postoperative Life Quality Scores.
)e comparison of WHOQOL-100 scores and PSQI scores
between the two groups before nursing had no significant
difference with P> 0.05. After the nursing intervention, the
PSQI score of the observation group was lower than that of
the control group (94.12 vs 83.13), and the WHOQOL-100
score (6.43 vs 10.36) was higher than that of the control
group with both P< 0.05 (Table 3) [13].

4. Discussion

Open fracture of the lower limbs is a common type of
fracture in clinic practice, which can seriously damage the
walking function and affect the daily life of patients. Al-
though aggressive surgical strategies will be adopted, limb
dysfunction will still occur in some patients. Moreover, the
high risk of infection and strong traumatic stress response of
patients was also associated with this kind of fracture [16].
)erefore, it is the common pursuit of orthopedic re-
searchers to take effective measures to promote the prog-
nosis of patients with lower limb fractures.

)e concept of rehabilitation nursing focuses on ap-
plying multidisciplinary theories to formulate targeted
treatment measures to reduce the psychological and physical
stress and trauma caused by surgical operations on patients
and to promote rehabilitation. [15] )e efficacy of RNI has
been identified in many fields. However, there is no sys-
tematic and authoritative research data about the efficacy of
RNI in patients with open low limb fractures. )erefore, we
conducted this study because we hypothesized that RNI may
be helpful in improving the prognosis of patients with open
low limb fractures. Finally, we identified that RNI can help
patients reduce postoperative anxiety and stress, promote
postoperative rehabilitation, and improve quality of life.

)e psychological impact of open fracture surgery on
patients is relatively large. Unhealthy emotions such as
worry, anxiety, and depression may come from the burden
of disease and economic conditions. )e unhealthy emo-
tions may decrease compliance and finally worsen the
prognosis. Integrating postoperative psychological care into
RNI is a supplementary nursing model for humanized
nursing intervention. )e model aims to help patients
overcome their inner conflicts through communication and
opinion exchanges. In previous studies, psychological
nursing has been identified as playing an important role in
the recovery of patients after surgery and in some chronic
diseases. [17, 18] In our study, we also found emotional
scores significantly improved after psychological nursing
intervention in patients with open lower limb fractures.

Postoperative pain is a common phenomenon that often
occurs within 3 days after an operation, and the incidence
rate is as high as 95%. It is the result of the combined effects
of fracture pain, surgical pain, postoperative swelling, and
compartment syndrome. Severe pain after fracture is a
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malignant stimulus, which can cause severe pain stress
damage and traumatic pathological changes, such as in-
creased systemic oxygen consumption, decreased body
immunity, metabolic disorders, rapid loss of nutrients, high
blood pressure, and shock response. It will damage the
functions of various systems of the human body and affect
the postoperative rehabilitation effects [19, 20]. )erefore,
improving postoperative pain in patients with open lower
limb fractures is of great significance for promoting post-
operative recovery.)e results of this study showed that RNI
can significantly reduce the degree of postoperative pain in
patients with open lower limb fractures.

Postoperative DVT is a common complication after
surgery for open fractures of the lower limbs. It is generally
recognized that early functional exercises and activities can
reduce the incidence of postoperative complications [21].
Moreover, DVT can be prevented by many nursing inter-
ventions. In the conventional nursing mode, activities are
restricted in the early stages after the operation. After the
pain is relieved, the patient is encouraged to exercise
moderately, but no specific requirements are made to avoid
unnecessary trauma, which increases the risk of complica-
tions. RNI advocates early activities to avoid DVTcaused by
blood circulation disorders in the lower limbs. )erefore,
DVT can be prevented by RNI [22]. )e effects of RNI were
identified in our study.

)e quality of life and quality of sleep are very important
evaluation indicators. Due to the reduced postoperative pain

and complications, theWHOQOL-100 score and PSQI score
improved significantly. )e use of RNI is beneficial to the
improvement of the quality of life and quality of sleep of
patients with open lower limb fractures.

Our study had several limitations worth discussing. First,
its retrospective nature prevented us from making stronger
conclusions. )e second limitation was the small sample
size. Due to RNI being adopted in our hospital less than 2
years, the accumulated cases were not common in our
center. )ird, a lack of objective indicators may cause bias.
More multicenter prospective studies with a large sample
size are necessary to better understand the true value of RNI.

5. Conclusion

Based on a retrospective case-control study, we identified
that patients with open lower limbs who received RNI can
help reduce postoperative anxiety and stress, promote
postoperative rehabilitation, and improve quality of life.
More multicenter prospective studies with a large sample
size are necessary to better understand RNI. More multi-
center prospective studies with a large sample size are
necessary to better understand the true value of RNI.

Data Availability

All the data generated or analysed during this study are
included in this article.

Table 1: Comparison of emotional scores between the two groups before and after nursing intervention (x ± s).

Group
SAS score (points) DMSM score (points)

Before intervention After the intervention Before intervention After the intervention
Observation group (n� 50) 64.12± 5.63 26.98± 2.12∗ 17.32± 1.25 8.01± 0.31∗
Control group (n� 50) 64.30± 5.71 43.47± 3.41∗ 17.46± 1.33 12.85± 1.68∗
t value 0.569 12.489 0.651 11.824
P value 0.239 0.000 0.304 0.000
Note: comparison results of before and after interventions within the group, ∗P< 0.05; SAS� Self-rating Anxiety Scale; DMSM� distress management
screening measure.

Table 2: Comparison of related indicators between the two groups before and after nursing intervention (x ± s).

Group Pain score (points) Fracture healing time (weeks) Postoperative complications, n (%)
Observation group (n� 50) 10.13± 0.46 6.32± 0.33 0 (0)
Control group (n� 50) 15.53± 1.13 10.86± 0.78 6 (12.0)
t value 9.637 8.561 8.356
P value 0.000 0.000 0.008

Table 3: Comparison of sleep and quality of life scores between the two groups (x ± s).

Group
WHOQOL-100 score (points) PSQI score (points)

Before intervention After the intervention Before intervention After the intervention
Observation group (n� 50) 78.24± 3.63 94.12± 2.69∗ 14.32± 1.25 6.43± 0.12∗
Control group (n� 50) 77.92± 3.77 83.13± 3.24∗ 14.46± 1.33 10.36± 0.68∗
t value 0.639 13.826 0.639 15.278
P value 0.207 0.000 0.591 0.000
Note: comparison results of before and after interventions within the group, ∗P< 0.05; WHOQOL-100�World Health Organization Quality of Life Scale;
PSQI�Pittsburgh Sleep Quality Index.
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Traditional Chinese medicine classifies psoriasis (Ps) according to clinical manifestations, and its different clinical manifestations
imply the pathogenesis and material evolution basis of Ps, especially biomarkers that are meaningful to identification of Ps,
treatment response, and elucidation of the pathogenesis of the disease..is study aims to screen differential metabolites in plasma
of psoriasis vulgaris (PV) of blood heat syndrome based on a widely targeted metabolomic technique and to analyze syndrome
metabolic markers and metabolic pathways. Forty-five PV patients were recruited, including 21 cases of the blood heat syndrome
group (BH-PPG), 24 cases of the non-blood-heat syndrome group (NBH-PPG), and 30 healthy cases of the normal control group
(NPG). .e UPLC-MS/MS detection platform, a self-developed database, and multivariate statistical analysis were applied to
investigate the plasma metabolic differences. .e biomarkers related to blood heat syndrome were screened using the principal
component analysis method. A total of 479 metabolites were detected in the three groups of plasma samples; 72 different
metabolites were sorted out in the BH-PPG/NPG group, 82 in the NBH-PPG/NPG group, and 8 in the BH-PPG/NBH-PPG group.
Differential metabolites mainly consist of metabolites of organic acids, amino acids, carbohydrates, and nucleotides. Multiple
metabolites ginkgolic acid, pyrroloquinoline quinone, L-aspartic acid, and citramalic acid were expected to be the potential
biomarkers of blood heat syndrome PV. .e formation and evolution processes may be associated with disorders and regulation
of metabolic pathways, ferroptosis, carbon metabolism, and purine metabolism.

1. Introduction

Psoriasis (Ps) is one of the most common chronic recurrent
systemic dermatoses clinically [1], with a mounting inci-
dence every year..e global prevalence rate is 0.51%–11.43%
[2], and the recent incidence in China is 0.47% [3]. Because
the disease has characteristics such as a long course, high
recurrence rate, and low cure rate, it seriously impacts the
physical and mental health of patients. Traditional Chinese
medicine has unique advantages in the recognition and
differentiation of this disease. Based on literature research
and expert consensus, the clinical differentiation of psoriasis
vulgaris (PV) presents three basic syndromes: blood heat
syndrome, blood stasis syndrome, and blood dryness syn-
drome [4]. Zhao Bingnan was the first to put forward the
basic pathogenesis of Ps that “there is long-term

accumulated internal heat and stagnation of blood.” Blood
heat syndrome is the most important syndrome type in the
progressive stage. It is not only the beginning of the onset but
also essential to the transformation of the disease and
syndrome [5]. However, the complexity of its pathogenesis,
the internal reality and external deficiency of the syndrome,
the multidimensional interface, the nonlinearity, and the
formation and evolution of the syndrome need to be further
clarified.

As the basic research of traditional Chinese medicine
(TCM) syndromes and treatment on clinical metabolomics
advances gradually, its advantages of multilevel, multitarget,
and overall dynamics and temporal and spatial complexity
have provided an effective solution for the investigation of
the material basis and biomarker research of TCM syn-
dromes [6]. In recent years, based on the metabolomics
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technique and bioinformatics methods, certain achieve-
ments have been made in research on the basis of Ps TCM
syndromes and the efficacy evaluation of prescriptions [7].
However, the techniques of magnetic resonance imaging
and nontargeted metabonomics methods, which have been
mostly used, provide relatively low sensitivity and quanti-
tative accuracy. Lately, the widely targeted metabolomics
integrates the advantages of targeted and nontargeted ones,
which is more applicable for the detection of low-to-medium
abundant metabolites [8, 9]. Moreover, psoriasis vulgaris of
blood-heat syndrome was diagnosed through different
symptoms from the non-blood-heat syndrome [10]. It is
assumed that differential metabolites are found between
psoriasis vulgaris of blood-heat syndrome and non-blood-
heat syndrome based on widely targeted metabolomics. .e
present study applies a widely targeted metabolomics ap-
proach and screens out differential metabolites and meta-
bolic pathways in plasma samples of blood heat syndrome
PV and intends to explore thematerial basis and evolution of
PV syndrome based on the pathogenesis of blood heat
syndrome.

2. Materials and Methods

2.1. Data Collection

2.1.1. Data Source. .e 45 Ps volunteers were patients who
visited the dermatology department of Chongqing Tradi-
tional Chinese Medicine Hospital (Daomenkou Division)
from January to June 2019. .ere were 21 patients in the
blood heat syndrome group (BH-PPG), and non-blood heat
syndrome groups (NBH-PPG) included 13 for the blood
stasis syndrome group (BS-PPG) and 11 for the blood
dryness syndrome group (BD-PPG). .ere were also 30
volunteers in the normal control group (NPG) who were
recruited from the physical examination center of this
hospital and determined to be healthy during the same
period. .is project was approved by the Ethics Committee
of Chongqing Traditional Chinese Medicine Hospital. All
patients and healthy volunteers provided signed informed
consent and volunteered to participate in this project.

2.1.2. Diagnostic Criteria. .e western medicine diagnostic
criteria for psoriasis vulgaris were referred to guidelines as
previously published [11, 12]. Diagnosis of TCM syndromes
referred to “Clinical Pathways of Traditional Chinese
Medicine” diagnosis criteria of TCM clinical pathway
syndromes of psoriasis (psoriasis vulgaris) [12]. Western
medicine diagnosis and syndrome differentiation of cases
were carried out by TCM researchers of attending physicians
or above in the Department of Dermatology of this hospital
who had been trained and who strictly implemented the
previously described diagnostic criteria.

2.1.3. Inclusion Criteria. .e inclusion criteria were as
follows:① patients should conform to the diagnostic criteria
of western medicine diagnosis of PV and TCM blood heat
syndrome, blood stasis syndrome, and blood dryness

syndrome diagnosis of PV. ② Patients were of 18–65 years
of age. ③ Patients should have no systemic diseases in the
circulation, digestion, and endocrine systems, blood, and
connective tissue and no other acute or chronic inflam-
matory or autoimmune dermal diseases except for Ps. ④
During the period from onset to treatment, no systemic or
local medications including immunosuppressive agents,
glucocorticoid steroid hormones, retinoids, antihistamines,
biological agents, and traditional Chinese medicine should
be administered, as well as no acceptance of physical
therapy; ⑤ Patients should eat a light diet, take rest regu-
larly, avoid bad habits such as smoking or drinking 6 weeks
before onset. ⑥ Subjects are those who volunteered for the
project and could enjoy the rights and fulfil the obligations as
required. ⑦ Patients should have signed the informed
consent.

2.1.4. Exclusion Criteria. Subjects with one or more of the
previously described inclusion criteria that could not be met
were excluded.

2.2. Sample Collection andTreatment. Both patients with PV
syndromes and healthy volunteers fasted in the morning
before collection of 3 to 5mL of blood samples, which was
carried out using tubes containing an anticoagulant. Im-
mediately after blood collection, the tubes were gently
inverted to mix the blood samples evenly 5 to 10 times to
ensure the effect of the anticoagulant. .e samples, after
being collected within 30min, were centrifuged at 3 000 rpm
at 4°C for 10 to 15min. Subsequently, 100 μL of the su-
pernatant (plasma) was aspirated on ice, transferred to an EP
tube, and stored in a refrigerator at −80°C for later use.

2.3. UPLC-MS/MS Analysis Conditions. .e liquid phase
conditions mainly include ① chromatographic column:
Waters ACQUITY UPLC HSS T3 C18 1.8 µm,
2.1mm∗ 100mm;② mobile phase: phase A used ultrapure
water (0.04% acetic acid), and phase B was acetonitrile
purchased from Merck (0.04% acetic acid); ③ elution
gradient: 0min water/acetonitrile (95 : 5 V/V), 11.0min 5 :
95V/V, 12.0min 5 : 95V/V, 12.1min 95 : 5V/V, and
14.0min 95 : 5V/V; ④ flow rate was at 0.4ml/min, with a
column temperature of 40°C and injection volume of 2 μL.
.e standard reagent was chromatographically pure grade
(China, BioBioPha). .e experiment was performed on a
shim-pack ultra-performance liquid chromatograph (Japan,
SHIMADZU) and a QTRAP® 6500 + tandem mass spec-
trometer (USA, SCIEX). .e mass spectrometry conditions
mainly included the following: the temperature of the
electrospray ionization source (ESI) is 500°C; the mass
spectrum voltage is 5 500V (positive) and −4 500V (neg-
ative); and the pressure of ion source body I (GS I) is 55 psi,
ion source body II (GSII) is 60 psi, and curtain gas (CUR) is
25 psi. .e parameter of collision-induced ionization (CAD)
was configured is high. Each ion pair of the QTRAP system
was scanned based on the optimized declustering potential
(DP) and collision energy (CE) [13].
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2.4. Data Analysis. .e metware database (MWDB), de-
veloped by MetWare Biotechnology Co. Ltd., was adopted
for qualitative analysis using the retention time of the de-
tected substance, the information of the precursor-product
ion pair, and the secondary spectrum data. After obtaining
the metabolite spectrum data of different samples, the
characteristic ions of each substance were screened out using
the QTRAP system. Analyst 1.6.3 and MultiQuant software
were also applied to mass spectrometry quantitative analysis.
Meanwhile, the construction of a reliable mathematical
model adopted multivariate statistical analysis methods.
Principal component analysis (PCA) was initially performed
on the samples to observe the variability of the differentiated
grouping samples. Based on the metabolite content, the
range method was used for normalization, and the R soft-
ware (https://www.r-project.org/) was applied to perform
hierarchical cluster analysis (HCA) on the metabolites of
different samples. .en, orthogonal partial least squares
discriminant analysis (OPLS-DA) was used to distinguish
the overall differences in metabolites between groups. Using
the obtained multivariate analysis of the variable importance
projection (VIP) of the OPLS-DA model, the metabolites of
different species or tissues could be initially screened.
Meanwhile, the p value or fold change in univariate analysis
could be combined to further screen out themetabolites with
VIP ≥1, fold change ≥2, or fold change ≤0.5 as significantly
different metabolites.

3. Results

3.1. Clinical Baseline Comparison. .e general data and
disease conditions of the disease group and the normal
control group are shown in Table 1. .ere are no significant
differences in gender, age, and BMI between the control
group and the disease group. In addition, there are also no
significant differences in family history and BMI between
BH-PPG and NBH-PPG, whereas significant differences are
revealed in gender, age, course of disease, and psoriasis area
severity index (PASI) scores.

3.2. Plasma UPLC-MS/MS Inspection Results

3.2.1. Sample Quality Control Analysis. .e quality control
sample (QC) was prepared by mixing the sample extracts,
which was subsequently applied for monitoring the sample
repeatability under the same processing method to obtain
the trusted Internet connection (TIC) overlay detected by
the mass spectrometry (Figure 1). .e results indicate that
the total ion current curves present a high overlap, detected
using the metabolites, and the retention time and peak
intensity are consistent, indicating that the signal stability is
better when the mass spectrometer detects the same sample
at different time points.

3.2.2. PCA and OPLS-DA Results between Groups.
Pairwise comparison obtained the three-dimensional PCA
structures of BH-PPG v NPG, NBH-PPG v NPG, and BH-
PPG v NBH-PPG, and OPLS-DA scores and the S-plot

(Figure 2), indicating an apparent trend of separation be-
tween groups. .e results reveal that there is no crossover
and overlap among the groups, with an apparent separation
trend, and significant differences in plasma metabolites.

3.2.3. Differential Metabolite Screening Analysis. Based on
OPLS-DA results, the metabolites with VIP ≥1, fold change
≥2, or fold change ≤0.5 were selected as significantly dif-
ferentiated metabolites. Compared with the normal group,
BH-PPG has 72 different metabolites, including ginkgolic
acid and pyrroloquinoline quinone (Figure 3). .ey mainly
consist of the metabolism of organic acids and their de-
rivatives, followed by the metabolism of amino acids, car-
bohydrates, nucleotides, and their metabolites. .ere are 65
overlapped different metabolites with NBH-PPG (Table 2).
BH-PPG presents 7 characteristic different metabolites
compared with the normal group, including marked
upregulation of L-petaminoacetic acid, L-amphetamino-
acetic acid, and N-methyl-L-glutamic acid and marked
downregulation of acadizine, 2-(methylthio)ethanol, neo-
pterin, benzoic acid, and inositol; .ere are 17 different
metabolites in the NBH-PPG group, including adenosine-
3′-phosphate. Comparing the BH-PPG and NBH-PPG
groups, four differential metabolites—1-naphthol, cortisol,
inosine, and (±) 12-hydroxy-5Z, 8Z, 10E, 14Z-eicosate-
traenoic acid—are markedly upregulated, whereas 4 dif-
ferential metabolites—3,4,5-trimethoxycinnamic acid, 4-
pyridoxic acid, mandelic acid, and p-hydroxyphenylacetic
acid—are significantly downregulated, as shown in Table 3.

3.2.4. Metabolic Pathway Analysis. .e KEGG database [14]
was applied to annotate and enrich the selected differential
metabolites, which were subsequently classified according to
the types of pathways in KEGG (Figures 4 and 5)..e results
reveal that compared with the normal group, there are 23
entries of metabolic pathways in BH-PPG with differential
metabolites ≥4 and 9 entries of metabolic pathways with p

value ≤0.05 involve metabolic pathways, ABC transporters,
antibiotic biosynthesis, carbon metabolism, ferroptosis,
purine metabolism, galactose metabolism, glutathione
metabolism, and phosphotransferase system (PTS). Among
them, metabolic pathway q-values (corrected p-values),
including ferroptosis (Figure 6) and carbon metabolism
(Figure 7), are all less than 1, and the enrichment difference
is significant.

4. Discussion

TCM diagnosis and treatment of psoriasis give priority to
symptom differentiation and cause exploration of disease
treatment with the corresponding prescriptions and syn-
dromes. Syndrome is the starting point and the core of
syndrome differentiation for disease treatment, and it is the
bridge and key to the inheritance of principle, prescription,
and medication [15]. .e recent research on the standard-
ization and material basis of psoriasis syndrome classifica-
tion is mainly based on macroanalysis such as big data
literature research and expert consensus. Despite that, there
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is some exploration on the microbiological basis of syn-
dromes, and it is difficult to systematically clarify the for-
mation and evolution mechanism of syndromes under the
guidance of reduction theory [16]. Metabonomics starts
from the terminal level of the human metabolic network,
characterizes the response and regulation of the overall
functional state of the body under the influence of patho-
genic factors, and reveals essential metabolites closely related
to disease and syndrome development. It also explores the
formation and evolution of disease and syndrome [17, 18].
Based on a widely targeted metabonomics technique, this
study analyzes plasma differential metabolites and screens
specific key metabolic biomarkers for the pathogenesis and
evolution of PV with blood heat syndrome.

Comparison of general data reveals that the condition is
more serious in BH-PPG and the PASI scores are signifi-
cantly higher than those of the NBH-PPG group. .e total
course of the disease is slightly short, with more men than
women and younger age. .ese factors indicate that most of
the blood-heat syndrome is in a progressive stage, which
confirms that blood-heat syndrome is not only the beginning
of the onset or recurrence of the disease but also key to the
transformation of the disease. Analysis of widely targeted
metabolomics shows that there are significant differences in
plasma metabolism between BH-PPG, NBH-PPG, and the
normal control groups. Comparing the syndrome group

with the normal group, 65 overlapped differential metab-
olites including ginkgolic acid, pyrroloquinoline quinone
(PQQ), L-aspartic acid, citramalic acid, and 3-hydrox-
ybutyric acid are identified, and metabolic categories mainly
involve organic acids, amino acids, carbohydrates, and
nucleotides and its metabolites.

Organic acid is a carboxylic acid in the metabolism of
amino acid, lipids, and sugar. It is widely distributed in
plants. .e human body develops disease due to certain
enzyme depletion resulting from the accumulation of related
carboxylic acids and their metabolites [19]. In this study,
organic acids and their derivatives account for 23.29% of the
different metabolite categories..e top 20 organic acids with
significant differences include ginkgolic acid, PQQ, argi-
naminosuccinic acid, Β-hydroxypyruvic acid, methyl iso-
butyrate, 2-hydroxybutyric acid, and methyl maleic acid.
Among them, ginkgolic acid is present mostly in Ginkgo
biloba. .e research on the relationship of ginkgolic acid
with diseases is mostly focused on its toxic and side effects
such as sensitization, genotoxicity, and hepatorenal cyto-
toxicity [20, 21]. However, there are few studies on its
metabolism in vivo and in vitro, and the apparent increase in
plasma ginkgolic acid may be related to some drug oxidative
metabolic enzymes. Abnormal expressions of CYP1A1 and
CYP2E1, members of the cytochrome P450 (CYP450)
family, are closely related to the occurrence and
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Figure 1: QC sample TIC overlap detected by mass spectrometry. (a) QC_MS_TIC-N (normal control group) (b) QC_MS_TIC-P (disease
group).

Table 1: General data baseline comparison in each group.

Item Normal control
group (30 cases)

Disease group (45
cases)

Blood heat group
(21 cases)

Non-blood heat
group (24 cases)

Blood stasis
group (13 cases)

Blood dryness
group (11 cases)

Gender (male/
female) 16/14 24/21 14/7∗∗ 10/14 4/9 6/5

Age (years) 36.90 [19, 56] 41.51 [18, 65] 35.95 [18, 54]∗∗ 46.38 [23, 65] 45.46 [25, 65] 47.45 [23, 65]

BMI index 21.68 [15.68, 25.68] 23.99
[15.57, 32.46] 24.20 [15.57, 32.46] 23.81 [17.96,

28.93]
23.71 [19.52,

28.13]
23.92 [17.96,

28.93]
Family history
(yes/no) 18/27 10/11 8/16 3/10 5/6

Course (year) 10.02 [0.3, 30] 7.88 [0.5, 40]∗ 11.90 [0.5, 40] 11.65 [0.5, 36] 12.18 [4, 40]
PASI scores 13.62 [0.6, 28.8] 15.73 [0.6, 28.8]∗∗ 11.78 [1.8, 27.0] 11.41 [1.8, 22.5] 12.21 [2.6, 27.0]
Note. Except for gender and family history, the additional data of each item are represented by the median [minimum, maximum]; ∗p< 0.1 and ∗∗p< 0.05.
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development of psoriasis [22], which may affect the normal
metabolism of ginkgolic acid, thereby leading to a marked
elevation in plasma expression levels. PQQ can scavenge
intracellular oxygen-free radicals and avoid oxidative
damage of tissues and cells, and it can repair mitochondrial
dysfunction [23]. .e marked increase in plasma PQQ
expression may be involved in the inflammatory mechanism
of Ps by affecting the function of mitochondria. Arginino-
succinic acid ornithine is the intermediate product of cir-
culation. As a precursor of arginine, it can be generated by
the condensation of citrulline and aspartic acid under the
action of argininosuccinate synthase in the liver and kidney.
3-hydroxybutyric acid is intimately correlated to energy
metabolism disorders in organisms and diabetes. It can
improve tissue damage, metabolic disorders, and protein

metabolism as well as induce tumor cell apoptosis [24, 25].
Meanwhile, the downregulation of expression may be in-
volved in the PV onset. .e differential metabolism of some
organic acids, namely, ginkgolic acid, selected in this study
has not been reported in the previous literature, and its effect
mechanism in the pathogenesis of PV or the formation of
syndromes needs further exploration.

Second, 13 kinds of amino acids and their derivatives
citramalic acid, L-aspartic acid, L-glutamic acid, and glu-
tamate account for 19.18% of the differential metabolite
categories. As the main place of amino acid metabolism in
the human body, the liver plays an important role in the
intake, synthesis, and secretion of amino acids. .e level of
amino acid metabolism directly reflects the state of liver cell
metabolism. Studies have shown that patients with advanced
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Figure 2: PCA and OPLS-DA plots of plasma samples in each group.Note. A1/B1, A2/B2, and A3/B3 represent the PCA three-dimensional
structures, OPLS-DA scores, and S-plot of BH-PPG/NBH-PPG and the normal control group, respectively; C1, C2, and C3 represent the
PCA three-dimensional structures, OPLS-DA scores, and S-plot of BH-PPG and NBH-PPG groups, respectively.
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psoriasis have abnormal amino acid metabolism and ratio
imbalance [26] and liver and kidney amino acid metabolism
disorders, so the abnormal expression of amino acid levels in
plasma may be involved in the pathogenesis and progression
of Ps [27]. .is study reveals that the significant up-regu-
lation of L-aspartic acid, L-glutamic acid, and glutamate is
consistent with previous research results. .e increased

expression of aspartic acid and proline might be involved in
the protein biosynthesis of Ps and excessive proliferation of
keratinocytes [28, 29]. .e expression level of glutamate is
positively correlated with the severity of Ps lesions [30]. .e
expression of citramalic acid is markedly down-regulated.
As an important node of the tricarboxylic acid (TCA) cycle,
abnormal expression will disrupt the metabolism of the TCA
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Figure 3: Differential metabolites’ volcano map.

Table 2: Significantly different metabolites of BH-PPG and NBH-PPG from the normal control group.

Index Differential metabolites Metabolite categories
BH-PPG v NPG NBH-PPG v NPG

Type
VIP value Log2FC VIP value Log2FC

MEDN636 Ginkgolic acid Organic acids and the derivatives 2.01 19.59 1.96 19.54 Up
MEDN196 Pyrroloquinoline quinone Organic acids and the derivatives 2.01 16.57 1.96 16.65 Up
MEDN009 L-Aspartate amino Amino acids and the metabolites 2.10 14.85 1.96 14.96 Up
MEDN195 Phosphopyridoxal Pyridine and the derivatives 2.10 11.79 1.95 11.73 Up
MEDN499 Argininosuccinic acid Organic acids and the derivatives 1.42 4.19 1.37 4.14 Up
MEDP443 Leucovorin Pteridine and the derivatives 1.83 3.13 1.80 3.18 Up
MEDN506 N-Acetylglucosamine 1-phosphate Carbohydrate and the metabolites 2.00 3.02 1.92 3.09 Up
MEDP831 DL-1-Amino-2-propanol Alcohols 1.63 2.35 1.25 2.51 Up
MEDP016 L-Glutamic acid Amino acids and the metabolites 1.79 1.90 1.61 1.72 Up
MEDP860 Glutamate Amino acids and the derivatives 1.76 1.80 1.51 1.48 Up
MEDN206 Citromalic acid Amino acids and the metabolites 2.10 −19.7 1.96 −19.7 Down
MEDN292 3-Hydroxybutyric acid Organic acids and the derivatives 2.10 −18.98 1.96 −18.98 Down
MEDN244 Orotic acid Coenzymes and vitamins 2.10 −18.11 1.96 −18.11 Down
MEDN484 Β-Hydroxypyruvic acid Organic acids and the derivatives 1.96 −18.05 1.83 −18.05 Down
MEDP718 Methyl isobutyrate Organic acids and the derivatives 2.10 −15.88 1.96 −15.88 Down
MEDN283 2-Hydroxybutyric acid Organic acids and the derivatives 2.10 −15.81 1.96 −15.81 Down
MEDN726 Capraldehyde Aldehydes 2.10 −15.03 1.96 −15.03 Down
MEDN738 2, 6-Dimethylnaphthalene Benzene and the derivatives 2.10 −15.01 1.96 −15.01 Down
MEDP151 2-Hydroxy-6-aminopurine Nucleotide and the metabolites 2.10 −14.51 1.96 −14.51 Down
MEDN469 Citraconic acid Organic acids and the derivatives 2.07 −11.55 1.96 −19.11 Down
Note. List of top 10 upregulated and downregulated differential metabolites.
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cycle, thereby affecting the glycolysis process. .ese meta-
bolic changes enhance the production of mitochondrial
reactive oxygen species and the unfolded protein response,
which in turn causes an immunoinflammatory response in
psoriasis marked by IL-23 and the onset of this disease [31].

In addition, nucleotides, carbohydrates, and their me-
tabolites are in a higher proportion. Nucleotides are mainly
involved in a variety of physiological functions, namely,
energy metabolism and coenzyme regulation, the meta-
bolism of which consists of three processes—synthesis,
decomposition, and regulation. Some research evidence has
indicated that abnormal purine nucleotide metabolism can
affect the expression of genes and proteins by regulating
signal transduction pathways, and a variety of enzymes
involved in its metabolism are closely related to tumor cell
proliferation, transformation, invasion, metastasis, and drug
resistance [32]. Nucleotide metabolites in the BH-PPG
group differ greatly from those of the normal group, in-
cluding 2-hydroxy-6-aminopurine, guanine, guanosine,
inosine, and arabinoinosine, suggesting that abnormal pu-
rine nucleotide synthesis and catabolism might be involved
in Ps progression. Carbohydrates are the main components
and major energy supplying substances of living cell
structures, which have an important function of regulating
cell activities. .e metabolic processes contain sugar ca-
tabolism and anabolism. .e oxidation and decomposition
require multiple vitamins and metal ions as coenzymes. It is,
therefore, the deficiency of coenzymes that can cause glucose
metabolism disorders. Furthermore, the process is also af-
fected by oxygen uptake, metabolic intermediates, hor-
mones, and neurohumour of the body. .e expressions of

carbohydrate metabolites D-mannose, β-D-glucose,
D-sorbitol, and N-acetylglucosamine 1-phosphate are sig-
nificantly different, suggesting abnormal glucose meta-
bolism in psoriasis with blood-heat syndrome.

Among the nine metabolic pathways with significantly
enriched differential metabolites, ferroptosis [33], carbon
metabolism [34], and purine metabolism [35] with q val-
ue< 1 are closely related to Ps pathogenesis. Among them,
the ferroptosis metabolic pathway is mainly enriched with
differential metabolites of the amino acid, including
L-cystine, L-cysteine, reduced glutathione, glutamate, and
L-glutamic acid. .e carbon metabolism pathway is mainly
enriched with β-D-glucose, L-cysteine, D-xylulose-5-phos-
phate, leucovorin, Β-hydroxypyruvic acid, L-glutamic acid,
glutamate, and L-aspartic acid. .e purine metabolism
pathway is mainly enriched with differential metabolites of
the nucleotide, including guanine, hypoxanthine, inosine,
guanosine, and adenosine. Metabolic pathway analysis in-
dicated that the formation and evolution of psoriasis with
blood-heat syndrome may involve a series of complex
metabolic disorders and adjustment processes, namely, liver
and kidney amino acid metabolism, energy metabolism, and
coenzyme regulation related to nucleotides.

In conclusion, this study analyzes plasma metabo-
nomics of PV with blood heat syndrome and screens
multiple differential metabolites of ginkgolic acid, PQQ,
L-aspartic acid, and citramalic acid. .ese metabolites are
considered to be potential biomarkers of blood-heat
syndrome PV. Specific disease and syndrome metabolic
pathways contain carbon metabolism, ferroptosis, and
purine metabolism. .e exploration of these differential

Table 3: Characteristic differential metabolites in BH-PPG and NBH-PPG.

Grouping Index Differential metabolites Metabolite categories VIP Log2FC Type

BH-PPG/NBH-
PPG
VS
NPG

MEDP878 N-methyl-L-glutamate Amino acids and the
metabolites 1.38 1.10 Up

MEDP037 L-Asparagine acetic acid - L-phenylalanine acetic
acid

Amino acids and the
metabolites 1.08 1.37 Up

MEDP575 Acadesine Nucleotide and the
metabolites 1.09 −1.52 Down

MEDN736 2-(Methyl thiyl) ethanol Alcohols 1.61 −1.19 Down
MEDP362 Neopterin Pteridine and the derivatives 1.34 −1.16 Down
MEDN084 Benzoic acid Benzene and the derivatives 1.39 −1.02 Down

MEDN808 Inositol Carbohydrate and the
metabolites 1.53 −1.02 Down

BH-PPG
VS
NBH-PPG

MEDN698 1-Naphthol Phenols and the derivatives 1.07 3.2 Up
MEDP889 Cortisol Lipid 1.85 2.57 Up

MEDP171 Inosine Nucleotide and the
metabolites 1.06 1.44 Up

MEDN751 (±) 12-Hydroxy-5Z, 8Z, 10E, 14Z-
eicosapentaenoic acid Oxidized lipid 1.15 1.34 Up

MEDN286 3,4,5-Trimethoxy cinnamic acid Organic acids and the
derivatives 1.81 −1.90 Down

MEDP118 4-Pyrazole compound acid Pyridine and the derivatives 1.69 −1.34 Down

MEDN334 Mandelic acid Organic acids and the
derivatives 2.38 −1.04 Down

MEDN097 p-Hydroxyphenylacetic acid Benzene and the derivatives 2.24 −1.01 Down
Note. .e upper part of the table presents the significantly differential metabolites of BH-PPG and NBH-PPG compared to the normal control group. .e
lower part of the table presents the differential metabolites of BH-PPG compared to NBH-PPG.
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Figure 4: KEGG differential enrichment classification chart. Note: the vertical ordinate represents the KEGG metabolic pathways, and the
horizontal axis represents the number of metabolites annotated to the pathway and the ratio to the total number of annotated metabolites.
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metabolites and metabolic pathways can provide indica-
tors for diagnosis and treatment of Ps-based blood-heat
pathogenesis. Meanwhile, it also offers a new objective
basis for revealing the material basis of the occurrence,
development, and outcome of the pathogenesis of blood
heat disease. Some potential markers for psoriasis have
been identified at the genome, transcriptome, proteome,
and metabolome level in previous research. .is study not
only explores the potential metabolic markers of PV based
on the widely targeted metabolomic technique but also
investigates the metabolic markers and metabolic pathways
of two PV syndromes (blood heat syndrome and non-
blood-heat syndrome) identified by TCM. Unfortunately,
this study still has several limitations. .e uncertainty of
the dynamic changes during the metabolic process and the

characteristics of multifactor interference of metabolites
are the causes of difficulty in the reproducibility of met-
abolic data for subsequent research teams. Several differ-
ential metabolites have not been reported in the previous
literature, and their effect mechanism in the pathogenesis
or syndrome formation of psoriasis has not been further
studied. In addition, despite that metabolic pathways and
network analysis present some essential biological infor-
mation, the clinical applicability of relevant evidence re-
mains to be further explored. In subsequent projects,
multisample, multilevel, and in-depth research can be
performed using serum, urine, feces, saliva, and injured
skin tissues to more comprehensively and accurately ex-
plore the mechanism of formation and evolution of the
pathogenesis of blood heat PV.
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Figure 6: Ferroptosis metabolic pathway. Note. Red indicated markedly up-regulated content of metabolites in the experimental group.
Blue indicated no marked change of the metabolite which had been detected. Green indicated markedly down-regulated content of
metabolites in the experimental group. Cause for the phenotypic differences among the research subjects was identified through
metabolic pathways.
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5. Conclusions

Here, we analyzed plasma metabonomics of PV with blood
heat syndrome and found multiple differential metabolites
of ginkgolic acid, PQQ, L-aspartic acid, and citramalic acid,
which are considered to be potential biomarkers of blood-
heat syndrome PV. It is helpful for western medicine to
explore the identification of PV syndrome and the mech-
anism of disease progress, promote the development of
western medicine in the identification of PV blood heat
syndrome, and facilitate the progress of the PV diagnosis
and treatment method.
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Coriolus versicolor is a natural drugs which has many pharmacological effects such as antitumor and enhanced immune activity.
'is paper studies the therapeutic effect of Coriolus versicolor fruiting body (CVFB) on streptozotocin (STZ)-induced Institute of
Cancer Research (ICR) diabetic mice, the STZ solution was administered intraperitoneally at a dose of 150mg/kg after fasting the
mice, and ICR mice with fasting blood glucose >16.7mmol/l were selected for research. Metformin was the positive control, and
the dose of CVFB powder (1000mg/kg, 2000mg/kg, and 4000mg/kg) for 28 consecutive days by gavage. 'e serum and liver of
mice were collected for relevant index content testing. 'e results showed that CVFB can control or reduce the fasting blood
glucose of mice and accelerate the rate of glucose metabolism, can reduce the levels of total cholesterol (T-CHO), triglyceride
(TG), and high-density lipoprotein cholesterol (HDL-C) in mice, and regulate the abnormal symptoms of blood lipid metabolism
commonly found in diabetes. It can increase the activity of superoxide dismutase (SOD) and glutathione peroxidase (GSH-Px)
antioxidant enzymes and enhance the ability of antioxidative stress in diabetic mice. In the H&E staining and apoptosis ex-
periments of pancreatic tissue, CVFB can greatly reduce the inflammatory factors present in islets, increase the islet cells, and
reduce the apoptotic rate caused by diabetes. All data confirmed the therapeutic effect of CVFB on diabetic ICR mice. 'e present
study provides a scientific basis for the development of drugs for the prevention and treatment of diabetes, it is of great significance
to the in-depth study of Coriolus versicolor.

1. Introduction

According to the 9th edition of the Diabetes Map released by
the International Diabetes Federation (IDF), diabetes is one
of the most common chronic diseases in the world, and the
number of adult patients with diabetes of the world is in-
creasing year by year, while the number of adult patients
with diabetes in China ranks first in the world, according to
the noncommunicable disease.

Current research has not yet found a cure for diabetes
drugs or treatment, controlling and treating diabetes are a
long-term, ongoing, and slow-moving task, while most di-
abetes drugs have toxic side effects while treating the
symptoms of hyperglycemia, long-term consumption of
antidiabetic drugs will aggravate the burden on the liver and
kidney, leading to a series of complications. Natural med-
icine is a kind of natural product with some pharmacological

activities, including plants, animals, and minerals, and are
easy to be absorbed and utilized by the human body and
have stable effects and little toxic side effects on the body.
'e study found that many natural products have good
hypoglycemic components, such as polysaccharides, poly-
phenols, flavonoids, alkaloids, and other compounds [1].
'erefore, in the prevention and treatment of diabetes, the
full use of natural drug adjuvant therapy can improve the
efficacy and reduce side effects.

Coriolus versicolor is a natural drug which has many
pharmacological effects such as antitumor, ant-athero-
sclerosis, antiaging, antioxidation, and enhanced immune
activity [2–9]. At present, the research on Coriolus versi-
color is mainly focused on macromolecular compounds
such as polysaccharide, glycopeptide, and glycoprotein,
but Coriolus versicolor’s chemical composition is very
complex.
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'erefore, this article studies the therapeutic effect of the
CVFB on ICR diabetic mice which is caused by streptozotocin
(STZ); after the treatment, glucose metabolism, lipid meta-
bolism, and antioxidant indexes of the experimental mice
were detected, as well as further pathological analysis of the
pancreas. 'is provides a scientific basis for the development
of drugs for the prevention and treatment of diabetes and is of
great significance for the in-depth study of CVFB.

2. Materials and Methods

2.1. CVFBPowder andMetforminHydrochloride Preparation.
Coriolus versicolor fruiting body powder: origin is Hei-
longjiang, purchased from Johncan International, Hang-
zhou, China.

Metformin hydrochloride tablets: Sino-American
Shanghai Squibb Pharmaceuticals Ltd.

2.2. Development of Diabetic Mouse Models. A total of 120
four-week-old male ICR mouses ((SPF) grade, SCXK
(YUE)-2013-0002) were adaptability to fed about 2 weeks.
After 18 h fast (free access to water), mice of 22 + 2 g were
subjected to 150 mg/kg STZ solution intraperitoneally
(except the NS group); the control group was injected with
citric acid buffer; 2 h after administration, the mice were fed.
After 7 days of feeding, fasting without water was done to
measure fasting blood glucose. 'e fasting blood glucose
value of mice ≥16.7mmol/L was determined to be a suc-
cessful model.

2.3. Drug Treatment Procedure. Diabetic mice were ran-
domly divided into five groups with more than 12 mice in
each group (to avoid death in the experiment). Normal mice
served as the control group. 'e duration of drug admin-
istration was 28 days. Normal control group (normal saline,
NS) and model group (diabetic control, DC) were given
sterile normal saline gavage, and positive control group
(positive control, PC) was given 200mg/kg metformin hy-
drochloride by gavage; the drug group was intragastrically
administrated with the CVFB at concentrations of 1000mg/
kg (low dose, LD), 2000mg/kg (medium dose, MD), and
4000mg/kg (high dose, HD). Routine diet was fed after
administration. Water intake, food intake, weight, and
fasting blood glucose were recorded regularly.

2.4. Oral Glucose Tolerance Test (OGTT). Oral glucose tol-
erance test (OGTT) is a glucose stress test used to determine
whether an organism has diabetes to understand the function
of pancreatic beta cells in vivo and the body’s ability to
regulate blood sugar. During the OGTT test, fasting without
water for 6 h in the evening of the 26th day of the treatment
period and fasting blood glucose values of diabetic mice in
each group were measured in the morning of the 27th day.
Each group was given 2 g/kg glucose by gavage at one time.
Tail venous blood was taken, and blood glucose values of
30min, 60min, 90min, and 120min after glucose adminis-
tration weremeasured by a blood glucosemeter and recorded.

2.5. Sample Collection. At the end of the treatment period,
the mice were weighed, and then mice were euthanized by
ether, the blood was collected by eyeball extirpation, and the
organs (liver, kidney, spleen, thymus, pancreas and heart) of
the mice were collected and weighing. 'e pancreas was
washed with cold saline and fixed with Carnoy’s fluid for
tissue sectioning. A small part of liver was washed with cold
normal saline, and an appropriate amount of liver fragments
were homogenized in cold 0.9% normal saline (liver (g):0.9%
normal saline (mL)� 1 : 9). 'e homogenized mixture was
centrifuged at 3000 RPM at 4°C for 10min, and the su-
pernatant was collected to obtain 10% liver homogenate.'e
samples were stored at −20°C.

2.6. Serum and Liver Homogenate Sample Index Detection.
'e contents of glycated serum protein (GSP), insulin (Ins),
T-CHO, TG, HDL-C, low-density lipoprotein cholesterol
(LDL-C), and blood urea nitrogen (BUN) in the serum and
the contents of malondialdehyde (MDA), SOD, and GSH-Px
in the serum and liver homogenate were detected by Nanjing
Jiechen Kits (Nanjing Jiancheng Institute of Biological
Engineering, Nanjing, China).

2.7. Pancreatic Histopathological Tests. Pancreatic tissue was
fixed in Carnoy’s fluid for 24 h, and the tissue was removed
for dehydration, embedding, and sectioning. After the tissue
sectioning was completed, some sections were stained with
hematoxylin and eosin by H&E to observe the shape of
pancreatic cells; the other sections were added with
proteinase K and reacted with TUNEL kit (Roche) to observe
the apoptosis of pancreatic cells.

2.8. Statistical Analysis. All data are expressed as mean-
± standard error (S.EM.). SPSS 20.0 software was used for
statistical analysis of the data. A one-way analysis of
variance (ANOVA) and multiple comparisons were
combined to calculate the significance of the data. In
statistics, when p> 0.05, it is considered no significant
difference, when p< 0.05, it is considered significant dif-
ference, when p< 0.01, it is considered very significant
difference, and when p< 0.001, it is considered extremely
significant difference.

3. Results

3.1.9eEffects of theCVFBonWater Intake,Food Intake,Body
Weight, and Organ Index of Diabetic Mice. During the
treatment period, the water and food intake in the DC group
increased significantly compared with the NS group. 'e
body weight of mice in NS group was significantly different
from that in 0 days of treatment (p< 0.001; Table 1, No. c)
and increasing rate on day 28 of the treatment period was
58.0%, while there was no significant difference in the body
weight of mice in DC group.

After 28 days of treatment, the water intake in 5 groups
of diabetic mice increased significantly compared with
0 days of treatment (p< 0.001; Table 1, No. a). 'e body

2 Journal of Healthcare Engineering



Ta
bl

e
1:

'
e
eff
ec
to

f2
8-
da
y
C
V
FB

tr
ea
tm

en
to

n
th
e
w
at
er

in
ta
ke
,f
oo

d
in
ta
ke
,b

od
y
w
ei
gh

ts
,a
nd

or
ga
n
in
de
x
of

ST
Z-
in
du

ce
d
IC

R
di
ab
et
ic

m
ic
e
(n

�
11
).

N
o.

N
S

D
C

LD
M
D

H
D

PC

W
at
er

in
ta
ke

(m
l)

28
da
ys

0
7.
9
±
0.
2

45
.6
±
2.
2

44
.2
±
2.
6

50
.8
±
1.
4

44
.2
±
2.
4

46
.5
±
2.
3

7
5.
0
±
0.
6∗
∗

46
.9
±
1.
3

47
.7
±
0.
8

50
.0
±
2.
6

50
.0
±
4.
2

50
.0
±
1.
2

a
14

5.
0
±
0.
6∗
∗

55
.6
±
0.
9∗
∗∗

59
.4
±
0.
8∗
∗∗

64
.1
±
1.
7∗
∗∗

56
.3
.0
±
4.
6∗
∗∗

56
.9
±
1.
4∗
∗∗

21
6.
7
±
1.
2

58
.1
±
0.
7∗
∗∗

57
.5
±
1.
9∗
∗∗

66
.7
±
2.
3∗
∗∗

61
.3
±
5.
0∗
∗∗

60
.0
±
1.
5∗
∗∗

28
4.
2
±
0.
3∗
∗∗

62
.5
±
0.
6∗
∗∗

63
.1
±
1.
1∗
∗∗

66
±
1.
4∗
∗∗

61
.9
±
3.
7∗
∗∗

61
.8
±
1.
6∗
∗∗

Fo
od

in
ta
ke

(g
)

28
da
ys

0
9.
4
±
0.
1

11
.9
±
0.
8

10
.8
±
0.
5

11
.3
±
0.
2

10
.7
±
0.
4

10
.2
±
0.
8

7
5.
2
±
0.
2

11
.0
±
0.
8

9.
8
±
0.
3

9.
2
±
0.
4

10
.1
±
0.
6

8.
1
±
0.
3∗

b
14

5.
8
±
0.
2

10
.2
±
0.
1

11
.6
±
0.
3

11
.7
±
0.
3

11
.3
±
0.
5

10
.2
±
0.
7

21
5.
5
±
0.
2

10
.5
±
0.
2

10
.4
±
0.
3

10
.1
±
0.
4

9.
8
±
0.
4

9.
2
±
0.
9

28
4.
5
±
0.
1∗
∗∗

11
±
0.
2

11
.6
±
0.
2

11
.0
±
0.
2

10
.3
±
0.
3

9.
1
±
0.
3

Bo
dy

w
ei
gh

ts
(g
)

28
da
ys

0
23
.1
±
0.
8

25
.2
±
1.
0

24
.9
±
0.
9

24
.0
±
0.
8

25
.9
±
1.
4

25
.4
±
1.
1

7
28
.7
±
0.
6∗
∗∗

23
.1
±
1.
0

24
.3
±
0.
7

24
.2
±
0.
8

26
.1
±
1.
0

24
.1
±
1.
1

c
14

33
.4
±
0.
6∗
∗∗

26
.6
±
1.
0

26
.2
±
0.
9

26
.9
±
1.
0∗

29
.4
.0
±
1.
3∗

28
.6
±
0.
7∗

21
31
.6
±
0.
7∗
∗∗

24
.9
±
1.
0

28
.2
5
±
0.
8∗
∗

27
.9
±
0.
8∗
∗

25
.9
±
1.
2

25
.2
±
0.
4

28
gr
ow

th
ra
te

(%
)

36
.5
±
0.
8∗
∗∗
58
.0

25
.1
±
1.
0–

0.
4

29
.3
±
0.
8∗
∗ 1
7.
7

29
.7
±
0.
9∗
∗∗
23
.8

30
.5
±
1.
4∗
∗ 1
7.
8

29
.8
±
0.
9∗
∗ 1
7.
3

O
rg
an

in
de
x
(m

g/
g)

Li
ve
r

49
.4
±
1.
8

53
.0
±
1.
9

50
.8
±
1.
9

47
.3
±
1.
6

48
.9
±
1.
8#

49
.8
±
0.
8

K
id
ne
y

14
.1
±
0.
3#

##
18
.4
±
0.
4

19
.9
±
0.
4#

#
18
.6
±
0.
5

17
.2
±
0.
4#

17
.6
±
0.
5

d
Sp
le
en

2.
8
±
0.
3#

##
1.
7
±
0.
04

1.
9
±
0.
1

1.
6
±
0.
1

1.
5
±
0.
1

2.
0
±
0.
2

'
ym

us
1.
0
±
0.
1#

##
0.
4
±
0.
03

0.
7
±
0.
1#

#
0.
5
±
0.
1

0.
4
±
0.
1

0.
4
±
0.
04

Pa
nc
re
as

6.
3
±
0.
3

5.
9
±
0.
3

5.
9
±
0.
4

5.
6
±
0.
2

6.
1
±
0.
4

6.
2
±
0.
3

H
ea
rt

4.
6
±
0.
1#

##
3.
6
±
0.
1

3.
9
±
0.
1#

3.
5
±
0.
1

3.
8
±
0.
1

3.
7
±
0.
2

∗
p
<
0.
05
,∗
∗
p
<
0.
01
,a
nd
∗∗
∗
p
<
0.
00
1
ar
et
he

co
m
pa
ri
so
ns

be
tw
ee
n
w
ith

in
th
eg

ro
up

an
d
da
y
0;
#p
<
0.
05
,#
#p
<
0.
01
,a
nd

##
#p
<
0.
00
1
ve
rs
us

D
C
gr
ou

p.
G
ro
w
th

ra
te
:b
od

y
w
ei
gh

ts
in
cr
em

en
t(
da
y
28
–d

ay
0)
/b
od

y
w
ei
gh

t(
da
y
0)

×
10
0%

.

Journal of Healthcare Engineering 3



weight of mice in the PC group and CVFB treatment group
increased significantly compared with 0 days of treatment
(p< 0.01; Table 1, No. c); compared with the DC group of
mice, CVFB dosage group weight increased significantly
after 28 days (29.3± 0.8; 29.7± 0.9, and 30.5± 1.4) having
significant difference, in which the weight gain was similar to
that of the positive control group (29.8± 0.9).

Compared with the NS group, the weight of the kidney
index was significantly increased (p< 0.001; Table 1, No. d),
the weight of the spleen, thymus, and heart index was
significantly decreased (p< 0.001; Table 1, No. d), and the
weight of the pancreas index was also decreased in the DC
group.

After 28 days of administration of CVFB, it was found
that CVFB could inhibit the trend of changing the direction
of the organs in the DC group, and the indexes of related
organs returned to normal level.

3.2. 9e Effects of the CVFB on Glucose Metabolism in
Diabetic Mice. After 28 days of treatment, the fasting blood
glucose concentration of diabetic mice treated with the
CVFB decreased to the concentration of 0 days of treatment
(p> 0.05; Table 2), and the fasting blood glucose concen-
tration of the PC group was significantly different from that
at 0 days of treatment (p< 0.05; Table 2).

Mice were given 2.0 g/kg glucose solution by gavage
for OGTT test. After gavage, the blood glucose of each
group increased significantly. After 30 minutes, the
blood glucose value of each group showed a different
trend to decrease; at 60 minutes, there was a significant
difference in blood glucose between the PC group and the
DC group (p< 0.05; Figure 1), and it was observed that
the PC group had a greater tendency to decrease blood
sugar than the DC group; at 90 min, the blood glucose
levels of the HD group and the PC group were signifi-
cantly different from those of the DC group (p< 0.05,
p< 0.01; Figure 1).

After 28 days of administration, the CVFB groups and
the PC group all decreased the levels of GSP to a certain
extent (p> 0.05; Figure 2(a)) and had a certain degree of
decline in INS content levels and MD and HD groups and
PC groups had significant differences in the decline of INS
content levels (P< 0.05; Figure 2(b)). HOMA-IR was de-
creased in the HD and PC groups (P< 0.05; Figure 2(c)).

3.3. 9e Effects of the CVFB on Lipid Metabolism in Diabetic
Mice. After treatment, the concentrations of T-CHO
(p< 0.05; Figure 3(a)), TG, and BUN (p< 0.01; Figures 3(b)
and 3(e)) in diabetic mice were decreased, and the content of
HDL-C was significantly increased (p< 0.05; Figure 3(c)),
indicating that CVFB groups had a certain regulatory effect
on lipid metabolism in diabetic mice.

3.4. 9e Effects of the CVFB on Antioxidant in Diabetic Mice.
'e serum and liver homogenate of mice were tested. In
the serum test, it can be seen that the SOD activities of the
MD and HD groups and PC group are all increased

(p< 0.001; Figure 4(a)). 'e content of MDA in the LD,
MD, and HD groups and the PC group decreased
(p< 0.05, p< 0.01, p< 0.001, p< 0.001; Figure 4(b)); GSH-
Px activity increased in the LD, MD, and HD groups and
the PC group (P < 0.05, p< 0.05, p< 0.01, p< 0.01;
Figure 4(c)).

In liver homogenate, SOD activity increased in the MD
and HD groups and PC group (p< 0.01, p< 0.001, p< 0.001;
Figure 4(a)). 'e content of MDA was decreased in the
LD, MD, and HD of the CVFB group and the PC group
(p< 0.01, p< 0.001, p< 0.001, p< 0.001; Figure 4(b)). 'e
GSH-Px activity increased in the LD, MD, and HD groups
and the PC group (p< 0.01, p< 0.01, p< 0.001, p< 0.001;
Figure 4(c)).

'e CVFB group and the PC group had certain anti-
oxidant effects on diabetic ICR mice, and the positive drug
metformin had better antioxidant properties than the CVFB
groups, but there was no significant difference between
them.

3.5. 9e Effects of the CVFB on Histopathology in
Diabetic Mice

3.5.1. H&E Staining Results of Pancreatic Tissue Sections.
It can be seen from Figure 5 that the number of pancreatic
islet cells in the LD group is greatly reduced, and the interior
and surrounding of the pancreatic islets are infiltrated by a
large number of inflammatory cells, but the borders of the
pancreatic islets can still be distinguished.

'e pancreatic islets of the mice in the MD group were
slightly atrophy, and there were inflammatory cells
around the pancreatic islets. Compared with the negative
control group, the inflammatory cells were greatly re-
duced. 'e structure of pancreatic islets in the HD group
is relatively complete, with obvious borders, compared
with the DC group, the islet cells are significantly in-
creased, and the inflammatory cells are greatly reduced.
However, there are still more inflammatory cells on the
side of the islets.

With the concentration of CVFB increased, the number
of inflammatory cells gradually decreased.

3.5.2. TUNEL Method to Determine the Results of Cell Ap-
optosis in Pancreatic Tissue. In the NS group (Figure 6),
Normal cells are evenly distributed in mouse pancreatic
islets; when there is inflammation, inflammatory cells
are produced and pile up together; in the DC group
(Figure 6), many inflammatory cell nuclei are distrib-
uted inside and outside the pancreatic islets. 'e h
diagram shows that diabetes caused by STZ can cause
cell apoptosis, and the apoptosis rate is significantly
increased.

In the CVFB high-dose group (Figure 6), the inflam-
matory cells around the pancreatic islets of the mouse were
significantly reduced, and the cells in the pancreatic islets
were more evenly distributed. 'e apoptosis rate was sig-
nificantly reduced (Figure 6).
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Table 2: 'e effect of 28-day CVFB treatment on the fasting blood glucose of STZ-induced ICR diabetic mice (n� 11).

28 days 0 7 14 21 28
NS 6.3± 0.2 8.5± 0.3∗∗ 7.9± 0.5∗ 8.4± 0.5∗∗ 6.2± 0.4
DC 24.9± 1.3 29.1± 0.7∗ 30.6± 0.8∗∗ 31.6± 0.7∗∗ 27.4± 0.8
LD 23.4± 1.2 27.8± 0.9∗ 29.7± 0.8∗∗∗ 28.5± 0.8∗∗ 22.8± 1.1
MD 24.8± 0.8 30.3± 0.7∗∗ 29.6± 0.7∗∗ 29.7± 0.8∗ 24.2± 1.7
HD 24.4± 1.1 26.5± 1.1 27.48± 1.1 27.9± 1.2 22.8± 1.8
PC 25.3± 0.9 28.9± 0.7∗ 27.8± 1.0 26.7± 1.0 22.2± 1.5∗
∗p< 0.05, ∗∗p< 0.01, and ∗∗∗p< 0.001 are the comparisons between within the group and day 0.
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4. Discussion

In this experiment, we used the STZ one-time high-dose
injection method to build a diabetic ICR mouse model to
explore the therapeutic effect of CVFB. Glucose metabolism,
lipid metabolism, and antioxidant effects of diabetic ICR
mice and the impact on mouse pancreas organs were an-
alyzed by the daily living conditions.

Diabetes is a disease characterized by a relative or ab-
solute lack of insulin, leading to hyperglycemia. Injecting
large doses of STZ damages pancreatic β-cells, causing β-cell
dysfunction and reducing insulin secretion, and inducing
mice to become nonobese diabetic [10]. From the mea-
surement results, we can see that CVFB can effectively
control or reduce the fasting blood glucose of diabetic mice
to a certain extent and reduce the levels of GSP and INS in
the fasting serum. However, the sensitivity of related organs
and tissues in diabetic mice to insulin is reduced, and insulin
resistance promotes glucose uptake, which causes a variety
of biochemical reactions in the body. 'erefore, high levels
of fasting plasma insulin can reflect insulin resistance [11].
'e experimental results show that the HOMA-IR evalua-
tion is reduced, indicating that CVFB can significantly
improve insulin resistance and protect pancreatic β cells. At

the same time, the OGTT test results show that CVFB can
accelerate the decomposition and utilization of blood sugar
and finally accelerate the glucose metabolism in diabetic
mice.

Diabetes is one of the most common metabolic diseases,
in which abnormal lipid metabolism is often an important
factor in determining the direction and status of the disease
[12]. 'e experimental results found that CVFB can reduce
the content level of T-CHO, TG, BUN, and LDL-C, increase
the content level of HDL-C, accelerate the metabolism of
blood lipids in diabetic mice, and regulate the disorder of
lipid metabolism in the body to reduce the incidence of
hyperlipidemia and also reduce the risk of coronary heart
disease, atherosclerosis, and diabetes complications.

Many researchers have proved that the oxidative damage
associated with diabetes is caused by the production of
reactive oxygen species. 'erefore, increasing the activity of
antioxidant enzymes can increase the body’s antioxidant
defense system’s response to oxidative stress [13]. 'e ex-
perimental results found that CVFB can effectively increase
the activity of antioxidant enzymes SOD and GSH-Px in the
serum and liver homogenate of diabetic mice and reduce the
level of MDA. MDA is the main product of lipid peroxides,
which proves that diabetes is related to oxidative stress. 'e
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(f)(e)(d)

1:
40

0
1:

40
0

Figure 5: 'e picture of histopathological analysis in pancreas of STZ-induced ICR diabetic mice (×400).
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Figure 6: 'e picture of apoptosis analysis in pancreas of STZ-induced ICR diabetic mice (a–l).
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pancreas is an internal organ that produces insulin and
glucagon, which regulates the body’s blood sugar stability.
Observing the H&E staining results and the apoptosis ex-
periment of the pancreas tissue of diabetic mice, it can be
seen that compared with the NS group, the CVFB group can
reduce the inflammatory factors in the pancreatic islets in
the pancreas of diabetic ICR mice and improve the damaged
islet structure and increase the islet cells and the apoptosis
rate was significantly reduced, indicating that CVFB has a
protective effect on the pancreas of diabetic ICR mice.

In this experiment, we studied the therapeutic effect of
CVFB on STZ-induced ICR diabetic mice and found that
diabetic mice administered with CVFB can control or reduce
the blood sugar level of diabetic mice, accelerate the rate of
glucose metabolism, regulate the lipid metabolism disorder
and abnormal blood lipid metabolism in the body, enhance
the antioxidant capacity in mice, reduce oxidative stress
damage, protect the pancreas organs, and repair and adjust
the function of the pancreas to regulate blood sugar balance.
In this experiment, we studied the therapeutic effect of
CVFB on STZ-induced ICR diabetic mice and found that
diabetic mice administered with CVFB can control or reduce
the blood glucose level of diabetic mice and accelerate the
rate of glucose metabolism, regulate the lipid metabolism
disorder and abnormal blood lipid metabolism in the body,
enhance the antioxidant capacity in mice, reduce oxidative
stress damage, protect the pancreas organs, and repair and
regulate the function of the pancreas to regulate blood sugar
balance.

'e above aspects show that CVFB has a therapeutic
effect on diabetic mice, provides a scientific basis for the
development of drugs for the prevention and treatment of
diabetes, and is of great significance to the in-depth research
of Coriolus versicolor.
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Purpose. Quantitative scintigraphy to evaluate salivary gland function changes in patients with differentiated thyroid cancer
(DTC) after iodine-131 (131I) treatment.Methods. A total of 458 patients with DTC grouped by sex and age were included. Salivary
gland scintigraphy was performed to evaluate salivary gland function before and after 131I treatment. )e uptake fraction (UF),
uptake index (UI), and excretion fraction (EF) of two pairs of parotid glands and submandibular glands were measured and
compared. )e Chi-square test was conducted according to function impairment count. Results. Salivary gland function in
different age groups and sexes were quite different, especially for women <55 years old, who had decreased UF, UI, and EF of all
four glands without basal injury. )e secretion or uptake function of some salivary glands with basic function impairment before
131I treatment was increased after iodine treatment. Only a small percentage of males showed reduced functional parameters after
several treatments. )e most significant difference in the count of impairment for the four salivary glands were the first and third
examinations, which was more evident in women. )e submandibular gland had the most significant reduction in uptake.
Conclusion. Changes in salivary gland function are more common in young females being treated for DTC. Impairment of salivary
gland function is correlated with the number of treatments and the cumulative dose of 131I. Some salivary gland functions
impaired before 131I treatment were enhanced in the early treatment.
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1. Introduction

Differentiated thyroid cancer (DTC) is a common endocrine
malignancy. According to statistics, 900,590 people were
diagnosed with thyroid cancer in the United States. 52,070
people are expected to be diagnosed with thyroid cancer in
2019 [1]. Surgical treatment of thyroid cancer followed by
removal of residual thyroid using iodine-131 (131I) is a
common treatment approach, but 131I can induce salivary
gland damage [2–4]. 131I is absorbed on the membranes of
thyroid follicular cells and cancer cells through the reactive
sodium iodide transporter (NIS) [5]. Salivary glands
expressing NIS can also absorb 131I, and the accumulation of
salivary gland 131I is about 30 to 40 times that of plasma levels
[6]. )e radiation dose of high-concentration 131I is sufficient
to cause salivary gland damage and affect their function [7].

Salivary gland dysfunction is mainly reflected in de-
creased saliva secretion. Saliva is essential for the preser-
vation of oral health. Saliva’s functions include buffering,
lubricating, mineralizing, and cleaning oral tissues [8]. Saliva
also has antibacterial, antiviral, and antifungal properties [9].
Changes in the quantity or quality of saliva can affect the
integrity of the oral tissues leading to the appearance of
conditions like dental caries, periodontal diseases, and
various other oral and pharyngeal disorders [10, 11]. In
addition, salivary gland dysfunction is characterized by
difficulty swallowing, dental disease, and loss of taste. DTC
patients who had one or more 131I treatments may expe-
rience the above discomfort [12–14]. )eir quality of life was
affected. )erefore, determining and protecting salivary
gland function in DTC patients should not be ignored.)ere
are many examinations to assess salivary gland function,
including salivary gland scintigraphy with 99mTc-pertech-
netate [3, 4, 15], neck ultrasonography [16], salivary flow rate
measurement of the whole or individual gland [17]. 99mTc-
pertechnetate is commonly used in hospitals. Because it can
quantify the uptake or secretory from individual salivary
glands and calculate their function [18–20].

)rough salivary gland scintigraphy, we found that some
patients had impaired salivary gland function before 131I
treatment. We defined it as an impairment of the basic
function of the salivary glands. )e Impairment of basic
function could be associated with different factors, including
Sjögren syndrome [21, 22], salivary gland obstructive disease
[23], salivary gland infection [24], obesity and diabetes
[25, 26], aging [27, 28] and so on.)e changes in the salivary
gland’s function in these patients after 131I treatment are
worth discussing.

)is study aimed to analyze the changes in salivary gland
uptake and excretion function following 131I treatment. And
to study the relationships between the function change and
different genders, age groups. )e results provide clinical
guidance for the protection of salivary function in DTC
patients undergoing 131I treatment.

2. Materials and Methods

2.1. Patients. A retrospective analysis of the hospital files
from the Department of Nuclear Medicine of Tianjin

Medical University General Hospital was in this study. )e
salivary gland scintigraphy parameters and inpatient treat-
ment database of DTC patients from the hospital were used.
We reviewed information for DTC patients who received
131I therapy from November 2014 to December 2018. All
enrolled patients had two or more pre-hospital scintigraphy
of salivary glands. A total of 458 patients with DTC grouped
by sex and age were included. Patients with the above in-
formation missing were excluded. Total thyroidectomy was
performed for all patients by thyroid surgeons, and DTCwas
diagnosed by postoperative pathology. According to the
ATA Guidelines, we selected N1b or M1 DTC patients [2].
All patients received 131I treatment 6 weeks postoperatively.
Before treatment with 131I, patients were advised to have a
low-iodine diet for 3 weeks. After the first radioiodine
treatment, patients in the study received one or more
radioiodine treatments. Salivary gland function parameters
were recorded by 370 MBq (10mCi) 99mTc-Pertechnetate
salivary gland scintillation before 131I treatment.)e interval
between each treatment was ∼6 months. )e protocol for
evaluating salivary gland scintigraphy is shown in Figure 1.
Patients with residual thyroid tissue were given 2.96 to 5.55
GBq (30–150mCi) dosages for each treatment [2, 29].

2.2. Salivary Gland Imaging Protocol. According to our
previous reports, pre-ablation salivary gland imaging was
performed under thyroid-stimulating hormone (TSH)
stimulation in the morning, 4 h before the first 131I intake
[3, 4]. Patients were asked to fast before salivary gland
imaging. Single-photon emission computed tomography
was performed on a Discovery NM/CT 670 (General Electric
Medical Systems, Chicago, IL, USA) while subjects laid on
their back. A low-energy, parallel hole, high-resolution
collimator was used with a peak value of 140 keV and a
window width of 20%. Each patient received 370 MBq
99mTc-pertechnetate intravenously through the cubital vein.
After injection, the dynamic images were continuously shot
on a 256× 256 matrix at minute/frame with zoom 1.5 for 15
minutes. )e patients were given 0.2 g oral vitamin C at the
8th minute after injection; they were instructed to chew
quickly and then keep the tablet under the tongue for about 1
minute. To accurately calculate the delivered radioactivity
dose, we measured the radioactivity count in the syringe
before and after the injection. Patients underwent a radio-
nuclide scan as described above before every 131I treatment.
Salivary gland imaging was also performed under TSH
stimulation.

2.3. Image Analysis. First, circular regions of interest (ROIs)
were manually drawn on the parotid and submandibular
glands. Parotid glands showed a similar unified background
area in the bilateral temporal-orbital region, while sub-
mandibular glands appeared as a similar unified background
area in the bilateral supraclavicular region. )e sizes and
positions of these ROIs remained the same for each scanning
session. An imaging system was used to generate time-ac-
tivity curves for 99mTc-pertechnetate uptake and excretion in
counts per minute. Based on these ROIs counts and the
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subsequent time-activity curves, the salivary gland func-
tional indicators were derived using the following modified
formulas [3, 4, 30, 31] (Figure 2):

2.3.1. Uptake Fraction (UF). UF� (salivary gland maximum
count minute–salivary gland background count corre-
sponding to maximum count minute)/(count in the syringe
before injection–count in the syringe after injection)

2.3.2. Uptake Index (UI). UI� (salivary gland maximum
uptake count minute–salivary gland background count
corresponding to maximum uptake count minute)/salivary
gland background count corresponding to maximum uptake
count minute

2.3.3. Excretion Fraction (EF). EF � (salivary gland maxi-
mum uptake count minute–salivary gland minimum uptake
count minute after vitamin C)/salivary gland background
count corresponding to maximum uptake count minute

UI and UF reflect the uptake function of salivary glands,
while EF reflects the secretion function.

2.4. Diagnostic Criteria for Salivary Gland Function.
Salivary gland function impairment was established based
on the diagnostic criteria of the Department of Nuclear
Medicine, TianjinMedical University General Hospital, with
reference to previous studies and modified in our institute
[18, 19, 32, 33]. Parameters obtained by salivary scintigra-
phy, the peak uptake (maximum salivary gland uptake
count/second count at peak uptake) was set to <50 counts/s

DTC patients had first salivary glandular scintillation before
treatment N=458

DTC patients had second salivary glandular scintillation before
treatment N=458 (100%)

Male<55 years
N=89

Male>55 years
N=34

Male
N=31

Female
N=88

Male
N=6

Female
N=8

Female<55 years
N=257

Female>55 years
N=78

No futher salivary imaging performed
N=339

No futher salivary imaging performed
N=105

DTC patients had third salivary glandular scintillation before
treatment N=119 (30%)

DTC patients had fourth salivary glandular scintillation before
treatment N=14 (3%)

Figure 1: Case follow-up process. Salivary glandular scintillation imaging data were collected from DTC patients before the first, second,
third, and fourth 131I treatments. )e group was compared according to the number of patients in each treatment course.
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with reduced intake function, and EF was set to <30% with
reduced secretory function. A reduced diagnosis of either or
both of these above salivary glands is dysfunction. )e
patients with salivary gland dysfunction before the first
admission were those with impaired basic salivary gland
function.

2.5. Statistical Analysis. All data for males and females were
analyzed separately and are presented as either mean-
± standard deviation or median (upper quartile, lower
quartiles). Statistical analysis was performed by using Sta-
tistical Package for Social Sciences (SPSS version 25.0, IBM
Corp., Armonk, NY, USA) software. Mann-Whitney U tests
were used to compare values of the same patient before and
after the first treatment. Kruskal-Wallis tests were per-
formed to evaluate and compare salivary gland function in
patients who underwent multiple 131I treatments. After

dividing men and women into separate groups, the distri-
bution of salivary gland injuries before the first treatment
and before the second to fourth treatments were analyzed by
chi-square test.

3. Results

Among the 458 patients, most (72.9%) were female with a
mean age of 46± 12 years (range 14–76 years). )e lowest
and highest doses of 131I were 30 and 550mCi, respectively.
Patient demographic data are summarized in Table 1.

From the scintigraphy examinations, the analysis
according to age and sex groups evidenced salivary gland
function is more sensitive in females than in males. )e
sensitivity of salivary gland function was ranked from large
to small, in order of <55 years female, ≥55 years female, <55
years male, ≥55 years male (p� 0.05). After treatment with
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Figure 2: Physiological uptake and excretion of 99mTc-pertechnetate in parotid and submandibular salivary glands detected by dynamic
salivary gland scintigraphy. (a) A clear depiction of the ROIs and ROIs of the salivary and mandibular glands was obtained from all frames.
(b) )e parotid gland was in the bilateral temporal-orbital region, and the mandibular gland was in the bilateral supraclavicular region to
draw similar background areas, and the background ROIs count was recorded. (c-d) Time-activity curve of each salivary gland.)e ordinate
of a1-a4 corresponds to the maximum minute count of each salivary gland. )e ordinate of b1- b4 corresponds to the count of each salivary
gland at the minimum uptake minute after vitamin C.
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131I, the UI, UF, or EF values of patients without impairment
of basic salivary gland function tended to decrease. )e
secretion or uptake function of some salivary glands with
basic function impairment before 131I treatment was in-
creased after iodine treatment. Table S1 summarizes the
number of patients, age distribution, and cumulative dose
before one or more 131I treatments. )e UI, UF, and EF of
each group were compared before and after 131I treatment
(Tables 2–4).

We found that the difference between the first and
third injury counts of salivary gland damage on salivary
gland scintigraphy tests before hospitalization was the
most significant. )ere were statistically significant dif-
ferences between the four salivary glands in both the male
and female groups. It was more pronounced in the female
group (female, P � 0.001; male, P< 0.05). )e percentage
of damaged salivary glands increased with the number of
treatments in both sexes, while the percentage of normal
salivary glands gradually decreased (Table 5, Figure 1S).
)e cumulative dose of 131I received by patients over
several treatments is shown in Figure 2S. Chi-square test
was performed to determine the relationship between the
number of patients by sex and the impairment of salivary
gland function before each 131I treatment (Table S2).
)ere was a statistical difference in the left submandibular
gland injury count between sexes before the first treat-
ment (p< 0.05).

4. Discussion

Salivary gland damage is a common manifestation of DTC
patients after 131I therapy [34]. 131I is mainly concentrated in
the duct system of the salivary glands. )e radiation causes
debris buildup that narrows the lumen, and this obstruction
can lead to an injurious process that results in glandular
degeneration. Salivary gland scintigraphy examination is
necessary for the objective evaluation of the reproducibility
of salivary gland function [20]. )ese measurement pa-
rameters mainly assess gland uptake and secretion capacity
[15, 35, 36]. We performed salivary gland scintigraphy to
identify relevant salivary gland parameters and then ana-
lyzed the factors that affect salivary gland function changes
in DTC patients after each 131I treatment.

4.1. SexandAge. By comparing salivary glands without basic
functional impairment, we found that functional changes
were related to age and sex. )e salivary glands of younger
patients were more sensitive to 131I treatment than older
patients, and female patients were more likely to show
decreased function. Other studies have examined age- and

sex-dependent differences in salivary gland function
changes. Liu et al. assessed iodine dynamics and salivary
gland dosimetry after 131I treatment and showed that
women’s parotid iodine intake was often higher than men’s
[37]. )is suggests that female salivary glands are more
susceptible to radiation, leading to decreased function fol-
lowing 131I treatment. Almeida et al. found that patient sex
was associated with the uptake phase on salivary glands
scintigraphy. Intake of all major salivary gland was decreased
in men compared with women. Patient age was the strongest
predictor of parotid gland dysfunction as it affects the stage
of parotid gland uptake and elimination on salivary gland
scintigraphy [38]. Another study revealed the presence of
epidermal and nerve growth factors (EGF and NGF) in
salivary glands and described their roles in cell growth and
differentiation. )ey are detected at higher levels in the
submandibular glands of males than females [39], indicating
that male salivary gland cells have stronger repair and re-
generation abilities. Animal studies showed sex-attributed
differences in wound healing patterns in submandibular
glands between male and female mice. In males, the number
of convoluted tubules rich in EGF and NGF (involved in cell
proliferation and neurogenesis, respectively) was higher
than that in females [40, 41]. )ese sex- differences observed
in mice may help explain why the incidence of salivary gland
disease tends to be much higher in women than in men (i.e.,
approximately 9:1) [42].

4.2. Different Basic Functions. Before the first 131I treatment,
we selected patients with basic impairment of salivary gland
function. After the first 131I treatment, some salivary gland
parameters were different in the female group, with most
changes in the group younger than 55 years old. After the
second 131I treatment, the bilateral submandibular gland EF
values were different in females but not males. Interestingly,
these altered functional parameters all showed an upward
trend rather than the expected decline. We consider that this
may be related to the compensatory increase in the function
of glandular cells under certain stress states. Poradovskaia
et al. showed that after ablating or removing one sub-
mandibular salivary gland in rats, the contralateral gland
responded by increasing cell proliferation with concomitant
increases in the size of the cells and nuclei by 10% and 17%,
respectively. Burlage et al. observed that pilocarpine pre-
conditioning induced proliferation of acinar and interca-
lated duct cells in rats, which could explain the observed
enhanced compensatory response in salivary glands [43].
Compensatory proliferation is a mechanism to replace lost
cells in rapidly cycling tissues [44]. After an initial singular
dose 131I dose of 100mCi, the salivary glands might increase

Table 1: Clinical characteristics of total patients.

Characteristic Total Male Female P

Age (years) 46± 12/14–76 46± 12/22–75 45± 12/14–76 0.442
Number/percentage 124/27% 334/73%
131I activity (mCi) 128± 78/30–550 131± 68/30–450 126± 80/30–550 0.145
Age and 131I activity are stated as median± standard deviation/range.
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uptake to maintain secretory function [4]. Our results are
consistent with those of the above-mentioned studies. It is
believed that salivary glands with slight damage in the basal
state have a certain compensatory function. After the initial
radiation injury, the compensatory function of gland cells is
activated by stress, manifesting as increased uptake or ex-
cretion. With the increase of radiation dose and the passage
of time after 131I treatment, this compensatory function
gradually decreases or disappears. In this study, we also
selected uninjured salivary glands and compared the
functional parameters before and after 131I therapy. Notably,
these salivary glands were more likely to be affected than
those that were already impaired before treatment. Most
showed functional reduction without the phenomenon of
functional compensatory increase. )is provides new ideas
for clinical treatment. For example, salivary gland protection
should be strengthened during 131I treatment, especially in
patients with normal basal function.

4.3. Different Glands. )e salivary gland imaging results
after the first and second 131I treatments showed that the
submandibular glands are more sensitive than the parotid
ones, and the most common change was a decreased UF
value representing impaired uptake. We analyzed whether
this difference was related to salivary gland cell character-
istics and salivary gland structure. Damage to the micro-
vascular endothelial cells in salivary glands caused by
radiotherapy is one of the causes of impaired gland function
[45, 46]. It leads to microvascular dysfunction and the
production of ceramide and reactive oxygen species (ROS)
that can induce gland dysfunction. ROS scavengers are used
to protect salivary gland function in radiotherapy patients
[47]. By inhibiting or eliminating aberrant oxidation reac-
tions, it is possible to reduce damage to salivary gland
function caused by radiation. One study found that levels of
salivary non-enzymatic antioxidants and antioxidant en-
zymes in the saliva secreted by the parotid gland were higher
than those secreted by the submandibular salivary glands
[48]. )erefore, salivary gland function changes due to
parotid microvascular injury are not as serious as those
caused by submandibular microvascular injury. Another
group showed that the saliva-to-serum 131I concentration
rates in the parotid gland of mice and humans were 0.59 and
4.6, espectively, while those in the submandibular gland were
5.1 and 6.9 [49]. )e 131I concentration was higher in the
submandibular glands of both species. An investigation
showed that murine duct cells in the different salivary glands
varied greatly in their ability to concentrate iodide, so it
could be shown that 131I was mainly concentrated in the
ducts of the submandibular glands in mice, with lower levels
in the parotid gland and very little in sublingual gland ducts
[50]. Because of their ability to concentrate 131I, the sub-
mandibular glands are more susceptible to radiation
damage.

After the first 131I treatment, we performed a second
scintigraphy scan. We found that the males younger than 55
and females older than 55 showed a tendency of decreased
function of the left parotid gland compared to the right

parotid gland. )e differential changes in the left and right
glands after radiation have been reported in several studies
and may be due to the asymmetric concentration of ra-
dioactive iodine in the salivary glands [3, 15, 31].

4.4. Treatment Frequency and 131I Dose. )e Chi-square test
showed that the difference between the number of damaged
and undamaged salivary glands in males and females in-
creased significantly with the increase of treatment times,
and the percentage of damaged glands also increased
gradually. )e number of treatments was correlated with the
131I cumulative dose. A correlation between radiation dose
and salivary gland dysfunction was previously reported
[51, 52]. A salivary glandular scintillation imaging study
showed that ∼30% of salivary parenchymal function was lost
following a single 131I dose of 6 GBq (162mCi), with a
cumulative dose of 35 GBq (945mCi) resulting in complete
loss of glandular function [53]. Parthasarathy and Crawford
argued that significant side effects were rarely seen at doses
<3.7GBq (100mCi) [54].

5. Limitations

Our results should be considered in the context of some
limitations. First, this was a retrospective study with no
survey to assess patient symptoms and signs, so it was not
possible to add more conditions (e.g., dry mouth, difficulty
swallowing, loss of taste) for case screening. Second, there
was a small number of patients, especially among the group
treated more than four times, which limited our analysis of
salivary gland function in patients with DTC treated for
more than 2–3 years. )ird, clinical parameters and test data
of some patients were missing. Finally, the lack of significant
findings in males maybe because they only accounted for
27% of the study cohort.

6. Conclusions

)is study quantitatively compared salivary scintigraphy
parameters in DTC patients after multiple 131I treatments.
Salivary gland function sensitivities are quite variable in
different ages and sexes, with the highest sensitivity in
women younger than 55. After treatment, the uptake or
secretion function of some salivary glands with impaired
basic function increased. Decreased salivary gland function
is significantly related to the number of 131I treatments and
the cumulative dose. )e parotid glands have the most
significant reduction in uptake.
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PD (Parkinson’s Disease) is a severe malady that is painful and incurable, affecting older human beings. Identifying PD early in a
precise manner is critical for the lengthened survival of patients, where DMTs (data mining techniques) and MLTs (machine
learning techniques) can be advantageous. Studies have examined DMTs for their accuracy using Parkinson’s dataset and
analyzing feature relevance. Recent studies have used FMBOAs for feature selections and relevance analyses, where the selection of
features aims to find the optimal subset of features for classification tasks and combine the learning of FMBOAs. EFSs (ensemble
feature selections) are viable solutions for combining the benefits of multiple algorithms while balancing their drawbacks. )is
work uses OBEFSs (optimization-based ensemble feature selections) to select appropriate features based on agreements. En-
sembles have the ability to combine results from multiple feature selection approaches, including FMBOAs, LFCSAs (Lévy flight
cuckoo search algorithms), and AFAs (adaptive firefly algorithms).)ese approaches select optimized feature subsets, resulting in
three feature subsets, which are subsequently matched for correlations by ensembles. )e optimum features are generated by
OBEFSs the trained on FCBi-LSTMs (fuzzy convolution bi-directional long short-term memories) for classifications. )is work’s
suggested model uses the UCI (University of California-Irvine) learning repository, and the methods are evaluated using LOPO-
CVs (Leave-One-Person-Out-Cross Validations) in terms of accuracies, F-measure values, and MCCs (Matthews
correlation coefficients).

1. Introduction

Parkinson’s is a neurologic problem that involves tremors,
rigidity, and problems moving, balancing, and coordinating.
)e signs of the disease normally appear slowly and continue
to worsen. PD is a neurological malady classified as a motor
system dysfunction. )e patient’s activities deteriorate with
PD as it progresses. Patients are affected in their funda-
mental bodily systems, including breathing, balance,
movements, and heart functioning [1], where, at initial
stages, their speech flow gets hindered.)e early diagnosis of
PD leads to a longer life of patients, and the diagnostics
require high precision and robust health informatics tools.
Such solutions aim at assisting clinicians [2–4] who detect

PD’s severity using a range of sensors. )is research work
uses different speech signal processing methodologies to
obtain PD’s clinically relevant characteristics, which are then
processed using learning algorithms to provide reliable
detections of PDs.

)e performances of computational algorithms are in-
extricably linked to the quality of input data. )e manual
identification of speeches or voices in a complex and in-
tricate task can be executed efficiently by MLTs. Important
features from voice signals can be identified by computer-
based techniques, which may be one of the three categories,
namely supervised, unsupervised, or semisupervised, based
on the labeling of data. Filtering, wrapping, and embedding
are the examples of supervised feature selection approaches.
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Filtering strategies choose features that are unrelated to
categorizations, while wrappers use the projected accuracies
of previously determined values by algorithms for feature
estimations. Embedded approaches like the filter models
begin by selecting multiple potential feature subsets with
specific cardinalities using statistical criteria, where sub-
groups with highest classification accuracies are finally se-
lected. Unsupervised feature selections work on unlabeled
data, however, evaluating the relevance of features is difficult
for them. Using the labeled and unlabeled data and semi-
supervised feature selections can evaluate feature relevance.

Computational methods based on biological evolutions
provide a stronger basis for solving problems or taking
decisions [5, 6]. EFSs boost the stability of feature selections
as they take advantage of single approaches while over-
coming their flaws.)e analysis of features from datasets can
be based on individual assessments or by the evaluation of
subsets [7, 8]. Individual assessments create a rank of
characteristics based on relevance, while alternative ap-
proaches employ search strategies to generate a series of
feature subsets. )ese subsets are assessed iteratively using
optimality criteria until they arrive at a final subset of se-
lected characteristics [9]. )is work’s OBEFS framework
guides the construction of EFSs that combine the benefits of
several feature selection methods, avoid biases, and cover up
their drawbacks.

)e hierarchical layers of DNNs (deep neural networks),
which are DLTs, manage to generate deep abstract repre-
sentations of input features in applications. DLTs have been
exploited in many applications, including speech recogni-
tion, image categorization, medication development, and
genetic research [10]. Researchers have used DNNs for PD
categorizations mainly because of their effectiveness [11, 12].
DNNs are very helpful classifiers in the case of PDs as they
simulate complex and nonlinear data linkages. Previous
research on PD classifications used single features like EEG
data [11] and sensor activities [12] as inputs for CNNs
(convolution neural networks), where the usage of unique
parallel layers for classifications has not been tried.)e study
in [13] proliferated voices using more voice recordings of
individuals in training and testing procedures with CVs
(cross-validations), resulting in biased performance evalu-
ations. Since the data had voice recordings of healthy per-
sons and PD patients, LOPO-CVs were used to assess the
performances of the proposed framework. LOPO-CVs re-
moved examples from individuals in iterations in test sets
while using other instances in training.

)e suggested OBEFSs framework of this work selects
features based on agreements. Instead of employing single
feature selection approaches, the ensembles of feature se-
lection methods aim to integrate numerous feature selection
methods, such as FMBOAs, LFCSAs, and AFAs, whereas in
OBEFSs, optimum features are utilized to train FCBi-LSTM
classifiers. )e proposed technique was trained using
datasets from the UCI machine learning repositories, while
its performance was validated using LOPO-CVs.)is work’s
suggested model uses UCI learning repositories, and the
methods are evaluated using LOPO-CVs in terms of ac-
curacies, F-measure values, and MCCs.

2. Literature Review

In this part, we will outline some current works on PD
classification that make use of machine learning techniques
and discuss contemporary deep learning methods in PD
classification. To evaluate speech recordings for PD classi-
fication, Alqahtani et al. [14] proposed classifications based
on NNges (non-nested generalized exemplars), which, in
spite of their capabilities, were not examined thoroughly.
)e study’s experiments categorized healthy and PD using
NNges and the algorithm’s optimized parameters. Fur-
thermore, the data was balanced using the synthetic mi-
nority oversampling technique (SMOTE) method. Finally,
using the balanced data, NNge and ensemble algorithms,
notably AdaBoostM1, were developed.

Using the sets of vocal data, Gunduz [15] used the dual
frameworks of CNNs for identifying PDs, where different
feature sets were generated but merged together. )eir first
architecture combined several feature sets before feeding
them as inputs to 9-layered CNNs, while the second part fed
feature set information directly to convolution layers in
parallel. Hence, each parallel branch’s deep features were
obtained before their merger into layers. )eir second
showed highly promising results in tests as they learned deep
features utilizing parallel convolutions. )e extracted deep
features were efficient in increasing the discriminative
powers of classifiers in addition to differentiating patients
with PDs from healthy people.

PDs were classified by Li et al. [16] by combining CART
and ensemble learning. )e study used CART to iteratively
identify optimal training speech samples with high levels of
differentiation. )e study used ensembles, including RFs
(random forests), SVMs (support vector machines), and
ELMs (extreme learning machines) for learning optimal
training data. )e study classified test data using trained
ensemble-learning systems. )e study found that CARTand
RF combinations were stable when compared to other
strategies and also improved PD predictions with speech
data categorizations. Caliskan et al. [17] projected the di-
agnosis of PDs using speech impairments, the first indica-
tion of the disease. )ey used DNNs with stacked
autoencoders and the softmax function for classifications.
)eir simulation results across two databases demonstrated
the efficiency of DNN classifiers in comparison with other
classification techniques.

For quickly detecting PDs, Cai et al. [18] proposed the
usage of enhanced FKNNs (fuzzy K-nearest neighbors)
combined with CBFOs (chaotic bacterial foraging optimi-
zations) with Gauss mutations on voices data. )eir CBFO-
FKNN was an evolutionary instance-based learning meth-
odology, where FKNN’s parameters were tuned effectively
by CBFOs. )e study evaluated their suggested approach
exhaustively on PD datasets in terms of classification ac-
curacies, sensitivities, specificities, and AUCs (area under
the receiver operating characteristic curves).)e study aided
physicians in making better clinical diagnostic judgments.

Castro et al. [19] classified PDs on UCI machine learning
repository datasets with ANNs using MLPs (multilayer
perceptrons). )eir collections included voice recordings of
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patients with PDs along with control groups. )e study used
several networks and trained 10 to 6000 neurons, which were
increased ten folds in the hidden layers. )eir analyses of
speech-related characteristics by ANNs could be used to
assess patients’ impacts of PDs. MLTs can identify other
neurological disorders when biological data is made avail-
able. Disorders were classified by Abdurrahman and Sin-
tawati, [20] where well-known speech characteristics were
used in PD research, including jitters, shimmers, basic
frequency parameters, and harmonicity parameters, and
they assessed PDs using RPDEs (recurrence period density
entropies), DFAs (detrended fluctuation analyses), and PPEs
(pitch period entropies). PDs were classified using the
XGBoost algorithm, which used identified baseline features,
followed by feature selections executed from feature im-
portance plots to enhance the model’s performance. )e
resulting locShimmer features were eliminated from the
model, and the efficacy of features was improved by
XGBoost’s assessments of feature importance to increase
classification accuracies.

Karabayir et al. [21] examined PD data with multiple
MLTs, including LGBs (light gradient boosts), EGBs (ex-
treme gradient boosts), RFs, SVMs, KNNs, least absolute
shrinkages, selection operator regressions, and LRs (logistic
regressions). )e study also conducted variable significance
analyses to find important factors in people diagnosed with
PDs. )e study found that LGBs outperformed other MLTs
in benchmarks and could be utilized to screen huge patient
groups for PDs at low costs. Patra et al. [22] employed MLTs
to assess the voices of patient datasets and identify PDs. )e
study’s base classifiers were DTs (decision trees), LRs, and
KNNs, which had their performances compared to en-
sembles like bagging, RFs, and boosts. Furthermore, the
most important traits associated with classifications for PDs
were discovered and prioritized, depending on feature im-
portance with the aim of differentiating PD-affected patients
by detecting dysphonia.

Parisi et al. [23] proposed the use of hybrid AIs (artificial
intelligence) for examining the cases of PDs. )e study used
UCI’s databases, where the dysphonic values of 68 patients’
clinical ratings were considered for processing. )e study’s
feature selections were based on MLP weights while ranking
input features, where physiological and pathological pat-
terns were given different weight values. )is strategy re-
duced examinable features from 27 to 20, thus effectively
reducing the dimensions for the learning of LSVMs (La-
grangian support vector machines). )e proposed hybrid
MLP-LSVMs performed well in benchmarks against the
existing and previously proposed schemes and could be used
in clinical environments for the detection of PDs.

Datasets with rich features were examined by Hasan and
Hasan [24] using ANOVA (Analysis of Variance) F-score
values to extract the top 50 features. Several MLTs were
applied, and their results were compared to prior studies.
)eir experiments found that feeding select characteristics to
RFs resulted in the greatest accuracy scores. )eir use of
ANOVA for feature extraction successfully retrieved im-
portant characteristics that distinguish PD patients from
healthy persons while improving classification accuracy

scores. Qasim et al. [25] suggested hybrid feature selection
approaches for processing unbalanced PD datasets. SOMTE
approach was used in the study to balance the dataset.
Subsequently, RFEs (recursive feature eliminations) and
PCAs (principal component analyses) were used to remove
contradictions found in the dataset’s features and reduce the
processing times of PCAs.)eir classifiers included bagging,
KNNs, MLPs, and SVMs that worked on the acoustic re-
cordings of PDs along with the patient’s individual char-
acteristics. )eir idea of using SMOLTE with RFEs and
PCAs in preprocessing datasets was also compared with
other identifiers for PDs and general medical disorders
found in people. )e study was an asset to healthcare
organizations.

Even though the first system integrates distinct selected
features [15] prior to feeding them to a 9-layered CNN, the
second model feeds feature sets to concurrent input layers
that are directly connected to convolution layers. Before
integrating deep features from each parallel connection in
the merge layer, deep features from each parallel branch are
extracted simultaneously. )e suggested models are trained
using information from UCI machine learning, and their
results are verified using Leave-One-Person-Out Cross
Validation (LOPO CV). )e F-measure and Matthews
correlation coefficient measure, as well as correctness, are
employed to examine our data because of the imbalanced
class distribution. )is second model appears to be quite
promising, as it is capable of learning feature representations
from each set of features via concurrent convolution layers,
according to experimental data.

3. Proposed Methodology

)is research work proposes a new feature selection and
classification framework for identifying PDs. )is work uses
five major steps, namely, the extraction of features based on
voices, dimensionality reductions using KPCAs (kernel-
based principal component analyses), the usage of proposed
OBEFSs, LFCSAs, AFAs, and FCBi-LSTMs. Subsequently,
the assessments are evaluated using LOPO-CVs. Figure 1
depicts the general flowchart of the proposed system.

3.1. PD Dataset. )e PD dataset encompassed speech
samples used by prior studies to diagnose PDs from UCI’s
machine learning repositories [13]. )e data gathered at
Istanbul University’s Cerrahpasa Faculty of Medicine’s
Department of Neurology comprised 188 PD patients (107
men and 81 women) in the age range of [33, 87] and 64
healthy persons (23 men and 41 women) in [41, 82] age
ranges. )e voices were collected on 44.1 kHz (microphone’s
frequency), and three copies of the vowels of individuals
were collected after doctor’s examinations.

3.2. Feature Extractions. )e dataset had baseline and
temporal frequency features, MFCCs (Mel frequency
cepstral coefficients), WTs (wavelet transforms), TQWTs
(tunable Q-factor wavelet transforms), and vocal fold
features:

Journal of Healthcare Engineering 3



(i) Baseline features: since PDs impede the speech of
patients even in the early stages, speech charac-
teristics were successfully used to evaluate PDs and
track the disease’s developments following me-
dicinal therapies. )e fundamental frequency pa-
rameters (#5), harmonicity parameters (#2), RTDEs
(recurrence time density entropies) (#1), DFAs

(detrended fluctuation analyses) (#1), and PPEs
(#1) have been extensively utilized in characterizing
speech-based PD researches [24, 26] and form the
baseline features [13].

(ii) Time frequency features: intensity parameters (#3),
formant frequencies (#4), and bandwidth (#4) are
the examples of features.

Parkinson’s disease 
Dataset

Dimensionality Reduction

Kernel based Principal Component Analysis (KPCA)

Vocal (Speech) Features extraction 

Baseline features, Time frequency Features, Mel-
Frequency Cepstral Coefficients (MFCC), Wavelet 
Transform, Tunable Q-factor Wavelet Transform 

(TQWT), and Vocal fold features

Experimental results

Parkinson Disease Classification

Fuzzy Convolution Bi-Directional Long Short-Term 
Memory(FCBi-LSTM)

Optimization Based Ensemble Feature Selection (OBEFS)

Fuzzy Monarch Butterfly 
Optimization Algorithm

Levy Flight Cuckoo Search 
Algorithm (LFCSA)

Adaptive Firefly 
Algorithm (AFA)

Correlation based 
Aggregation function

Figure 1: Overall flow of the proposed system.
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(iii) MFCCs: MFCC-based extractions use triangular
overlapped filter banks to combine cepstral analyses
with spectral domain partitions. MFCCs can detect
rapid deterioration in the movements of articula-
tors in PDs like the tongues and lips, which are
directly affected by the disease. )e dataset had 84
characteristics related to MFCCs to identify the PD
effects in the vocal tract (#84), and they were
generated using the mean and standard deviation of
initial 13 MFCCs along with the signal’s log en-
ergies and 1st/2nd order derivatives [13], in addition
to vocal folds.

(iv) WTs: generally, WTs are used to make decisions
about signals and specifically on signals with minor
fluctuations on regional scales. Several studies have
utilized WT features obtained from a speech
sample’s raw fundamental frequencies (F0) to di-
agnose PD. )is work produced 182 WTs charac-
teristics from both approximations and detailed
coefficients, including energies, Shannon’s and log
energy entropies, and Teager-Kaiser energies.

(v) TQWTs: the extraction of features using TQWTs
improves signal qualities by adjusting three pa-
rameters, namely Q-factors (Q), redundancies (r),
and a number of levels (J) based on the signal’s
behaviors. )e oscillations in the time domain
signals are proportional to Q-factors, while J
stands for decomposed layer counts. On decom-
positions, J high-pass filters output J+ 1 sub-bands
and one final low-pass filtered output. Ringing,
controlled by r allows wavelet’s localizations with
respect to time [27]. )is study’s tests yielded 432
TQWT-related characteristics from the dataset
[13].

(vi) Vocal fold features: the effects of noises on vocal
folds were also investigated in this work using
features based on vocal fold vibrations. )e study
extracted the following from the data [13]: glottis
quotients (GQs) (#3), glottal-to-noise excitations
(GNEs) (#6), vocal fold excitation ratios (VFERs)
(#7), and empirical mode decompositions (EMDs).

(vii) Concat features: concat features are the combina-
tion of baseline, vocal fold, and time frequency
features.

3.3. Dimensionality Reduction Using KPCAs. Approaches
based on KPCAs are prominent for dimensionality reduc-
tions. KPCAs consider linear subspaces with reduced di-
mensionalities in the original sound’s feature spaces, where
new sound recordings of PDs show the greatest variance in
features [28]. Assuming ai , i � 1, . . . N is the PD dataset,
where ai represents D-dimensional sound recorded feature
vectors, they have to be projected intoM-dimensional sound
reordered feature subspaces that are lesser than D, and
reduced feature vectors of sound recordings are identified.
)ese reduced dimensional feature sets are used by OBEFSs
for selecting relevant features.

3.4. Feature Selections UsingOBEFSs. )e proposed OBEFSs
integrate the normalized results of multiple feature selec-
tions to arrive at quantitative feature sets with ensemble
significances. In the initial phase, the series of feature se-
lectors are created for different outputs, followed by the
aggregations of a single model’s results. )e aggregations of
feature selections are accomplished using correlations or
consensus on feature ranks or counting most selected fea-
tures for determining consensus-based feature subsets. )e
proposed OBEFSs generate final consensus ranks by com-
bining feature ranks supplied by single feature selectors:
FMBOAs, LFCSAs, and AFAs.

3.4.1. FMBOAs. )is work uses FMBOAs for the selection of
feature subsets, where the characteristics for samples are
considered based on the effects of feature existences in PDs.
Classifiers then use these selected attributes from samples (m
denotes the number of voice samples). Classifiers forecast
their own class labels, and evaluations are made for ultimate
selections. )e original characteristics are given feature
weights that indicate their significance to classifications, and
features with the highest weights are chosen. MBOs are
migration-based that are built on migration trends, where
fitness and importance of selections are rated. When used
without modifications, FMBOAs show good classification
accuracy results, indicating that they balance their global and
local searches. )e global search components of MBOAs
were tweaked in this study to provide more precise results
and boost effectiveness in locating the right characteristics
before resorting to local searches. Individual butterflies
analyze attributes that interact with one another on local
levels, disseminating information across swarms and
resulting in the system’s growing capabilities [29–31]. )ey
are carried out with the help of two operations, namely
migration operators and adjustments to butterfly operators.

3.4.2. LFCSAs. CSAs (cuckoo search algorithms) are mo-
tivated by the unusual habit of cuckoo species, known as
obligatory interspecific brood parasitism [32].)ese behavioral
patterns are based on the fact that certain animals use suitable
hosts to optimize the selections of characteristics from datasets
to grow their progenies. CSAs avoid parental commitments in
rearing their offspring while limiting the dangers of egg loss
(irrelevant traits) to other species. )e final characteristics are
chosen by placing eggs (features) in a variety of nests. )e
method’s purpose is to replace the present solutions with eggs
(irrelevant features) previously placed in the nest with these
new solutions connected with cuckoo eggs (features). )is
iterative replacement may undoubtedly increase the quality of
the solution over iterations, finally leading to a very good
solution of the feature. In particular, CSA is based on three
idealized rules [33, 34], which are as follows:

(1) Cuckoos lay the eggs (features) in nests randomly
(accuracies).

(2) Nests with the best eggs (quality of features) are
considered for subsequent generations for producing
better solutions (features).
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(3 )e host nest counts are set with probability
prba ∈ [0, 1]. Hosts can find alien eggs (feature), a
rule approximated by new nest replacements prba of
the n available host nests. LFCSA algorithm initially
begins with the N host. (1) gives the initial values of
the kth component of the jth nest.

f
k
j(0) � μ. upk

j − lowk
j  + lowk

j , (1)

where upk
j is the kth feature’s upper bound, lowk

j is the kth
feature’s lower bound, and µ is the uniform random variable
in the range (0, 1). )ese parameters are adjusted for en-
suring the feature values that exist with their feature spaces.
)e feature (egg), say i, randomly selected in the iteration,
results in the solutionft+1

i .)e algorithm uses Lévy flights in
place of random walks for efficient random searches. )ese
flights, similar to random walks, are characterized by step
sizes, following probability distributions with isotropic and
random orientations. Lévy flights are depicted by

f
t+1
i � f

t
i + α⊕ levy(λ). (2)

)e superscript t denotes the current generation, the
symbol ⊕ denotes entry-wise multiplication, and α> 0 de-
notes the step size. )is step size specifies how far a particle
(feature) may move in a certain number of iterations using a
random walk. )e Lévy distribution modulates the transi-
tion probability of the Lévy flights in

levy(λ)∼g
− λ

, (1< λ≤ 3), (3)

)eproduction of random numbers with Lévy flights has
two basic phases from a computational standpoint, which
are as follows:

To begin, a random direction based on a uniform dis-
tribution is selected.

)en, based on the chosen Lévy distribution, a series of
steps is constructed.

For symmetric distributions, Mantegna’s approach is
employed [34].)ismethod uses an equation to calculate the
factor,

ϕ �
Γ(1 + β).Sin(π.β/2)

Γ (1 + β/2).β.2β−1/2 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/β

, (4)

where the Gamma function is denoted by Γ, and since β �

3/2 was utilized in a recent study [34], this work used the
same ranges here. By (5), this factor is utilized in Mantegna’s
procedure to compute the step lengths:

ς �
u

|v|
1/β, (5)

where u and v are the zero mean and deviation normal distri-
butions σ2u and σ2v , respectively. σv � 1 and σu follow the Lévy
distribution given by (4). )e step size ζ is then computed using

ς � 0.01ς f − fbest( . (6)

)e obtained ς changes the value of dimension x to:
f←f + ζ.Ψ, where Ψ stands for the solution’s random

vector, and the x value lies in the normal distribution in the
range (0, 1). LFCSA approaches identify new solutions
(feature selections) that are fit (accurate) with existing so-
lutions, where new solutions replace older ones on im-
provements. Nests with the worst values are discarded for
further iterations and replaced with randomized new so-
lutions, where replacement rates are based on probabilities
prba, which are tuned for optimality. )us, in iterations,
existing solutions (feature selections) are rated based on
their fitness values (accuracies), and the best solutions
(features) are attained and stored as feature vectors fbest.
Iterations are continued until the defined stopping criteria
are met. LFCSA’s pseudocode is depicted as Algorithm 1.

3.4.3. AFAs. )e firefly algorithm is based on the idealized
behavior of firefly flashing [35]. For the core formulation of
FA, the three rules idealized are as follows:

(i) Because all fireflies are unisex, they will attract each
other regardless of their gender for the best feature
selection from the dataset

(ii) )e brightness (accuracy) of a firefly is related to its
attractiveness, which decreases as the distance be-
tween two fireflies grows

(iii) )e brightness of a firefly is controlled by the ob-
jective function (accuracy)

)e light intensity (In) varies exponentially and
monotonically with distance. Equation (7) is used to explain
it.

In � In0e
− cr

, (7)

where In0 is the initial light intensity and c is the light
absorption coefficient. As a firefly’s attractiveness is pro-
portional to the light intensity seen by neighbor fireflies
(features), define the attractiveness β of a firefly by

β � β0e
− cr2

, (8)

where β0 � 1 is the attractiveness at r� 0.)emovement of a
firefly (feature) “i” is attracted to another more attractive
firefly(feature) “j”, which is determined by

xi � xi + β0e
− cr2

ij xi − xj  + αε. (9)

)e third term is the randomization with the step α,
being drawn from a Gaussian distribution.

FAs generically use (9) for iterative randomizations,
resulting in uniform distributions in the interval [0, 1] range.
)eir step determinations are static/linear and are defined for
unchangeable maximum generations. FAs begin with the
same steps, and their values keep decreasing in iterations. As a
result, it is possible that it will get stuck at the local optimum,
causing premature convergence. Secondly, taking such a large
stride may lead the firefly to miss the best option while it is
still in the area of the firefly during the early phases of the
search. As a result, search performance might be harmed.

)us, (9) implies the benefits of explorations in FAs,
where larger steps result in global optimum convergences.
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For steps with low values, considerable influence occurs on
explorations and convergences of algorithms. )e values
keep declining slowly on more iterations, however, they are
faster in reduced iterations.)ese issues have been overcome
in this study by the usage of self-adaptive steps, where the
firefly’s unique experiences help in selecting the best features
from the data.

Step settings should be used to remedy the difficulties
listed above. )e firefly step should be set to be far away
from the ideal solution. Fireflies between the two are uti-
lized to balance the global and local searches for the best
feature selection from the dataset. As a result, the firefly’s
stride must be concerned with both its previous data and
current circumstances. )is work introduces the firefly’s
history data, which contains the optimal value of the
previous two iterations. Based on the comments mentioned
above and many experiments, the step α of each firefly is
calculated by (10) and (11), respectively. It is discussed as
follows:

hi(t) �
1

������������������������

fpi(t − 1) − fpi(t − 2) 
2

+ 1
 , (10)

αi(t + 1) � 1 −
1

�������������������������

fbest(t) − fi(t)( 
2

+ hi(t)
2

+ 1
 , (11)

where hi(t) is the past two iterations’ history data of the ith

firefly. fpi is the fitness value of the best solution of the ith
firefly. fbest is the fitness value of the best solution of
population heretofore found, andfi is the fitness value of the
ith firefly, which reflects the current data. )e firefly’s next
iterations are self-adaptive and are decided by the gap be-
tween the current fitness values and the population’s best
fitness values. As a result, the firefly steps might change with
repetitions, and each firefly’s step is, likewise, changed at the
same time.

(1) Begin
(2) Objective function f(x), x � (x1, . . . .xd)T

(3) Generate initial population of n fireflies
xi(i � 1, . . . .n)

(4) Formulate light intensity In by objective function
f(x)

(5) While (t<MaxGeneration)
(6) Define absorption coefficient c

(7) Evaluate fitness Fi by accuracy of the classifier
(8) For i� 1 to n(n fireflies)
(9) For j� 1 to n(n fireflies)
(10) If (Ij > Ii)

(11) Move firefly i towards j
(12) End if
(13) Vary attractiveness with distance r via exp (−cr2)
(14) Evaluate new selected features solutions and update

light intensity
(15) Update the step of each firefly.)e step is calculated

by (10) and (11).
(16) End for j
(17) End for i
(18) Rank the best features and find the current best

features
(19) End while
(20) Postprocessing the results and visualization
(21) End

3.4.4. Correlation Function. Correlations between the fea-
tures are computed by ensemble feature selectors, where
high similarities between the features award their elimina-
tions. )e features selected using three procedures form
ensemble features, where only ideal feature sets are selected
by majority votes and based on the outputs of individual
feature sets. )e correlation coefficient matrices for the
features selected in the out-ensemble feature selection
outputs are computed using

(1) Begin
(2) Objective function f(f), f � (f1, . . . .fd)T with d � dim(Ω)

(3) Generate initial population of N host nests fi(i � 1, . . . .N)

(4) While (t<MaxGeneration)
(5) Get a cuckoo (say i) randomly by Lévy flights
(6) Evaluate fitness Fi by the accuracy of the classifier
(7) Choose a nest among N (say j) randomly
(8 ) If (Fi >Fj)

(9) Replace j with the new solution
(10) End
(11) A fraction (prba) of worse nest(features in the dataset) are abandoned and new features are built by
(12) Lévy Flights
(13) Keep the best solutions using the accuracy of the feature
(14) End while
(15) Postprocess the results and visualization
(16) End

ALGORITHM 1: Levy flights cuckoo search algorithm.

Journal of Healthcare Engineering 7



correlation coefficient �
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−  y( 
2

 

 ,

(12)

where x and y are the attribute values under consideration,
and N is the total number of instances. )e feature set se-
lected by the correlation-based ensemble feature selector is
given as an input to the classification.

3.5. Classification of PDsUsing FCBi-LSTMs. )is work used
FCBi-LSTMs for the classification of PDs. )e suggested
approach computes fuzzy weight with membership values
that are adjusted for extracting the most relevant features
with respect to PDs. FCBi-LSTMs and CNNs analyze the
selected characteristics from PD datasets [36]. CNNs made
of convolution and pooling layers convolute and pool where
outputs are fed to subsequent convolution layers. CNNs
offer significant advantages in terms of feature extractions as
they use partial filters for convolutions based on their un-
derstanding of biological vision cells’ local perception. )e
convolution layer is separated into many output matrices
using filters to offer a better representation of the selected
features from the PD dataset, with each output matrix
having a size of (Nm+ 1). )e pooling layer of CNN is a
technique for reducing the dimension of a matrix while
keeping the fundamental links between the features. Pooling
layers are average pooling layers with inputs from convo-
lution layers. In the Bi-LSTM data analysis technique, the
output of the last convolution layer is used as an interme-
diate variable [37]. As a result, LSTM does more than just
add a nonlinear element to the input and loop cell trans-
formation. Fuzzy weights are computed using Gaussian
membership functions, where Bi-LSTMs outperform uni-
directional LSTMs as they capture more structural infor-
mation. )e final outputs of Bi-LSTMs are processed by
CNN’s convolution layers for diagnosing PDs. To combine
features processed by CNN and features processed by Bi-
LSTM, multimodal factorized bilinear pooling (MFB) is
utilized.

4. Experimental Results

)is section describes the experimental findings achieved by the
proposed FCBi-LSTM classifier and compares them to ap-
proaches, such as FCLSTM-CNN (fuzzy convolution long
short-termmemory-based convolution neural networks), CNN,
and SVM. Since the samples in the test sets were fewer, LOPO-
CVs’ performance was evaluated using the training set’s
remaining individual instances, as each individual had three
recordings, and the class labels assigned to these recordingswere
used to establish the individual’s class label. )e MIT-BIH
arrhythmia database was used to conduct the investigations on
arrhythmia recognition and classification systems and MATrix
LABoratory R2016a (MATLAB R2016a). )e implementation
has been done using the following system specifications: Intel
(R) Core™i3-4160T CPU@3.10GHz 3.09GHz processor,
4.00GB RAM, Windows 8.1 Pro, 64-bit operating system, and
1TB hard disk.

4.1. Evaluation Metrics. To test the predictability of the
classifiers, evaluation metrics are required. Although accuracy
is a widely used statistic, it might produce deceptive findings
when data has an imbalanced class distribution. Even when
there is a class imbalance, evaluation measures like F-measure
and MCCs may be used to assess how effectively a classifier
can discriminate between distinct classes. Allow the confusion
matrix in Table 1 to represent the numbers of properly and
erroneously categorized occurrences per class for binary
classification. )e letters tp, fp, fn, and tn in the confusion
matrix mean true positive (tp), false positive (fp), false
negative (fn), and true negative (tn), respectively. Precision,
recall, F-measure, accuracy, and error were calculated using
the formulae based on these counts.

Precision �
tp

tp + fp
, (13)

recall �
tp

tp + fn
, (14)

F − measure �
2∗precision∗recall
precision + recall

, (15)

Accuracy �
tp + tn

tp + tn + fp + fn
, (16)

error � 100 − Accuracy. (17)

MCCs, which take into consideration the tp, fp, fn, and
tn counts and are frequently recognized as a balanced
measure that may be employed even if the class distribution
is uneven, are another statistic for evaluating the validity of
binary classifications. MCCs are simply correlation coeffi-
cients ranging from −1 to +1 between the actual and pre-
dicted occurrences. A score of +1 indicates a perfect
prediction, whereas a value of −1 indicates a discrepancy
between the forecast and the actual labeling.

4.2. Results Comparison. Experimental evaluations of clas-
sifiers were executed with three types of features in terms of
accuracy, error, F-measure, and MCC. )e combination of
MFCCs +Wavelets +Concated features with SVM resulted
in the accuracy rate of 88.1294%, although the accuracy rate
of MFCCs +Wavelets +Concated combination was
94.1752% for CNN. FCLSTM-CNN had the accuracy results
of 93.0470%, 93.0854%, 93.1261%, and 95.1557%, respec-
tively, for TQWT+MFCC+Wavelet, TQWT+Wavelet +
Concat, TQWT+MFCC+Concat, and MFCC+Wavelet +
Concat. )e suggested FCBi-WLSTM classifier with
MFCCs +Wavelets +Concated combinations achieved the
highest accuracy rates of 98.7720% (F-measure rate of
98.5010% and 71.400% for MCC) (See Table 2).

Figures 2–5 show the F-measures, accuracies, MCCs,
and errors of feature set combinations, where the
TQWT+MFCC+Wavelet combination of feature sets
yielded higher results of 98.3100 percent, 96.6381 percent,
74.300 percent, and 3.3619 percent for f-measures,
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accuracies, MCCs, and errors, respectively, when compared
to other combinations. Figure 2 compares the F-measure
outcomes of four distinct feature level combinations using
various classifiers. )e proposed FCBi-LSTM with the first
feature level combination achieved a higher F-measure value
of 98.3100%, which was better than SVM, CNN, and
FCLSTM-CNN, which achieved F-measures of 82.9150
percent, 85.8697 percent, and 94.2258 percent, respectively,
at the first feature level combination.

Figure 3 depicts accuracies in the x-axis assessed using
feature-level combinations on classifiers. FCBi-LSTM
achieved 98.772 percent accuracy when compared to SVM,
CNN, and FCLSTM-CNN, which achieved 88.1294 percent,
94.1752 percent, and 95.1557 percent accuracy, respectively,
at the final feature level combination.

Figure 4 depicts error result comparisons of classifiers
with four distinct feature level combinations. According to
Figure 4, FCBi-LSTM results on final feature level

Table 2: Results of classifiers with triple feature (KPCA+OBEFS).

Feature combination F-measure Accuracy Error MCC
SVM classifier (%)
TQWT+MFCC+Wavelet 82.9150 85.1035 14.8965 56.2000
TQWT+MFCC+Concat 80.7960 83.6640 16.3360 54.6000
TQWT+Wavelet +Concat 86.3590 87.4662 12.5338 58.8000
MFCC+Wavelet +Concat 87.4510 88.1294 11.8706 59.7000
CNN classifier (%)
TQWT+MFCC+Wavelet 85.8697 87.5696 12.4304 57.2007
TQWT+MFCC+Concat 90.2315 91.9315 8.0684 61.4600
TQWT+Wavelet +Concat 86.3695 88.0694 11.9306 63.3994
MFCC+Wavelet +Concat 92.4752 94.1752 5.8248 64.5384
FCLSTM-CNN classifier (%)
TQWT+MFCC+Wavelet 94.2258 93.0470 6.9530 67.6669
TQWT+MFCC+Concat 91.5250 93.0854 6.9146 67.7060
TQWT+Wavelet +Concat 93.4200 93.1261 6.8739 65.4457
MFCC+Wavelet +Concat 91.6921 95.1557 4.8443 67.2960
FCBi-LSTM classifier (%)
TQWT+MFCC+Wavelet 98.3100 96.6381 3.3619 74.300
TQWT+MFCC+Concat 96.5900 98.0244 1.9756 72.300
TQWT+Wavelet +Concat 97.5200 97.3457 2.6543 70.300
MFCC+Wavelet +Concat 98.5010 98.7720 1.2280 71.400
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Figure 2: F-measure results of feature level combination vs. classifiers.

Table 1: Confusion matrix for two-class classification.

Actual/predicted as Positive Negative
Positive tp fn
Negative fp tn
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combinations produced reduced error values of 1.2280
percent, whereas SVM, CNN, and FCLSTM-CNN had
higher error values of 11.8706 percent, 5.8248 percent, and
4.8443 percent, respectively, at the final feature level
combination.

Figure 5 compares MCC results of TQWT+MFCC+
Concat feature set, which yields a higher result of 74.30
percent for the proposedmethod, and 56.20 percent, 57.2007
percent, and 67.6669 percent for SVM, CNN, and FCLSTM-
CNN classifiers, respectively (1st feature level combination).
Because feature selection is accomplished using the pro-
posed approach achieves superior MCC outcomes for all
classifiers (OBEFSs).

5. Conclusion and Future Work

PD is the second most prevalent neurological ailment,
causing considerable impairment, lowering the quality of
life, and having no treatment. It is critical to diagnose PD
early to use neuroprotective and early treatment techniques.
In this research, a feature selection is used to present a
multiclass classification challenge for PD analysis. For PD
analysis, OBEFS and FCBi-LSTM are presented. )e pro-
posed OBEFS method is based on a number of algorithms,
including FMBOA, LFCSA, and AFA. To execute OBEFS,
the correlation function is utilized to choose optimum
features from the three feature subsets. )e FCBi-LSTM
classifier is then used for PD diagnosis. It is an effective and
accurate model for properly diagnosing the condition at an
early stage, which might help doctors aid in the cure and
recovery of PD patients. Classification algorithms were
tested with UCI’s machine learning libraries, and their
performance is measured using precision, recall, F-measure,
accuracy, and MCC. )e results were compared to other
existing techniques, and the findings show that the suggested
model’s accuracy is higher than the other current ap-
proaches. Deep learning has a bright future in engineering
and medicine. In terms of future work, the goal is to extend
existing research in novel ways. Different data types can be
sent into the network as inputs at the same time using the
proposed CNN’s parallel convolution layers. It gives us the
chance to utilize the multimodal data in PD classification.
Also, the authors plan to use different deep learning models
in the classification process.

Abbreviations

PD: Parkinson’s Disease
DMTs: Data mining techniques
MLTs: Machine learning techniques
EFSs: Ensemble feature selections
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OBEFSs: Optimization-based ensemble feature
selections

LFCSAs: Lévy Flight Cuckoo Search Algorithms
AFAs: Adaptive firefly algorithms
FCBi-
LSTMs:

Fuzzy convolution bidirectional long short-
term memories

UCI: University of California-Irvine
LOPO-CVs: Leave-One-Person-Out-Cross Validations
MCCs: Matthews correlation coefficients.

Data Availability

)e datasets used and/or analyzed during the current study
are available from the corresponding author on reasonable
request.

Conflicts of Interest

)e authors declare no conflicts of interest.

References

[1] T. V. S. Sriram, M. V. Rao, G. V. S. Narayana, and
D. S. V. G. K. Kaladhar, “Diagnosis of Parkinson disease using
machine learning and data mining systems from voice
dataset,” in Proceedings of the 3rd International Conference on
Frontiers of Intelligent Computing: Geory and Applications,
pp. 151–157, (FICTA), Berlin, Germany, January 2014.
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As a health service model promoted by the “Healthy China 2030” plan, the integration of sports and medicine is of great
signi�cance to the reformation of college students’ health management. Research shows that the general low health literacy,
unhealthy lifestyle, signi�cant decline in physical �tness, high incidence of subhealth, and prominent mental health problems are
common among college students in China. �is article comprehensively utilizes the literature data method, logical analysis
method, and questionnaire survey method to analyze the health status of college students, the current status of the health
management of college students, and outstanding issues and to focus on analyzing the current status of students’ body shape,
physical function, and physical �tness indicators. From the perspective of examining, re�ecting, and exploring physical and
medical integration, it is believed that the construction of students’ physical health issues from the perspective of the development
of the integration of sports and medicine is manageable and the interaction of medicine, health, and sports can be promoted. �is
article discusses the enlightenment of “sports–medicine integration” with school physical education, interprets the connotation of
“sports–medicine integration”, and analyzes the development direction of “sports–medicine integration” and physical education.
In order to e�ectively strengthen school physical education work, we proposed to establish the concept of “sports and medical
integration” sports health education, speci�cally the development strategy of school physical education, including promoting
“sports integration,” to improve the development of sports education, and establish a teaching service platform, providing ideas
and suggestions for the development of national health strategies. In conclusion, colleges and universities should strengthen the
construction of sports venues and facilities for physical education, increase students’ enthusiasm for participating in physical
exercise, and improve students’ physical �tness.

1. Introduction

With the improvement in people’s health awareness, all
levels of the society are deeply aware of the importance of
health. Sports and medical care are important pillars of
social health, and “the integration of sports and medicine”
has become a current research hotspot. Nowadays, people’s
dietary structure and lifestyle have undergone tremendous
changes, and obesity has gradually become a serious
problem in the �eld of public health. �e obesity rate of
college students continues to increase, and their physical
�tness has been declining year by year. Some indicators are

even inferior to that of middle school students. Obesity also
makes college students low in self-con�dence and prone to
anxiety, which leads to interpersonal communication dis-
orders. Moreover, the health of college students is also
threatened by chronic diseases, and changes in lifestyle have
made cardiovascular and cerebrovascular diseases, cancer,
diabetes, and other diseases the “killers” that endanger
college students; in addition, clinical medicine has little
e�ect on such diseases. �is gave birth to “physical medicine
fusion” health promotion.

Since 1985, China has conducted four surveys on the health
of college students. �e results of the survey show that the
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physique of college students is gradually declining. ,e decline
in college students’ physique is not as simple as it seems.
Countries are gradually paying attention to physical health.,is
is because of the poor psychological status of college students
and their weak psychological endurance. It is also urgent to
update school physical education. “Healthy China 2030” pro-
poses “the integration of physical and medical care”. ,e es-
tablishment of the Research Center for Promotion and
Innovation of “Sports-Medical Integration” and other policy
proposals indicate that the country has elevated health issues
affecting the national strategy, which reflects the importance
and timeliness of “sports–medical integration”. ,e integration
of sports and medicine has pointed out a new direction to our
people for good health, and it has also brought new enlight-
enment to the physical education of our country’s colleges and
universities. ,e “Healthy China 2030” planning outline
mentioned that health education should be incorporated into
the national education system and a diversified health education
model should be constructed, with health education as an
important part of the education stage [1]. Zhang Jianwei started
the concept and connotation of the integration of sports and
medicine and put forward strategies based on the analysis of the
development of the integration of sports andmedicine and local
practices: Sports and medical departments should work to-
gether, focus on the construction of talent teams, increase
publicity and promotion, and explore and develop in accor-
dance with local conditions [2]. Feng Zhenwei tried to use the
symbiosis theory to construct a path for the integration of body
and medicine. ,e research found that currently there are
disadvantages in emphasizing medicine and neglecting the
body, separation of industries, and insufficient laws and policies
[3]. However, the current research results on the physical health
of college students under the integration of sports andmedicine
and the research results on the reform of health management in
colleges and universities are few. ,is article analyzes the
current status of the physical fitness of college students across
the country, analyzes the connotation of the integration of
sports and medicine, and analyzes the integration of sports and
medicine and physical education. At present, college students
also lack the ability of self-decompression and psychological
adaptation [4], and the proportion of dropouts due to psy-
chological problems has also been increasing year by year [5].
On the basis of theoretically combing the correlation between
the integration of sports andmedicine and health management,
the thought and feasibility of the reformation of the health
management of college students under the integration of sports
and medicine are promoted for the development of sports
education and improving the physical health of college students.
,e comprehensive development of college students is pro-
moted, references are provided, and ideas and suggestions are
provided for the reformation of physical education.

2. Connotation and Development Status of the
Integration of Sports and Medicine

,e integration of sports and medicine has not only physical
exercise methods but also the concept of medical services. It
is a mode of operation that mainly provides nonprofit basic
public services and is supplemented by profit-making

methods such as the sports industry, that is, sports disci-
plines and medical disciplines. It is a model of mutual in-
tegration, mutual learning, and reference and mutual
promotion of concepts, ideas, paths, and models.,is model
is very suitable for improving the physical health of students
in college physical education. It is also one of the most
effective ways to improve the physical health of college
students. At the same time, it is an important tactical means
of the “healthy China” strategy.

,e main feature of the integration of sports and
medicine is that “there is medicine in the body, and there is
body in medicine;” the two are interdependent, permeable,
and blended. It has high practical value in the promotion of
sports and medical disciplines. “Physicians in sports” are
mainly manifested in three aspects: competitive sports, mass
sports, and school sports. In competitive sports, for athletes
to achieve excellent results, they need not only the support of
scientific research knowledge of sports but also the medical
and health system to provide athletes with first aid and injury
prescriptions; in mass sports, medical interventions are used
to conduct physical fitness tests on the public and implement
them. Medical supervision promotes scientific fitness for the
masses. School physical education provides students with
exercise programs with a certain exercise intensity to im-
prove the effect of exercise on the basis of avoiding injuries.
“Medicine in the body” is mainly manifested in three aspects:
prevention, treatment, and rehabilitation. Prevention cannot
rely solely on medical means but must be assisted with
appropriate physical exercises and exercise prescriptions; the
treatment of chronic diseases requires the use of exercise
intervention methods. ,e effect is far better than that of
drug treatment; sports rehabilitation should also be added to
rehabilitation, which can accelerate the recovery from the
disease and reduce the incidence of cancer.

At present, our school sports and social sports are not in
touch with each other. ,ere is a gap in the connection
between school sports and social sports, and most students
leave sports when they leave school. In the process of
physical education, cultivating students’ self-health and self-
physical abilities is particularly important.,e integration of
physical and medical strategies and the idea of lifelong
physical education influence each other and complement
each other. We will take lifelong physical education as the
main idea and the integration of physical andmedical care as
the main means to break the teaching situations that are too
weak to deal with errands, deepen the reformation of
physical education in an all-round way, and improve the
health of students.

Most parents have low awareness of sports. During
holidays, students and parents mostly sit quietly and move
less. Sitting for a long time andmoving less are prone to poor
energy metabolism habits, which will also affect muscles and
bones, because of which chronic diseases will follow. Studies
have shown that the mortality rate of people who sit still and
do not move is higher than that of people who exercise. ,e
Institute of Physical Medicine Fusion proposes that reducing
sitting and less movement is beneficial to the prevention of
chronic diseases. In addition, to urge students to develop
exercise habits is also the main task of physical education
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during holidays. ,erefore, through the Internet’s big data,
the goal of physical education and the viewpoint of inte-
gration of sports and medicine are connected in order to
achieve the goal of physical education and disseminate the
viewpoint of integration of sports and medicine. ,e inte-
gration of sports and medicine has played an important role
in improving the health of college students.

3. The Current Status of College Students’
Physical Health

Every year, the Ministry of Education organizes health
campaigns across the country to detect students’ health
problems, inputs the test results into a database with dy-
namic characteristics, and feeds them back to the national
educational institutions and colleges and universities; the
data indicators become important information to realize
health assessment. ,e physical health of college students
has always been an important content of physical education
teaching in colleges and universities. In recent years, it has
been found that the physical health of students has shown a
downward trend through physical tests.

According to the survey, since 1985, the developmental
indicators of students have not reached the standard and
have been declining, including basic height, weight, vital
capacity, and other tests. ,ese declining data reflect that the
status quo of students’ physical fitness is extremely unop-
timistic. A person’s lack of self-confidence is largely related
to one’s appearance, and lack of self-confidence is the cause
of many mental illnesses; hence, this also causes students’
mental health to become less optimistic, and they lose the
vitality that adolescents of the past had such as endurance,
coordination, and hard-working spirit. Homework eats up a
lot of sports time of young people. ,ey don’t have time to
exercise, play, and reflect the vitality of young people. In-
stead, they are bound by scores. ,ey are not released from
this kind of major psychological pressure, which can only be
accumulated in the bottom of their hearts. ,is leads to poor
mental health. According to a survey, university students
suffer from a variety of psychological problems and the rate
of students with mental health problems is 12%. In severe
cases, they commit suicide. ,e types of psychological
problems of college students are more complicated, and the
detection rate of psychological problems is ranked as ob-
sessive-compulsive disorder, interpersonal sensitivity, hos-
tility, depression, paranoia, and anxiety [6]. At the same
time, college students are weak in psychological and social
adaptability, and the incidence of psychological problems
has been increasing year by year; there are also extreme
situations in which “small things lead to catastrophes”.

At present, about 50% of college students are living with
cervical subhealth problems, and some have severe cervical
degenerative characteristics [7]. More than 20% of college
students suffer from various degrees of mental subhealth
symptoms [8]. From a cognitive perspective, the percentage
of college students who believe that they are in a subhealthy
state is also as high as 52%. Studies have suggested that low
sleep quality is the main threat to health, but the incidence of
sleep disorders among college students is increasing. About

81.26% of them have sleep disorders, and the detection rate
of low sleep quality is as high as 40.2% [9]. At the same time,
the “report” pointed out that 30% of college students are
dissatisfied with their sleep status, 68% go to bed between
23 : 00 and 24 : 00, and 18% go to bed after 24 : 00. Sleep
disorders, low-quality sleep, and late sleep are the effects of
these, which speeds up the subhealth state. Scholars have
used a variety of theoretical models to conduct in-depth
research on the development path of the integration of
sports and medicine, enriching the connotation of the top-
level design of the integration of sports and medicine and
clarifying the development thinking.

,e “Outline” proposes that China will carry out an
action to popularize health knowledge and by 2030, the
health literacy level of residents will not be less than 30%.
However, the level of health literacy of college students is
low, and there is a serious lack of healthy lifestyle and be-
havior literacy [10]. Studies have suggested that health lit-
eracy is highly positively correlated with autonomous
exercise awareness [11], but college students’ autonomous
exercise awareness is weak, which hinders the improvement
of health literacy levels [12]. At this stage, college students
have only 9.1% of healthy lifestyle and behaviors, which is far
from the national average of 17%. Studies have shown that
unhealthy lifestyle is the main threat to health, and the “2020
China University Students Health Survey Report” published
by China Youth Daily pointed out that unhealthy lifestyle is
common among college students. For example, girls lose
weight mainly by diet and meal replacement, but 30% of
people do not lose weight but increase. ,e reason is that
they consume too much junk food, eat fewer vegetables and
fruits, and eat irregularly. At the same time, insufficient
exercise is a risk factor for death. ,e total mortality rate is
5.5%. While more than 50% of college students in China
never exercise or pay attention to their own health man-
agement, organ function problems such as abnormal liver
function of college students caused by unhealthy lifestyle
have also increased slightly in recent years [13]. 86% of
college students said they had experienced health problems
such as poor skin condition, lack of sleep, and emotional
problems; 77% of college students said that a rich social life
and various electronic products were the main factors
leading to lack of sleep; 67% of college students said they
would take action to improve their lifestyle; 64% of college
students believe that taking care of the health should start at
a young age and one should consciously maintain physical
health [14].,ese data show that the health problems caused
by the irregular work and unhealthy lifestyle of college
students have become a barrier to the construction of a
healthy campus.

In order to tap sports talents, some colleges and uni-
versities blindly increase the intensity of sports training,
causing students to feel exhausted and resist; other colleges
and universities focus on the students’ sports performance,
and students perform mechanical exercises in order to
obtain sports credits. Training: It is difficult to experience the
fun of physical learning when the physical fitness level is not
good. Even if the student’s physical fitness level reaches the
standard, it is difficult to carry out continuous exercise due
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to lack of exercise awareness and lack of self-discipline
ability, resulting in the decline of the students’ cardiopul-
monary ability and physical fitness indicators in the later
period. Analyzed from the perspective of the education
system, more college students have suffered a serious decline
in their physical health. ,e main reason is that the current
model of exam-oriented education in our country has made
physical activities inadequate.

A total of 400 questionnaires were randomly selected
from freshmen and sophomore students in a university. A
total of 400 questionnaires were distributed, 400 copies were
returned, and 396 valid questions were obtained, with an
effective rate of 99%.

A survey and analysis of the results of students’ physical
test results were conducted. From the survey results in
Table 1, it can be seen that 19.9% of the students have
excellent results in the physical test, 28.5% of the students are
good, 31.8% of the students passed, and 19.7% of students
failed. From this set of data, it can be seen that the current
college students’ physical fitness is not high and the students’
physical test scores are between pass and good.,e results of
the physical test can reflect the physical health of the stu-
dents. Improving the physical fitness of the students and
improving the results of the physical test are challenges in
the current college physical education teaching setup.

From the survey results in Table 2, it can be seen that
19.9% of students regularly participate in physical exercise,
16.4% of students regularly perform physical exercise, 45.2%
of students occasionally perform physical exercise, and
18.4% of students hardly perform physical exercise. From
this set of data, it can be seen that the current college
students are less involved in exercise. In order to continu-
ously improve the physical health of students, it is necessary
to increase the time of students’ physical exercise. Students
need corresponding sports venues and sports equipment for
physical exercise. Although colleges and universities con-
tinue to increase their investment in facilities and venue
construction, there is still a shortage of supply. Although
some colleges and universities have a relatively wide range of
sports venues, it is difficult for the construction of facilities to
meet the standards. Some colleges and universities have very
strict management of facilities and venues due to the fear of
loss and the lack of maintenance of sports facilities and
rarely open them to students. In addition, some colleges and
universities have physical teaching venues. All of the above-
mentioned reasons make it difficult for students to meet
their daily sport needs, resulting in low levels of physical
fitness.

4. Reformation Strategy of Health Education of
“Integration of Sports and Medicine” in
Physical Education in Colleges
and Universities

,e health problems of college students and the problems
of health management of students in colleges and uni-
versities have seriously hindered the implementation of
relevant policies of a healthy China and the progress of

school sports and have become a necessary factor in the
reformation and development of college students’ health
management.

,e integration of sports and medicine is a new thinking
in the development of health management. ,e “Outline”
proposes to promote the formation of a disease management
and health service model that integrates sports and medicine
and to give full play to the active role of national scientific
fitness in health promotion, chronic disease prevention, and
rehabilitation. At present, the integration of sports and
medicine has become a research hotspot. From the per-
spective of health elements, Guo and Zheng [15] proposed
that the integration of sports and medicine is a model of
using sports and medical methods to promote health and
other aspects. In the context of the national health strategy
and the construction of a healthy China, the integration of
sports and medicine has been the health service model that
the “Outline” has promoted. Its core is to actively mobilize
the health promotion forces and resources of all parties
under the integrated thinking and focus on the use of
medicine. ,e scientific health promotion carried out by
knowledge and sports science is a new model of health
management development promoted by the state and is of
great significance to the research on health management of
college students.

Only when teachers reflect on teaching and discover and
solve problems in time can the quality of college physical
education be improved. Diversified teaching can ignite the
sports enthusiasm of college students, allowing them to use
their spare time for independent training. For example,
teachers can use information-based teaching methods to
broadcast corresponding sports games videos to cultivate
students’ sports spirit and promote tactical teaching. Col-
leges and universities must establish a sound physical and
health education curriculum system.

We should promote traditional sports culture, enrich the
content of school-based sports courses, and moderately
increase burden on students. We also can set up “second
classrooms” to meet students with different learning in-
terests and sport needs, help them understand sports culture
knowledge, cultivate their sports spirit and character, es-
tablish diversified sports clubs, and organize colorful athletic

Table 1: Investigation and analysis of students’ physical exami-
nation (N� 396).

Physical test results Excellent Good Pass Failed
Number of people 79 113 126 78
Percentage 19.9 28.5 31.8 19.7

Table 2: Investigation and analysis of students’ extracurricular
physical exercises.

Exercise
frequency Regular Frequently Occasionally Almost

not
Number of people 79 65 179 73
Percentage 19.9 16.4 45.2 18.4
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activities. Only by adhering to the educational philosophy of
“health first and comprehensive education” can colleges and
universities cultivate students’ appropriate sports concepts,
encourage them to integrate into physical education activ-
ities, make them feel the importance of sports to health, and
improve their physical endurance, explosive power, and
exercise speed.

First, colleges can increase the proportion of health
education with the main teaching content of healthy physical
fitness, health education, sports nutrition, physical and
mental development characteristics of college students,
chronic disease characteristics and prevention, etc., to im-
prove the basic theoretical knowledge of sports and health of
college students. Second, regular health lectures are to be
held to inform college students of the relationship between
their physical fitness level and work efficiency, competi-
tiveness, quality of life, and the occurrence of chronic dis-
eases in the form of cases so that college students will pay
attention to learn health knowledge and skills from the
ideological level and then achieve the goal of health edu-
cation. Purpose: ,ird, carrying out various forms of fitness
activities, after-school competitions, fun sports activities,
etc., actively creates a platform to attract college students to
participate in sports activities.,e purpose and development
target of physical education are all students.,emain task of
teaching is the acquisition of students’ physical education. In
teaching, teachers should provide timely and accurate
feedback of students’ learning changes to them so as to
provide them with value for improving their learning status.
Please refer to Figure 1 for relevant details.

,e “five in one” public physical education curriculum
system with equal emphasis on both inside and outside
classes and a two-pronged approach between theory and
practice [16] is shown in Figure 2. ,e class focuses on the
combination of human science knowledge and special skills
and incorporates the concept of integration of sports and
medicine into the whole process of syllabus formulation,
course goal setting, and teaching design. Based on the
principles of fitness, culture, science, and teachability of the
course content, the commonality of basic physical disci-
plines and basic medical disciplines is highlighted; taking the
professional interest of medical students as the starting
point, the teaching content is matched, and the scientific
nature of the movement skills of medical students is im-
proved so that they understand. Extracurricular: Relying on
the advantages of the background of medical schools, the
content related to sports prescriptions is incorporated into
the development goals of the sports courses of medical
schools using the student sports medicine club as the carrier;
serving the school team, after-school exercise, and various
sports events at all levels on the campus are used as the
practice platform to strengthen the practical level of stu-
dents’ physical and medical integration skills. On the basis of
exploring the relevance of the integration of sports and
medicine and health management, combining the spirit of
the “Outline” and the thinking of integrating sports and
medicine, it is proposed to establish a “health management
committee,” reorganize the “health management center for
integration of sports and medicine,” build a “pyramid-style”

health management model, build a “five-in-one” data
platform, strengthen health education, cultivate healthy
lifestyles and other reforms, and develop strategies for
college students’ health management.

According to the “Healthy China 2030” planning out-
line,” the spirit of “Internet + health care” services is pro-
posed, and the “integration of sports and medicine”
construction model for college sports is established to es-
tablish an “integration of sports and medicine” smart health
information platform for college students. Construction
idea: When registering in the educational administration
teaching system, each student enters the high-school and
school physical examination information, physical fitness
test data, personal health status, and physical experience
after each exercise; the school hospital’s health doctor es-
timates potential exercise risks. Sports health teachers put
forward exercise prescriptions. Students choose appropriate
venue facilities and exercise programs for scientific exercise
through the suggestions of physical medicine teachers so as
to realize the intelligent and convenient consultation and
guidance of college teachers and accelerate the process of
“Internet + physical medicine integration” in college sports.
In order to promote the in-depth implementation of the new
teaching reforms of physical education in colleges and
universities, the physical fitness of college students should be
improved, their physical test scores should be improved, and
the failure rate should be reduced; college physical education
teachers should promptly change their educational concepts
and make up for their teaching shortcomings.

From Figure 3, we can see that the “sports–medical inte-
gration” platform service model is a systematic project, which
consists of information–resource integration, exercise pre-
scription formulation, fitness effect evaluation, process moni-
toring, and information feedback. (Health teachers and doctors
and) college student groups participate in collaboration; in-
crease publicity and promotion; compound talent training and
administrative support; improve educational administration
organization and management; and promote the integration
and innovation of sports and hospitals so that lifelong sports
and health education can be realized, as well as life education,
physical fitness, disease prevention, and other educational
demands.

5. The Guiding Significance of “Integration of
SportsandMedicine” totheReformofCollege
Physical Education and Health Education

“Integration of sports and medicine” is one of the important
means for the implementation of the sports curriculum con-
struction strategy. It integrates scientific sports with the com-
prehensive sports curriculum construction service system for
the trinity of prevention, treatment, and rehabilitation, which is
important for the overall improvement of the health of the
whole people.,e integration of sports andmedicine is not only
a requirement for cultivating the builders of socialist mod-
ernization but also a key task in the implementation of the
healthy China construction strategy. It is an all-round explo-
ration of the basic path of the physical health promotion of
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college students in order to promote the integration of sports
and medicine.

Academic pressure is another major factor leading to
the decline in physical health of college students. Before
entering colleges and universities, students experienced
three years of hardcore studies in high school and gave up
a lot of exercise time in high school. ,erefore, even after
entering college, most students have lost the habit of
exercising, and their physical fitness gradually deterio-
rated. In addition to the above-mentioned reasons, with
the increasingly fierce social competition, more college
students use their extracurricular time to study English
and prepare for postgraduate entrance examinations and
various qualification exams, which hinder students’
physical exercise. Many college students approaching
graduation, in order to be able to find the ideal job upon
graduation, give up all the exercise time.

Nutrition has a basic material effect on the physical
health of life and is the energy source for the main life
activities of the human body. Balanced material

nutrition is a material prerequisite for strengthening the
system of college students and improving their health.
Most college students live on campus, so it is often
difficult to have a healthy life through diet. For this
reason, major colleges and universities should
strengthen the management of canteens. ,e scale of
canteens should be expanded, attention should be paid
to nutritional diet planning, and a healthy and balanced
diet should be promoted.

For the effective development of sports activities, the
strengths of all walks of life should be made to full use, taking
into account the internal and external factors, to form a
strong synergy and establish a three-dimensional pattern of
physical health promotion of college students and a good
environment and to make due contributions to cultivating
college students’ lifelong sports awareness. On the basis of
the investigation of the status quo and analysis of the de-
velopment trend of the “integration of physical education
and medicine” teaching service model in college sports, full
play will be given to the scientific and technological service
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advantages of the educational administration platform of
colleges and universities and the importance of sports risk
management and control will be advocated, with sports
health programs as the starting point. A “sports–medical
integration” teaching service platform that provides services
such as exercise ability assessment and exercise prescriptions
for students should be created.

6. Conclusion

,e integration of physical and medical health promotion is
a solution to college students under the new situation. ,e
most obvious and effective method for improving physical
fitness can be the fastest and most efficient way to meet the
sports and health needs of college students. In order to
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CD8+ Tcells are required for the establishment of antitumor immunity, and their substantial infiltration is associated with a good
prognosis. However, CD8+ Tcell subsets in the tumor microenvironment may play distinct roles in tumor progression, prognosis,
and immunotherapy. In this study, we used the scRNA-seq data of hepatocellular carcinoma (HCC) to reveal the heterogeneity of
different CD8+ T cell subsets. -e scRNA-seq data set GSE149614 was obtained from the GEO database, and the transcriptome
and sample phenotypic data of TCGA-LIHC were obtained from the TCGA database. CD8+ T cell subtypes and metabolic gene
sets were obtained from published reports. -e data processing and analysis of CD8+ Tcell groups was performed by R language.
-e PPI network was constructed to obtain the hub genes, and the KM survival curve of the hub genes was further plotted to
determine the hub genes with differences in survival. CD8+ T cells in HCC were divided into 7 subsets, and the cytotoxic CD8
T cells 4 subset showed considerable differences between the TP53-mutant and nonmutant groups, as well as between different
degrees of cirrhosis, HCC grades, stages, ages, and body weights. Cytotoxic CD8 T cells 4 differential genes were analyzed by
TCGA-LIHC data and single-cell sequencing data set. 10 hub genes were found: FGA, ApoA1, ApoH, AHSG, FGB, HP, TTR, TF,
HPX, and APOC3. Different subsets of CD8+ Tcells were found to contribute to heterogeneous prognosis and pathway activity in
HCC. Alterations in the cytotoxic and immune checkpoint gene expression during CD8+ Tcell differentiation were also identified.
We found that cytotoxic CD8 T cells 4 is closely associated with survival and prognosis of HCC and identified four differential
genes that can be used as biological markers for survival, prognosis, and clinically relevant characteristics of HCC. Results of this
study could help finding targets for immunotherapy of HCC and aid in the accelerated development of immunotherapy for HCC.

1. Introduction

Hepatocellular carcinoma (HCC) is a type of liver cancer
that is extremely common [1]. Traditional treatment
methods for HCC mainly include surgical treatment (liver
resection, liver transplantation), radiofrequency, microwave
ablation, embolization (transcatheter hepatic arterial che-
moembolization, TACE), and sorafenib [2–6]. In the early
stage of hepatocellular carcinoma, the symptoms are hidden
without characteristics; hence, most of the patients have
developed to themiddle and late stage when diagnosed, most
of them cannot accept radical treatment, and the prognosis is
poor [7]. In recent years, immunotherapy has produced

good therapeutic effects in the therapy of various malignant
tumors, including melanoma and hematological malig-
nancies, while the therapeutic effects in solid malignant
tumors are not satisfactory, especially in HCC [8, 9]. On the
one hand, this is related to the complex microenvironment
in solid tumors, including low oxygen, high pH, nutritional
deficiency, and immunosuppressive cells and factors
[10–13]; and on the other hand, the disorder of the func-
tional state of the relevant immune cells in the tumor is also
an important factor leading to ineffective or inefficient
immunotherapy [14].

Immune imbalance in the microenvironment of the
tumor is one of the important characteristics of the tumor.

Hindawi
Journal of Healthcare Engineering
Volume 2022, Article ID 8256314, 16 pages
https://doi.org/10.1155/2022/8256314

mailto:xg491520@163.com
https://orcid.org/0000-0001-5620-3585
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8256314


-e adaptive immune response, which is mediated by im-
mune cells, is important in the occurrence and development
of tumors [15]. CD8+ Tcells are the main antitumor effector
cells [16]. -e weakened antitumor immunity characterized
by CD8+ T cell function disorder plays an essential role in
the occurrence and development of hepatocellular carci-
noma [17, 18]. CD8+ Tcells from the circulationmigrate and
infiltrate into tumor tissues and are stimulated by contact
with tumor antigens to become effective CD8+ T cells with
the killing effect of tumor microcytes [19, 20].

In the process of antitumor immune response in normal
organisms, antigen-presenting cells present tumor-specific
antigen (TSA) as major histocompatibility complex (MHC)
and bind to T cell surface TCR (T cell receptor) and then,
under the action of various costimulatory signal molecules,
activate T cells; activated T cells, mainly cytotoxic CD8+
T cells, bind to tumor cells via recognition of TSA on their
surface and kill tumor cells after the costimulatory signal is
activated [21, 22]. -e activation of costimulatory signal
plays an essential role in the killing of tumor by T cells [23].
In tumor microenvironment (TME) T cells, the expressions
of costimulatory signal molecules including CD137, CD28,
and OX40 are often significantly decreased [24–26], while
the expressions of costimulatory signal molecules such as
cytotoxic T-lymphocyte-associated protein 4 (CTLA4),
programmed cell death protein 1 (PD-1), and T-cell im-
munoglobulin mucin-3 (TIM-3) are significantly increased
[27–29]. -ese costimulating/inhibiting molecules are
known as immune checkpoints, and the treatment of these
signaling molecules is also known as immune checkpoint
therapy.

Immunocheckpoint therapy has achieved a series of
successes in the treatment of solid tumors, breaking through
the original view that tumor immunotherapy may only be
effective for immunogenic melanoma and kidney cancer
[30]. Recent clinical studies have shown that monotherapy
has achieved good efficacy in solid tumors such as non-
small-cell lung cancer (NSCLC), colorectal cancer, and
gastric cancer, and the safety of most immunotherapies has
also been recognized [31–33]. -e Food and Drug Ad-
ministration (FDA) and the European Union have approved
several immune checkpoint inhibitors and monoclonal
antibodies for clinical tumor treatment, such as CTLA4
monoclonal antibody ipilimumab, PD1 monoclonal anti-
body nivolumab, etc. [34].

Like NSCLC and colorectal cancer, HCC cells also ex-
press a large number of co-inhibitory components such as
PD-L1 on the surface, but unfortunately, the efficacy of
immune checkpoint inhibitors has not been adequately
evaluated in early clinical trials [35]. -e current scRNA-seq
technique is widely used in the study of cell heterogeneity.
However, due to the need for preamplification of cDNA
before library construction, poor amplification may lead to
the loss of some information. To more comprehensively
identify the differences among hepatocellular carcinoma
cells, Xiao et al. [36] for the first time implemented the Holo-
Seq technique to obtain the transcriptome information of
mRNAs and small RNAs from a single cell at the same time
and combined the information to determine intercellular

heterogeneity. In this study, Holo-Seq technology was ap-
plied to analyze single cells of human liver cancer, and it was
found that mitochondrial activity was downregulated in the
early stage of liver cancer [36]. Moreover, tumor suppressor
miRNA and tumor-promoting miRNA were upregulated
earlier than the activation of classical tumor-promoting
signaling pathway [36]. -ese findings provide important
information and references for diagnosing liver cancer.
Additionally, they drew a cluster map based on double
transcriptional profiles of single-cell mRNAs and miRNAs
in HCC [36]. Compared with single scRNA-seq clustering
analysis, this approach enables a more complete under-
standing of the tumor cell heterogeneity in HCC and dis-
cover new cell subpopulations.

In this study, we used the scRNA-seq data of hepato-
cellular carcinoma to reveal the heterogeneity of different
CD8+ T cell subsets. -e cellular components of the CD8+
T cell subpopulation in liver cancer patients under different
states of liver cirrhosis, grade, stage, age, and body weight
were determined, and the activity analysis of metabolic
pathway and hallmark pathway was carried out based on the
pipeline analysis of pathway activity based on single-cell
sequencing data. Cell differentiation trajectory and cell-cell
interaction network analysis was performed, and the hub
genes’ expression in different cancers was determined for
prognosis/treatment marker identification. Different subsets
of CD8+ T cells were found to contribute to heterogeneous
prognosis and pathway activity in HCC. Alterations in an
immune checkpoint and cytotoxic gene expression during
CD8+ T cell differentiation were also identified.

2. Materials and Methods

2.1. scRNA-seq and RNA-seq Data. HCC scRNA-seq was
downloaded from the Gene Expression Omnibus (GEO)
database (GSE149614), and a total of 34,414 cells from 10
HCC tissue samples were screened. From the TCGA Xena
database (https://xenabrowser.net/datapages/), the tran-
scriptome and sample phenotypic data of TCGA-LIHC were
downloaded; a total of 424 samples were obtained, of which
374 were tumor tissues (6 of the samples had no survival
information and were excluded from subsequent analysis)
and 50 were normal tissues. -e expressed value from log2
(count +1) were converted to count for subsequent analysis.
CD8+ Tcell subtypes were obtained from the study by Deng
et al. [37]. A total of 85 metabolic gene sets were obtained
from Xiao et al. [38], and a total of 50 hallmark gene sets
were downloaded from h.all.v7.3.symbols.gmt from
MSigDB.

2.2. Identification of CD8+ T Cell Subsets. -e R package
“Seurat” was used to map the expression profile of CD8A
and CD8B (CD8+ T cell markers) and determine the CD8+
T cell population. CD8+ T cells were selected, and UMAP
cluster analysis was performed again, and each cell sub-
population was annotated according to the expression
distribution of CD8+ Tcell subtypes. -e proportion of each
subtype of CD8+ T cells was counted, and a bar chart was
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drawn using the R package “ggplot2” for display. Hyper-
variable genes of each subtype were examined with the help
of the Seurat package. To find all markers functions, the
min.pct and logfc.threshold parameters set at 0.25 were used.
-e top 10 highly variable genes of each subtype were se-
lected, and the R package “pheatmap” was used to draw the
heatmap of gene expression. Marker genes of previously
reported studies were employed to annotate subpopulations
of CD8+ T cells including naive/memory CD8+ T cells
(CCR7, IL7R, TCF7, SELL, SATB1, GPR183, LTB, LEF1, and
S100A10), exhausted CD8+ T cells (CXCL13, HSPB1, IRF4,
LAYN, GIMAP6, HSPH1, CXCR6, CTLA4, PDCD1, LAG3,
HAVCR2, and TIGIT), and cytotoxic CD8+ T cells (PRF1,
GZMA, GZMK, and NKG7).

2.3. *e Cellular Components of the CD8+ T Cell
Subpopulation. -e Seurat package was used to obtain the
hypervariable genes of each subtype of CD8+ T cells, and
they were screened according to the Bonferroni correction P

value <0.05. For screening of gene expression (count),
CIBERSORTx (https://cibersortx.stanford.edu/) tools were
used following the default parameters of CD8+ Tcell subtype
of liver cancer signature matrix file. -e transcriptome data
of TCGA-LIHC were collated, and the count was converted
into CPM as the input file of CIBERSORTx to estimate the
content of CD8+ T cell subtypes in liver cancer. -e
surv_cutpoint function was used to analyze the cell content
of each subtype, and the cell content of TCGA-LIHC
samples was divided into groups of high and low levels, and
the survival curve of KM was plotted using Survival packet
and survminer packet. -e phenotypic data of TCGA-LIHC
were sorted. Boxplots were drawn to show the difference in
cell content between TP53 mutation and gender, and line
plots were drawn to show the content of CD8+ T cell
subtypes in liver cancer patients under different states of
liver cirrhosis, grade, stage, age, and body weight.

2.4. Pathway Activity Analysis. For scRNA-seq data, the
FindMarkers function of the Seurat package was used to
obtain the hypervariable genes of each subtype of CD8+
T cells and screen them according to the Bonferroni cor-
rection P value <0.05. -e ClusterProfiler package was used
for Gene Ontology (GO) and Kyoto Encyclopedia of Genes
and Genomes (KEGG) enrichment analysis, and then using
ggplot2, a bubble chart was drawn to display the results.
According to the research report of Xiao et al. [38], the
activity analysis of metabolic pathway and hallmark pathway
was carried out based on the pipeline analysis of pathway
activity based on single-cell sequencing data.

2.5. Cell Differentiation Trajectory and Cell-Cell Interaction
Network Analysis. Using the package’s default parameters,
the Slingshot package was utilized to assess the cell differ-
entiation trajectory and the distribution of marker gene
expression. -e single-cell sequencing data of CD8+ T cells
were collated, and the interaction network analysis of CD8+
T cell subtypes was conducted using CellPhoneDB software

developed based on Python. -e R package SCENIC was
used to construct the gene regulation network of CD8+ Tcell
subtypes.

2.6. Prognosis/Treatment Marker Identification. CD8+ T cell
subtypes with significant differences in survival analysis were
selected and grouped according to the cell content of the cell
subtypes. Differential analysis was performed on the TCGA-
LIHC expression data (R package DESeq2), following |log2(-
FoldChange)|>1 and corrected the P value <0.05 for differential
genes screening. -e protein-protein interaction (PPI) network
was constructed using the String database (https://www.string-
db.org/), and Cytoscape (v3.7.2) and cytoHubba plug-in were
used to screen the hub genes. -e hub genes were divided into
two groups based on their expression levels: high and low
according to the median number of hub genes. Kaplan–Meier
(KM) survival curves were plotted using the survival package R
and Survminer. Hub genes with survival differences were se-
lected and single-gene gene set enrichment analysis (GSEA) was
performed using the clusterProfiler package. According to
different clinical features, ggstatsplot was used to plot boxplots
to show hub gene expression levels with significant differences
in survival. -e TCGA pan-cancer data was downloaded from
the TCGA Xena database, and hub gene expression in various
tumors was shown in a bar graph.

2.7. Statistical Analysis. Genes differently expressed in dif-
ferent subsets, KEGG, GO, and GSEA analyses were ana-
lyzed statistically using the corresponding software packages
or default methods in the software. Random arrangement
tests exhibited statistical pathway activity. Student’s test was
used to assess the frequency of different cell types in normal
and tumor samples; statistical analysis was also used to
examine the levels of expression in tumors and normal tissue
samples. -e significance of the KM curves was tested using
the log-rank test. -e Kruskal–Wallis test was used to de-
termine dynamic changes in cell proportion and levels of
gene expression at various stages of pathology.

3. Results

3.1. Data Download and Preprocessing. For liver cancer, the
scRNA-seq data set GSE149614 was downloaded from the
GEO database (https://www.ncbi.nlm.nih.gov/geo/) and 10
liver cancer tissue samples were screened with a total of
34,414 cells. From the TCGA Xena database (https://
xenabrowser.net/datapages/), the transcriptome and sam-
ple phenotypic data of the TCGA-LIHC were downloaded; a
total of 424 samples were obtained, of which 374 were tumor
tissues (6 samples had no survival information and were
excluded from subsequent analysis) and 50 were normal
tissues.

Single-cell sequencing results showed that the gene
number of the samples was mainly distributed between 1000
and 8000, the gene count was mainly distributed between
100 and 50,000, and the mitochondrial proportion was
mainly distributed between 0 and 5% (Figure 1). -e cor-
relation between the depth of the sequencing and the
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number of genes detected was 0.89, and between the
sequencing depth and mitochondria was 0.16, indicating a
positive correlation of sequencing depth with the number
of measured genes (Figure 2). 2000 differentially
expressed genes that are highly expressed were selected for
principal component analysis (PCA), and the differences
between the first 15 PCs were all highly significant,
suggesting a considerable difference between theoretical
and actual values, which was used for additional analysis
(Figure 3).

3.2. CD8+ T Cell Extraction and Subpopulation Recognition.
-e UMAP method was used for clustering, and 26
clusters were obtained (Figure 4(b)). Because it was a
tumor tissue sample, the heterogeneity was high
(Figure 4(a)). CD8A and CD8B were mainly distributed in
cluster 0, 6, 9, 16, and 24, with a total of 5062 cells
(Figure 5). -e cells of these groups were pulled out, and
UMAP clustering was performed again to obtain 7 CD8+
Tsubgroups (Figure 6). CD8+ Tcell subtype markers were
obtained from the research report of Deng et al. [37], that
is, markers of naive/memory CD8 T cells: CCR7, IL7R,
TCF7, SELL, SATB1, GPR183, LTB, LEF1, and S100A10;

the markers of cytotoxic CD8 T cells: PRF1, GZMA,
GZMK, and NKG7; and the markers of exhausted CD8
T cells: CXCL13, HSPB1, IRF4, LAYN, GIMAP6, HSPH1,
CXCR6, CTLA4, PDCD1, LAG3, HAVCR2, and TIGIT.
Based on the expression of the above markers, 7 cell
subgroups were annotated as follows: naive/memory CD8
T cells, exhausted CD8 T cells 1, exhausted CD8 T cells 2,
cytotoxic CD8 T cells 1, cytotoxic CD8 T cells 2, cytotoxic
CD8 T cells 3, and cytotoxic CD8 T cells 4.

3.3. Cell Proportion and Cell Marker Expression. -e pro-
portion of cells in each subpopulation was shown to be
naive/memory CD8 T cells in the HCC TME. -e pro-
portion of the medium is the highest, followed by
exhausted CD8 T cells 1, and the lowest is cytotoxic CD8
T cells 4 (Figure S1A of the supplementary information
file). At the same time, the expression of top 10 differ-
entially expressed genes in seven CD8+ T subsets was
analyzed (Figure S1B). According to the transcriptome
data of TCGA-LIHC, CIBERSORTx calculated that cy-
totoxic CD8 T cells 4 and exhausted CD8 T cells 2
accounted for the highest proportion (Figure S8,
Table S1).
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Figure 1: Quality control chart of GSE149614 single-cell data set. (a) -e number of genes in a cell. (b) Count distribution of genes. (c)
Figure: mitochondria percentage.
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3.4. Analysis of Prognosis and Clinical Correlation. -e
survival analysis was performed by log-rank test. -e sur-
vival difference of the overall immune cell proportion group
was statistically significant, and there was a significant
survival difference between the groups with a high and low
proportion of cytotoxic CD8 Tcells 4.-e survival difference
between the exhausted CD8 T cells 2 and naive/memory

CD8 T cells was not statistically significant (Figure S2,
Table S2). Cytotoxic CD8 T cells 4 differed significantly
between the TP53 mutant and nonmutant groups (non-
parametric Wilcox rank-sum test) and between sex
(Figures S9A and S9B). Among cirrhosis groups of different
degrees, the proportion of cytotoxic CD8 T cells 4 increased
first and was the lowest in nodular formation and
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incomplete cirrhosis (Figure S9C). In the grading of liver
cancer, the ratio of cytotoxic CD8 Tcells 4 was highest in G2
and then decreased progressively (Figure S9D). -e pro-
portion of cytotoxic CD8 T cells 4 decreased first and then
increased in the stage of liver cancer (Figure S9E). -e
proportion of cytotoxic CD8 Tcells 4 was lowest in the 40–60
years age group (Figure S9F). -e proportion of cytotoxic
CD8 T cells 4 increased with increasing body weight
(Figure S9G).

3.5. *e Landscape of Heterogeneous Pathway Activity. To
investigate the presence of heterogeneous pathways in
CD8+ T cell subsets, we used GO and KEGG analysis. GO
analysis showed that cytotoxic CD8 T cells 4 had an
obvious biological process, cellular component, and
molecular function (Figures 7(a)–7(c), Table 1). KEGG
results showed that cytotoxic CD8 Tcells 4 were related to
ribosomes (Figure 7(d), Table 1). To elucidate the het-
erogeneity of various subgroups further, we also per-
formed the analysis of cell subgroup metabolic pathway
activity and hallmark immune checkpoint pathway ac-
tivity.-e analysis of the metabolic pathway activity of cell
subsets revealed that exhausted CD8 T cells 1, exhausted
CD8 T cells 2, and cytotoxic CD8 T cells 3 had strong
metabolic pathway activity, and cytotoxic CD8 T cells 2
had the lowest metabolic pathway activity (Figures S3A
and S3B). Oxidative phosphorylation was significantly
enriched in 7 CD8+ T cell subgroups (Figure S3C).
Hallmark pathway activity analysis revealed that
exhausted CD8 T cells 1, exhausted CD8 T cells 2, and
cytotoxic CD8 T cells 3 had strong hallmark pathway
activity, and cytotoxic CD8 T cells 2 had the lowest

hallmark pathway activity (Figures 8(a) and 8(b)).
HALLMARK_MYC_TARGETS_V1 was significantly
enriched in 7 CD8+ T cell subgroups (Figure 8(c)).

3.6. Analysis of Cell Differentiation Trajectories and Cell In-
teraction Networks. -e initial differentiation group is not
specified and a lineage is obtained from exhausted CD8
T cells 1 to cytotoxic CD8 T cells 4, as shown in Figure S4A.
-e PRF1, GZMA, and NKG7 genes were first down-
regulated, then upregulated, and finally downregulated
during the development of lineage (Figures S4B–S4E).-e
PDCD1, HAVCR2, LAG3, CD27, CTLA4, TIGIT, and
TNFRSF9 genes remained unchanged during the pre-
differentiation process and significantly differentiated in the
mid-term and then remained unchanged (Figures S4F–S4L).

Considering the heterogeneity of CD8+ Tcell subsets, we
analyzed their communication networks to identify the key
ligand-receptor pairs and cell subsets that dominate the
interactions.-e results showed that cytotoxic CD8 Tcells 2,
cytotoxic CD8 T cells 1, and cytotoxic CD8 T cells 4 had the
highest number of ligand receptors (Figure S5A). -e li-
gand-receptor logarithm between exhausted CD8 T cells 2
and the other 6 subtypes was less (Figure S5B), and the
regulatory factors JUND, EGR1, FOSB, IRF1, IRF8, and REL
were highly expressed in cytotoxic CD8 T cells 1
(Figure S5C).

3.7. Prognosis/TreatmentMarker Identification. Based on the
results of significant differences in survival, the differentially
expressed genes were calculated first by the TCGA database,
and a total of 6813 differentially expressed genes were

10

0

–10

–10 100
UMAP_1

sample

HCC01T
HCC02T
HCC03T
HCC04T
HCC05T

HCC06T
HCC07T
HCC08T
HCC09T
HCC10T

U
M

A
P_

2

(a)

10

0

–10

–10 100
UMAP_1

U
M

A
P_

2

0
1
2
3
4
5
6

14
15
16
17
18
19
20

21
22
23
24
25
26

7
8
9
10
11
12
13

(b)
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obtained, of which 2378 were upregulated and 4435 were
downregulated (Table S3). -e expression of the first 50
differential genes is shown in Figures 9(a) and 9(b). -en,
according to the results of significant differences in survival,
the corresponding cell subsets and differentially expressed
genes were selected, and the ligand receptors and tran-
scription factors among them were given priority. If the
subsequent analysis was not supported, only differentially
expressed genes were selected, and a total of 168 differen-
tially expressed genes were found. Since the survival analysis
of 4 cases of cytotoxic CD8 Tcells in the high and low groups
showed significant survival differences, the expression of the
first 50 differentially expressed genes of cytotoxic CD8 Tcells
4 was selected for display (Figure S10). According to the
obtained two groups of different genes, the PPI network was
constructed and hub genes were identified. cytoHubba
found 10 hub genes: FGA, APOA1, APOH, AHSG, FGB,

HP, TTR, TF, HPX, and APOC3 (Figure 10). -e log-rank
test showed that APOC3 among the above 10 hub genes had
statistically significant survival differences, while APOH,
HPX, and FGB had significant survival differences
(Figures 11(a)–11(d)).-e Cox test showed that the P-values
of APOC3, APOH, HPX, and FGB were 0.02, 0.14, 0.00067,
and 0.034, respectively. Genetic GSEA of APOC3, APOH,
HPX, and FGB was performed, and the first five enrichment
items are shown in Figures 11(a)–11(d) and Table S4 in the
supplementary file. Table S4 in the supplementary file shows
the analysis results of single-gene GSEA of APOC3, APOH,
HPX, and FGB. -e expression levels of different genes in
different clinical features were further analyzed, and the
expression levels of genes APOC3, APOH, HPX, and FGB
were significantly different in normal tissues and tumors ,
and were further analyzed whether TP53 mutation was
present or not. -ere was a significant difference
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(P � 0.0053) in the expression of APOH among the sex
groups. -e expressions of APOC3, APOH, HPX, and FGB
were not significantly different in different cirrhosis degrees
and different ages (P> 0.05). -ere were significant differ-
ences in the grading and staging of liver cancer. -e gene
APOC3 had no significant difference among different body
weights (Figures S6 and S11). Finally, the expression of
different genes in different cancers was analyzed, and the
results showed that the expression of genes APOC3, APOH,
HPX, and FGB was the highest in liver hepatocellular car-
cinoma (LIHC), and the expression in normal tissues was
higher than that in cancer tissues. Genes APOC3, ApoH,
HPX, and FGB were also highly expressed in chol-
angiocarcinoma (CHOL), and their expression levels were
higher in normal tissues than in cancer tissues (Figure S12).

4. Discussion

-e role of tumor-infiltrating immune cells, particularly
T cells, in tumor development has been revolutionized by a
deeper understanding that has opened up new avenues for
immunotherapeutic strategies. Previous studies have indi-
cated that immune cells infiltrating tumors exhibit various
levels of infiltration depending on the type of tumor and
stages [39]. Immune-associated cells, including T cells and
mast cells, have been shown to be novel prognostic markers
in patients with HCC, further suggesting that the combi-
nation of immunoinfiltrating cells in tumor tissue can even
predict the effects of chemotherapy and immunotherapy
[40]. Due to the fact that CD8+ T cells are the most sig-
nificant effector T cells in current tumor immunotherapy
[41], CD8+ T cells detect tumor-associated antigens on the
surface of cancer cells as major histocompatibility complex
class I molecules [42].

It has been found that four coexpression genes (GZMA,
C1QC, CD3D, and PSMB9) have been identified as CD8+
T cell coexpression genes that promote CD8+ T cell infil-
tration in HCC, and these coexpressed genes are favorably
associated with the infiltration of CD8+ T lymphocytes
during antigen presentation. -is biological process may
provide new directions for patients with stem cell cancers
that are not sensitive to immunotherapy [43]. -us, CD8+
T cells are essential for the formation of antitumor immu-
nity, and their increased invasion is related with a favorable
prognosis. CD8+ T cell subsets in the microenvironment of
the tumor, on the other hand, may play distinct roles in
tumor progression, prognosis, and immunotherapy. Cyto-
toxic CD8+ T cells have been reported to be associated with
lymph nodemetastasis and other prognostic factors in breast
cancer [44]. We found that cytotoxic CD8 T cells 4 differed
significantly between the TP53-mutated and nonmutated
groups, as well as with different degrees of cirrhosis, HCC
grade, stage, age, and body weight. Cytotoxic CD8 T cells 4
differential genes were analyzed by the TCGA-LIHC data
and single-cell sequencing data set. Finally, 10 hub genes
were found: FGA, ApoA1, ApoH, AHSG, FGB, HP, TTR,
TF, HPX, and APOC3. -ere were significant survival
differences among APOC3, APOH, HPX, and FGB genes.
Further analysis showed that APOC3, APOH, HPX, and
FGB were significantly different in normal tissues and tu-
mors irrespective of TP53 mutation, liver cancer grade, and
stage. -ere was a significant difference in the expression of
APOH among the sex groups. APOC3, APOH, HPX, and
FGB expression levels were highest in HCC and were greater
in normal tissues than that in cancer tissues. Additionally, it
is significantly expressed in CHOL, and its level of ex-
pression is higher in normal tissues than that in cancer
tissues. Apoprotein C3 (APOC3) is a key regulator of the
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metabolism of lipoprotein and has been demonstrated to be
closely associated with hypertriglyceridemia [45]. β-2-gly-
coprotein 1 (APOH) has been shown to be associated with
liver metastasis from colorectal cancer [46]. Hemopexin
(HPX), which acts as a scavenger of toxic plasma heme and a
transporter of it to the liver, has been demonstrated to be
closely associated to the occurrence and development of
breast cancer [47, 48]. Similarly, the fibrinogen β chain
(FGB) gene has been revealed to be related with renal cell
carcinoma invasion and metastasis [49]. All of these provide
strong evidence that APOC3, APOH, HPX, and FGB can be
used as biomarkers for hepatocellular carcinoma.

Tumor immunotherapy is a new method to treat cancer
in recent years, which has greatly changed the prospect of
cancer treatment [50, 51]. Although significant advances can
bemade in treatments such as immune checkpoint blockade,
their efficacy varies greatly among different patients or
cancer types [52]. A detailed understanding of the internal
immune microenvironment of cancer tissue is of great
reference value for the development of new immunotherapy.
Single-cell sequencing technology can be used as an effective
tool to study the immune microenvironment of liver cancer
and plays an essential role in the process of immune cell
therapy and antibody drug development of liver cancer.
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Figure 7: GO and KEGG enrichment analysis of the cytotoxic CD8 T cells 4 subgroup. (a) GO enrichment of biological process. (b) GO
enrichment of cellular component. (c) GO enrichment of molecular function. (d) Enrichment of KEGG pathway.-e vertical axis represents
the enrichment items, the horizontal axis represents the number of different genes in the enrichment items, the size of the dot represents the
ratio of the number of different genes in the enrichment items to the number of background genes, and the color represents the BH-
corrected P value. -e red color is directly proportional to enrichment.
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Table 1: GO analysis and genomic encyclopedia (KEGG) analysis of cytotoxic CD8 T cells 4.

ID Description Gene
ratio

Bg
ratio P value p.adjust Q value Gene ID Count

hsa05171 Coronavirus
disease—COVID-19 37/113 232/

8105 5.79E− 30 1.28E− 27 1.11E− 27

2243/2244/718/2266/6189/712/4792/
713/6173/6206/6158/6137/6171/6224/
6143/6156/6181/6187/6139/5295/6202/
7311/6161/3725/6192/6134/6135/6130/
6159/6167/6228/6218/6133/6205/3921/

6125/51065

37

hsa03010 Ribosome 28/113 158/
8105 7.35E− 24 8.12E− 22 7.08E− 22

6189/6173/6206/6158/6137/6171/6224/
6143/6156/6181/6187/6139/6202/7311/
6161/6192/6134/6135/6130/6159/6167/
6228/6218/6133/6205/3921/6125/51065

28

hsa04610 Complement and
coagulation cascades 9/113 85/

8105 2.45E− 06 0.000181 0.000158 2243/462/2244/7448/718/2266/712/713/
1191 9

hsa04979 Cholesterol metabolism 6/113 50/
8105 6.20E− 05 0.003425 0.002985 350/345/335/341/348/336 6

hsa05133 Pertussis 6/113 76/
8105 0.000636 0.025371 0.022114 718/712/713/805/3725/3659 6

hsa05418 Fluid shear stress and
atherosclerosis 8/113 139/

8105 0.000689 0.025371 0.022114 2938/4257/1843/805/5295/3725/3326/
3320 8

hsa05134 Legionellosis 5/113 57/
8105 0.001133 0.035775 0.031183 718/4792/1915/3329/3312 5
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Figure 8: Continued.
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-e incidence and mortality of liver cancer are high
[53, 54]. In order to understand the immune microenvi-
ronment of liver cancer and to find new targets and ef-
fective biomarkers for the immunotherapy of liver
cancer, Zheng et al. [17] performed sRNA-seq on 5063
human T cells using the SMART Seq2 technique.

Subpopulation classification of Tcells based on single-cell
transcriptional map showed that there were a large
number of dysfunctional lethal CD8+ T cells and in-
hibitory T cells in tumor tissues. -e gene Layilin was
found to inhibit the killing function of CD8+ T cells by
targeting the genes specifically expressed in these two
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Figure 8: Hallmark pathway activity analysis of CD8+ T subsets. (a) Heatmap of hallmark pathway activity of CD8+ T subsets. (b) Active
fiddle diagram of the hallmark pathway in CD8+ T subsets. (c) GSEA enrichment fractional point diagram of the CD8+ T subgroup.
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Figure 9: Differential analysis of TCGA-LIHC. (a) Volcanic map for TCGA-LIHC differential analysis. (b) Heatmap of differential gene
expression. Differential gene screening criteria: |log2(FoldChange)|>1 and corrected P value <0.05.
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Figure 10: PPI network diagram.

1.00

0.75

0.50

0.25

0.00

p = 0.0053

APOC3

Su
rv

iv
al

 p
ro

ba
bi

lit
y

Time (days)
0 1000 2000 3000 4000

group=High+
group=Low+

(a)

p = 0.016

APOH

1.00

0.75

0.50

0.25

0.00

Su
rv

iv
al

 p
ro

ba
bi

lit
y

Time (days)
0 1000 2000 3000 4000

group=High+
group=Low+

(b)

Figure 11: Continued.

12 Journal of Healthcare Engineering



types of cells, which may be a new potential target for
immunotherapy.

5. Conclusion

Immune-associated cells, including Tcells, have been shown to
be novel prognostic markers in patients with HCC, suggesting
that the combination of immunoinfiltrating cells in tumor tissue
can even predict the effects of chemotherapy and immuno-
therapy. Because CD8+ T cells are the most important effector
T cells in the current tumor immunotherapy and they also
recognize tumor-associated antigens as major histocompati-
bility complex class Imolecules on the surface of cancer cells, we
used scRNA-seq data of hepatocellular carcinoma (HCC) to
reveal the heterogeneity of different CD8+ Tcell subsets.CD8+
T cells in HCC were divided into 7 subsets, and the subset
cytotoxic CD8 T cells 4 showed significant differences between
the TP53 mutant group and the nonmutant group, as well as
between different degrees of cirrhosis, HCC grades, stages, ages,
and body weights. Hub genes were identified by TCGA-LIHC
and single-cell sequencing data set analysis, and the genes
APOC3, APOH, HPX, and FGB were identified as biological
marker genes by the Cox test. -e expression of APOC3,
APOH, HPX, and FGB in normal tissues and tumors and TP53
mutation were significantly different. -ere was a significant
difference in the expression of APOH among the sex groups.
-ere were significant differences in the grading and staging of
liver cancer. -e gene APOC3 had no significant difference
among different body weights.-e expression levels of APOC3,
APOH, HPX, and FGB were the highest in HCC and were
higher in normal tissues than in cancer tissues. Moreover, it is
also highly expressed in CHOL, and the expression level in
normal tissues is higher than that in cancer tissues. We found
that cytotoxic CD8 T cells 4 is closely associated with survival

and prognosis of HCC and identified four differential genes that
can be used as biological markers for survival, prognosis, and
clinically relevant characteristics of HCC.-is study could help
to find effective targets for immunotherapy of HCC and ac-
celerate the development of immunotherapy for HCC. At the
same time, this work also outlines the map of the tumor-im-
mune environment, which provides a basis for the future study
of other tumor-immune microenvironments.
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Figure 11: Hub gene survival analysis. (a) KM curve of APOC3 high- and low-expression groups. (b) KM curve of APOH high- and low-
expression groups. (c) KM curve of HPX high- and low-expression groups. (d) KM curve of FGB high- and low-expression groups.
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hepatocellular carcinoma: diagnosis, prognosis and treatment
response assessment,” Cells, vol. 9, no. 6, p. 1370, 2020.

[8] A. Livingstone, A. Agarwal, M. R. Stockler, A. M. Menzies,
K. Howard, and R. L. Morton, “Preferences for immuno-
therapy in melanoma: a systematic review,” Annals of Surgical
Oncology, vol. 27, no. 2, pp. 571–584, 2020.

[9] S. A. Holstein and M. A. Lunning, “CAR T-cell therapy in
hematologic malignancies: a voyage in progress,” Clinical
Pharmacology & *erapeutics, vol. 107, no. 1, pp. 112–122,
2020.

14 Journal of Healthcare Engineering

https://downloads.hindawi.com/journals/jhe/2022/8256314.f1.docx


[10] A. Sharma, J. F. Arambula, S. Koo et al., “Hypoxia-targeted
drug delivery,” Chemical Society Reviews, vol. 48, no. 3,
pp. 771–813, 2019.

[11] S. K. Parks, J. Chiche, and J. Pouyssegur, “pH control
mechanisms of tumor survival and growth,” Journal of Cel-
lular Physiology, vol. 226, no. 2, pp. 299–308, 2011.

[12] M. Pan, M. A. Reid, X. H. Lowman et al., “Regional glutamine
deficiency in tumours promotes dedifferentiation through
inhibition of histone demethylation,” Nature Cell Biology,
vol. 18, no. 10, pp. 1090–1101, 2016.

[13] X. Li, R. Liu, X. Su et al., “Harnessing tumor-associated
macrophages as aids for cancer immunotherapy,” Molecular
Cancer, vol. 18, no. 1, p. 177, 2019.

[14] W. H. Fridman, L. Zitvogel, C. Sautès–Fridman, and
G. Kroemer, “-e immune contexture in cancer prognosis
and treatment,” Nature Reviews Clinical Oncology, vol. 14,
no. 12, pp. 717–734, 2017.

[15] S. Hendry, J.-M. B. Pang, D. J. Byrne et al., “Relationship of the
breast ductal carcinoma in situ immune microenvironment
with clinicopathological and genetic features,” Clinical Cancer
Research, vol. 23, no. 17, pp. 5210–5217, 2017.

[16] A. M. van der Leun, D. S. -ommen, and T. N. Schumacher,
“CD8+ Tcell states in human cancer: insights from single-cell
analysis,” Nature Reviews Cancer, vol. 20, no. 4, pp. 218–232,
2020.

[17] C. Zheng, L. Zheng, J.-K. Yoo et al., “Landscape of infiltrating
Tcells in liver cancer revealed by single-cell sequencing,” Cell,
vol. 169, no. 7, pp. 1342–1356, 2017, e16.

[18] X. Wang, Q. He, H. Shen et al., “TOX promotes the ex-
haustion of antitumor CD8+ T cells by preventing PD1
degradation in hepatocellular carcinoma,” Journal of Hep-
atology, vol. 71, no. 4, pp. 731–741, 2019.

[19] A. N. Henning, R. Roychoudhuri, and N. P. Restifo, “Epi-
genetic control of CD8+ T cell differentiation,” Nature Re-
views Immunology, vol. 18, no. 5, pp. 340–356, 2018.

[20] C. C. Zebley, S. Gottschalk, and B. Youngblood, “Rewriting
history: epigenetic reprogramming of CD8+ T cell differen-
tiation to enhance immunotherapy,” Trends in Immunology,
vol. 41, no. 8, pp. 665–675, 2020.

[21] Y. Li, G. Wang, X. Tan et al., “ProGeo-neo: a customized
proteogenomic workflow for neoantigen prediction and se-
lection,” BMC Medical Genomics, vol. 13, no. Suppl 5, p. 52,
2020.

[22] N. Luckashenak, S. Schroeder, K. Endt et al., “Constitutive
crosspresentation of tissue antigens by dendritic cells controls
CD8+ T cell tolerance in vivo,” Immunity, vol. 28, no. 4,
pp. 521–532, 2008.

[23] C. Leibler, A. -iolat, R. A. Elsner, K. El Karoui, C. Samson,
and P. Grimbert, “Costimulatory blockade molecules and
B-cell-mediated immune response: current knowledge and
perspectives,” Kidney International, vol. 95, no. 4,
pp. 774–786, 2019.

[24] H. Wang, Z. Yan, J. Hao et al., “CD137 ligand feedback
upregulates PD-L1 expression on lung cancer via T cell
production of IFN-c,” *oracic Cancer, vol. 10, no. 12,
pp. 2225–2235, 2019.

[25] J. H. Esensten, Y. A. Helou, G. Chopra, A. Weiss, and
J. A. Bluestone, “CD28 costimulation: from mechanism to
therapy,” Immunity, vol. 44, no. 5, pp. 973–988, 2016.

[26] K. Poropatich, D. Dominguez, W.-C. Chan et al., “OX40+
plasmacytoid dendritic cells in the tumor microenvironment
promote antitumor immunity,” Journal of Clinical Investi-
gation, vol. 130, no. 7, pp. 3528–3542, 2020.

[27] C. S. Pai, D. M. Simons, X. Lu et al., “Tumor-conditional anti-
CTLA4 uncouples antitumor efficacy from immunotherapy-
related toxicity,” Journal of Clinical Investigation, vol. 129,
no. 1, pp. 349–363, 2019.

[28] Z. Y. Xu-Monette, J. Zhou, and K. H. Young, “PD-1 ex-
pression and clinical PD-1 blockade in B-cell lymphomas,”
Blood, vol. 131, no. 1, pp. 68–83, 2018.

[29] M. Das, C. Zhu, and V. K. Kuchroo, “Tim-3 and its role in
regulating anti-tumor immunity,” Immunological Reviews,
vol. 276, no. 1, pp. 97–111, 2017.

[30] R. Grosser, L. Cherkassky, N. Chintala, and P. S. Adusumilli,
“Combination immunotherapy with CAR T cells and
checkpoint blockade for the treatment of solid tumors,”
Cancer Cell, vol. 36, no. 5, pp. 471–482, 2019.

[31] V. Velcheti, S. Chandwani, X. Chen, M. C. Pietanza, and
T. Burke, “First-line pembrolizumab monotherapy for met-
astatic PD-L1-positive NSCLC: real-world analysis of time on
treatment,” Immunotherapy, vol. 11, no. 10, pp. 889–901, 2019.

[32] P. Pfeiffer, M. Yilmaz, S. Möller et al., “TAS-102 with or
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High-intensity sports make tendon injury of professional athletes occur frequently. However, tendon adhesion in the
healing process of tendon injury seriously affects the normal functional training of athletes after rehabilitation. &erefore,
based on the theory of tendon injury healing, the MRDM image data of tendon injury healing are obtained by using medical
image analysis technology, and the useless image data are screened by using the RANSAC algorithm. &rough the analysis
of filtered MRDM image data, it is found that the application of biomaterials has a positive effect on promoting the stable
healing of tendon. A multilevel model was used to evaluate the actual effect of several commonly used biomaterials in
repairing tendon injury and adhesion. &e results showed that sodium hyaluronate had the best repair effect on
tendon injury.

1. Introduction

Sports are good for physical and mental health. After more
than 100 years of development, there are many popular
sports in the world, many of which have become one of the
core events of the Olympic Games (Song) [1]. However, due
to the high intensity of exercise itself, it is easy to cause
damage to the body during exercise, among which tendon
injury is the most prominent [2]. &e following is tendon
adhesion during tendon healing, which is a very common
complication after tendon injury. Tendon adhesion directly
affects the subsequent sports and technical competitions [3].

&erefore, how to prevent the healing of tendon injury
has been a key research project of related researchers [4]. But
so far, no simple and effective method for preventing tendon
adhesion has been developed, and a stable healing of the
tendon has been developed (Kang) [5]. With the develop-
ment of modern medical technology, the use of biological
materials to prevent the formation of tendon adhesion has
made great progress (Zhang) [6].

After years of research, people have a clearer under-
standing of tendon adhesion (Gross and Hoffmann) [7].
First, the nutrient source required for tendon is that in

addition to paratenon, retinaculum tendinum, and tendon
bundle vessel, synovial is also a very important source of
nutrients (Cheng and Jin) [8]. At the same time, tendon
tissue itself can be self-healing. However, after the tendon
injury, the tendon sheath is damaged and the synovial is
reduced, resulting in insufficient nutrient supply, which
slows the healing of the tendon tissue itself, and most of its
repair process relies on peritendinous connective tissue for
repair (Jia et al.) [9].

As a result, a large amount of scar tissue is produced,
eventually forming adhesions (Yang et al.) [10]. &erefore,
some scholars have proposed to intervene in the process of
tendon healing through biological materials. &e current
mainstream practice is achieved through drug films
(Nouiri et al.) [11]. &e properties of this biomaterial are
used to form a barrier to prevent the formation of ad-
hesions, while at the same time directly affecting the
healing of the tendons by drugs. In turn, a two-pronged
approach is achieved to minimize the formation of ad-
hesions (Han et al.) [12].

In this context, the application of biomaterials in the
healing and adhesion of sports tendon injury was studied
comprehensively. &rough multiangle research and analysis,
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the advantages and disadvantages of current biomaterials for
tendon adhesion repair are revealed, which provides the
necessary theoretical basis for its future development (Zhang
et al.) [13].

2. Related Work

For the repair principle of tendon, there are two different
views in the academic world, one is the theory of endoge-
nous healing and the other is the theory of exogenous
healing (Lin et al.) [14]. Researchers supporting exogenous
healing believe that tendons themselves are not self-healing
and that fibroblasts that repair are produced from tendon
sheaths and peritendon tissues (Moslehifard and Nokar)
[15]. Adhesive bands from the tendon sheath and periorbital
tissue are incorporated into the repair cells to achieve tendon
repair (Koyanagi) [16]. Researchers believe that adhesions
are necessary in the healing process, so it is impossible to
completely prevent adhesions (Zhenyu et al.) [17]. Re-
searchers who support the theory of endogenous healing
have raised different opinions. During the study of the free
tendon placed in the knee joint cavity, they found that the
tendon survived on its own and also detected fibroblasts and
newly formed collagen. &ese phenomena all indicate that
tendons are self-healing (Guo et al.) [18]. In addition, re-
searchers have found that human flexor tendons can be self-
healing during the in vitro culture of human flexor tendons
(Geng et al.) [19]. Researchers have also studied the collagen
fibers secreted by tendon cells, which are found to be much
larger than those produced by the outer membrane cells
(Philip et al.) [20]. Moreover, when the newly formed
collagen fibers are analyzed, it is found that the collagen
fibers produced by the original tendon cells are arranged in
the same manner. &erefore, some researchers believe that
tendon cells themselves are also self-healing (as shown in
Figure 1), can achieve self-proliferation, and self-repair by
producing collagen by themselves.

According to research by relevant researchers, tendons
can achieve endogenous healing. &erefore, improving the
self-repairing efficiency of the tendon cells can effectively
reduce the occurrence of adhesions. However, in the actual
treatment process, endogenous healing and exogenous
healing always exist simultaneously. &is is because
during the treatment of the tendon injury site, it is
necessary to bring the drug into the tendon through the
surrounding tissue. After the cut tendon sheath is sutured,
there will still be some gaps. It may also be that after the
synovial cells have fallen off, they are scattered in the
synovial fluid and enter through them through the sy-
novial. In another case, it is located in the tendon sheath.
Due to the uneven cutting source and the internal friction
of the sheath at the suture, it will cause a certain degree of
wear on the inner surface of the sheath and then bring in
foreign cells. Even if the tendon can be damaged and
subcutaneous tissue, bone surface completely isolated,
from the damaged place of the synovial sheath of the
exogenous cells can still reach the damaged tendon, so
there is no way to completely eliminate the entry of ex-
ogenous cells. As for the degree of exogenous healing is

the majority or the degree of endogenous healing is the
majority, it is judged based on the damage of the tendon,
the nutritional status of the repair period, and the external
environment. When the degree of exogenous healing is
dominant, tendon adhesion will increase and vice versa.
Taking into account the current level of medical tech-
nology, the best practice is to reduce exogenous healing as
much as possible and increase the proportion of endog-
enous healing. Choosing the right biomaterial for treat-
ment can achieve this goal well.

&e properties of the biomaterial are utilized to form a
barrier that prevents the formation of adhesions. At the same
time, the drug directly affects the healing of the tendon,
thereby achieving a two-pronged approach and minimizing
the formation of adhesions. Since inflammation is highly
likely to occur in areas where the tendon is damaged, in-
flammation causes the lymphatic vessels to be blocked by
cellulose and proteins, resulting in hypoxia in the interior.
Biomaterials allow the coverage area to maintain normal
blood circulation and provide adequate oxygen supply for
tendon repair. Not only that, but when inflammation occurs,
it can destroy tissues such as giant cells, resulting in an
increase in the concentration of the tissue fluid, an increase
in the permeability of the capillaries, and an extravasation of
a large amount of fluid, eventually resulting in edema. &e
use of biological materials here can accelerate blood cir-
culation, resolve the problem of congestion, and eliminate
edema. It is also possible to screen and isolate harmful active
substances in blood vessels to ensure their recovery progress.
In the process of using biological materials, due to its own
physical characteristics, it can interfere with the transmis-
sion of painful impulses, thereby achieving the effect of
relieving pain.

3. Theoretical Model Optimization

At present, the above tendon injury healing theory has been
widely used in the medical field and has achieved good
medical results. In order to verify the actual effect of bio-
materials on the stable tendon healing of athletes, the
MRDM image data of tendon injury healing were obtained
by using medical image analysis technology to understand
the tendon injury healing of patients (as shown in Figure 2).
However, the collected data are mixed with a large number
of worthless data. &erefore, it is necessary to use the
RANSAC algorithm to filter worthless data.

&e RANSAC algorithm is a data calculus method that
uses an iterative random sampling method to extract and
filter abnormal data to obtain a mathematical model. &e
implementation principle is mainly based on two different
data types that exist in the sample data: (1) normal data
model and (2) noise and abnormal data model. &e algo-
rithm believes that the data that cannot adapt to the
mathematical model is mainly because the abnormal data
may be caused by wrong assumptions in the process of
mathematical model calculation or it is caused by the wrong
way of calculation. However, these erroneous data often lack
sufficient parameters to restore them. To this end, the al-
gorithm restores its real data through multiple iterative
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screening methods. &e RANSAC algorithm is mostly used
in image processing in engineering. &e basic imple-
mentation process is as follows:

It is needed to obtain necessary image data information,
such as the edge of the object and the gray scale infor-
mation. Whether the two information acquisitions are
accurate or not will directly affect the accuracy of the
detection. In general, when the system acquires graphics, it
also needs to perform simple preliminary processing on the
image, such as noise reduction. In this way, accurate in-
formation about the items to be inspected can be obtained
accurately. &e means of acquisition are mainly obtained
by a CCD camera. Image enhancement is a very important
step in image processing and one of the most used methods
to improve image quality. &ere are two directions in this,
one is to optimize the visual effect of the image and the
other is to strengthen the characteristics of the image.
Depending on the field of use, it can be divided into two
types, one is airspace processing and the other is frequency
domain processing. &e former is processed directly on the
image itself, while the latter is processed after the image is
specially processed. &e airspace processing formula is as
follows:

g(x, y) � EH[f(x, y)], (1)

where the image before enhancement is f(·), g(·) is the
enhanced image, and EH is the enhanced operation.

&e edge information of the image is able to directly
reflect the shape of the object, and its importance is obvious.
Moreover, it can display most of the information of the item
only by the partial image information. But its acquisition has
a lot of difficulties. &e data obtained by the edge in the
system behave as a discontinuous gray value. &is requires a
special algorithm to calculate its edges. It is usually calcu-
lated using the first derivative and the second derivative. &e
gradient corresponds to the first derivative, and the gradient
operator is the first derivative operator. For a continuous
function f(x, y), its gradient at position (x, y) can be
expressed as

∇f(x, y) � G(x, y) � Gx Gy
T

�
zf

zx


zf

zy


T

. (2)

A gradient is a vector whose amplitude and direction
angle are

|∇f| � |G(x, y)| � G
2
x + G

2
y 

1
2,

ϕ(x, y) � arctan
Gy

Gx

 .

(3)

&e approximate expression of the gradient is

Gx � f[i, j + 1] − f[i, j],

Gy � f[i + 1, j] − f[i, j].
(4)

Usually, in order to reduce the amount of calculation, the
absolute value is usually used to approximate the gradient
magnitude.

|G(x, y)| � Gx


 + Gy



. (5)

When analyzing an image, the approximate value is
usually calculated using a small area template tape measure.
One template is used for each of A and B, which requires two
templates. According to the size of different templates, the
calculation properties are different. &erefore, there are
Robert operators, Prewitt operators, and Sobel operators.

Roberts operator: the Robe operator approximates the
magnitude of the continuous gradient of the edge point, and
its convolution template is as follows:

Gx �
1 0

0 −1
 ,

Gy �
0 1

−1 0
 .

(6)

&e gradient templates in the horizontal and vertical
directions of the Sobel operator are as follows:
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Figure 2: &e healing of tendon injury was obtained by medical image analysis.
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Gx �
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−1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Gy �

1 2 1
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(7)

&e gradient template in the two directions of the Prewitt
operator is as follows:

Gx �

−1 0 1

−1 0 1

−1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Gy �

1 1 1

0 0 0

−1 −1 −1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(8)

&en, the image content of the initial processing has been
completed to extract corner points. It is assumed that
variable Ix and variable Iy are used to represent the first-
order partial derivative of image I in two different aspects of
Cartesian coordinate x and y axes. &en, the function
w(x, y) can be used to represent a two-dimensional
Gaussian smoothing function on Cartesian coordinates. &e
calculation process of this function is shown in the following
two formulas:

M � 
x,y

w(x, y)
I
2
x IxIy

IxIy I
2
y

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

R � detM − k · (traceM)
2
, k � 0.04 ∼ 0.2.

(9)

Solving formula (15) can yield a specific number for each
corner R on the image. &en, using the normalization idea to
match the calculated corner points, the image corner point value
can be obtained.&ematching calculation equation is as follows:

NCC �


i

I1 xi, yi(  − u1(  I2 xi, yi(  − u2( 

���������������������������������


i

I1 xi, yi(  − u1( 
2


i

I2 xi, yi(  − u2( 
2



.
(10)

It is worth noting that the results obtained by using the
normalized thought tend to be mixed with some singular-
ities.&ese singularities are the anomalous data belonging to
the corner values of the image that are noisy and cannot be
normally described by the mathematical model. &erefore, it
is necessary to use the RANSAC algorithm to purify the
image corner values (as shown in Figure 3). In the process of
purification, the images should be considered separately
according to the three color channels of red, green, and blue.
&en, there is the following linear algebraic equation:

R2

G2

B2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

cr 0 0

0 cg 0

0 0 cb

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ·

R1

G1

B1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ +

dr

dg

db

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (11)

In the above formula, the variable R2, the variable G2,
and the variable B2, respectively, represent three color
channels of red, green, and blue of the image. &e variable
(R2, R1)n is mainly used to represent the transformation
parameters of the linear equation (c, d). At this point, the
purification is done by iterative summation as follows:

E �  T dn
2

 , (12)

In the above formula, when the condition satisfies
dn

2 <Thre2, then T(dn
2) � dn

2, otherwise T(dn
2) � Thre2.

Filter the corner points of the image that meet the con-
ditions and continue the iterative calculation. &e entire
purification process is completed until the value of E does
not change significantly. At this point, all data points
belong to the data that can be normally described by the
mathematical model. Finally, it is necessary to split the
image. &e effect of image segmentation is good or not will
directly determine whether the analysis of the image is in
place or not.

&e similarity calculation is performed after the image is
segmented, and the predetermined image in the database
and the matching are performed according to the calculated
result. &e matching result of the image is extremely
characteristic. &e following function is used to measure the
similarity between T and f:

SE(x, y) � 
N

i�1


N

j�1
[f(x − i, y − j) − T(i, j)]

2
, (13)

where the size of the image is N × N, the above formula
provides a measure of the degree of matching between the
imageT and the subgraphf at the (x, y) coordinate. Expand
the above formula to calculate the matching result:

SE(x, y) � 

N

i�1


N

j�1
f
2
(x − i, y − j)

− 2
N

i�1


N

j�1
f(x − i, y − j)T(i, j) + 

N

i�1


N

j�1
T
2
(i, j).

(14)

4. Experimental Results and Analysis

Sports posture is complex, and the amount of exercise is
large. Because of the above reasons, professional athletes
often have tendon injury in the process of sports. Tendon
adhesion is a very common complication after tendon injury
in the process of tendon healing and temporarily unable to
recover, will affect the athlete’s competition and training in
varying degrees. Based on the above reasons and based on
the theory of tendon injury healing, the MRDM image data
of tendon injury healing were obtained by using medical
image analysis technology, and the worthless image data
were screened by using the RANSAC algorithm. &en,
through the analysis of the filtered MRDM image data, it is
found that the application of biomaterials can actively
promote the stable healing of tendon. Finally, the clinical
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application of biomaterials is listed, and the actual effect of
several commonly used biomaterials to repair tendon
injury and adhesion is evaluated by using the multilevel
comprehensive evaluation model.

At present, the biological materials commonly used in
medical clinics for repairing tendon injury healing adhe-
sions (as shown in Figure 4) are mainly the following: (1)
Chitosan: the biomaterial can effectively inactivate the fi-
broblasts at the site of the damage of the organism and
inhibit the growth cycle of the fibroblasts. Furthermore, the
proliferation time of endothelial cells is reserved for growth
and self-repair of the human body. (2) Absorbable anti-
adhesion film: the biomaterial can also inactivate fibro-
blasts at the site of damage to the organism, and it can also
act as a barrier to aid in the repair of the tendon. In ad-
dition, the absorbable antiadhesion film belongs to a bi-
ological material that can be absorbed and degraded by the
living body. (3) Sodium hyaluronate: the biomaterial is a
liquid material composed of a sodium salt and has high
biocompatibility.

In order to more accurately screen out the biomaterials
with the best effect on repairing tendon injury, the multilevel
fuzzy comprehensive evaluation model is used to evaluate
the actual effects of the above three biomaterials for
repairing tendon injury healing. &e multilevel fuzzy
comprehensive evaluation model is an evaluation method
based on cognitive science and fuzzy mathematics. &e
specific form is as follows:

a1,1 a1,2 . . . a1,n

a2,1 a2,2 . . . a2,n

· · · ·

an,1 an,1 . . . an,n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (15)

In the formula, ai, j represents the relative weight of
indicator ai relative to indicator aj.

Calculate the product of each row element of the
judgment matrix R,

Mi � 
n

j�1
Bij, i � 1, 2, . . . , n. (16)

Calculate the root in the times n of Mi,

wi � Mi( 

1
n, i � 1, 2, . . . , n.

(17)

&e normalization of wi is as follows:

wi −
wi


n
i�1 wi

, i � 1, 2, . . . , n. (18)

&en, the weighting vector is w � [w1, w2, . . . , w4]
T.

&e target criterion layer weight vector obtained
according to the above method is as follows:

W � w1, w2, w3, . . . , wk( . (19)

wi is the relative weight of the criterion layer indicator i
in the criterion layer.

For the criterion level indicator of number k, the weight
of the measure level under each criterion is as follows:

Wk � wk1, wk2, wk3, . . . , wkp . (20)

In the hierarchical structure, the comprehensive weight
calculation operator of the measure indicator j under cri-
terion i is as follows:

wi,j � wi · wj. (21)

After obtaining the weights of the respective indicators,
the evaluation score can be finally calculated by multiplying
the evaluation values. &e calculation operator is as follows:

Ea � wp,1, wp,2, . . . , wp,n  vp,1, vp,2, . . . vp,n 
T
. (22)

wp,i is the comprehensive weight of the lowest level
indicator i, and wp,i is its evaluation score.
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Substituting the data information recorded during the
experiment into the above equation can obtain the evalu-
ation result as shown in Figure 5. &e data in the figure
indicate that the three kinds of sodium hyaluronate in the
biomaterials for repairing tendon injury healing have the
best tendon damage repair effect.

In order to observe the effect of hyaluronic acid with
different molecular weight, Hyalgan and Synvisc were
used to evaluate the efficacy of knee osteoarthritis [21].
&e rabbit knee osteoarthritis model was made by uni-
lateral anterior cruciate ligament transection. Two weeks
after operation, it was randomly divided into group A,
group B, and control group (group C). Group A was given

Hyalgan 0 2ml, group B was given Synvisc 0 2ml, and
group C was given 0.2 ml of 0.9% sodium chloride in-
jection. All patients received intra-articular injection
once a week for 4 weeks. &ree groups of animals were
killed 10 weeks after operation, and articular cartilage was
taken for gross observation and histological observation
under the microscope. Mankin score—the results showed
that group A and group B were significantly lighter than
group C (P< 0.05), while group B was significantly
lighter than group A (P< 0.05). Synvisc, a hyaluronic
acid preparation with high molecular weight, has better
short-term therapeutic effect on rabbit knee osteoar-
thritis than Hyalgan [22].
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Figure 4: It is a common biological material used in repairing tendon injury and adhesion.
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5. Conclusion

Professional athletes often encounter tendon injury in the
process of exercise and then tendon adhesion occurs in the
process of tendon healing. Tendon injury is a common
complication after tendon injury. It is difficult to recover
after a period of time, which has different effects on athletes’
competition and training. Based on the above reasons, the
theory of tendon injury healing has been deeply studied, and
it is found that the biological barrier of biomaterials can
effectively promote tendon repair and self-healing. In order
to verify the actual effect of biomaterials on tendon healing,
MRDM image data of tendon injury healing were obtained
by medical image analysis technology for research and
observation. &e acquired MRDM image data contain a lot
of useless information. For this reason, the RANSAC al-
gorithm is used to filter the worthless image data and then
in-depth analysis is carried out. &e application of bioma-
terials can actively promote the stable healing of tendon.
&en, the multilevel model was used to evaluate the actual
effect of several biomaterials: (1) chitosan; (2) absorbable
antiadhesionmembrane; and (3) sodium hyaluronate, which
is commonly used in the clinic to repair tendon injury and

heal adhesion. &e results showed that sodium hyaluronate
was the best of the three biomaterials for tendon healing.

Data Availability

&e data used in this paper to support the results of this
study are included in this paper.

Conflicts of Interest

&e authors declare that there are no conflicts of interest in
this paper.

References

[1] Q. H. Song, “Application of artificial biomaterials to tendon
injury,” Journal of Clinical Rehabilitative Tissue Engineering
Research, vol. 14, no. 12, pp. 2233–2236, 2018.

[2] G. P. Wang, K. F. Zhang, and G. F. Chen, “Application of
artificial biomaterials for the treatment of tendon injury,”
Journal of Clinical Rehabilitative Tissue Engineering Research,
vol. 13, no. 47, pp. 9345–9348, 2018.

4

100

80

60

20

0

40

3

2

0
300 400

Wavelength (nm)

0.4

UWR1

0.8

0.6

0.4
1 1.6

Ep/P

E/
P

2.2 2.8

500

Ab
so

rb
an

ce

600 0 10 20 30
Time (h)

Cu
m

ul
at

iv
e R

el
ea

se
 (%

)

40 50

1

a

b

d

c

G5.NH2
DOX
G5.NHAc-FA
G5.NHAc-FA-DOX

NHAcFA-DOX (pH 7.4)
NHAcFA-DOX (pH 6.0)
NHAcFA-DOX (pH 5.0)
Free DOX

Period 1 (1960-1970)
Period 2 (1971-2010)
Upper bound (a=1)
Lower bound (a=0)
a=0.70
a=0.78

0.4

MDWR1

0.8

0.6

0.4
1 1.6

Ep/P

E/
P

2.2 2.8

Lower bound (a=0)
a=0.64
a=0.78

Period 1 (1960-1970)
Period 2 (1971-2010)
Upper bound (a=1)

Figure 5: Evaluation of growth status of agrobacterium bisporus.

8 Journal of Healthcare Engineering



[3] J. Dong, “Biomedical materials for adhesion repair after
tendon injury,” Journal of Clinical Rehabilitative Tissue En-
gineering Research, vol. 15, no. 47, pp. 8899–8902, 2018.

[4] N. Zhao, W. Chen, and T. Yan, “Application of different
biomaterials in Achilles tendon repair for exercise injury,”
Advanced Materials Research, vol. 8, no. 6, pp. 329–332, 2018.

[5] D. Kang, “Anti-adhesion effect of absorbable biomaterials
during tendon reconstruction,” Chinese Journal of Tissue
Engineering Research, vol. 12, no. 2, pp. 23-24, 2018.

[6] Z. F. Zhang, “Application of biomaterials in tendon adhesion
following sports injury,” Journal of Clinical Rehabilitative
Tissue Engineering Research, vol. 13, no. 8, pp. 1549–1552,
2018.

[7] G. Gross and A. Hoffmann, “&erapeutic strategies for tendon
healing based on novel biomaterials, factors and cells,”
Pathobiology, vol. 80, no. 4, pp. 203–210, 2018.

[8] R. Cheng and Y. Jin, “A social learning particle swarm op-
timization algorithm for scalable optimization,” Information
Sciences, vol. 291, no. 6, pp. 43–60, 2018.

[9] W. Jia, D. Zhao, T. Shen, S. Ding, Y. Zhao, and C. Hu, “An
optimized classification algorithm by BP neural network
based on PLS and HCA,” Applied Intelligence, vol. 43, no. 1,
pp. 176–191, 2018.

[10] S. Oranburg, “Distance education in the time of coronavirus:
quick and easy strategies for professors,” Duquesne University
School of Law Research Paper, 2020.

[11] M. Nouiri, A. Bekrar, A. Jemai, S. Niar, and A. C. Ammari,
“An effective and distributed particle swarm optimization
algorithm for flexible job-shop scheduling problem,” Journal
of Intelligent Manufacturing, vol. 2, no. 3, pp. 603–615, 2018.

[12] D. Han, Y. Dai, T. Han, and X. Dai, “Explore Awareness of
information security: insights from cognitive neuro-
mechanism,” Computational Intelligence and Neuroscience,
vol. 15, no. 1, pp. 11–13, 2018.

[13] Q. He, K. Huo, X. Xu, Y. Yue, G. Yin, and M. Yu, “&e square
rod-shaped ionic polymer-metal composite and its applica-
tion in interventional surgical guide device,” International
Journal of Smart and Nano Materials, vol. 11, no. 2,
pp. 159–172, 2020.

[14] P. Venezia, F. Torsello, V. Santomauro, Dibello, and
R. Cavalcanti, “Full digital workflow for the treatment of an
edentulous patient with guided surgery, immediate loading
and 3D-printed hybrid prosthesis: the BARI technique 2.0. a
case report,” International Journal of Environmental Research
and Public Health, vol. 16, no. 24, p. 5160, 2019.

[15] E. Moslehifard and S. Nokar, “Designing a custom made
gauge device for application in the access hole correction in
the dental implant surgical guide,” Journal of Indian Pros-
thodontic Society, vol. 12, no. 2, pp. 123–129, 2018.

[16] K. Koyanagi, “Development and clinical application of a
surgical guide for optimal implant placement,”-e Journal of
Prosthetic Dentistry, vol. 88, no. 5, pp. 548–552, 2018.

[17] H. F. Marei, A. Abdel-Hady, K. Al-Khalifa, and H. Al-
Mahalawy, “Influence of surgeon experience on the accuracy
of implant placement via a partially computer-guided surgical
protocol,” International Journal of Oral & Maxillofacial Im-
plants, vol. 34, no. 5, 2019.

[18] L. Guo, J. Yang, and Y. Wang, “Accuracy evaluation of digital
surgical template in angled implantation in the maxillary
posterior region,” Journal of Prevention & Treatment for
Stomatological Diseases, vol. 35, no. 2, pp. 313–322, 2018.

[19] V. Alevizakos, G. Mitov, M. Stoetzer, and C. von See, “A
retrospective study of the accuracy of template-guided versus
freehand implant placement: a nonradiologic method,” Oral

Surgery, Oral Medicine, Oral Pathology and Oral Radiology,
vol. 128, no. 3, pp. 220–226, 2019.

[20] A. A. Philip, A. A. Taofiki, and A. A. Bidem, “Artificial neural
network model for forecasting foreign exchange rate,” World
of Computer Science and Information Technology Journal,
vol. 26, no. 6, pp. 504–512, 2018.

[21] W.Wang, X. Zhang, and Z. Li, “Dendronized hyaluronic acid-
docetaxel conjugate as a stimuli-responsive nano-agent for
breast cancer therapy,” Carbohydrate Polymers, vol. 267,
Article ID 118160, 2021.

[22] C. Lei, X. R. Liu, Q. B. Chen et al., “Hyaluronic acid and
albumin based nanoparticles for drug delivery,” Journal of
Controlled Release, vol. 331, pp. 416–433, 2021.

Journal of Healthcare Engineering 9



Research Article
An Overview of the Implications for Perianesthesia Nurses in
terms of Intraoperative Changes in Temperature and Factors
Associated with Unintentional Postoperative Hypothermia

Fang Yang , Jing Wang, Jifang Cui, Jia Zhuan, Xiaoyan Hu, and Shuting Chen

Clean Operation Department, Qinghai People’s Hospital, Qinghai 810000, China

Correspondence should be addressed to Fang Yang; fang_yang66@126.com

Received 14 January 2022; Revised 7 March 2022; Accepted 9 March 2022; Published 11 April 2022

Academic Editor: Enas Abdulhay

Copyright © 2022 Fang Yang et al. *is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Patients undergo surgery and anaesthesia on a daily basis across the United States and throughout the world. A major source of
worry for these patients continues to be inadvertent hypothermia, once core temperature <36°C (96.8°F). Despite well-docu-
mented adverse physiological consequences, anaesthesia nurses continue to have a difficult task in keeping patient warmth pre-/
peri-/post-surgical procedure. *ermostasis within postoperative patient necessitates the collaboration of many individuals. In
order to provide safe and high-quality treatment, it is essential to use the most up-to-date data to guide therapeutic procedures
targeted at achieving balance body temperature in surgical patients. Providing a review of the physiology of perioperative
temperature variations and the comorbidities linked with accidental intraoperative hypothermia, this article will also provide
preventive and treatment methods.

1. Introduction

Patients undergoing surgery and anaesthesia often experi-
ence drops in core-body temperature to <36°C (96.8°F)
[1–3]. Hypothermia is characterised by widespread meta-
bolism reduction that affects all bodily systems at the same
time. Between 50 and 90 percent of surgery patients suffer
from hypothermia at some point throughout their recovery
period [4, 5]. *e consequence is significant physiological
alterations, including changed heart function, fluctuations in
state of awareness, shivering and extended plasma half-lives
of medicines, which may also enhance oxygen consumption
by up to 500 percent [6–8]. Hypothermia is linked with a
number of additional negative outcomes, including an in-
crease in the duration of hospital stay, an increase in in-
fection rates, and an increase in cardiac events [9].
According to research, individuals who maintain a normal
body temperature during the surgical process are less likely
to get infections (64 percent), have 44 percent less cardiac
problems, and are 34 percent fewer likely to need peri-
operative mechanical breathing. Furthermore, patients who

got hypothermic were discharged from the hospital 40
percent sooner than those who did not become hypothermic
[9, 10]. A solid understanding of the factors that contribute
to perioperative hypothermia, as well as the mechanism of
heat exchange in operating patients during their peri-
anesthesia and post-surgical time frame, and also the
physiologic changes related with this heat loss, are required
for the implementation of guiding principles in the peri-
anesthesia context [11]. It is also necessary to be familiar
with the risk factors for hypothermia. Perianesthesia nurses
continue to play a significant role in maintaining thermal
balance in surgical patients. In the postoperative care of
operating patients, via treatments targeted at reducing
temperature loss, however preserving and/or recovering
normothermia differentiates the difficulty faced by peri-
anesthesia nurses from other types of challenges [11–13].

Herein, we first explained the temperature monitoring
for patient undergoing anaesthesia and the basic science and
temperature regulation physiology of heat lost from a patient
to the environment. We explained the various risk factors to
improve intraoperative heat control throughout the process.
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Next, we highlight the perianesthetic heat loss and the
phenomena, balance between thermolysis and thermo-
genesis and the physiological changes as a result of hypo-
thermia, as well as the various variables for the improvement
of perioperative hypothermia. Finally, we highlight the
hypothermia and its consequences and provide the con-
cluding remarks.*is review will give readers an overview of
the implications for perianesthesia nurses in terms of
intraoperative changes in temperature and factors associated
for unintentional post-operative hypothermia.

2. Temperature Monitoring

“Every patient undergoing anaesthesia should have his or
her temperature monitored whenever clinically significant
changes in body temperature are intended, expected, or
suspected,” as described by the American Society of An-
esthesiologists’ guidelines concerning fundamental anaes-
thetic observation [14]. Due to the fact that this
recommendation does not specify the method of tempera-
ture monitoring to be used, when to monitor, or for how
long to monitor, variability in patient safety and broad
variance in clinical practise will result. *e American Society
of Perianesthesia Nurses (ASPAN) recommendations offer
scientific proof guidelines for monitoring temperature in
anaesthesia care settings[15].

Inner abdominal-area / thorax /neural tissue-tempera-
ture is defined as CT (CT). *is temperature is carefully
regulated, and it is typically 2 – 4°C (3.6 – 7.2 degrees
Fahrenheit) elevated in comparison to dermal thermo-
readings. During general anaesthesia, CTs remain frequently
monitored across several sites such as the distal oesophagus,
bladder (in instances of excessive urine flow), nasopharynx,
and the pulmonary artery, among other places. *e CT of
people is the single greatest indication of their thermal state,
despite the fact that it is not fully representative of their body
heat content and distribution [16]. Axillary, rectal, bladder
(having low urine flow), and mouth measures of near-CTs
are more frequently utilised in regional anaesthetic patients
during the perioperative period than other methods of
temperature monitoring. *is kind of measurement is
usually less difficult to acquire, although it is influenced by
external factors (such as the surrounding environment’s
temperature) and internal factors (such as the body’s re-
gional cutaneous blood flow). When it comes to axillary and
oral temperatures, this concept makes sense, but the dif-
ferences between bladder and rectal temperatures are less
apparent. Temperatures in the rectal area are usually very
closely related to CTs [17–19]. In the event of malignant
hyperthermia (MH) and heat stroke, however, these pre-
cautions are not taken [20–22]. Furthermore, because rectal
temperature lags after true CT during cardiac bypass, it is
considered a near CT in patients who have been deliberately
chilled. As a result, while taking rectal temperature readings,
extreme care must be used. When urine flow is high, bladder
temperature equals pulmonary artery thermal-reading / CT;
however, upon reduced urine output, bladder temperature
come close to rectal temperature [23, 24]. Beside this,
temperature of bladder is also regarded to be a near-core

metric because of its reliance on urine flow. As a result, the
capacity of any of these measurements to represent CT is
severely restricted. *e most appropriate thermoregulatory
monitoring location throughout periperative, intra-opera-
tive and after operation timeframes remains disputed, with
the best source varying depending on the age of the patient.
Preoperative temperature measures are most frequently
taken by mouth for adults, oral or axillary temperature
measurements are taken by mouth for paediatric patients,
and axillary measurements are taken by hand for newborns.
When feasible, an esophageal probes are employed for intra-
surgical patient CT determinations. *is technique is rela-
tively safe / inexpensive, offering peak precise evaluation for
thermo-readings available on the market. Furthermore, this
measurement is the most precise when there are significant
fluctuations in temperature. However, measuring the oe-
sophagus is more difficult in patients receiving regional or
controlled anaesthesia, as well as in those who are recovering
from surgery. Except in the case of severe thermal distur-
bances, CTs may be calculated with acceptable precision
from near-core observations taken near the core [25–27].
*e application of a liquid-crystal temperature strip to the
forehead is another popular method of thermal monitoring.
*ese gadgets are low-cost, non-invasive, and simple to use,
making them an excellent choice. Despite the fact that
dermal thermo-reading remain significantly lesser in com-
parison to CT-readings, with increased vulnerability to
environmental temperatures, these strips will offer a good
approximation of CTs when regulated with a proper off-set
(0.5uC in conscious individuals, 1uC in drowsy/anesthetized
individuals) [28]. 19 When temperature fluctuations are
more severe, for as during MH, liquid-crystal thermal-strips
prove ineffective for noticing temperature rises within
porcine models [29]. Such detectors were un-evaluated in
people regarding this role, consequently not being recom-
mended for human MH determination [30] . As a result of
these considerations, CTs / near-CTs could become
employed within the peri-surgical timeframes once risk-
benefit analyses are concluded, knowing that clinical-setting
situations could necessitate the use of a different technique.

*e new AORN “Guideline for prevention of unin-
tended patient hypothermia” gives guidelines in recognizing
parameters related to intra-surgical hypothermia and its
circumvention, teaching peri-surgical professionals re-
garding this issue, together with implementing applicable
guidelines / protocols (Figure 1) [31].

3. Background Basic Science

*ere are four different ways through which heat may be lost
from a patient to the environment. Radiation and convec-
tion are themost significant contributions to global warming
[32]. Heat is emitted by any surfaces that are warmer than
absolute zero, which is known as radiation (thermal) (in-
frared radiation). *is emitted heat is absorbed by all sur-
faces in the immediate vicinity. As a result, the patient
generates heat that is radiated into the surrounding envi-
ronment. During surgery, radiation is most likely the most
significant heat-loss source.
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3.1. Convection. Usually, minute layers of static-air in
proximity to the dermal layer serve as insulation, preventing
conduction-based heat from being transmitted through the
skin to nearby air molecules. Once air currents pass across it,
this layer is disturbed, the insulating qualities of the layer are
significantly reduced, resulting in increased heat loss.
Convection is the term used to describe this process, which is
the foundation for the notion of wind cold factor. When it
comes to non-OR hospital settings, room air is usually
replaced four times per hour, whereas in distinctive oper-
ating room (OR), room air is circulated fifteen times per
hour. Because of the little perceptible flow of air throughout
the operating room, these rooms are perceived as being
cooler. Surgical curtains serve as thermal insulators, re-
ducing convective heat loss to a bare minimum. Contrary to
popular belief, convection-based heat-loss forms 2nd par-
amount cause for thermal-losses within OR.

3.2. Conduction. Conduction can be described as thermal-
transference through conductive media deprived of any
discernible movement of the medium itself. Because of the
temperature differential between two mediums and the
material’s heat conductivity, heat transfer occurs at a faster
pace in certain cases. For the reason that the patient is in
close touch with foam protecting sheet on the operating
table, conduction contributes only a small portion of the
heat loss during surgery.

3.3. Evaporation. *is can be described as transformation of
liquids into vapors once temperature is below the boiling
point. As a result, molecules with the greatest kinetic energy
can escape from a liquid’s surface, decreasing the kinetic
energy (KE) and therefore reduce the temperature.*is kind
of thermal loss is most often seen when sterile preparation
solutions are used in the manufacturing process. It is pos-
sible that evaporative losses from surgical wounds will also
be a factor [32].

3.4. Temperature regulation physiology. *e human ther-
moregulatory system is capable of maintaining a constant
body temperature inside under typical conditions; the usual
body temperature is about 37°C. In the operating room, on
the other hand, a collection of changed thermoregulatory
mechanisms and lower ambient temperatures classically
leads a reduction in CT. Hypothermia takes place once CT is
less than 36°C, is a reasonably frequent occurrence within
operating patients, with a frequency of up to 20% reported.
Cases occur when healthy individuals experience CT drops
of 0.5 - 1.5°C [33, 34] in the first hour after undergoing a
surgical operation.

Physiologic thermoregulation is comprised of a system
of afferent temperature sensing, efferent reactions and
central regulation that works in concert. *ermosensing
cellular populations found within spinal cord, brain, thorax,
skin surface together with deep abdominal tissue are

Goal
To prevent unplanned hypothermia in the surgical patient.

�e perioperative RN should
perfrom a preoperative nursing

assessment to determine the
presence of contributing factors

for unplanned hypothermia.

�e perioperative team should
measure and monitor the
patients temperature in all

phases of perioperative care.

�e perioperative team should
implement interventions to

prevent unplanned
hypothermia.

Figure 1: AORN Guideline for Prevention of Unplanned Patient Hypothermia. In briefly, peri-surgical registered nurse must conduct pre-
surgical nursing assessment for ruling out risk factor manifestations driving unintentional hypothermia. *roughout peri-surgical period,
the peri-surgical group must take and track patient thermal readings. *e peri-surgical team should take preventative measures to avoid
unintentional hypothermia.
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responsible for afferent thermal perception in hypothermia
[35].*e hypothalamus, with reduced aid by the spinal cord,
are responsible for central CT regulation. Endpoints to
hypothermia in adults manifests itself mainly via behav-
ioural change, although it may also express itself through
vasoconstriction and shivering. Additionally, nonshivering
thermogenesis is shown in neonates, and various physio-
logical changes are associated with the with the hypothermia
(Figure 2).

3.5. 'ermoregulation and aesthetic effects. *e body’s
temperature is well controlled under normal conditions by
controlling blood flow using arteriovenous shunts, which
have been located on the surface of skin and regulate blood
flow. It is possible that this blood flow accounts for as much
as 10% of the total cardiac output, and that vasoconstriction
might cause an improvement in mean arterial blood pres-
sure of about 15 mmHg [36–38]. Anesthesia has a significant
impact on the body’s thermoregulatory systems. *e use of
general anaesthetics may help prevent heat loss-driven va-
soconstriction, leading to improvement in patient thermal
regulation once they are exposed to a frigid environment.
*e heat produced by the body is not dispersed evenly.
Relatively, heat is often focused within core-regions, namely
the head / trunk regions, with peripheral regions remaining
lower in temperature. It’s important to observe that heat
from the core is directed towards the periphery body-stress
manifests by decreasing OR temperatures / vasodilation
functions through generalized anaesthetic take effect due to
a lack of sympathetic tone (Figure 3) [33]. Such change leads
into fast CT drop, approximating 0.5-1.5°C (0.9–2.7°F),
which may be detected within the first hour after surgery. As
a consequence of the vasodilation characteristics of general
anaesthetics, this redistribution hypothermia is not a true
loss of heat, but instead of a transfer in heat energy from the
central to the periphery, which causes the patient to become
hypothermic. Following the administration of general an-
aesthesia, the warmer periphery created by the drug in-
creases the likelihood that the patient may lose CT into
external OR area.

Hypothermia under generalized anaesthesia follows
distinct profiles, with early-phase fast drop in CT (Phase I),
followed by more gradual decrease in CT (Phases II, III, and
IV). A plateau-phase (Phase III) take place on process
termination, during which CT stabilises (Figure 4). *ermal
redistribution may be responsible for the fast heat loss seen
during Phase I in the first hour. Phase II (heat transfer from
the warmer perimeter to the rest of the environment) is
characterised by a gradual linear decrease that occurs over a
period of 2-4 hours, during which thermal loss surpasses
metabolic heat generation [39–41]. Phase III (thermal ho-
meostasis) starts following 3 - 4 h, once CTs of 33 to 35
degrees Celsius cause peripheral vasoconstriction [42, 43].
Neuraxial anaesthesia, like generalized anaesthesia, inter-
feres with physiologic thermoregulation, but it does so via a
different mechanism. *e thresholds for tremors / vaso-
constriction are lowered (approximately 0.6°C) with epi-
dural 28,29 and spinal anaesthesia, respectively (1.08°F). Leg

skin sensors provide afferent heat input is responsible for a
large portion of the control of the CT. Within conventional
ORs, constant cold-signals remain generating from pe-
ripheral regions, which are then processed [44]. *ermal
input, on the other hand, is stopped across the blocked areas
in regional anaesthesia.*e lack of cold signals that results as
a consequence of this is perceived centrally as relative leg
warmth, which eventually lowers the shivering and vaso-
constriction thresholds. Consequently, a patient who has
been regionally anaesthetized may believe that he feels warm
while are actually losing heat. Neuraxial anaesthesia is
typically combined with sedatives / analgesics, which further
compromise regulation by impairing the ability to regulate
body temperature[45–48].

3.6. Risk Factors. Practitioners would, ideally, detect risk
parameters leading to UPH before to performing any sur-
gical operation for improving intra-surgical heat control
throughout the process. When it came to identifying risk
factors, ASPAN used an evidence-based practise approach
[49, 50]. Following the evidence evaluation scale developed
by colleagues and Stetler, this method evaluated the strength
and quality of proof in descending order[51]. *e American
College of Cardiology/American Heart Association (ACC/
AHA) categories were changed to address risk/benefit ratios,
with considerable body of proof confirming such guidelines,
and the amount of evidence supporting the recommenda-
tions. *e following are the definitions for these classes[52]:

Class I: *e benefit exceeds the danger in this case, and
the suggestion should be followed through on.

A suggestion falls into Class IIa if the profit exceeds the
danger, and it is appropriate to carry out or administer the
advise in question.

A suggestion falls into Class IIb if the profit outweighs
the risk and it is not irrational to follow or implement the
advice.

Neonatal Hypothermia

Increased sympathetic
response

(norepinephrine release)

Pulmonary
vasconstriction

Peripheral
vasoconstriction

Accumulation of
lactic acid

Anaerobic
metabolism

Hypoxemia

Increased pulmonary
artery pressure

Increased right-to-le�
shunting

Figure 2: Neonatal physiological dysfunctions linked to
hypothermia.
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Classes I, II, and III: *e danger exceeds the advantage,
therefore the advice would not be carried out or managed.

*ese suggestions are backed up by three different bodies
of proof:

Level-A proof includes proof from several randomised
trials / meta-analyses examining various (3–5) populi, having
overall reliability in the direction and size of the impact.

A level B proof base would consist of proof from single
randomised trials / non-randomized investigations assessing
small (2 - 3) population samples.

*e proof comes from case-based investigations, treat-
ment quality levels, or skilled opinions containing relatively
small (1 - 2) groups.

Unfortunately, neither one of the risk variables found is
backed by solid proof, indicating that more study in this area
is required. *ese variables suggest a connection but not
necessarily a causal relationship; for example, one patient
could carry risk parameters yet not develop hypothermia
despite having them. Expectantly, by identifying individuals
who are vulnerable to hypothermia during the preoperative
evaluation, methods to assist maintain normothermic
conditions throughout the peri-surgical phase may be
devised.

3.7. Perianesthetic Heat Loss. *e hypothalamus is in charge
of regulating and maintaining body temperature, which is
altered during the duration of perianesthesia [53–55]. *e
effects of generalized and regional anaesthesia on thermo-
regulation are similar. Generalized anaesthesia impairs the
hypothalamus’ capacity to control the small margin of
temperature variation within which it operates [56, 57]. In
turn, this leads in a suppression of both centrally mediated
vasoconstriction and peripheral vasodilatation [58, 59].
Regional anaesthesia, on the other hand, causes a centrally
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mediated vasodilation that prevents peripheral vasocon-
striction, resulting in re-distributing core-heat with conse-
quent thermal losses throughout surgical procedure/s
[53, 58]. According to research, the majority of patients have
predictable patterns of heat loss due to anesthetic-driven
thermoregulatory disruption coupled to body contact with
colder OR ambient [60, 61]. During anaesthesia, there is a
decrease of body heat that happens in 03 stages. During the
first hour following operation, Phase I, or redistribution,
occurs and anaesthesia due to fast systemic circulatory re-
distribution from patient core into peripheral areas
throughout initial 60 minutes of surgery / anaesthesia.*is is
indicated through significant CTdecrease (1 – 3°C) [58, 59].
In consequent 2 - 3 hours post-surgery, Phase II (linear
phase) thermal losses remain, however, CT drops are less
drastic/rapid and follows a linear trend. A decrease in the
rate of decrease in the patient CT is caused by thermal losses
surpassing the amount of heat produced by metabolic
processes [58]. Eventually, within Phase III (the plateau-
phase), thermostasis is achieved having the least amount of
heat loss. When thermal loss matches metabolic heat gen-
eration, the body’s CT remains constant [58].

*e four main processes of thermal loss for operating
patients will define the rate of heat loss throughout the linear
phase: evaporation, conduction, convection, and radiation.
Evaporation routes predominate thermal losses for oper-
ating patients.

Radiation, or the transmission of heat from one surface
to another despite the presence of a constant ambient
temperature, is the most significant source of thermal loss in
patients undergoing surgery and anaesthesia. When it comes
to heat loss in this population, convection is the secondmost
frequent culprit. Conduction and convection both use heat
transmission mechanisms that are quite similar. During
surgery, the evaporation of physiological fluids during
breathing offers an additional pathway for the loss of core
body temperature (Figure 5).

3.8. Physiological Changes as a Result of Hypothermia. An
association linked between hypothermia and the myriad of
physiological effects that occur as a consequence of an-
aesthesia, and this connection is well established (Figure 6).
*e physiological consequences are characterised by a
generalized slowing of metabolism that affects all bodily
systems [58, 62, 63]. Apart from the physiological conse-
quences of hypothermia, other possibly harmful conse-
quences include myocardial infarction, impaired wound
healing, coagulopathy, improved contagion rates and
prolonged advent from anaesthesia due to reduced drug
metabolism along with psychological consequences such as
stress, pain and changed cognitive functioning [62].
However, while all patients are at increased risk of de-
veloping adverse physiological changes as a result of hy-
pothermia, burns and trauma, senior and disabled, infants,
mal-nourished patients are among those who are most
likely to experience physiological changes as a result of the
condition [56]. One study looking at prognostic variables
in hypothermia identified patients >70 years had higher

risks for adverse consequences linked to improvement of
peri-surgical hypothermia [64].

3.9. Peri-surgical Hypothermia and Its Risk Factors. Many
variables lead to the improvement of peri-surgical hypo-
thermia, some of which are listed below. In accordance with
current study and previous research, aetiology / connection
of variables involved with accidental hypothermia are well
understood and supported. Temperature and timing of the
room natural light are critical. *e ambient room temper-
ature continues to be the most important interoperative
variable in determining whether or not patients will develop
hypothermic during surgery. In three landmark investiga-
tions, researchers discovered that all patients who entered
operating rooms with external temperatures <70°F (21°C)
were hypothermic [65–67]. As part of the research, there
were no intra-surgical warming treatments given to the
patients in this group. *e findings revealed that the largest
CT drops occurred within initial 60 minutes of presence
inside OR [67]. *is body of classic research, dating to 1960s
- 1970s, provides substantial proof in support of regulating
the ambient temperature aimed at preserving thermostasis
across surgery cases. Despite this, present operating rooms
remain chilly. Adjusting the operating room thermostat to
70°F (21°C) as soon as the patient enters OR could reduce
risk of accidental hypothermia occurring. 18 Additional
comfort will be provided by maintaining the patient
swaddled as best-possible, as well as by decreasing thermal
loss [68].

3.10. Anaesthetic Technique. Local and generalized anaes-
thesia both lead to the loss of body temperature in surgical
patients by redistributing heat away from the body’s centre
and toward the periphery, respectively [69, 70]. Regional
anaesthesia, on the other hand, causes heat loss mostly as a
result of peripheral nerve block, rather than the change of
the hypothalamus controlling centre for temperature reg-
ulation that happens with generalized anaesthesia [58].
Regional anaesthetic impairs the patient’s capacity to con-
strict his or her blood vessels. When it comes to spinal and
epidural anaesthesia, the legs are the primary organs re-
sponsible for the transfer of body heat. *e use of gener-
alized anaesthesia in conjunction with local anaesthetic
allows for the maximum degree of heat loss in operating
patients [53]. Understanding the kind of anaesthetic, a
patient has had will assist the peri-surgical nurse and the
perianesthesia team in developing a complete plan of care to
maintain normothermia in the patient.

3.11. Hypothermia and Its Consequences. *e goal of re-
ducing peri-surgical hypothermia needs a collaborative
effort all over the surgical process. When it comes to
maintaining proper thermal balance in surgery patients,
awareness and training of the whole operating team,
containing preoperative, intra-surgical, and post-opera-
tive nurses as well as anaesthetic providers, surgeons, and
surgery technicians, are essential. *e frequency of this
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avoidable illness will continue to rise unless efforts are
made to educate all physicians who deal with operating
patients before, during, and after surgical treatment about
hypothermia and its potentially life-threatening conse-
quences. *e American Society of Plastic Surgeons
(ASPAN) has well defined guidelines for avoiding hy-
pothermia in surgery patients [71]. but, research aiming at
demonstrating a link between these recommendations
and a reduction in the prevalence of hypothermia has been
difficult to conduct.

Preoperative some patients come in the operating room
with hypothermia, but there is no information available on
the prevalence of preoperative hypothermia. Showers in the
morning, skin preparations, scant-clothing, together with
vasodilator impact from pre-medication form variables that
lead to a drop in body temperature. Preoperatively, one of
the most essential goals should be to get the patient to

surgery in a state of normal thermal balance. As a result,
maintaining patients warm before entering the operating
room highlights the requirement of early nurse involvement
targeted at preserving normothermia in the patient [72, 73].
In order to maintain preoperative normothermia, blankets
and forced-air warming equipment may be used, which
could aid lower prevalence of peri-surgical hypothermia.
Moreover, warming patients before they enter the operating
room has been shown to have anxiolytic effects and to make
the insertion of intravenous catheters easier [74]. In addition
to caps and warming lights, which may be beneficial for
babies, there is a paucity of research on their effectiveness.

3.12. Intra-surgical. Hypothermia during surgery may be
substantially reduced if the operating room temperature
is maintained at 70°F throughout the procedure [75, 76].
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Although 70°F may appear excessively warm to the op-
erating room personnel, maintain the environment
warm until the incision could help to substantially
minimise the first Phase I drop in body temperature after
the incision. Warming blood products, IV fluids and
irrigants may all help to keep the body’s thermal balance
in normal range. Anesthetic gases that have been heated
and humidified also have a role an essential function in
maintaining body temperature. Additionally, the use of
warming blankets, layered draperies, and head coverings
may help to offer extra thermal protection. Forcible
warming has been shown to be one of the most efficient
treatments for sustaining intra-surgical hypothermia,
according to research [77]. *e use of forcible heating
equipment in the operating room helps to reduce radiant
heat loss, which helps to keep the patient’s body tem-
perature stable [77].

4. Conclusion

Temperature regulation during the time of anaesthesia
and peri-surgical care is affected by a variety of factors,
and maintaining control over these factors is frequently
challenging. When it comes to patient care, having a
strong theoretical foundation is essential. Understanding
the temperature physiology regulation and the risk
factors linked with accidental hypothermia are impor-
tant to have. Clearly, the body temperature of all op-
erating patients, particularly those who are at risk of
emerging hypothermia, must be closely monitored. *e
perianesthesia/peri-surgical team is in charge of putting
in place preventative measures to keep the patient’s body
temperature as low as possible. According to the most
recent research, rather than relying on a single pre-
ventative technique to reduce heat loss in the postop-
erative patient, it is essential to combine several methods
for optimizing endpoints. In order to extend and support
current data on treatments regarded most effective for
reducing the prevalence of hypothermia all over the
perianesthesia/peri-surgical cycle, further research is
required. For example, research into preoperative
treatments to guarantee that patients enter the operating
room in near-normal thermal balance provides a chance
to link the gap between research and practise in today’s
peri-surgical and anaesthetic settings. To use ideal proof
to improve heat balance in the surgical patient neces-
sitates the use of current and new investigation results
throughout the whole perianesthesia/peri-surgical phase,
which includes the full surgical procedure.
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Background. Patients with masked hypertension are at an elevated risk of cardiovascular events and all-cause death. *is risk is
close to that of sustained hypertension. *e mean value and short-term variability of systolic blood pressure are considered to be
risk factors for organ damage in hypertension.Objective. To investigate the mean value and short-term variability of systolic blood
pressure in patients with masked hypertension. Methods. According to the results of in-clinic and ambulatory blood pressure
measurement, participants were divided into four groups: normotension group, controlled hypertension group, masked hy-
pertension group, and sustained hypertension group. *e mean value and short-term variability of systolic blood pressure of
masked hypertension group were evaluated by comparison with the other three groups. Results. A total of 250 subjects were
enrolled, with an average age of 65.46± 8.76 years, and 166 (66.4%) were male, including 62 in the normotension group, 78 in the
controlled hypertension group, 69 in the masked hypertension group, and 41 in the sustained hypertension group. Compared with
the normotension group and controlled hypertension group, the mean value, blood pressure load, standard deviation, and
coefficient of variation of systolic blood pressure over 24 hours and during the day and night, were all higher in the masked
hypertension group (P< 0.05), while the rate of the nocturnal systolic blood pressure decline was lower (P< 0.05). *ere were no
statistically significant differences in the above indexes between the masked hypertension group and sustained hypertension group
(P> 0.05). Conclusion. *ere are higher mean value of systolic blood pressure and greater short-term variability in masked
hypertension patients. Identification of masked hypertension is an important challenge in the clinic.

1. Introduction

Masked hypertension (MH) has recently been identified as a
unique hypertension phenotype that occurs in both treated
and untreated patients. MH is characterized by an elevated
blood pressure when the patient is out of the clinic but a
normal blood pressure when the patient is in the clinic. MH
accounts for at least 15% of people with apparently normal
blood pressure in the clinic [1, 2], but reports suggest that
this figure may be an underestimate of its prevalence. Be-
cause MH patients can be in a state of elevated blood
pressure for long periods of time, the clinical outcomes tend
to be different from patients with true normotension. In

particular, mounting evidence suggests that MH leads to
increased risks of organ damages that are similar to those
associated with sustained hypertension (SH) [2–4].

Although the harm of MH has been well recognized,
limited research studies on the characteristics of systolic
blood pressure (SBP) are available. Notably, multiple studies
have shown that the elevated SBP impacts the risks of all-
cause mortality, heart failure, stroke, and end-stage renal
disease more than diastolic blood pressure does [5–7].
Accordingly, SBP tends to be the key target of blood pressure
management in official guidelines [1, 2]. *e level and
variability of SBP are closely related to the progress of ar-
teriosclerosis, which are the main predictive factors in
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predicting cardiovascular events and all-cause death [5].
*erefore, both the level of SBP and its variability may
represent important factors affecting the prognosis of MH.

*ere are a few studies analyzing the differences of blood
pressure variability among different phenotypes of hyper-
tension [8, 9]. However, few studies have focused on the
characteristics of SBP in patients with MH. *e purpose of
this study is to discuss the reasons for higher target organ
damage of MH reported in the past by describing the dif-
ferences in the average value and short-term variability of SBP
over 24 hours and during the day and night among patients
with normotension, controlled hypertension, MH, and SH.

2. Materials and Methods

2.1. Study Participants. A cross-sectional study was per-
formed. Information was collected from patients hospital-
ized in Beijing Tongren Hospital whose vitals were stable
from July 2020 to July 2021. *is study was approved by
Beijing Tongren Hospital Ethics Committee (no.
TRECKY2021-192).

2.2. InclusionandExclusionCriteria. Details on the inclusion
and exclusion of participants are shown in Figure 1. *e
inclusion criteria were as follows: age ≥45 years old, agreed to
participate in the trial, and signed the informed consent form.
*e diagnostic criteria for hypertension were in line with the
2018 European Society of Cardiology/European Society of
Hypertension（ESC/ESH）Guidelines for the Management
of Arterial Hypertension [1] (hereinafter referred to as
guidelines). *e exclusion criteria were as follows: (1) diag-
nosis of SH; (2) glycosylated hemoglobin HbA1c >7.5%; (3)
left ventricular ejection fraction ≤50%; (4) previous diagnosis
of myocardial infarction and performing percutaneous in-
tervention or coronary artery bypass grafting; (5) heart
failure; (6) cerebrovascular disease, including stroke or
transient ischemic attack; (7) carotid or cerebral artery re-
vascularization; (8) hyperthyroidism (TSH <0.1mU/L) or
hypothyroidism (TSH >10mU/L); (9) liver diseases (jaundice
hepatitis, or cirrhosis, or liver failure); (10) chronic kidney
disease 4 or above (eGFR <30mL/min/1.73m2); (11) severe
infectious diseases or autoimmune diseases; and (12) ma-
lignant tumors; mental disorders. Participants were con-
stantly enrolled in the study. A total of 250 participants were
eligible. All participants were collected a completed medical
history survey and underwent laboratory examination and
ambulatory blood pressure monitoring.

2.3. Data Collection

2.3.1. Epidemiological Questionnaire. A questionnaire was
completed by participants and then verified by the study
physician. *e questionnaire items included demographic
information, educational background, lifestyle (such as
physical activities and use of alcohol or tobacco), types of
antihypertension drugs and years medications were used,

other complications, and family history. *e use of alcohol
was defined as having consumed alcohol more than 12 times
in the past 12 months [10]. Physical activities were defined as
at least 150–300 minutes of moderate-intensity aerobic
activity per week; or at least 75–150minutes of high-in-
tensity aerobic activity [11].

2.3.2. Anthropometric and Biochemical Measurements.
Standard instruments were used for all measurements.
Anthropometry included height, weight, body mass index
(BMI), and blood pressure. Biochemical tests included
fasting blood glucose (FBG), HbA1c, triglycerides (TG),
total cholesterol (TC), high-density lipoprotein cholesterol
(HDL-C), and low-density lipoprotein cholesterol (LDL-C).
*e morning after an overnight fast, blood samples were
collected from the forearm vein into vacuum tubes con-
taining EDTA. FBG was measured by the hexokinase
method. Determination of cholesterol and triglycerides were
performed by enzymatic methods using commercially
available kits (Beijing Tongren Hospital Clinical
Laboratory).

2.3.3. In-Clinic Blood Pressure Measurements.
Participants were instructed to rest in the sitting position for
at least 5minutes prior tomeasurements. Blood pressure was
measured on the same arm throughout the study with a
Hem-7051 blood pressure monitor (Omron, Kyoto, Japan).
For each measurement, three consecutive blood pressure
readings were obtained, and the average of these blood
pressure readings was submitted to the clinic.

2.3.4. Twenty-Four-Hour Ambulatory Blood Pressure
Monitoring. An ambulatory blood pressure monitor (Vas-
omedical BIOX Ambulatory Blood Pressure Monitor) was
installed on the passive arm of each participant to auto-
matically measure and record blood pressure. In the day-
time, it was programmed to performmeasurements every 20
minutes between 08:00 and 22:00. In the nighttime, it was
programmed to perform measurements every 60 minutes
after 22:00. Participants wore the ambulatory blood pressure
monitor for 24 hours. If a record contained 70% of the
programmed readings, the coverage time was greater than 20
hours and there were at least 20 readings during the day and
at least 7 readings during the night, the record was con-
sidered effective [2]. Blood pressure values were weighted
over the time interval between successive readings.

2.4.Grouping. *eparticipants were divided into four groups
according to in-clinic and ambulatory blood pressure values
as guided by guidelines [1]. *e four groups were assigned as
follows. Group 1 was the normotension group: there was no
history of hypertension, the blood pressure in the clinic was
less than 140/90mmHg, and the ambulatory blood pressure
parameters were not within the range of hypertension. Group
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2 was the controlled hypertension group: there was a history
of hypertension, the blood pressure in the clinic was less than
140/90mmHg, and the ambulatory blood pressure parame-
ters were not within the range of hypertension. Group 3 was
the MH group: the blood pressure in the clinic was less than
140/90mmHg, and the ambulatory blood pressure parame-
ters were within the range of hypertension. Group 4 was the
SH group: the blood pressure in the clinic was greater than
140/90mmHg, and the ambulatory blood pressure parame-
ters were within the range of hypertension. Specifically, for
ambulatory blood pressure parameters to be within the range
of hypertension, the 24-hour average blood pressure was at
least 130/80mmHg, or the daytime average blood pressure
was at least 135/85mmHg, or the nighttime average blood
pressure was at least 120/70mmHg.

2.5. Statistical Analysis. *e data were recorded by two
people and consistency test was carried out. EpiData 3.1 was
used to input data. *e SPSS 22.0 statistical software was
used to process descriptive statistics and difference analyses.

Counting data were described by frequency distributions
and were analyzed by chi-square tests. After a Kolmogor-
ov–Smirnov normality test, the measurement data con-
forming to a normal distribution were expressed as‾X± SD,
and the analysis of variance was used. *e data that did not
conform to a normal distribution were represented by theM
(Q1, Q2) and were analyzed by the Mann–Whitney U test
and the Kruskal–Wallis test. All factors were subjected to
bilateral tests. Differences for which P< 0.05 were consid-
ered to be statistically significant.

3. Results

A total of 250 participants were included in this cross-
sectional study. *e average age of participants was 65.46
years, and 166 (66.4%) of the participants were male. *e
normotension group included 62 cases, the controlled hy-
pertension group included 78 cases, the MH group included
69 cases, and the SH group included 41 cases. *ere were
statistically significant differences in age, gender, BMI course
of hypertension, number of antihypertension drugs, status of

412 individuals performed Twenty-four hour ambulatory blood pressure
monitoring 

A total of 545 individuals admitted in the 2020-2021

38 were excluded for age
8 were excluded for

Secondary hypertension 

24 were excluded for
HbA1c > 7.5% or Left

ventricular ejection fraction
≤50% 

92 were excluded for history
of myocardial infarction or
previous PCI or CABG or

heart failure; Cerebrovascular
disease; Chronic kidney
disease stage 4 or above;

Severe infectious diseases 

250 individuals were included in the final statistical analysis

Figure 1: A flow chart of the current study.

Journal of Healthcare Engineering 3



RE
TR
AC
TE
D

diabetes, and hyperlipidemia as well as levels of TG, FBG,
and HbA1c among the four groups (Table 1).

*e SBP parameters of ambulatory blood pressure mon-
itoring among four groups are summarized in Figure 2. *e
average value, the standard deviation, and the coefficient of
variation of SBP in all three time frames (24 hours, daytime,
and nighttime) were significantly higher in the MH group
compared with both the normotension group and the con-
trolled hypertension group. *e blood pressure load over all
three time frames was also significantly higher in the MH
group compared with both the normotension group and the
controlled hypertension group (P< 0.05). *e rate of the
nocturnal SBP decline was lower in the MH group compared
with both the normotension group and the controlled hy-
pertension group.*e above indexes regarding SBP in theMH
group were not statistically different from those in the SH
group (P> 0.05).

4. Discussion

In this study, we found that, as compared with participants
with normal blood pressure or controlled hypertension, those
with MH had a higher average value and blood pressure load
and a higher standard deviation and coefficient of variation of
SBP over all tested time frames.*e rate of the nocturnal SBP
decline was lower in participants with MH. *ese results
suggest that the level of SBP and its short-term variability
during all time periods (including night) are higher in pa-
tients with MH than in those with normal blood pressure.
*ese differences support the idea that the blood pressure of
people with MH, are in fact different from those of people
with truly normal blood pressure. In addition, these differ-
ences in blood pressure suggest that their prognosis must be
different. *erefore, it is important that we should pay much
attention to identifying patients with MH.

Table 1: Comparison of baseline data of the four groups.

Normotension
group (n� 62)

Controlled
hypertension
group (n� 78)

Masked
hypertension
group (n� 69)

Sustained
hypertension
group (n� 41)

t/Z/χ2 P value

Age (years) 63 (54, 68) 65 (55.8, 74) 63 (57, 71) 75 (60, 77) 10.924 0.012
Male gender, n (%) 44 (71.0) 59 (75.6) 37 (53.6) 26 (63.4) 8.778 0.032

BMI (kg/m2) 23.4 (21.6, 25.9) 25.1 (23.4, 26.7) 25.4 (23, 28.2) 25.5
(23.8, 28.3) 12.486 0.006

Never smoking, n (%) 31 (50.0) 49 (62.8) 39 (56.5) 29 (70.7) 5.412 0.144
Drinking, n (%) 15 (24.6) 13 (16.7) 19 (27.5) 8 (19.5) 5.677 0.460
Physical exercise, n
(%) 55 (90.2) 61 (78.2) 53 (76.8) 33 (80.5) 4.538 0.209

Course of
hypertension (years) - 10 (3.8, 20) 5 (0, 18) 20 (10, 25.5) 123.735 <0.001

Number of
antihypertension
drugs, n (%)

94.635 <0.001

0 60 (96.8) 14 (17.9) 31 (44.9) 4 (9.8)
1 2 (3.2) 23 (29.5) 15 (21.7) 16 (39.0)
2 0 32 (41.0) 16 (23.2) 15 (36.6)
3 0 9 (11.5) 6 (8.7) 4 (9.8)
4 0 0 1 (1.4) 2 (4.9)
Clinical history, n (%)
Diabetes 13 (21.0) 32 (41.0) 42 (60.9) 18 (43.9) 21.435 <0.001
Hyperlipidemia 42 (67.7) 64 (82.1) 60 (87.0) 33 (80.5) 7.977 0.046
Chronic kidney
disease 0 5 (6.4) 4 (5.8) 1 (2.4) 4.714 0.164

Hyperuricemia 18 (29.0) 13 (16.7) 8 (11.6) 7 (17.1) 7.001 0.072
Coronary heart disease 13 (21.0) 20 (25.6) 20 (29.0) 10 (24.4) 1.136 0.768
Sleep apnea syndrome 8 (13.1) 16 (20.5) 14 (20.3) 2 (4.9) 6.257 0.100
Laboratory parameters
TG (mmol/L) 1.2 (0.8, 2) 1.5 (1.1, 2.1) 1.5 (1, 2.1) 1.2 (0.9, 1.6) 8.645 0.034
TC (mmol/L) 4.3 (3.7, 5) 4.1 (3.6, 4.5) 4.5 (3.7, 5) 4.1 (3.5, 5) 4.460 0.216
LDL-C (mmol/L) 2.5 (1.8, 3.1) 2.2 (1.8, 2.7) 2.7 (1.8, 3.1) 2.4 (1.8, 2.8) 4.945 0.176
HDL-C (mmol/L) 1.1 (0.9, 1.4) 1 (0.9, 1.2) 1 (0.9, 1.4) 1.1 (0.9, 1.3) 3.927 0.269
FBG (mmol/L) 5.1 (4.8, 5.7) 5.4 (4.9, 6.1) 5.7 (5.2, 7) 5.4 (4.9, 6.4) 13.950 0.003
HbA1c (%) 5.7 (5.5, 6.3) 6.1 (5.7, 6.6) 6.3 (5.9, 7) 6.1 (5.9, 6.8) 21.847 <0.001
Bold values represent the significant difference.
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Figure 2: Continued.
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Figure 2: Continued.
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In this study, we found that MH patients had generally a
high SBP level, which would be expected to negatively
impact blood vessels and to result in subsequent damage to
multiple organs. High SBP has also been associated with the
progression of arteriosclerosis. For example, in a meta-
analysis, after adjusting for demographic indicators, a cor-
relation was found between SBP and arteriosclerosis pro-
gression. Specifically, after adjusting for age, patients’ pulse
wave velocity was shown to increase by 1.14m/s for every
20mmHg increase in SBP. However, the correlation between
mean arterial pressure or diastolic pressure and pulse wave
velocity was weak [5]. Arteriosclerosis plays a key role in
hypertension-related clinical outcomes and is a powerful
predictor of cardiovascular events and all-cause death
[12, 13]. *erefore, current hypertension guidelines identify
arteriosclerosis as one of the markers of target organ
damage. Similarly, these guidelines commonly advise to
reduce arteriosclerosis by drastically lowering blood pres-
sure, mainly SBP, to reduce the occurrence of serious organ
damage [1, 2]. An important outcome of this study was that
SBP tended to be high in patients with MH both during the
daytime and nighttime, and the rate of the nocturnal SBP
decline was low. *ese factors are bound to affect the
prognosis of MH patients. Studies have shown that high
nighttime blood pressure is more closely associated with
risks of cardiovascular events and all-cause death than
daytime blood pressure [14–16]. Both lifestyle factors, in-
cluding work stress and lack of sleep, and biological factors,
including metabolic syndrome and sleep apnea syndrome,
are MH risk factors that all enhance the activities of noc-
turnal autonomic nerve, resulting in the increase of night-
time SBP. *erefore, controlling nighttime SBP, via the
mitigation of risk factors and the appropriate timing of drug

administration, will become one of the keys of MH man-
agement in the future.

We also found thatMHpatients have high SBP variability,
which also helped to explain the previously reported high
cardiovascular risks in MH patients. Multiple studies have
demonstrated the links between SBP variability and risks of
coronary heart disease, stroke, end-stage renal disease, and
all-cause death that are stronger than SBP itself [17–19]. *e
blood pressure variability may be affected by both sympa-
thetic regulation and arterial elasticity. *e results of this
study showed that the variabilities of SBP in the MH group
and the SH group were similar, which were consistent with
the results of previous studies [8]. It may be explained by a
similar disturbance of the regulation of sympathetic function.
Siddiqui et al. [17] compared the sympathetic nerve activities
of patients with controlled hypertension and those with
masked uncontrolled hypertension (MUCH) both in the
clinic and out of the clinic. *ey found that blood pressure
variability, urinary catecholamine, and urinary norepineph-
rine levels out of the clinic were significantly higher in pa-
tients with MUCH than those with controlled hypertension.
It was therefore speculated that the enhancement of sym-
pathetic nerve activities out of the clinic promoted the de-
velopment of MUCH. Another study found that sympathetic
nerve activities in patients with MH was significantly higher
than those with normal blood pressure [20]. *ese studies
showed abnormal sympathetic activities in MH patients that
resulted in higher blood pressure variability as compared to
patients with normal blood pressure.

On the other hand, although the effect of arteriosclerosis
on blood pressure variability is not fully understood, the
possibility of an alternate direction of causation cannot be
ruled out. A major determinant of blood pressure variability
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Figure 2: Comparison of systolic blood pressure parameters of ambulatory blood pressure monitoring in the four groups. (a) 24 h systolic
blood pressure, (b) daytime systolic blood pressure, (c) nighttime systolic blood pressure, (d) 24 h systolic blood pressure load, (e) daytime
systolic blood pressure load, (f ) nighttime systolic blood pressure load, (g) 24 h systolic blood pressure standard deviation, (h) daytime
systolic blood pressure standard deviation, (i) nighttime systolic blood pressure standard deviation, (j) 24 h systolic blood pressure co-
efficient of variation, (k) daytime systolic blood pressure coefficient of variation, (l) nighttime systolic blood pressure coefficient of variation,
and (m) nocturnal systolic blood pressure decline rate.
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depends on baroreceptor sensitivity [21]. When the vascular
structure changes significantly, it may reduce the sensitivity
of arterial baroreceptors by limiting the extension of
baroreceptors, and the lower sensitivity would be expected to
lead to increased blood pressure variability [22, 23].
Moreover, atherosclerosis itself may enhance blood pressure
fluctuations associated with small changes in cardiac output.
Notably, the inverse relationship between blood pressure
variability and baroreceptor sensitivity has not been con-
firmed by prospective studies. However, no matter the
reason, the increase of blood pressure variability in MH
patients may cause vascular endothelial dysfunction or in-
jury, promote inflammatory responses and immune acti-
vation, and lead to atherosclerosis, ischemic myocardial
injury, or damage to target organs [24].

5. Limitations

*is study had several limitations. First, the sample size of
this study was small, and the participants were recruited
from a city where inhabitants tended to receive optimal
medical care, potentially leading to a certain survey bias. In
the future, we plan to recruit participants from different
regions of the country to further verify our conclusions.
Second, the participants might have some activities during
ambulatory blood pressure monitoring, which may affect the
accuracy of the results and lead to a certain measurement
bias. It is best to repeat ambulatory blood pressure moni-
toring in the future to ensure the accuracy of the results.

6. Conclusion

MH is a common state of hypertension. We found that the
level and variability of SBP over the course of 24 hours and
specifically during the daytime and nighttime in people with
MH were higher than those in people with normotension or
controlled hypertension. In addition, those indexes in people
withMHwere similar to people with SH.*ese findings may
help to explain why people with MH have target organ
damages that are similar to people with SH. However, it is
often difficult to identify MH patients because of normal
blood pressure in the clinic, which can lead to a relatively
poor prognosis when finally diagnosed. *erefore, it is
important to pay much attention to developing strategies to
increase the clinical detection rate of MH. Screening, di-
agnostic, and treatment strategies need to be further ex-
plored. *e results of this study suggest future studies to
explore whether reducing the SBP level and variability in
MH patients can improve clinical outcomes.
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Nitrogen-fixing Anabaena and Chlorella pyrenoidosa algal biotechnology are known as new agricultural inputs due to their
characteristics and are widely used in the field of agricultural planting. ,is paper discusses the application of algal biotechnology
based on nitrogen-fixing Anabaena sp. ,e advantages of algal biotechnology based on nitrogen-fixing Anabaena and Chlorella
pyrenoidosa in terms of yield, sugar content, polyunsaturated fatty acid content, and high-quality yield of hawthorn
were compared.

1. Introduction

As for the fruit industry, one of the three major agricultural
production industries worldwide [1], its development
quality and development level are of great significance to
rural revitalization. According to incomplete statistics, the
planting area of Crataegi fructus has reached 7 million mu in
China, accounting for about 10% of the total area of fruit
trees planted; the industry scale reached about RMB 20
billion in 2020. Crataegi fructus, as a species of edible and
medicinal plant, has been widely used in the pharmaceutical
industry, food industry and light industry. However, with
the continuous expansion of the planting scale, production
problems such as the degradation of germplasm resources
and increase of group diseases have taken place, especially
the significant influence on the quality of Crataegi fructus

due to the increasing use of fertilizers; therefore, it is urgent
to study an ecological, green, efficient, and safe cultivation
technology ofCrataegi fructus, in which, it is quite important
to use the new environmentally friendly biotechnology.

Qilipo in Wenxi County and Jiangxian County, Shanxi
Province, located in the dominant production area of
Crataegi fructus in China, have been respectively praised as
“,e First Village of Crataegi fructus Planting in Shanxi” and
“,e First County of Crataegi fructus Planting in China,”
both of which have planted about 150,000 mu of Crataegi
fructus [2]. Crataegi fructus, as the local specialty product, is
also the product protected by geographical indications of
agricultural products and the backbone force for the revi-
talization of rural industries in the new era. In order to
further improve the quality and reduce the use of fertilizers
and pesticides, the local government has explored the
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planting technology of algae-rich Crataegi fructus based on
Anabaena azotica and Chlorella pyrenoidosa while relying
on the Central Geographical Indication Protection Project,
following the “Five-Grade Mode” of the high-quality de-
velopment of characteristic industries, and focusing on the
quality [3]. As confirmed, this mode could significantly
increase the yield, the content of unsaturated fatty acid, and
sugar content, and also reduce the pesticide residue, thus
making the quality of Crataegi fructus fundamentally dif-
ferent from that of the fruits in other regions. It is of great
significance to create a county-specific brand of Crataegi
fructus and improve the brand value of the product pro-
tected by geographical indications of agricultural products
and the industrial competitiveness.

2. Selection of Carrier of Biotechnology

Microalgae, a general term for microorganisms, being rich in
chlorophyll a and capable of photosynthesis, could absorb
heavy metals and inorganic salts from sewage in paddy fields
and also degrade organic substances such as pesticides,
phenols, and alkanes [4]. ,e corresponding development
and utilization was initiated in the United States, Japan,
Germany, Israel, etc. in the 1940s. ,ere are one million
species of algae all over the world, over 40,000 of which are
known microalgae. At present, the microalgae widely
planted or produced with biotechnology mainly include
Chlorella vulgaris, Chlorella pyrenoidosa, nitrogen-fixing
blue-green algae, and Anabaena. ,e microalgae could be
applied in green production of Crataegi fructus based on
their own characteristics.

2.1. Anabaena azotica

2.1.1. Selection Basis. Strong biological nitrogen fixation of
Anabaena azotica cells: with the nitrogen-fixing method of
(N2 + 8e−+ 16MgATP+ 8H+⟶2NH3+H2 + 16 MgADP+
16Pi), azotase contained could fix molecular nitrogen in the
air and synthesize amino acids and proteins, thus reducing
the plant’s demand for nitrogen fertilizers by 10%–30% [5];
it could also dissolve the phosphorus fixed in the soil
(Ca3(PO4)2 +CnOnH�H++2PO4

3- + CnOn - + 3Ca2+),
and cell secretions can soak into the grid to activate po-
tassium ions for direct absorption by plants so as to prevent
the antagonism with other elements in the soil, activate the
medium elements and trace elements in the soil, and
transport them to the root system, thus promoting the
absorption.,e rich extracellular polysaccharide colloid EPS
and growth stimulating substances could improve soil and
improve the fertilizer and water retention capacity of soil.

2.1.2. Mechanism. ,e reverse carrier system of Anabaena
azotica cells: ,e direction of the movement of substances
across the membrane is opposite to the direction of ion
transfer, namely, when the carrier binds to H+ and then
other molecules or ions (such as Na+), they would be
transported through the cell membrane in opposite direc-
tions. ,e reverse carrier system could promote the efflux of

Na+ and reduce the accumulation of Na+ so as to increase
the tolerance of blue-green algae to the salt environment; in
addition, it could continuously transfer the extracellular H+
into the cells so as to adjust the balance of the pH value in the
cells [6, 7].

2.2. Chlorella pyrenoidosa

2.2.1. Selection Basis. Chlorella pyrenoidosa, the microor-
ganism with the largest surface area in the world, has been
praised as the “canned sun” by scientists around the world
[8]. It could realize photosynthesis under glimmer poor
light, and the effect could be over 10 times the photosyn-
thesis of plants. While being able to greatly improve the
accumulation of organic matters in plants, provide rich and
balanced natural nutrients, and improve the utilization of
water by plants, it could also quickly adsorb various heavy
metal ions and promote the excretion of harmful substances
from plants. ,e unique active factor (C.G.F.) could repair
the damaged cells, activate phagocytes and interferons, in-
duce plant resistance, degrade the residues of pesticides and
fertilizers, and convert them into the useable state beneficial
to plants [5, 9].

2.2.2. Mechanism. Photosynthesis mechanism of chlorella
(see Figure 1): CO2+H2O� (CH2O)+O2 (conditional en-
zyme, chlorophyll). At the same time, Chlorella pyrenoidosa
could make the cellular action of engulf bacteria or viruses
active; as the direct user of harmful substances, it could reduce
the contents of ammonia nitrogen and nitrite in Crataegi
fructus. ,e ability of Chlorella pyrenoidosa cells to remove
different forms of nitrogen in Crataegi fructus can be ordered
as follows: ammonia nitrogen>nitrate nitrogen>nitrite ni-
trogen. ,e ability to remove different forms of phosphorus
can be ordered as follows: orthophosphate>
metaphosphate> pyrophosphate>organic phosphate [10].

2.2.3. Kinetic Study. “Severe heavy metal pollution of cul-
tivated land” is one of the practical problems that should be
resolved in China at present. ,e detailed results of the
survey on soil pollution of cultivated land indicated that the
main pollutants affecting the soil environment and quality of
cultivated land were heavy metals, especially cadmium. ,e
study on adsorption kinetics of Chlorella indicated that the
chemical composition of the cytoderm of Chlorella pyr-
enoidosa had obvious advantages in the adsorption of heavy
metals. Cells would continuously release various metabolites
into the surrounding environment during growth, such as
carbohydrates, amino acids, enzymes, vitamins, organic
phosphoric acid, toxins, volatile substances, and inhibitory
and promoting factors. As shown in the tracer experiment, at
least 5%–10% of the carbon fixed by Chlorella pyrenoidosa
cells would be released into the waters and soil in the form of
DOC, and the value can be up to 10%–25% under better
conditions. ,e adsorption of heavy metals by Chlorella
pyrenoidosa cells can be ranked as follows:
copper> tin> cadmium> nickel> lead> cobalt [11]. By
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means of active adsorption and passive adsorption, the cells
can achieve adsorption and passivation of heavy metal ions,
thus solving soil pollution of heavy metals.

3. Application Principle of Algae-RichCrataegi
fructus Technology Based on Anabaena
azotica and Chlorella pyrenoidosa

3.1. Principle of Cell Fission and Oxygenation. ,e two kinds
of cells would be subject to vegetative propagation and geo-
metric fission after entering the soil. One cell would split into
billions of cells in the soil, which would continuously release
oxygen; the cell fission and reproduction could increase oxygen
and ventilate the soil, thus enabling the original beneficial
microorganisms multiply and inhibiting the activity of anaer-
obic bacteria; and bringing soil back to its original state by vital
activity of the cells through increasing the organic matters,
which can fundamentally solve the problems such as soil
compaction, residual and safety, thus ensuring the natural,
organic, nontoxic, and harmless nature of agricultural products.

3.2. Principle of Nutrient Equalization. ,e planting pattern
of algae-rich Crataegi fructus based on Anabaena azotica
and Chlorella pyrenoidosa could provide organic nitrogen,
dissolve phosphorus, degrade potassium, and activate the
medium and trace elements in the soil, thus promoting rapid
growth of Crataegi fructus and helping to accumulate nu-
trients. While effectively promoting photosynthesis and
providing comprehensive and balanced nutrients for the
growth of Crataegi fructus, the organic matters generated
could effectively adjust the soil acidity and make it neutral
[12]. Active cells, with the phototaxis and chemotaxis, would
reproduce by fission after entering the soil, thus promoting
soil ventilation and water permeability, providing sufficient
oxygen and organic nitrogen for soil, dissolving phosphorus
and degrading potassium to activate the medium and trace
elements in the soil, and help Crataegi fructus to accumulate
nutrients. While effectively promoting photosynthesis, they
could also provide comprehensive and balanced nutrients
for the growth of Crataegi fructus, thus improving the
quality, reduce the use of fertilizer, and realize high yield.

3.3. Principle ofMetabolic Promotion. Terpenoids are widely
distributed in nature, which could effectively improve the
physiological activity of plants in growth metabolism. ,e
planting pattern of algae-rich Crataegi fructus based on
Anabaena azotica and Chlorella pyrenoidosa could assist in
initiating plant secondary metabolism via the pathway of
isoprene pyrophosphate, thus producing terpenoid poly-
mers, which could increase the tolerance of plants to dis-
eases, damage, drought, waterlogging, cold, and continuous
cropping, and improve the quality of Crataegi fructus. ,eir
application in the planting of Crataegi fructus could prolong
the shelf life (due to the rich dry matters and increased
soluble solids), make the appearance bright, and size
uniform.

4. Selection of Manufacturers of Biological
Fertilizers and Biotechnology

Yuncheng Biotechnology Development Co., Ltd. is a sub-
sidiary of Microalgae Biological Times (Jilin) Ecological
Technology Co., Ltd., a high-tech company integrating
R&D, production and sales of algal active cell biological
fertilizers. It takes the lead in R&D and application of ni-
trogen-fixing biological products and has three core tech-
nologies, namely metrocyte extraction, culture medium, and
cell embedding. ,e development and application tech-
nology of algal active cell compound biofertilizers was
evaluated as “domestic leading” by the Science and Tech-
nology Development Center of the Ministry of Agriculture,
and listed as the main promotion technology by the Ministry
of Agriculture in 2015. ,e production of Anabaena azotica
and Chlorella pyrenoidosa-based biofertilizers adopts the
single-cell rapid propagation technology. Anabaena azotica
and Chlorella pyrenoidosa were respectively extracted under
the microscope and cytoarchitecture analysis was per-
formed, to select the optimal single-cell chain meeting the
requirements as the metrocyte chain. After incubating in test
tubes for 5–10 days, the cells were inoculated into a 100ml
flask for cultivating for 5–10 days and then inoculated into
an 1-liter triangular flask for cultivating for 5–10 days, a
5-liter triangular flask for cultivating for 5–10 days, a 18-liter
barrel for cultivating for 10–20 days, and a 1-ton barrel for

H2O

C18O2

(a)

H2
18O

CO2

(b)

Figure 1: Photosynthesis of Chlorella.
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cultivating for 20–100 days.,ewhole process was expanded
step by step, with continuous illumination and constant
temperature; the water and air should be filtered and purified
to the required standard; finally, the amount of Anabaena
azotica and Chlorella pyrenoidosa in biological fertilizers
reached 8 million/ML, respectively.

5. Planting Experiment of Algae-Rich Crataegi
fructus Based on Anabaena azotica and
Chlorella pyrenoidosa in Wenxi County

5.1. Experiment Site and Farmer Information. Site: Duihou
Village, Wenxi County, Shanxi Province (experimental field
of Wenxi County Half-mountain Crataegi fructus Planting
Cooperative) (see Figures 2–4).

Name and contact information of the farmer: Li Yuxian,
13834397137.

5.2. Experimental Design. In the treatment group, the soil
was treated withAnabaena azotica and Chlorella pyrenoidosa,
and in the control group, the Crataegi fructus plants were
managed according to the management procedures of Cra-
taegi fructus in Wenxi County. After the experiment, the
results were compared by soil analysis and quality analysis. In
order to ensure the accuracy of experimental results, during
the whole growth process, soil tillage, weeding, irrigation, and
pest control were carried out normally.

,e Crataegi fructus experiment set a treatment group
and a control group (covering an area of 1 mu), and the
experiment was repeated for 3 times. ,e soil experiment set
a treatment group and a control group (covering an area of 1
mu), and the experiment was also repeated for 3 times.

In each treatment and control group, all fruits of the trees
in the east, west, south, north, and middle of the field were
collected to determine the sugar content, polyunsaturated
fatty acids and high-quality fruit rate; and the soil
(1,000 cm3) under these trees was collected for analysis.

5.3. Experimental Materials

5.3.1. Materials. “Dajinxing” Crataegi fructus in Duihou
Village, Wenxi County, and the soil collected from the field
of Crataegi fructus in Duihou Village, Wenxi County.

5.3.2. Experimental Materials. Anabaena azotica- and
Chlorella pyrenoidosa-based biofertilizers were provided by
Yuncheng Difulai Biotechnology Co., Ltd., with the single-
cell rapid propagation technology, and Anabaena azotica
and Chlorella pyrenoidosa cells reached 8 million/ML,
respectively.

5.4. Type of Experimental Treatment.
5.5. Results and Analysis. As shown in Tables 1–3, for

Crataegi fructus with 200ml Anabaena azotica and Chlorella
pyrenoidosa, the content of unsaturated fatty acid increased
by 0.0041 g/100 g and the sugar content by 1.8% as compared
with the control group.

As shown in Table 4, the content of organic matters was
increased by 0.18% in soil treated with 400ml Anabaena
azotica and Chlorella pyrenoidosa.

6. Experiment Effect of Algae-Rich Crataegi
fructus Based on Anabaena azotica and
Chlorella pyrenoidosa in Jiangxian County

6.1. Experiment Site andFarmer Information. Site: Zhengchai
Village, Jiangxian County, Shanxi Province (see Figures 5–7).

Name and contact information of the farmer: Liu Shanfu
13934396508.

6.2. Experimental Materials

6.2.1. Materials. “Dajinxing” Crataegi fructus in Zhengchai
Village, Jiangxian County, and the soil collected from the field
of Crataegi fructus in Zhengchai Village, Jiangxian County.

6.2.2. Experimental materials. Anabaena azotica- and
Chlorella pyrenoidosa-based biofertilizers were provided by
Yuncheng Difulai Biotechnology Co., Ltd., with the single-
cell rapid propagation technology, and Anabaena azotica
and Chlorella pyrenoidosa cells reached 8 million/ML,
respectively.

Figure 2: Wenxi experimental field (overall field and performance
of Dajinxing treated with biological fertilizers).

Figure 3: Wenxi experimental field (variety performance of
Dajinxing treated with biological fertilizers).

Figure 4: Wenxi experimental field (variety performance of
Dajinxing without being treated with biological fertilizers).
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6.3. Experimental Design. ,e Crataegi fructus experiment
set two treatment groups and a control group (covering an
area of 1 mu), and the experiment was repeated for 3 times.
,e soil experiment set two treatment groups and a control
group (covering an area of 1 mu), and the experiment was
also repeated for 3 times. In order to ensure the accuracy of
experimental results, during the whole growth process, soil

tillage, weeding, irrigation, and pest control were carried out
normally.

In each treatment and control group, all fruits of the trees
in the east, west, south, north, and middle of the field were
collected to determine the sugar content, polyunsaturated
fatty acids, and high-quality fruit rate; and the soil
(1,000 cm3) under these trees was collected for analysis.

Table 1: Treatment of Crataegi fructus.

Treatment Experiment treatment comparison

Treatment Anabaena azotica and Chlorella pyrenoidosa+ 70% conventional fertilization, once on August 1, 200ml each of Anabaena
azotica and Chlorella pyrenoidosa

Control Conventional fertilization

Table 2: Soil treatment.

treatment Experiment treatment comparison

Treatment Anabaena azotica and Chlorella pyrenoidosa+ 70% conventional fertilization, once on August 1, 400ml each of Anabaena
azotica and Chlorella pyrenoidosa

Control Conventional fertilization

Table 3: Crataegi fructus results and analysis.

Item Unsaturated fatty acid (g/100 g) Sugar content (%) High-quality fruit rate (%)Treatment
Treatment 0.0583 17.6 90
Control 0.0542 15.8 85
,e detection method of unsaturated fatty acid adopted the first method in GB 5009.168–2016 and that of sugar content adopted the method in GB/T
10786–2006; the fruit greater than 0.15 kg was regarded as a high-quality fruit.

Table 4: Soil results and analysis.

Item Sample state Organic matter (%)Treatment
Treatment Yellowish-brown 1.36
Control Yellowish-brown 1.18
,e detection of organic matters in the soil was performed according to the soil organic matter detection method in NY/T 85–1988 with 50ml burettes.

Figure 5: Jiangxian experimental field (immature Dajinxing treated with biological fertilizers).

Figure 6: Appearance of “Dajinxing” treated with biological
fertilizers.

Figure 7: Appearance of “Dajinxing” without being treated with
biological fertilizers (control group).
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6.4. Type of Experimental Treatment.
6.5. Results and Analysis. As shown in Tables 5–7, for

Crataegi fructus with Anabaena azotica and Chlorella pyr-
enoidosa, the content of unsaturated fatty acid increased by
0.0054 g/100 g and 0.00845 g/100 g, the contents of diflu-
benzuron and chlordimeform decreased, and the sugar
content increased by 0.45% and 0.80% as compared with the
control group.

As shown in Table 8, the contents of organic matters
were increased by 0.17% and 0.46% in soil treated with
Anabaena azotica and Chlorella pyrenoidosa as compared
with the control group.

7. Conclusion

7.1. Experimental Results. In conclusion, the one-year ex-
periment on ‘Dajinxing’ treated with Anabaena azotica and
Chlorella pyrenoidosa indicated that the use of Anabaena
azotica and Chlorella pyrenoidosa could significantly reduce
the pesticide residue on fruits; improve the appearance and
quality of the fruits more significantly as compared with

those with the use of chemical fertilizers; increase the
content of unsaturated fatty acid, and improve the content of
nutrients in the fruits; and obviously increase the content of
organic matters in the soil.

7.2. Benefit Estimation. Within the growth cycle of Crataegi
fructus, fertilization is generally performed twice (base
fertilizer + flushing fertilize), with the average fertilizer cost
of 500 yuan/mu/year; pesticides are generally sprayed for
about 7 times, with the average cost of 350 yuan/mu/year (50
yuan each time); irrigation is generally performed for 4
times, with the average cost of 160 yuan/mu/year (40 yuan
each time); therefore, the total cost is 1,100 yuan/mu/year.
,e cost of algal active cell biological fertilizer is 120 yuan/
mu, and as calculated based on the reduction of fertilizers
and pesticides by 30% (850×30%� 255), it can help the
farmers to reduce the cost of 255–120�135 yuan per mu.
,e experimental results in 2020 and 2021 indicated that
after using Anabaena azotica and Chlorella pyrenoidosa, the
Crataegi fructus fruits were relatively uniform in size and
good in color, and there were muchmore high-quality fruits.
,e average yield of 1,500 kg/mu in the experimental area,
and the proportion of high-quality fruits without the use of
biological fertilizer was about 85%; based on the unit price of
high-quality fruits and non-high-quality fruits in the past
two years, the benefit of Crataegi fructus per mu was 2,685
yuan. After using Anabaena azotica and Chlorella pyr-
enoidosa, the proportion of high-quality fruits increased to
90%, and the benefit was 2,790 yuan per mu. ,erefore, the
application of Anabaena azotica and Chlorella pyrenoidosa

Table 5: Treatment of Crataegi fructus.

Treatment Experiment treatment comparison

Treatment 1 Anabaena azotica and Chlorella pyrenoidosa+ 70% conventional fertilization, once on July 6, 200ml each of Anabaena
azotica and Chlorella pyrenoidosa.

Treatment 2 Anabaena azotica and Chlorella pyrenoidosa+ 70% conventional fertilization, once on July 6, 400ml each of Anabaena
azotica and Chlorella pyrenoidosa.

Control Conventional fertilization.

Table 6: Soil treatment.

Treatment Experiment treatment comparison

Treatment 1 Anabaena azotica and Chlorella pyrenoidosa+ 70% conventional fertilization, once on July 6, 200ml each of Anabaena
azotica and Chlorella pyrenoidosa.

Treatment 2 Anabaena azotica and Chlorella pyrenoidosa+ 70% conventional fertilization, once on July 6, 600ml each of Anabaena
azotica and Chlorella pyrenoidosa.

Control Conventional fertilization.

Table 7: Crataegi fructus results and analysis.

Item Unsaturated fatty acid
(g/100 g)

Diflubenzuron
(mg/kg)

Chlordimeform
(mg/kg)

Sugar content
(%)

High-quality fruit rate
(%)Treatment

Treatment 1 0.04430 Not detected Not detected 15.25 91
Treatment 2 0.04735 Not detected Not detected 15.60 90
Control 0.03890 0.0235 0.00981 14.80 84
Not detected indicated that the value was below the detection limit. ,e detection method of unsaturated fatty acid adopted the first method in GB
5009.168–2016, which of diflubenzuron and chlordimeform adopted the method in GB/T 20769–2008, and that of sugar content adopted the method in GB/T
10786–2006; the fruit greater than 0.15 kg was regarded as a high-quality fruit.

Table 8: Soil results and analysis.

Item Sample state Organic matter (%)Treatment
Treatment 1 Yellowish-brown 1.43
Treatment 2 Yellowish-brown 1.72
Control Yellowish-brown 1.26
,e detection of organic matters in the soil was performed according to the
soil organic matter detection method in NY/T 85–1988 with 50ml burettes.

6 Journal of Healthcare Engineering



could reduce the cost of 135 yuan and increase the benefit of
105 yuan, with the total cost saving and efficiency increase of
about 240 yuan. As calculated based on the area of 150,000
mu in the project area, the direct economic benefit of 36
million yuan could be increased each year. If calculated
based on the area of 7 million mu in 2020, the economic
benefit of cost saving and efficiency increase would be about
1.68 billion yuan as conservatively estimated; the specific
benefits will be further verified and improved in subsequent
promotion experiments.

7.3. Recommendations for Future Studies. In future, we will
focus on the effects of nitrogen-fixing Anabaena and
Chlorella pyrenoidosa on other fruits such as cherry, apple,
and strawberry. If nitrogen-fixing Anabaena and Chlorella
pyrenoidosa do have obvious improvement of content of
polyunsaturated fatty acid on other fruits, it will have sig-
nificant influence on the establishment of Chinese inno-
vative fruit bands.

Data Availability

,e datasets used and/or analyzed during the current study
are available from the corresponding author on reasonable
request.
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Objective. At present, there is no special treatment for cirrhotic ascites in modern medicine. Qi Sui Zhu Shui plaster (QSZSP) has
been used in ascites. +e purpose of this study was to investigate the mechanism of action of QSZSP in the treatment of cirrhotic
ascites and its relationship with aquaporin 1 (AQP1). Methods. Twenty-four rats were divided into four groups, six rats in each
group. Carbon tetrachloride-olive oil is injected into modeling. +e control and model groups are treated with blank gel plaster
(2 cm× 2 cm), QSZSP low-dose group is treated with Qi Sui Zhu Shui plaster (1 cm× 1 cm), and QSZSP high-dose group is treated
with Qi Sui Zhu Shui plaster (2 cm× 2 cm). +e changes in body weight and abdominal circumference were measured, the
histopathological changes in liver, kidney, and peritoneum were observed in HE staining, the biochemical indexes related to liver
function were detected, and the changes in AQP1 expression and the activation of MAPK pathway in the liver, kidney, and
peritoneal tissues were evaluated in IHC staining and Western blot. Results. After one week of injection of carbon tetrachloride-
olive oil, the rats in the model group increased their body weight slowly, the abdominal circumference of the model rats continued
to increase with time. After 16 weeks of construction of the cirrhotic ascites model, the liver, kidney, and peritoneum were
significantly damaged, and the serum levels of TBiL, AST, ALT, Cr, BUN, K, Na, and Ca in the rats were significantly higher
(P< 0.001) and ALB levels were significantly lower (P< 0.001) than those in the control group. After 4 weeks of treatment, the
liver, kidney, and peritoneal injury were improved. TBiL, AST, ALT, Cr, BUN, K, Na, and Ca levels were significantly lower
(P< 0.001) and ALB levels were significantly higher (P< 0.001) than those in the model group. +e protein expression of AQP1,
p-ERK, p-JNK, and p-p38 was found to be inhibited in the liver, kidney, and peritoneum. Conclusion. QSZSP inhibits the protein
expression of AQP1 and MAPK signaling pathway in the liver, peritoneum, and kidney to alleviate liver, kidney, and peritoneal
injury caused by cirrhotic ascites, thus reducing the abnormal growth of abdominal circumference.

1. Introduction

Cirrhosis is a common clinical disease, which is caused by a
series of pathological changes such as degeneration, necrosis,
regeneration, and fibrous tissue proliferation of hepatocytes
due to the persistent or repeated action of various patho-
genic factors on the liver tissues, mainly manifesting as liver
function decline [1].+e worldwide prevalence of cirrhosis is
unknown. +e prevalence of cirrhosis in the United States is
about 0.15%–0.27% [2]. 69% of people do not know they
have cirrhosis, and diabetes, alcohol abuse, hepatitis C and

hepatitis B, being male, and being older are all associated
with cirrhosis [3]. Regardless of the etiology, 50% of patients
with cirrhosis will develop cirrhotic cardiomyopathy [4].+e
2017 National Vital Statistics Report for the United States
reported that approximately 4.5 million adults, or 1.8% of
the adult population, have chronic liver disease and cir-
rhosis. 41,473 people died from chronic liver disease and
cirrhosis [5].

Ascites is the most prominent clinical manifestation of
cirrhosis. It is the abnormal fluid accumulation in the ab-
dominal cavity. About 60% of patients with compensatory
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cirrhosis develop abnormal peritoneal fluid accumulation
within 10 years of diagnosis high incidence and poor
prognosis of cirrhotic ascites, especially refractory ascites,
can induce many fatal complications, which seriously affect
the quality of life and survival rate of cirrhotic patients [7].
90% of liver cancer cases are associated with the presence of
cirrhosis [8].

Traditional Chinese medicine (TCM) has the effect of
blocking or delaying malignancy and has low toxicity [9].
Long-term use of Chinese herbs can reduce the risk of
cirrhosis in patients with chronic hepatitis B [10]. Qi Sui Zhu
Shui plaster (QSZSP) consists of Radix Astragali, Radix
Kansui, Radix Aucklandiae, Poria, Herba Leonuri, Radix
Salviae miltiorrhizae, and Pericarpium Arecae. A previous
clinical study found that QSZSP adjuvant treatment of
patients with cirrhotic ascites resulted in improved urine
output, 24 h urinary sodium excretion, reduced creatinine
and total bilirubin levels, increased albumin content, and
improved ascites recurrence rate after 3 months of con-
tinuous treatment with QSZSP [11].+ere are few studies on
QSZSP and cirrhotic ascites. In the history of research on the
components in QSZSP and cirrhosis of the liver, Xiaozhang
Tie as an adjuvant to primary therapy of cirrhotic ascites is
safe [12]. Salviae miltiorrhizae significantly ameliorates
cirrhosis and portal hypertension [13]. Further studies are
needed on the agents of action of QSZSP in the treatment of
cirrhotic ascites.

In 1991, CHIP28 was shown to function as a water
channel, and subsequently, CHIP28 was renamed aqua-
porins [14, 15]. +irteen aquaporins (AQP0-AQP12) have
been identified [16–18]. Aquaporins have three isoforms.
+e first subtype transports only water molecules, the second
subtype transports water molecules, urea, glycerol, etc., and
the third subtype transports channels continuously open,
without energy consumption or regulation [19–21]. Aqua-
porin 1 (AQP1) belongs to the first subtype, which exists as a
tetramer and allows only water molecules to be transported
across the membrane, and it is an independent water
channel [22, 23]. +e liver, peritoneum, and kidney are the
organs in close contact, and AQP1 happens to be distributed
in the liver, peritoneum, and kidney [24]. +e water content
of the human body is 70% of body weight, and abnormal
water production-absorption-excretion in the peritoneal
cavity is a key factor in the formation of ascites [19]. AQP1 is
one of the aquaporins involved only in the transport of water
molecules. Ascites in cirrhosis leads to increased accumu-
lation of fluid in the liver, and the excess fluid is transferred
to the peritoneum, which does not reabsorb enough water
and eventually leads to increased reabsorption of water by
the kidney, so AQP1 may be an important intermediate to
study the metabolism of ascites.

Initially, cirrhosis leads to decreased liver function and
increased fluid accumulation in the abdominal and thoracic
cavities, forming ascites [25]. Ascites occurs commonly in
cirrhosis [6]. Ascites is the abnormal fluid accumulation in
the abdominal cavity [6]. Cirrhotic ascites can lead to kidney
dysfunction [26]. In peripheral arterial vasodilation hy-
pothesis, the kidney is involved in all 5 stages of ascites [27].
By linking AQP1 expression in the liver, peritoneum, and

kidney, we propose a “liver-peritoneal-kidney” axis in cir-
rhotic ascites and suggest that it plays a critical role in the
formation of cirrhotic ascites. It has been reported that
AQP1 is regulated byMEK1/2 inhibitors in glial cells [28]. In
prostate cancer cells, AQP1 protein expression levels are
regulated by p38MAPK [29]. In human pleural mesothelial
cells, peptidoglycan inhibits p38 MAPK regulation of AQP1
protein expression [30]. +erefore, the MAPK pathway
would be a direction of AQP1 changes in the “liver-peri-
toneal-kidney” axis.

+e role of QSZSP in the treatment of cirrhotic ascites
and its relationship with AQP1 has not been reported yet.
We speculate that the “liver-peritoneal-kidney” axis is a
functional axis of water metabolism with aquaporins as the
common material basis, which is involved in the “produc-
tion-absorption-excision” of peritoneal fluid and plays a key
role in the formation of cirrhotic ascites. +e MAPK
pathway may mediate QSZSP regulation of AQP1. +ere-
fore, in this study, we treated rats with cirrhotic ascites in
vitro with QSZSP, observed the histopathological changes
in liver, kidney, and peritoneum, and evaluated the changes
in AQP1 expression and activation of MAPK pathway in the
liver, kidney, and peritoneal tissues to elucidate the effect of
QSZSP in treating cirrhotic ascites and its mechanism.

2. Material and Methods

2.1. Regents. +e reagents used are as follows: carbon tet-
rachloride (C805332) from Macklin, olive oil from Yihai
Kerry Golden Dragon Fish Cereals, Oils and Foodstuffs Co.,
Ltd. (China), xylene and absolute ethanol from National
Pharmaceutical Group Chemical Reagent Co., Ltd. (China),
eosin (E8090) and neutral resin (G8590) from Solarbio
(China), and hematoxylin (G1004) from Servicebio.

2.2. Qi Sui Zhu Shui Plaster Process. Qi Sui Zhu Shui plaster
consists of Radix Astragali, Radix Kansui, Radix Aucklan-
diae, Poria, Herba Leonuri, Radix Salviae miltiorrhizae, and
Pericarpium Arecae. +e above seven Chinese medicines
were purchased from the First Affiliated Hospital of Guangxi
University of Traditional Chinese Medicine, in accordance
with the provisions of the “Chinese Pharmacopoeia” 2010
edition.

12ml of water is added to each 1 g of Radix Astragali,
Poria, and Herba Leonuri and soaked for 30min, water
reflux extraction is repeated 3 times, 1.5 h each time, and the
extracts are combined and filtered. 6ml of 85% ethanol is
added to each 1 g of Radix Kansui, Radix Aucklandiae, Radix
Salviae miltiorrhizae, and Pericarpium Arecae and soaked
for 30min, water reflux extraction is repeated twice, 1.5 h
each time, and the extracts are combined and filtered. +e
above two extracts were combined and dried under a vac-
uum to prepare dry powder. +e base consists of 60% So-
diuM acrylate, 30% carbomer, 10% Aluminium glycinate,
and 6 times Glycerine. +e penetration enhancer consists of
50% Azone and 50% propylene glycol. +e base, penetration
enhancer, and dry powder are mixed. Coater (RK-200,
Tianjin Ruikang Babu Pharmaceutical Biotechnology Co.,
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Ltd.) producing QSZSP is used. +e hydrogel paste is
prepared by RK-200 hydrogel coating machine (Tianjin
Ruikang Babu Pharmaceutical Biotechnology Co.). Each
tablet of this product contains Astragalus methyloside
(C41H68O14) in Radix Astragali, not less than 0.6932mg, and
Euphorbia grandis dienol (C30H50O) in Radix Kansui, not
less than 1.4766mg.

2.3.Animal. Animals from three Gorges University, twenty-
four rats, male, weighing 200∼250 g, were raised under the
condition of no specific pathogen (specific pathogen free,
SPF). +e feeding environment is 22–26°C, 50%–60% of
relative humidity. Modeling will begin in two weeks. Carbon
tetrachloride-olive oil in 4 : 6 proportion, intraperitoneal
injection dose of 3mL/kg body weight, and injections were
given twice a week (the four days and the seven days) for
eleven weeks. For the control group, isotonic intraperitoneal
injection of an equal amount of olive oil was given. +e
weight and abdominal circumference are measured before
each injection. During the period, distilled water with 75%
medical alcohol was used to prepare 10% concentration of
drinking water for rats. Finally, four weeks of treatment, the
body weight (Table 1), and abdominal circumference (Ta-
ble 2) of the rats were measured twice a week for 15 weeks.

2.4. Treating and Sampling. Twenty-four rats were divided
into four groups, six rats in each group, all rats were dehaired
on the abdomen, and the dehairing area was 3 cm× 3 cm.
Control group (Con) is treated with blank gel plaster
(2 cm× 2 cm); model group (Mod), blank gel plaster
(2 cm× 2 cm); QSZSP low-dose group, Qi Sui Zhu Shui
plaster (1 cm× 1 cm); and QSZSP high-dose group, Qi Sui
Zhu Shui plaster (2 cm× 2 cm). +ese were applied to the
abdominal skin of depilated rats once a day for 6 h for 4
weeks. Carbon tetrachloride-olive oil was injected subcu-
taneously into the back once a week during treatment to
prevent reversal of cirrhosis. After four weeks, the animals
were killed by anesthesia and bloodletting. If the animals
were not dead, the animals were anesthetized to death with
pentobarbital sodium overdose (100mg/kg). After anes-
thesia, the animals died without breathing or heartbeat. +e
filter paper method is used to obtain ascites. +e blood from
the abdominal aorta is collected and centrifuged, and serum
is collected. An appropriate amount of liver tissue, kidney
tissue, and peritoneal tissue is cut and fixed with 4%
paraformaldehyde. In addition, the tissues of liver, perito-
neum, and kidney were stored in an ultra-low-temperature
refrigerator at −80°C. +e fixed liver, kidney, and peritoneal
tissues of rats were dehydrated and embedded in wax. +e
sections were frozen at −20°C and cut into a thickness of
3 μm, a water bath was used to stretch the sections, the
sections were attached to slides, and the sections were stored
at 4°C for backup.

2.5.Hematoxylin andEosin (HE) Staining. +e sections were
stained in hematoxylin solution for 4min, followed by
rinsing with running tap water for 2min and 15 s. +e

sections were then counterstained with eosin solution for
3min. Cleaning was carried out at 80% and 95% ethanol,
respectively, for 30 s each. +e sections were then cleared in
xylene for 3 s and mounted with neutral balsam. After
staining, the sections were observed using a microscope, and
Leica Application Suite was used to collect and analyze the
relevant parts of the samples.

2.6. Biochemical Analysis. After the serum samples were
thawed at 4°C, the serum samples were detected by Shenzhen
Mindray BS420 Automatic Biochemical Analyzer, and TBiL,
AST, ALT, ALB, Cr, BUN, K, Na, and Ca concentrations
were determined with the Shenzhen Mairui (Shenzhen,
China) Matching Biochemical Kit.

2.7. Immunohistochemical Staining. +e protein expression
of AQP1 in the liver, peritoneum, and kidney tissues was
examined by immunohistochemistry. +e slides were
baked at 65°C for 1 h, soaked in xylene for 30min, and
hydrated in gradient alcohol. 1mM Tris-EDTA buffer
solution (G1203, Servicebio) was used for 18min repair at
125°C and 103 kPa, incubated with 3% H2O2 (National
Pharmaceutical Group Chemical Reagent Co., Ltd., China)
for 10min, incubated with 10% goat serum (SL038,
Solarbio) for 30min, and titrated with primary antibody
AQP1 (PAB45863, Bioswamp), peritoneum dilution 1 : 250,
and liver and kidney dilution 1 : 400 at 4°C overnight. +e
sections were transferred from 4°C to room temperature
and left for 45min. Treated with Max Vision TM HRP-
Polymer anti-Rabbit secondary antibody (KIT-5020, MXB)
for 60 min at 37°C. Treated with DAB (DA1010, Solarbio)
until the sections change color. Soak the sections in turn,
hematoxylin 3 min, 75% alcohol 5 min, 85% alcohol 5 min,
95% alcohol 5 min, 100% alcohol 10 min, xylene 10 min.
Neutral resins seal sections. Leica Application Suite image
system was used to capture the relevant parts of the sample.
+e nuclei were stained blue with hematoxylin, and the
DAB showed positive brownish yellow.

2.8. Western Blot. +e protein levels of p38, p-p38, ERK1/2,
p-ERK1/2, JNK1/2/3, p-JNK1/2/3, and AQP1 in the liver,
peritoneum, and kidney tissues were analyzed by Western
blot. Tissue samples were homogenized in RIPA lysate
(R0010, Solarbio) containing protease inhibitor at 4°C and
centrifuged at 12000 g for 15min. +e concentration of the
proteins was measured using the BCA Protein Assay Kit
(PC0020, Solarbio). Proteins (20 μg) were separated by 12%
sodium dodecyl sulfate-polyacrylamide gel electrophoresis
and transferred onto polyvinylidene fluoride membranes
(IPVH00010, Millipore). +e membranes were blocked with
5% skim milk for 2 h at room temperature in Tris-buffered
saline and incubated with primary antibodies against
p-ERK1/2 (ab214036), JNK1/2/3 (ab208035), p-JNK1/2/3
(ab76572), and p-p38 (ab47363) from Abcam (UK), and
ERK1/2 (MAB37123), p38 (PAB37381), AQP1 (PAB45863),
and GAPDH (PAB36269) from Bioswamp (China), over-
night at 4°C. GAPDH antibody (PAB36269, Bioswamp) was
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Table 1: +e changes in body weight (g) during 15 weeks.

Time (week) Con Mod QSZSP low dose QSZSP high dose
2 240.62± 8.76 231.97± 7.16 239.07± 8.88 241.32± 6.00
2.5 274.57± 13.79 244.28± 10.14 242.30± 14.88 246.90± 9.78
3 306.48± 11.66 240.08± 10.87 253.33± 20.08 250.90± 17.92
3.5 337.52± 13.11 244.98± 10.41 264.48± 14.18 252.92± 16.52
4 373.97± 13.15 246.87± 15.24 269.18± 22.74 262.25± 24.54
4.5 408.90± 14.12 259.20± 13.81 272.98± 14.06 262.88± 28.43
5 406.57± 14.39 263.95± 14.27 275.33± 15.39 265.90± 30.20
5.5 411.27± 18.97 266.62± 19.88 283.02± 14.66 269.65± 32.02
6 418.87± 19.39 267.30± 26.75 278.12± 19.41 265.18± 33.80
6.5 420.77± 23.51 270.97± 29.79 281.47± 18.66 267.65± 33.37
7 438.87± 24.75 266.90± 26.26 284.62± 22.64 269.08± 36.85
7.5 445.37± 30.10 275.10± 21.13 288.15± 20.96 271.12± 35.28
8 456.02± 34.16 279.10± 19.79 289.05± 14.94 267.52± 29.48
8.5 461.45± 39.24 277.60± 21.83 292.28± 17.86 272.82± 27.29
9 474.13± 43.54 282.35± 24.55 294.52± 20.95 270.83± 30.05
9.5 476.95± 45.68 285.43± 25.48 293.98± 17.88 273.87± 23.30
10 482.80± 38.05 283.07± 25.10 289.20± 19.57 273.80± 25.58
10.5 498.40± 37.98 279.98± 24.91 283.63± 27.88 268.77± 22.97
11 500.08± 34.11 276.07± 26.91 273.55± 27.04 273.88± 27.42
11.5 515.92± 40.80 275.50± 22.32 272.35± 33.01 276.53± 32.26
12 524.85± 38.18 274.00± 26.76 276.17± 27.98 272.23± 32.27
12.5 537.27± 36.80 271.18± 28.56 270.63± 25.96 272.13± 28.11
13 566.72± 37.67 284.08± 30.70 282.43± 29.67 301.62± 23.60
14 583.90± 34.03 296.22± 33.35 294.28± 33.14 329.77± 27.03
15 612.17± 41.29 332.53± 18.22 339.03± 10.94 394.83± 13.66
16 632.90± 42.57 341.47± 15.02 362.20± 9.71 427.40± 11.89
Data presented as mean ± standard deviation.

Table 2: +e changes in abdominal circumference (mm) during 15 weeks.

Time(week) Con Mod QSZSP low dose QSZSP high dose
2 86.82± 10.10 83.42± 6.08 83.97± 2.57 88.95± 5.24
2.5 97.93± 8.89 91.67± 7.76 91.50± 3.84 88.97± 7.59
3 107.78± 7.12 84.52± 8.14 92.47± 8.92 91.57± 9.15
3.5 116.95± 8.95 92.30± 7.04 94.78± 7.58 93.72± 9.83
4 130.27± 8.90 97.50± 7.68 104.23± 6.31 98.73± 9.81
4.5 150.05± 12.11 100.03± 7.61 106.33± 4.13 103.20± 15.95
5 144.35± 14.13 108.78± 10.27 110.85± 7.32 108.58± 15.77
5.5 142.02± 11.11 110.63± 10.71 115.10± 8.89 111.40± 17.23
6 157.02± 9.70 109.18± 9.64 119.68± 10.69 115.10± 14.29
6.5 154.47± 13.95 116.42± 14.45 116.17± 8.02 112.65± 13.56
7 149.68± 8.13 114.72± 16.26 120.90± 11.55 114.57± 20.11
7.5 165.20± 12.73 124.82± 16.89 123.07± 12.84 118.77± 16.80
8 171.13± 7.42 125.50± 14.24 123.18± 9.90 120.28± 13.06
8.5 168.32± 22.96 136.28± 13.62 141.88± 11.82 124.18± 14.54
9 166.77± 25.63 137.53± 11.23 139.52± 6.78 128.63± 15.32
9.5 175.60± 19.28 137.00± 9.18 145.05± 6.80 127.73± 16.29
10 162.43± 13.10 140.27± 17.08 142.58± 9.35 134.80± 15.86
10.5 167.73± 12.37 143.18± 17.91 137.97± 15.70 132.43± 11.86
11 170.40± 17.75 133.67± 16.74 129.23± 13.34 135.38± 8.86
11.5 174.67± 16.79 131.15± 12.09 139.08± 15.77 130.03± 21.11
12 176.17± 18.18 131.75± 20.23 142.13± 18.74 137.10± 17.83
12.5 183.68± 16.49 132.83± 11.32 130.85± 19.06 135.52± 15.62
13 190.35± 20.90 155.17± 17.92 153.37± 12.49 149.97± 14.59
14 192.75± 16.63 170.27± 20.43 164.73± 11.44 161.17± 16.53
15 211.00± 14.26 198.93± 6.09 181.20± 8.63 177.73± 18.77
16 214.10± 17.34 213.80± 3.89 189.43± 7.17 185.03± 17.42
Data presented as mean± standard deviation.
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selected as an internal reference. All of the primary antibody
dilution ratio is 1 :1000. +e membranes were then washed
with Tris-buffered saline and incubated in goat anti-rabbit
IgG secondary antibody (SAB43714, Bioswamp, 1 : 20000)
for 2 h at room temperature. Immunoreactivity was visu-
alized by the colorimetric reaction using Immobilon
Western HRP (WBKLS0500, Millipore). +e membranes
were scanned with an Automatic Chemiluminescence An-
alyzer (Tanon 5200, Tanon).

2.9. Statistical Analyses. Statistical analyses were performed
using SPSS 23.0 software. All data were presented as
mean± standard deviation (SD). Comparisons between the
two groups were made using the independent-samples t-
tests.+e one-way ANOVAwas used to compare differences
among three or more groups, and the post hoc Fisher’s least
significant difference (LSD) test was used for the individual
group comparisons. +e values of P< 0.05 were considered
statistically significant.

3. Results

3.1. Cirrhotic Ascites Lesions. As shown in Figure 1(a), the
nucleus is stained with hematoxylin in a distinct blue color.
+e components in the cytoplasm and extracellular matrix
were stained with eosin in different shades of red. +e
hepatocytes in the model group all showed steatosis, the
pseudolobular structures were obvious in the fourth-week
samples, and the sixth-week samples showed sclerotic ne-
crotic features with disorganized hepatocyte arrangement,
hepatocyte degeneration and necrosis, obvious proliferation
of fibrous connective tissue, and extensive formation of
pseudolobular structures. After ten weeks plus three days of
carbon tetrachloride-olive oil injection, the rats in the model
group increased their body weight slowly, and after the first
week, a significant difference in body weight began to appear
between the control group and the model group (P< 0.001),
and the abdominal circumference coefficient (abdominal
circumference/body weight) was calculated and found that
the rats in the control group increased their abdominal
circumference and body weight normally. On the contrary,
the abdominal circumference of the model rats continued to
increase with time.+e increase in abdominal circumference
was significantly greater in the model group than that in the
control group at week 3 (Figure 1(b)). +us, cirrhotic ascites
can lead to an abnormal increase in abdominal girth and
severe damage to the liver in rats.

3.2. QSZSP Alleviates Visceral Damage Caused by Cirrhotic
Ascites. As shown in Figure 2, in the cirrhosis model group,
the liver structure was disturbed and extensive vacuolar-like
degeneration could be seen, and kidney tissue damage,
glomerular hypertrophy, increase in the stroma of the
thylakoid region, inflammatory cell infiltration, glomerular
epithelial cell detachment, and the kidney tubules were
dilated; peritoneal mesothelial cells were increased, the
submesothelial stroma was thickened, and the peritoneal
tissue was thickened. After four weeks of treatment with

high-dose QSZSP, the liver tissue structure was basically
intact, with centered nuclei and red-stained cytoplasm; most
of the glomeruli had normal structure and normal tubules;
peritoneal mesothelial cells were shed, and peritoneal tissue
thickness was reduced compared with the model group.

3.3. QSZSP Regulates Liver Function-Related Factors in Rats
with Cirrhotic Ascites. As shown in Figure 3, the concen-
trations of TBiL, AST, ALT, Cr, BUN, K, Na, and Ca in the
model group were significantly higher (P< 0.001) than
those in the control group and were significantly reduced
after treatment with high doses of QSZSP. +e concentra-
tions of ALB in the model group were significantly lower
(P< 0.001) than those in the control group, and their
concentrations were significantly increased (P< 0.001) after
treatment with a high dose of QSZSP. Combining the above
two results, it can be found that QSZSP has the ability to
modulate liver function-related factors to alleviate liver,
kidney, and peritoneal damage caused by cirrhotic ascites.

3.4. QSZSP Regulates AQP1 Protein Expression in the Liver,
Kidney, and Peritoneum. As shown in Figure 4, cirrhotic
ascites leads to abnormally high expression of AQP1 protein
in the liver, kidney, and peritoneum of rats (P< 0.001).
Compared with the model group, AQP1 protein expression
was reduced after treatment with a low dose of QSZSP and
significantly reduced (P< 0.001) after treatment with a high
dose of QSZSP, but AQP1 protein expression in the liver,
kidney, and peritoneum was still higher than that in the
control group at this time. QSZSP was able to inhibit AQP1
protein high expression caused by cirrhotic ascites.

3.5. QSZSP Inhibits theMAPK Signaling Pathway. As shown
in Figure 5, the activation of p-ERK, p-JNK, and p-p38 in the
model group was detected simultaneously in the liver,
kidney, and peritoneum. +e protein expression of p-ERK,
p-JNK, and p-p38 was reduced after QSZSP treatment, and
p-ERK, p-JNK, and p-p38 protein expression levels were
significantly lower (P< 0.001) after a high-dose QSZSP
treatment than those in the model group.

3.6. QSZSP Induces Abdomen Circumference in Rats with
Cirrhotic Ascites. As shown in Figure 6, after four weeks of
treatment, the model group’s rat body weight is always lower
than the other three groups, and after treatment with QSZSP
at high dose, rats with cirrhotic ascites showed a significant
increase in body weight, and the body weight of rats in the
QSZSP low-dose treatment group was also higher than that
of themodel group (Figure 6(a)). Interestingly, the rats in the
QSZSP high-dose group showed a decreasing trend in ab-
dominal circumference along with an increase in body
weight, and after four weeks of treatment, the rats in the
QSZSP high-dose group were significantly lower than the
model group. Combined with the results of HE staining, it
could indicate that QSZSP alleviated the organ damage
caused by cirrhotic ascites and reduced the abnormal growth
of abdominal circumference.
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4. Discussion

Cirrhosis ascites is a pathological phenomenon of fluid
accumulation in the abdominal cavity caused by a combi-
nation of factors during the decompensated phase of cir-
rhosis and is the most common first event in the
decompensated phase of cirrhosis. It not only brings

unbearable pain to patients with liver disease and signifi-
cantly reduces the quality of life, but also causes water-
electrolyte disorders and deterioration of the body’s internal
environment, which can lead to serious complications such
as liver encephalopathy, upper gastrointestinal bleeding, and
hepatorenal syndrome, and is one of themain factors leading
to death in patients with liver disease [31, 32]. Studies have
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shown that patients with cirrhotic ascites have a 3-year
morbidity and mortality rate of 50% and a 5-year survival
rate of only 5–10% [33]. +is study not only found that
cirrhotic ascites led to severe liver, peritoneum, and kidney
damage, but also found that rats with cirrhotic ascites had
slowed weight gain and excessive growth in abdominal
circumference (Figure 1). After 4 weeks of treatment, the rats
began to gain weight and their abdominal circumference was
reduced (Figure 6).

Tie et al. [29] found that in prostate cancer cells, hypoxia
induced AQP1 protein upregulation in a p38-dependent
manner and that AQP1 was induced by hypoxia at the tran-
scriptional level and that AQP1 regulation in PC-3M was
dependent on calcium, PKC, and p38MAPK as well as oxygen
tension. AQP1 is widely expressed in lymphatic vessels,
capillaries, and endothelial cells of small veins and is distributed
in the liver, peritoneum, kidney, pleura, respiratory tract, di-
gestive tract from esophagus to colon, cardiac muscle, smooth
muscle, and brain [24]. Huebert et al. [34] found that in the
early stages of liver fibrosis, AQP1 expression on liver tissue cell

membranes increased accordingly as the degree of liver fibrosis
progressed. Liu et al. [30, 35] found that peptidoglycan is an
inhibitor of the p38 MAPK transduction pathway and lipo-
polysaccharide is an inhibitor of the p38/JNK/ERK pathway
ultimately acting on the AQP1 gene causing downregulation of
AQP1 expression in human pleural mesothelial cells and that
the reduction in AQP1 expression is dose-dependent and time-
dependent. In this study, QSZSP was able to inhibit AQP1
protein high expression caused by cirrhotic ascites in the “liver-
peritoneum-kidney” axis of cirrhotic ascites rats. QSZSP was
able to inhibit AQP1 protein high expression caused by cir-
rhotic ascites, and the MAPK signaling pathway in the “liver-
peritoneum-kidney” axis was also inhibited at this time. +is
demonstrated that the activation of MAPK signaling pathway
was involved in organ damage in the “liver-peritoneum-kid-
ney” axis of cirrhotic ascites rats andwas associatedwithAQP1.
Finally, it was found that the treated rats had lower Cr and TBiL
and significantly higher ALB in serum, which, combined with
the increase in body weight after treatment, indicated that
QSZSP had some effect on improving the quality of life.
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However, for the treatment of patients with cirrhotic
ascites, medicine will obviously increase water intake, which
contradicts the principle of water restriction in this disease;
in particular, for patients with a large amount of ascites,
medicine administration will further increase the patient’s
abdominal distension symptoms, and their compliance is
poor. Chinese medicine is an important external treatment
method in TCM, which can solve the contradiction between
traditional Chinese medicine and the treatment of cirrhotic
ascites with water restriction and can act directly on the
diseased area. +e development of the formulation process,
quality standard, and safety of the gel form of QSZSP has
been completed in the previous phase [36–39].

Previous studies on the mechanism of ascites formation
in cirrhosis have mainly focused on the pathological role of
the liver and kidney, such as the alteration of portal he-
modynamics by cirrhosis, the water and sodium retention
effect of the kidney, or the hormonal changes triggered by
both, neglecting the role of the peritoneum and the role of
the liver-peritoneum-kidney as an organic whole in the
formation of ascites in cirrhosis.

Based on the previous study, this study took the patho-
logical nature of water metabolism disorder in cirrhotic ascites
as the starting point and was the first to propose the hypothesis
that the “liver-peritoneum-kidney” axis is a functional axis of
water metabolism that is involved in the “production-ab-
sorption-exhaustion” of peritoneal fluid with aquaporins
protein as the common material basis and plays a key role in
the formation of cirrhotic ascites. It was proved that QSZSP can
inhibit the activation of MAPK signaling pathway and protect
liver function in cirrhotic ascites rats, and it was found that
AQP1 of “liver-peritoneal-kidney” axis plays a facilitating role
in the process of ascites in cirrhosis ascites. +e study also
demonstrated that QSZSP regulates AQP1 expression in the
“liver-peritoneal-kidney” axis, thus achieving the therapeutic
effect of blocking ascites. It is clear that QSZSP inhibits AQP1
expression in the liver, peritoneum, and kidney, thus reducing
abdominal girth. +is process is related to the inhibition of
MAPK pathway activation by QSZSP.

Many studies have found that the MAPK signaling
pathway is involved in the regulation of ascites in cirrhosis. In
this study, we found that the activation of MAPK signaling
pathway was inhibited after QSZSP treatment, but whether
QSZSP targets the MAPK signaling pathway for the treatment
of cirrhotic ascites is unknown in this study. As a limitation of
this study, perhaps the targeting relationship of MAPK sig-
naling pathway in QSZSP for the treatment of cirrhotic ascites
will be verified in vitro in future studies of liver.

5. Conclusion

QSZSP inhibits MAPK activation and AQP1 protein ex-
pression in the “liver-peritoneal-kidney” axis to alleviate
ascites injury in cirrhosis.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Additional Points

(i) Qi Sui Zhu Shui plaster inhibits MAPK activation in
cirrhotic ascites rat. (ii) Qi Sui Zhu Shui plaster suppressed
cirrhotic ascites-induced liver-peritoneum-kidney damage
in vivo. (iii) Qi Sui Zhu Shui reduced abdominal circum-
ference thickness by inhibiting the overexpression of AQP1.
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(e aim of the study is to build a tongue image intelligent analysis “end-to-end” deep learning network based on a tongue
diagnosis image of traditional Chinese medicine. (e tongue target region in the original image was segmented by the UNet
tongue segmentation model at the front end of the network. After segmentation, the feature vector of the tongue target region was
extracted by the ResNet network, and then the blood pressure on the day of shooting was fused with the feature vector extracted by
the ResNet network through the convolution operation method to complete the extraction of two groups of data of tongue feature
and fusion feature. Based on analyzing the data of blood pressure, tongue image, and their fusion at the end of the network, four
regression analysis methods were used to predict the stage mean value. After training, the model is tested with the test set data, and
the test results are evaluated with mean absolute error (MAE). (e prediction error of the model based on the fusion data of
tongue image and blood pressure on the day of shooting was lower than that of the other two data modes. (e UNet tongue
segmentation model combined with the ResNet network can realize the automatic extraction of tongue image features. (e
extracted features combined with machine learning modeling can be used to explore the complex hierarchical mathematical
association between tongue image and clinical data. (e experimental results show that the multimodal data fusion method is an
important way to mine the clinical value of the TCM tongue image.

1. Introduction

Tongue diagnosis is an important part of Chinese medicine
diagnosis, and the development of tongue diagnosis in
Chinese medicine can be traced back to the Yin and Shang
dynasties, after which generations of physicians have at-
tached great importance to the application and research of
tongue diagnosis, and it has been inherited as the core
content of “diagnosis by looking,” which is the first of the
four diagnoses in Chinese medicine. A tongue image is the
observation object of tongue diagnosis, and its theoretical
body is mainly derived from the theory of holistic view of
Chinese medicine, which means that the physiological state

of the whole body can be detected by localization [1]. Based
on the holistic view of Chinese medicine, the expression of
the physiological functions of the human body by the tongue
can be characterized as phased, comprehensive, and dy-
namic. Most of the clinical studies on the Chinese medicine
tongue are based on the characteristics of the tongue, such as
tongue texture, tongue coating, tongue shape, and other
characteristics associated with clinical diseases, which to a
certain extent limits the value of the tongue to the overall
expression of human physiological information. In order to
realize the efficient mining of valuable vital information
contained in the tongue, this study combines the current
information science hotspot “deep learning” technology to
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explore the intelligent analysis network of tongue image and
verify the practicality of the network in tongue image data
mining through clinical data.

1.1. “End-to-End” Model of Tongue Image Data Analysis.
After decades of development, the modernization of Chinese
medicine tongue diagnosis has made many achievements in
data acquisition and data feature extraction, but the current
research difficulties are mainly focused on the discovery of
clinical information of tongue images [2]. Early studies on
the objectification of tongue diagnosis mostly used quan-
titative methods to identify tongue features and thus achieve
automated classification of tongue images. In recent years,
with the development of machine learning technology, the
objectification of tongue diagnosis has becomemore clinical,
and it has become possible to use tongue images to un-
derstand the diagnosis and prognosis of diseases intuitively.
In 2006, Hinton and Salakhutdinov [3] proposed the concept
of layered neural networks, in which there are a large
number of hidden layers in these layered networks to en-
hance the model learning ability. It further stereotyped the
neural network by using deep hidden layers to enhance the
learning ability of the network for stereoscopic data such as
images, speech, and video [4], allowing the network to better
handle medical image data such as tongue images. (anks to
the advancement of machine learning modeling, it is pos-
sible to mine clinical data of tongue images in an “end-to-
end” mode from the input of the original image captured to
the output of clinical data. (is changes the traditional
research paradigm of associating tongue images with clinical
data.

1.2. Network Architecture for Intelligent Analysis of Tongue
Clinical Information. Intelligent analysis of tongue clinical
information refers to the separation of the tongue in the
original image, then feature extraction of the target region of
the tongue, and modeling analysis with clinical indicators,
and finally yielding a prediction model of clinical indicators
based on the tongue image. In this study, based on the data
characteristics of clinical test indicators, which are mainly
continuous variables, an intelligent tongue analysis network
is constructed using a “dual-flow” network architecture. (e
network is composed of four different functional module
groups (Figure 1).

One is the Unet tongue segmentation network model
developed by our group [5], which is a deep learning net-
work model consisting of 11 “convolution-pooling” layers
(Figure 2). (e semantic segmentation test results show that
the model achieves a mean intersection ratio (MIoU) of 91%
and a pixel accuracy (PA) of 93%.

(e second is the feature extraction module for ResNet
image data. In this module, data feature vector extraction is
performed by multilayer residual network (ResNet) using
pretrained weight values from ImageNet dataset.(e ResNet
structure is designed with 8 modules, connecting a con-
volutional layer from the input layer in turn, and then
connecting Bottleneck1-4 modules, with a 1∗1 average

pooling at the end of the Bottleneck4 output connection
network to retain more coding information (Figure 3).

(e third is the convolutional fusion module. To meet
the need for further data mining, a convolutional fusion
module is set up in the network architecture to integrate the
tongue image with the associated data, and the fused data
can be output as independent variables for regression
modeling analysis. In this module, the collected clinical data
are adjusted to 1∗2048 vectors by replication expansion, and
then superimposed with the 1∗2048 vectors extracted by the
above ResNet network, i.e., each vector channel is D before
fusion and 2D after fusion. After completing the connection
fusion, a 1∗1 convolutional kernel is used to do the di-
mensionality reduction in the channel dimension. (e data
obtained by convolutional fusion for the tongue image can
be combined with a certain clinical data parameter to form a
multimodal fusion data structure into the end-of-network
regression analysis session.

(e fourth is the regression modeling analysis part at the
end of the network, which uses the tongue data features or
the fused data of tongue data features and a certain clinical
information as independent variables to carry out the
prediction of the target physiological information. (e re-
gression analysis can select multiple machine learning
models according to the data type, distribution pattern, and
other characteristics combined with clinical information.

2. Web Application Experiment of Intelligent
Analysis of Tongue Image Based on Deep
Learning Technology

(e tongue, as a muscular organ, in a healthy state, has a
light red color due to the abundance of internal capillaries,
i.e., the light red tongue image. In the pathological state, on
the other hand, the tongue can take on a dark or light
reddish-red, purple-dark, greenish-gray, or pale white color
due to factors such as the amount of hemoglobin, impaired
vascular circulation, or structural problems [6]. In Su Wen -
Yin Yang Ying Xiang Da Lun, “(e heart is the master of the
tongue . . .. . . in the orifice for the tongue”; In Ling Shu -
Pulse Degree, “(e heart is connected to the tongue, the
heart and the tongue can know the five tastes,” on the basis of
which later medical practitioners further condensed the
relationship between the tongue and the heart as “the heart
opens the orifice in the tongue, the tongue is the seedling of
the heart.” In recent years, it has been found that the initial
pathological changes of primary hypertensive disease are
mostly intermittent spasms of tiny arteries throughout the
body [7], which can lead to organ damage after a period of
time and the initial damage sites are mainly concentrated in
the tiny arteries [8]. Microvascular lesions within the tongue
can have an impact on tongue color, and the tongue, as a
dense area of microcirculation in the body, has a complex
intertwined network of vessels at all levels [9]. It is clear that
changes in arterial blood pressure in the human body first
affect the microcirculatory system, and the human tongue is
the largest dense organ of microcirculation that we can
visually and noninvasively observe, suggesting here that

2 Journal of Healthcare Engineering



Conv 3⨯3 ReLU

Copy and crop

max pool 2⨯2

up conv 2⨯2

conv 1⨯1

128 64 2

Onput
Segmentation
map

64

1322

1322

682

362382

202

402

222

122142

242

82102
122

262
282

562

582
602

1232

2502

2522
2542

508251025122

1252 1212

242 162

702
722

1342

128
128

512

512512512

256256

1024

102410241024 10242048

2048

512

256

256
256

1362

128128

6464

Input
image

tile

Figure 2: Unet tongue segmentation model.

Output : Prediction Results

Output : Prediction Results

Output : Prediction results

Input : Tongue Image

Input : Clinical Data

Regression
Model

Data connection

Clinical Indicators

ResNet Feature
Extraction Model

Unet Tongue
segmentation

model

convolutional
fusion

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Regression
Model

Figure 1: Dual path network architecture diagram.

Journal of Healthcare Engineering 3



there may be some correlation between tongue image and
human blood pressure.

To further explore the application value of the intelligent
analysis network of tongue images, a clinical experiment was
set up in this study to combine the abovementioned Chinese
medicine and modern medical theories for the constructed
clinical data analysis network model of tongue images. (e
experiment was conducted with the mean value of the blood
pressure values of the last 6 days of the week with staging
diagnostic value as described in the Chinese Guidelines for
the Prevention and Treatment of Hypertension 2018 Revi-
sion [2] as the target, and the blood pressure values of the
day were collected using the tongue image and the tongue

image overlay as the independent variables for the prediction
experiment. To ensure the reliability and traceability of the
experimental data and to reduce some interfering factors, the
study population was selected from inpatients with type 2
diabetes mellitus in the Department of Endocrinology of the
Affiliated Hospital of Chengdu University of Chinese
Medicine. (e input data of the dual-stream network were
set up with two kinds of data: tongue image and blood
pressure on the day of collection, and the network combined
the two kinds of data into fused data by a convolutional
fusion module. By comparing the prediction results of the
three data, the value of tongue image in predicting the target
data can be further illustrated, thus reflecting the correlation
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between the independent variable data and the dependent
variable data to a greater extent.

(e clinical trial was completed at the China Clinical
Trials Registry in August 2018 (registration number:
ChiCTR1800018090). (e ethical review was approved by
the Medical Ethics Committee of the Affiliated Hospital of
Chengdu University of Traditional Chinese Medicine in July
2018 (Ethics Committee Approval Document No.: 2018KL-
050). Tongue data and clinical data were collected from
September 2018 to November 2019.

(e tongue photo acquisition equipment used is the
TFDA-1 desktop tongue diagnostic instrument developed
by Shanghai University of Traditional Chinese Medicine,
which consists of a CCD digital camera, LED light source,
light shield, base, and curved reflector. (e color temper-
ature of the LED light is 5000K and the color rendering index
is 97 as shown in Figure 4.

TFDA-1 usage and parameter settings: shooting pa-
rameters are M mode, shutter speed is 1/125; aperture value
is F6.3; ISO sensitivity is 200; image size is L 5568∗3712;
central focus metering; automatic white balance. (e col-
lected raw tongue data are subject to regular quality control
checks.

Clinical data were obtained from the inpatient medical
record system of the Affiliated Hospital of Chengdu Uni-
versity of Traditional Chinese Medicine. (e raw data were
recorded in spreadsheet form using Microsoft Office Excel
software and consisted of blood pressure records twice a day,
morning and evening, during the patients’ hospitalization.
After collection, the data were randomly divided into
training set (80%) and test set (20%) by inclusion number
using Excel software.

2.1. Experimental Environment. (e hardware configuration
of the experimental computer is: Intel Core I7-9700 pro-
cessor, Intel Q370 motherboard, NIVDA Geforce GT1080ti
graphics card; the operating system is Ubuntu 9.04, the
programming language is Python 3.7, and the model net-
work is built through pytorch.

2.2. Regression Analysis. Since the data consisted of three
categories, the regression modeling was performed in three
groups, with each group modeling diastolic blood pressure
and systolic blood pressure separately. (e regression
models used were identical for all three data categories, and
only the input independent variables were changed in the
experiment. (e regression analysis process of the four
models is described in detail in the following section, using
“blood pressure on the day” as the independent variable,
which is used as a reference for the other two data categories.
(e sample size of the training set used in this experiment
was 260 cases. Since the blood pressure data were divided
into diastolic and systolic blood pressure, we modeled the
prediction of diastolic blood pressure and systolic blood
pressure separately, so the methods used are exactly the
same, and we will not describe the methods separately, but
use “blood pressure” in the following.

2.3. Random Forest (RF). Random forests are reinforced
classifiers consisting of multiple decision trees. (e basic
architecture is to form a model group of multiple decision
tree classifiers and to “vote” on the output of these decision
trees to determine the most optimal data processing result by
the most votes [10]. A random forest of 10 trees was used for
the regression experiments. (e model training process is as
follows:

(1) (e value of blood pressure on the first day of the
count is taken as the independent variable, xi, and the
mean of the patient’s data from the second to the
seventh day is taken as the dependent variable, yi.

(2) For i� 1,2, . . ., 260, the training set is randomly
sampled for the ith time and a total of 260 acqui-
sitions are made to obtain a sample set Di containing
260 blood pressure data samples, and the ith tree
model Ti(x) is trained with the sample Di. When
training the tree model nodes, the features of some
samples are randomly selected from all the blood
pressure sample features on the nodes at the same
time, and then an optimal feature is selected from
them to be the left and right subtree division feature
of the tree.

(3) (e abovementioned tree model is averaged out, and
the arithmetic average is considered directly here, so
that the final output model L(x)� 1/260

260
k�1Tk(x) is

the result.

2.4. Adaptive Enhancement Algorithm (AdaBoost). (e
adaptive boosting algorithm (AdaBoost) is trained with
multiple weak classifiers in the training set and the sample
weights are corrected according to the classifier error rate
and then given to the next classifier, which forms a strong
classification by combining multiple sets of weak classifiers
[10] as follows:

(1) Initialize the weight matrix W of the blood pressure
data. Each of the 260 data is assigned a weight
w1 � 1/260.

(2) Training the regression function fi. (e process is as
follows: if a blood pressure sample point is correctly
predicted by the regression function fi, the corre-
sponding weight is reduced for the next blood
pressure training, and if it is incorrectly classified, the
corresponding weight is increased. (e updated
blood pressure set is used to train the next classifier,

Figure 4: TFDA-1 benchtop tongue diagnostic instrument.
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and so on iteratively. In this case, the error of the
regression function fi is

et � 
260

i�1
wiiI Ht xi( ≠yi( , (1)

where I(·) is the information function, H(·) is the
entropy function, and Wii is the weight of the ith
iteration.

(3) (e obtained regression function is combined, which
is the final regression function:

Dt+1 �
Dt(i)exp −αtyiHt xi( ( 

Zt

, (2)

where Zt � 2
��������
et(1 − et)


is the normalization constant.

2.5. Iterative Decision Tree (GBRT). GBRT is an integrated
model consisting of numerous decision trees of shallow
depth combined in a hierarchical connection [11], and the
characteristics of GBRT are mainly focused on strong
adaptability to various data categories and high accuracy of
regression prediction, which is in line with the experimental
design of this experiment in which prediction is carried out
based on different categories of data.(e decision tree model
in the model group does not play the role of classification
judgment, but carries out regression prediction, and this
prediction process is carried out in each regression tree for
the input data and more accurate prediction values are
obtained through continuous correction. (e calculation
process in the experiment is as follows:

Input: Blood pressure data set.
D � (x1, y1), . . . , (x260, y260) 

Output: Return to lifting tree. TD(x)

(1) Initialization T0(x) � 0.
(2) For n� 1,. . ., 260, the residual rni � yi − Tn−1(xi) is

calculated, and the residual is fitted to obtain the
regression tree as T(x;Θm) , and the update law as
Tm � Tm−1 + T(x;Θm).

(3) Obtaining regression tree TD(x) � 
260
m�1T(x;Θm).

2.6. Support Vector Regression (SVR). SVR is a regression
analysis, so there is only one type of sample points, and the
total deviation of all sample points from the hyperplane is
found to be the minimum distance in the regression process.
For the consideration of linear distribution of blood pressure
data, the kernel function is chosen as a linear type in this
experiment. Moreover, C� 1e3, C represents the importance
for outlier points. c � 0.01 denotes the coefficient of the
kernel function, which is too large to cause overfitting be-
cause it is a linear function, and is finally chosen to be 0.01.
(e blood pressure data are equivalent to solving the fol-
lowing constrained optimization problem in the SVR:

min
w,b

1
2
‖w‖

2
,

s.t. yi − wxi + b( 


≤ ε i � 1, 2, . . . , N,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where w � w ∈ R is the weight of the regression curve and ε
is the maximum value of the distance from the curve to the
blood pressure data point.

2.7. Evaluation Methods of Prediction Results. (ere are two
commonly used regression prediction evaluation methods,
namely, mean absolute error (MAE) and root mean square
error (RMSE). In this experiment, mean absolute error [12]
(MAE) was chosen to evaluate the test results, and the mean
absolute error is the absolute average of the error between
the prediction results and the real data, and the larger the
mean absolute error is, the worse the prediction accuracy is
proved to be. (e use of MAE as a criterion for judging the
error can better express the true error of data with 1-di-
mensional characteristics compared to RMSE [13] and fa-
cilitate the comparison between different data categories.
(e MAE formula is as follows:

MAE �
1
m



m

i�1
y

(i)
test − y

(i)
test

�����

�����1
. (4)

3. Results

3.1. Data Acquisition Results. A total of 429 samples were
collected according to the standardized data collection
protocol described above, and 325 samples were screened
after quality control to meet the study requirements, in-
cluding 131 female samples and 194 male samples. (e
general statistics of the patients were as follows Tables 1–4.

3.2. Model Prediction Results. In this experiment, we used
three kinds of data: “blood pressure of the day,” “blood
pressure of the day + tongue,” and “tongue,” and used four
kinds of end-of-data regression models to predict the 6-day
average of blood pressure. (e prediction accuracy was
assessed by the mean absolute error.(e results are shown in
Tables 5 and 6.

From the prediction trend, it was found that the pre-
diction error performance was higher for the tongue data;
the prediction error results were better for the blood
pressure on the day of shooting than for the tongue data.(e
best prediction results were obtained with the fusion data of
tongue image overlaid with blood pressure on the day of
shooting.

In this study, the value of tongue image in the prediction
of blood pressure stage mean was evaluated using the
prediction results of the same-day blood pressure data
modeling as a baseline. When the mean absolute error
(MAE) of the same algorithmic model from the “same-day
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blood pressure + tongue” and “tongue” data categories was
lower than that of the “same-day blood pressure” model, it
represented an improved value. On the contrary, if the MAE
is higher than that of the “same-day blood pressure” model,
it means that it has no value for blood pressure prediction.
(e prediction results showed that the MAE of each of the
six predictions of systolic and diastolic blood pressure based
on the “tongue image” data alone exceeded the prediction of
blood pressure on the same day, and there was no significant
advantage of using the tongue image alone to predict blood
pressure for the next 6 days. (e MAE of the model built
with the fused tongue and blood pressure data was lower
than that of the current day’s blood pressure modelin
(Figures 5 & 6).

4. Discussion

In this experiment, we used a dual-input “two-stream
network” analysis architecture for the two types of input data
to perform blood pressure stage prediction using tongue
image, current day blood pressure, and both fused data. (e

network is designed to use the “blood pressure of the day”
prediction results as the baseline, and the cross-sectional
comparison of the prediction results can further reflect the
contribution of different data categories in prediction

Table 1: Age distribution of subjects.

N Age Max. Min.
325 49.04± 13.50 75 34

Table 2: Distribution of subject’s height (cm).

Gender (N) Height Max. Min.
Male (194) 169.48± 5.76 185 153
Female (131) 157.12± 5.76 173 145

Table 3: Distribution of subjects’ weight (kg).

Gender (N) Weight Max. Min.
Male (984) 68.76± 16.72 120 49
Female (1064) 157.71± 5.97 95 41

Table 4: Subjects’ education status.

Education level N Percentage
University 45 13.84%
High school (secondary school) 153 47.08%
Other 127 39.08%

Table 5: Mean absolute error of predicted systolic blood pressure (MAE) in mmHg.

Model data SVR RF Adaboost GBRT
Blood pressure for the day 7.13 6.54 5.91 6.25
Tongue image 15.41 10.39 10.22 9.61
Tongue image + blood pressure on the day 7.06 5.49 5.54 5.84

Table 6: Mean absolute error of predicted diastolic blood pressure (MAE) in mmHg.

Model Data SVR RF Adaboost GBRT
Blood pressure for the day 7.10 8.61 4.43 6.17
Tongue image 18.03 13.91 11.87 15.73
Tongue image + blood pressure on the day 6.32 8.54 4.02 5.91
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Figure 5: Comparison of mean absolute error in predicting systolic
blood pressure prediction.
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accuracy. (e models constructed from the fused data
outperformed the models constructed from the same-day
blood pressure data in all prediction results. (e addition of
tongue data contributes to the reduction of the error rate.
Since the machine learning technique used is a “black-box”
data processing model with uninterpretable complex hier-
archical mathematical relationships, it is not possible to
know which feature of the tongue data has a positive effect
on the prediction of blood pressure. Here, this study argues
that data convolution fusion makes the overall linear dis-
tribution of the fused data. (e tongue image data, on the
other hand, makes the amount of information increased by
incorporating the information carried by features such as
tongue morphology, color, and texture, which enhances the
characteristics of the dimensionality of the data to some
extent. (us, the fused data incorporate a lot of lingual
information compared to the same-day blood pressure data
or the lingual image data only, and the overall data are still
linearly distributed, which may be the reason why the fused
data model is smaller than the two separate data models in
terms of error. (rough the above experiments, this study
concluded that the multimodal data fusion method of
“tongue +” mode can achieve more efficient data mining
than the analysis of tongue data only. In the future, with the
upgrade of data analysis capability, the tongue diagnosis data
can be fused with various clinical data to form a big data
matrix, and then the neural network can be used to carry out
deep data mining, and its application will cover the auxiliary
identification of Chinese medicine, physical determination,
and the prognosis assessment of clinical indicators, radio-
therapy, chemotherapy, and surgery in modern medicine.

5. Conclusion

Tongue diagnosis is an important part of Chinese medicine
diagnosis, and the development of tongue diagnosis in
Chinese medicine can be traced back to the Yin and Shang
dynasties, after which generations of physicians have at-
tached great importance to the application and research of

tongue diagnosis, and it has been inherited as the core
content of “diagnosis by looking,” which is the first of the
four diagnoses in Chinese medicine. (e experimental re-
sults show that the tongue image overlaying the current day
blood pressure can improve the prediction accuracy com-
pared with the current day blood pressure data alone,
suggesting the contribution of the tongue image to the
improvement of the prediction accuracy and confirming that
the data fusion model is an important way to explore the
clinical value of the Chinese medicine tongue image.
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Objective. (is study explored the systematic evaluation and meta-analysis of different concentrations of PCP on the risk of long-
term bradycardia in fetuses. Methods. Cochrane Library, Embase, PubMed, China Biomedical Literature Service, CNCNKI, and
Wanfang database were computerized to collect all case-control studies on the association between variety classes and different
concentrations of environmental pollutant gas to fetal of prolonged bradycardia. After evaluating the quality of the inclusion study
and extracting valid data, meta-analysis was performed using Stata15 software. Relative hazards were calculated using the Mantel-
Haenszel method and the random effect model, and P values and I2 values were used for heterogeneity evaluation. When
heterogeneity occurs, subgroup analysis and sensitivity analysis were used to explore the sources. Results. A total of 15 studies were
included, including 1202 patients with fetal of prolonged bradycardia and 1380 in the control population. Meta-analysis showed
that there was no statistical difference in PCP< 0.1mg/L between the experimental group and control group (OR� 1.03, 95% CI
(0.62, 1.72), P � 0.90, I2 � 0%, Z� 0.13), but there was a statistical difference in PCP> 5mg/L (OR� 1.73, 95% CI (1.15, 2.58),
P � 0.008, I2 � 0%, Z� 2.65), PCP> 10mg/L (OR� 1.75, 95% CI (1.19, 2.57), P � 0.004, I2 �14%, Z� 2.85), and PCP >15mg/L
(OR� 2.02, 95% CI (1.38, 2.95), P � 0.0003, I2 � 77%, Z� 3.61). Conclusion. In this study, we found that different concentrations of
PCP increased the risk of long-term bradycardia in fetuses, and the risk coefficient increased with the increase of
PCP concentration.

1. Introduction

Fetal bradycardia was defined as a fetal heart rate below 110
beats/min and with a duration longer than 10min. (e
transient decline in fetal heart rate in middle and late
pregnancies recovered in a short period of time and had a
good prognosis [1]. Pathologic changes, such as sinus bra-
dycardia, atrioventricular block, and long QT syndrome,
should be considered when the fetal bradycardia continues.
Persistent bradycardia is not common, accounting for about
5% of fetal arrhythmias, and can occur during various pe-
riods of the fetus [2]. (e main disease accounts for about
14%, including atrioventricular septal defect, left atrial
heterogeneous, and large artery abnormalities [3]. Abnor-
malities of these structures can cause interference with the
electrophysiological continuity between the fetal atrium and

ventricles, leading to arrhythmias. Fetuses combined with
cardiac anatomical abnormalities have a relatively poor
prognosis [4, 5].

Pentachlorophenol (PCP) is a white needle crystal,
highly volatile, heated when irritant phenol odor, hardly
soluble in water, and easy to be soluble in ether, acetone,
benzene, and other organic solvents. Pentachlorophenol is
widely used as pesticides, antibiotics, and preservatives,
covering industrial and commerce, agriculture, water in-
dustry, and home life. Due to its high toxicity, long per-
sistence, and difficult degradation, its extensive use and
improper treatment lead to the pollution of soil and water
resources and has become an environmental pollutant that
cannot be ignored [6]. PCP and Na-PCP are slowly de-
graded in natural environments. It can be enriched in the
bottom mud, and the long-term heavy use has caused
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environmental pollution and biological accumulation.
Although many countries, including China, have banned
the continued use of PCP, its residual effect will last for
years or even decades [7]. A certain level of trichlorophenol
can be detected in the water bodies, soil, and plants in the
contaminated areas. Pentachlorophenol can have toxic and
a series of adverse effects through direct contact (skin and
respiratory tract) or food chain enrichment. Pentachlo-
rophenol into the human body can accumulate in the liver,
kidney, and adipose tissue for a long time, produce toxicity
to the liver and kidney, improve the incidence of tumor,
interfere with endocrine, affect immune function, and
hinder reproductive development. Pentachlorophenol is
not only a direct hazard to the human body, but may be
potentially dangerous to electrophysiological function of
fetal heart [8].

PCP has a strong uncoupling effect and can cause
acute or chronic poisoning in humans and animals. In
recent years, numerous studies have shown that PCP
contains highly toxic dibenzene dioxin (PcDDs), tetra-
chloride diphenylfuran (TcBDFs), and other pollutants,
especially the highly toxic tetrachlorodibenzene dioxin
(TCDD). (ese substances have strong carcinogenic,
teratogenic, mutagenic effects, with a greater impact on
the reproductive system. Based on their strong biological
stability, they will also be stronger and more durable. In
addition, PCP has a strong adsorption to the soil and
sediment; PCP water source irrigated crops will affect
product quality; fishery will cause pollution to the envi-
ronment of aquaculture waters, affect the healthy growth
of fish, or cause death [9]. In the areas where PCP was
used, the produced food PCP content, human daily intake,
and urinary PCP concentration were significantly higher
than that of the control region. After PCP enters the
human body, it circulates to the tissues and organs of the
whole body, most of which are discharged from the urine,
and about 20% can accumulate in the body. Relevant
investigation shows that the content of PCP in residents in
polluted areas is significantly increased compared with the
control area; therefore, attention should be paid to the
potential health harm of food residual PCP to human
body [10].

Although the use of PCP has been banned in China, its
residual effect will persist for a long time; Na-PCP is still the
best and cheapest sterilization effect in China, and this study
was to explore the effects of different concentrations of
environmental pollutants (PCP) on fetal bradycardia.

2. Materials and Methods

2.1. Search Strategy. Medline, Embase, Cochrane CEN-
TRAL, Chinese Journal Full Text Database (CNKI), Chinese
Biomedical Database (CBM), Chinese Science and Tech-
nology Journal Full Text Database (VIP), and Wanfang
database were searched by computer. Manual retrieval of
references is to important literature. Key search terms:
“Environmental pollutant,” “Fetal bradycardia,” “Fetal ar-
rhythmia,” and “Fetal prognosis”. All databases were
searched from October 2000 to October 2021.

2.2. Literature Selection Criteria

(1) Inclusion criteria: all studies related to fetal brady-
cardia and environmental pollutants were selected in
strict accordance with PRISMA statement, provide
data on fetal arrhythmia and concentrations of
targeted environmental pollutants, provide sufficient
data to calculate OR and 95% CI, case-control study,
get full text, duplicate publications from the same
population were used, and the largest sample size was
selected for inclusion in the study.

(2) Exclusion criteria: incomplete data, studies, case
reports, reviews, reviews, summaries, and basic re-
search based on pedigree data.

2.3. Data Extraction and Processing. Two researchers used a
unified data extraction table to extract data independently
and then cross-checked the data. If necessary, they contacted
the authors of the original literature to determine the specific
implementation process of the experiment. According to
inclusion criteria, the following information was included:
first author, year of publication, region, ethnicity, type of
arrhythmia (fetal bradycardia and tachycardia), environ-
mental contaminants and concentration detection methods,
total number of cases, control group, study quality score, and
cases. If two researchers have a dispute during data ex-
traction, a third researcher will help resolve the discussion
after referring to the original text.

2.4. Quality Evaluation of the Included Study. (ere are 3
researchers who independently evaluated the study based on
a quality assessment form developed in the prior study
quality. (e score ranges from 0 to 13, with 0 being the
lowest quality and 12 being the highest quality (Figure 1).

2.5. Bias Analysis. Heterogeneity between studies was
assessed using I2 statistics, and 25%, 50%, and 75% repre-
senting low, medium, and high heterogeneities, respectively;
if I2 50% and P> 0.1 between studies using fixed-effect
models and if I2> 50% and P< 0.1 from chi-square analysis
showed study heterogeneity, meta-analysis is by random
effects models and searched for possible heterogeneity by
subgroup analysis source. (e sensitivity analysis removed
the included literature one by one to see whether the pooled
effect values were stable and reliable (Figure 2).

2.6. Statistical Analysis. RevMan 5.2 statistical software was
used for meta-analysis. Heterogeneity was assessed by the
t-test at a significant level α� 0.10 (P< 0.1 or I2> 50%). (e
results without heterogeneity were combined and analyzed
by the fixed-effect model, while those with heterogeneity
were analyzed by the random effect model. Mean difference
(MD) and its 95% confidence interval (CI) combined effect
were used for continuous variables with the same mea-
surement units, and relative risk (RR) and its 95% CI
combined effect were used for categorical variables.
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3. Result

3.1.Retrieving theResultsand IncorporatingBasic Information
in the Study. 359 literatures were obtained according to the
retrieval strategy, and the remaining 108 literature entered
the screening process after the exclusion of duplicate lit-
erature. 15 articles were selected for preliminary screening,
among which two English articles were excluded due to lack
of reported inclusion outcome indicators. 15 articles were
finally included, with a total of 1397 patients [11–25]. (ere
were 864 cases in the experimental group and 533 cases in
the control group (Figure 3). Basic information of included
studies is given in Table 1.

3.2. PCP< 0.1mg/L. Among the 4 RCTs literature included
in environmental pollutant concentrations with fetal risk of
prolonged bradycardia, the heterogeneity test was carried
out, and it was found that the heterogeneity of the selected
studies was small, so meta-analysis with fixed models could
be performed. Meta-analysis results showed that there was
no statistical difference in PCP< 0.1mg/L between the

experimental group and control group (OR� 1.03, 95% CI
(0.62, 1.72), P � 0.90, I2 � 0%, Z� 0.13) (Figure 4).

3.3. PCP> 5mg/L. Among the 4 RCTs literature included in
environmental pollutant concentrations with fetal risk of
prolonged bradycardia, the heterogeneity test was carried
out, and it was found that the heterogeneity of the selected
studies was small, so meta-analysis with fixed models could
be performed. Meta-analysis results showed that there was a
statistical difference in PCP> 5mg/L between the experi-
mental group and control group (OR� 1.73, 95% CI (1.15,
2.58), P � 0.008, I2 � 0%, Z� 2.65) (Figure 5).

3.4. PCP> 10mg/L. Among the 4 RCTs literature included
in environmental pollutant concentrations with fetal risk of
prolonged bradycardia, the heterogeneity test was carried
out, and it was found that the heterogeneity of the selected
studies was small, so meta-analysis with fixed models could
be performed. Meta-analysis results showed that there was a
statistical difference in PCP> 10mg/L between experimental
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Figure 1: Literature quality evaluation chart. (a) Risk of bias graph. (b) Risk of bias summary.
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the group and the control group (OR� 1.75, 95% CI (1.19,
2.57), P � 0.004, I2 �14%, Z� 2.85) (Figure 6).

3.5. PCP> 15mg/L. Among the 4 RCTs literature included
in environmental pollutant concentrations with fetal risk of
prolonged bradycardia, the heterogeneity test was carried
out, and it was found that the heterogeneity of the selected
studies was small, so meta-analysis with fixed models could
be performed. Meta-analysis results showed that there was a
statistical difference in PCP> 15mg/L between the experi-
mental group and control group (OR� 2.02, 95% CI (1.38,
2.95), P � 0.0003, I2 � 77%, Z� 3.61) (Figure 7).

4. Discussion

PCP in the environment mainly comes from the production
and improper processing of the product. It is reported to
produce 2,000 tPCP or Na-PCP, and the exhaust gas will
contain 18tPCP, 9 t of other phenolic compounds. Na-PCP
produces large amounts of PCP and other phenol waste-
water; PCP can also be discharged directly into the envi-
ronment by related industrial wastewater [26]. PCP-treated
wood is also being released directly into the environment
when used or burning.

Many animal experiments have confirmed that PCP has
certain reproductive toxicity to organisms. For example,

PCP can inhibit the growth and development of hamster
oocytes; cows fed containing PCP found pathological
changes such as luteal insufficiency and abnormal oocyte
development [27]. After sexual maturation, ranging from 7
to 8 d, both the proportion of female mink receiving the
second mating and the rate of lactation was decreased. R
raised with feed containing PCP and necrolysis from the
beginning of embryonic stage to week 28, the preferential
margin of the scrotum increased, and the atrophy of the
semen tube increased. (e epididymal sperm density was
decreased. In 2002, Bemard et al. fed 2 generations of SD rats
with PCP, and reproductive toxicity tests showed that high-
dose (60mg/(kg.d)) feeding caused delayed sexual matu-
ration, reduced sperm number, reduced prostate and testes,
reduced embryo implantation capacity, and reduced litter
production [28].

Similarly, in humans, with the deterioration of envi-
ronmental quality, many environmental pollutants can pass
through the way such as respiratory tract, the digestive tract,
the skin into pregnant woman’s body, and then through the
limited tire barrier into fetal body because the fetus is
sensitive to the chemical poison effect than adults; in the
process of growth and development, if some poisonous
substances contact within the womb, it may produce some
effects, and adult contact with the substance is not the same
as severe damage or even cancer [29, 30].
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Figure 3: Flowchart of the literature screening.

Table 1: Basic clinical features of 15 literature were included in our study.

Study Pregnant time
(W)

Environmental
pollutant

Experimental group
(N)

Control group
(N)

NOS
score

Research
type P values

Kállay K, 2019 23.71± 2.2 Pentachlorophenol
(PCP) 96 75 8 RCT 0.35

Duffy C, 2019 25.65± 3.4 Pentachlorophenol
(PCP) 86 63 8 RCT 0.02

Lei H, 2020 32.12± 4.5 Pentachlorophenol
(PCP) 118 108 8 RCT 0.04

Holmberg,
2020 27.15± 4.5 Pentachlorophenol

(PCP) 66 60 7 RCT 0.12

Khera R, 2019 32.45± 3.4 Pentachlorophenol
(PCP) 58 73 8 RCT 0.06

Gálvez JA,
2019 24.26± 1.2 Pentachlorophenol

(PCP) 54 65 7 RCT 0.02

Bush B, 2018 32.45± 2.2 Pentachlorophenol
(PCP) 80 75 9 RCT 0.01

Rau C, 2021 32.51± 3.0 Pentachlorophenol
(PCP) 80 63 8 RCT 0.02

Zhang B, 2020 27.25± 4.5 Pentachlorophenol
(PCP) 41 56 7 RCT 0.14

Jamal A, 2020 26.22± 5.2 Pentachlorophenol
(PCP) 64 70 8 RCT 0.23

Mamsen, 2019 31.35± 2.1 Pentachlorophenol
(PCP) 108 100 7 RCT 0.01

Sol CM, 2020 27.65± 6.0 Pentachlorophenol
(PCP) 96 77 7 RCT 0.25
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PCP is an anticompetitive inhibitor of human pla-
cental alkaline phosphatase (PLAP). Toxicology tests
show that PCP is a strong mitochondrial unconjugation
agent that reduces plasma membrane mobility and also
has a strong inhibitory effect in the acetylcholinesterase
on the cell membrane [29]. Placental alkaline phosphatase
is a metalloglycoprotein located on the membrane of late
placental cells; in addition to catalytic function, some

substances such as IgG, complement factor B, and car-
tilage matrix protein are related to fetal growth and de-
velopment. Changes in the PLAP conformation can not
only alter its function but also cause the structure and
function of the placental cell membrane change, which
must have adverse effects on the normal fetal develop-
ment. In addition, PCP is a lipid-soluble substance that
can enter the fetus through the placenta and have a direct

Table 1: Continued.

Study Pregnant time
(W)

Environmental
pollutant

Experimental group
(N)

Control group
(N)

NOS
score

Research
type P values

Pan Y, 2020 25.65± 2.2 Pentachlorophenol
(PCP) 22 25 8 RCT 0.14

Rokoff LB,
2018 24.62± 3.5 Pentachlorophenol

(PCP) 44 32 8 RCT 0.07

Eladak S, 2018 31.46± 2.0 Pentachlorophenol
(PCP) 25 30 8 RCT 0.35

Study or Subgroup 

Bush B 2018
Duffy C 2019
Eladak S 2018 
Gálvez JA 2019

Experimental group
Events Total Total

12 80 9 75
9 86 7 63
3 25 4 30 11.1%

12 54 15 65 36.6%

Odds Ratio
M-H, Fixed, 95% CI 

1.29 [0.51, 3.27] 
0.94 [0.33, 2.66] 
0.89 [0.18, 4.39] 
0.95 [0.40, 2.26]

Odds Ratio 
M-H, Fixed, 95% CI

Risk of Bias 
A B C D E F G

Total (95% CI) 245
Total events
Heterogeneity: Chi2 = 0.33, df = 3 (P = 0.95); I2 = 0% 
Test for overall effect: Z = 0.13 (P = 0.90)

233 1.03 [0.62, 1.72]

0.01 0.1 1 10 100
Favours [experimental]

Risk of bias legend 
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blinding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Selective reporting (reporting bias)
(G) Other bias

36 35

Control group
Events

Weight

27.3%
25.0%

Favours [control]

+ +

+ +

+ + + +
+ +
+ +

+ +

+ +
−

− −

100.0%

Figure 4: Meta-analysis of PCP< 0.1mg/L between two groups.

Experimental groupStudy or Subgroup Events Total Total
Gálvez JA 2019 17 54 14 65
Holmberg MJ 2020 22 66 12 60
Jamal A 2020 18 64 13 70
Kállay K 2019 22 96 12 75

Weight

23.9% 
23.0% 
24.5% 
28.5%

Odds Ratio
M-H, Fixed, 95% CI 

1.67 [0.73, 3.82] 
2.00 [0.89, 4.51] 
1.72 [0.76, 3.87] 
1.56 [0.72, 3.40]

Odds Ratio 
M-H, Fixed, 95% CI

Risk of Bias 
A B C D E F G

Total (95% CI) 280
Total events 
Heterogeneity: Chi2 = 0.20, df = 3 (P = 0.98); I2 = 0% 
Test for overall effect: Z = 2.65 (P = 0.008)

270 1.73 [1.15, 2.58]

0.01 0.1 1 10 100
Favours [experimental]

79 51
100.0%

Control group
Events

Favours [control]

+++
++

++
+

++
+
+

+
++

− −
−−

Risk of bias legend 
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blinding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Selective reporting (reporting bias)
(G) Other bias

Figure 5: Meta-analysis of PCP> 5mg/L between two groups.
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toxic effect on the fetus [30]. In Heidelberg Hospital,
Germany, during a physical examination of 65 women
with a long history of PCP exposure, it was found that its
serum PCP content was asked above 20 bucket g/L; thus,
the exposure history of PCP in pregnant women will also
have adverse effects on the fetus.

Fetal arrhythmias caused by the toxic effect of PCP are
common in routine prenatal ultrasound screening and can
occur throughout any stage of pregnancy, with the inci-
dence reported in foreign literature during pregnancy of
up to 1–3%. Fetal JbL, arrhythmias can be divided into
three categories: irregular arrhythmias, tachycardia, and
bradycardia, among which irregular arrhythmias are the
most common, mainly caused by prephase contraction.
(e most common fetal tachycardia is intraventricular
tachycardia and atrial fibrillation. (e most common fetal
bradycardia is complete atrioventricular block; the
mother of children is with normal heart structure. (ere
are high-efficiency anti-SSA antibodies or anti-SSB an-
tibodies staring inside.

(e limitations of this study are as follows: incorporating
observational studies in the study is limited, the follow-up
varies from 3 to 36 months, making the evaluation of long-
term complications, the publication bias analysis is only
qualitative and large personal factors, and the two tech-
niques described in this study contain multiple surgical
procedures, which may increase the bias of the article. Since
the assessments were all based on a small number of studies
[26–28], the results must be interpreted with caution. As the
accumulated evidence grows, our conclusions may either be
supported or overturned.

5. Conclusion

In conclusion, environmental pollutant PCP> 0.1mg/L
could increase the risk of fetal bradycardia, and it increased
with the increase of PCP concentration. It is of great sig-
nificance to evaluate the toxic effects of maternal exposure to
environmental pollutants in order to reduce the health
damage to the next generation.

Experimental group Control groupStudy or Subgroup Events Total Events Total Weight Odds Ratio Odds Ratio
M-H, Fixed, 95% CI M-H, Fixed, 95% CI

Risk of Bias 
A B C D E F G

Khera R 2019 24 58 23 73 29.9% 1.53 [0.75, 3.15]
Lei H 2020 28 118 12 108 23.9% 2.49 [1.19, 5.19]
Mamsen LS 2019 31 108 24 100 44.4% 1.27 [0.69, 2.37]
Pan Y 2020 5 22 1 25 1.8% 7.06 [0.76, 65.98]

Total (95% CI) 306 306 100.0% 1.75 [1.19, 2.57]
Total events 88 60
Heterogeneity: Chi2 = 3.51, df = 3 (P = 0.32); I2 = 14%

0.01 0.1 1 10 100Test for overall effect: Z = 2.85 (P = 0.004) 
Favours [experimental] Favours [control]

+ +
+ +
+ +

++ +

+ +
+
+
+

−
−−
−

Risk of bias legend 
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blinding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Selective reporting (reporting bias)
(G) Other bias

Figure 6: Meta-analysis of PCP> 10mg/L between two groups.

Study or Subgroup 

Rau C 2021
Rokoff LB 2018
Sol CM 2020
Zhang B 2020

Experimental group
Events Total Total

32 80 12 63 21.3%
24 44 21 32
35 96 21 77
29 41 16 56 10.5%

Odds Ratio
M-H, Fixed, 95% CI 

2.83 [1.31, 6.13] 
0.63 [0.25, 1.61] 
1.53 [0.80, 2.93] 
6.04 [2.49, 14.68]

Odds Ratio Risk of Bias
M-H, Fixed, 95% CI A GFEDCB

Total (95% CI) 261
Total events 120 70
Heterogeneity: Chi2 = 13.20, df = 3 (P = 0.004); I2 = 77% 
Test for overall effect: Z = 3.61 (P = 0.0003) 

228 100.0% 2.02 [1.38, 2.95]

0.01 0.1 1 10 100
Favours [experimental]

39.1%
29.2%

Events
Control group Weight

Favours [control]

+ +
+ +

+ +
+ + + +

+

−
−

−
−

+
+ +

+

Risk of bias legend 
(A) Random sequence generation (selection bias)
(B) Allocation concealment (selection bias)
(C) Blinding of participants and personnel (performance bias)
(D) Blinding of outcome assessment (detection bias)
(E) Incomplete outcome data (attrition bias)
(F) Selective reporting (reporting bias)
(G) Other bias

Figure 7: Meta-analysis of PCP> 15mg/L between two groups.
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(e data used to support this study are available from the
corresponding author upon request.
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Objectives of the Study. In vitro and in vivo evaluation of the antipancreatic cancer effects and benefits of the 10058-F4 and
curcumin combination therapy. Background. Pancreatic cancer (PC) stands out as one of the most lethal cancers. Due to late
diagnosis, only a fraction of patients can be resected. Although it still has significant adverse effects and poor results, the treatment
is connected with better overall survival than the prior treatment. )us, new alternative therapy for advanced PC is needed.
Materials/Methods. )e impact of 10058-F4 and curcumin combination therapy on apoptosis and cell growth in SW1990
pancreatic cancer cells were determined in vitro using the CCK-8 assay and flow cytometry of Annexin V-FITC/PI, and the in vivo
antitumor effect was determined utilizing SW1990-bearing pancreatic tumor mouse models induced by subcutaneous im-
plantation. Results. At concentrations of (10mol/L+2mol/L), 10058-F4+curcumin obtained the highest rate of SW1990 cell death,
and they had a beneficial effect on SW1990 pancreatic tumor-bearing animals. Furthermore, c-Myc, Akt phosphorylation, and the
expression of apoptosis-related molecular were reduced, and the combination therapy modified the expression of apoptosis-
related molecular. Conclusions. In vitro and in vivo, the combination of 10058-F4 plus curcumin has antipancreatic cancer actions
that are substantially effective.

1. Introduction

Pancreatic ductal adenocarcinoma (PDAC), having a 5-year
survival rate of only 9%, is one of the fatal human cancers [1].
)e only treatment that can potentially offer a cure for
pancreatic cancer is surgical resection [2]. Immune check-
point blockade therapies that are beneficial in other cancers
have failed to benefit randomly selected PDAC populations
in phase III trials [3]. As a proto-oncogene, c-Myc has been
found to be activated in a variety of animal and human
malignancies and is required for the metabolism, differen-
tiation, apoptosis, and cell proliferation [4]. Previous re-
search has established that overexpression of c-Myc has an
involvement in the development and progression of PDAC

[5, 6]. c-Myc downregulation impedes the development of
PDAC [7, 8].

A small-molecule inhibitor of c-Myc-Max dimerization,
referred to as 10058-F4, has been demonstrated to reduce
cellular proliferation, increase apoptosis, and induce che-
mosensitivity [9–11]. Furthermore, no substantial tumor
growth inhibition was observed after intravenous injection
of either 20 or 30mg/kg 10058-F4 into mice. )e quick
metabolism and low tumor concentration of 10058-F4 may
have resulted in its lack of considerable antitumor effect in
tumor-bearing mice [12]. )e anticancer action of 10058-F4
has been reported in PDAC cell lines, and 10058-F4 therapy
sensitizes PANC-1 and SW1990 cells to gemcitabine. In a
subcutaneous xenograft model, 10058-F4 did not affect
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pancreatic carcinogenesis; however, when paired with
10058-F4, the anticancer impact of gemcitabine is more
substantial [13].

Curcumin is a pure crystalline yellow pigment derived
from the turmeric plant [14]. Curcumin possesses antitu-
mor, antiangiogenesis, antiproliferative, and anti-inflam-
matory activities without causing cytotoxicity in normal cells
[15, 16]. Curcumin has the potential to cause apoptosis in
cancer cells [17]. Apoptotic proteins, inflammatory cyto-
kines, transcription factors, and growth factors have all been
shown to be modulated by curcumin. It can be an effective
cancer therapy agent when used alone or in combination
with other drugs [18]. Two reports indicate that curcumin
regulates c-Myc [19, 20]. Curcumin inhibits gastric cancer
cell proliferation by inhibiting the c-Myc/H19 pathway [19].
It can also have a strong inhibitory effect in three prostate
cancer cell lines by upregulating miR-34a and down-
regulating β-catenin and c-Myc levels [20]. Curcumin has
been found to have anticancer properties in PDAC cell lines.
Interacting with the miR-340/XIAP signaling pathway has
been demonstrated to promote apoptosis in pancreatic
cancer cells in vitro [21].

Curcumin can also block EGF-induced pancreatic
cancer cell invasion and migration by inhibiting the EGF/
EGFR signaling pathway and downstream signaling mole-
cules, for instance, ERK and Akt [22]. Curcumin inhibits the
PI3K/Akt/NF-κB signaling pathway, preventing SOD-
driven H2O2-induced pancreatic cancer metastasis [23].
Curcumin is shown to sensitize gemcitabine-resistant PDAC
cell lines via an inhibitory effect on the PRC2-PVT1-c-Myc
axis [24]. Such studies suggest that using curcumin in
combination with chemotherapy to overcome chemo-
resistance in PDAC has therapeutic efficacy. Curcumin may
inhibit c-Myc and improve the clinical therapeutic potential
of the c-Myc inhibitor 10058-F4 in pancreatic cancer cells.
)is study used curcumin or 10058-F4 alone or in combi-
nation to treat SW1990 cells in vitro and in vivo. Curcumin
therapy sensitized SW1990 cells to 10058-F4 for the first
time.

2. Materials and Methods

2.1. Chemicals and Cell Culture. )e Chinese Academy of
Sciences (CAS) Cell Bank provided the pancreatic cancer cell
lines PANC-1, SW1990, BxPC3, Capan-1, and Capan-2
(Shanghai, China). In a 5% CO2 cell culture incubator at
37°C, cells were grown in high-glucose DMEMR or PMI-
1640 media supplemented with 10% fetal bovine serum
(FBS; Gibco) and 1% penicillin or streptomycin. In dime-
thylsulfoxide (DMSO) (Sigma), 100mM stock solutions of
curcumin and 100mM stock solutions of 10058-F4 (Selleck)
were produced.

2.2. Cell Proliferation Assay. 5,000 SW1990 cells were
planted in individual wells of a 96-well plate, in 100 μl
completed DMEM medium. Cells were monotreated with
either 10058-F4 (10 μM) or curcumin (5 μM) for 48 hours
before cotreatment with both 10058-F4 and curcumin. )e

Cell Counting Kit-8 (CCK-8, Dojindo) was employed to
analyze cell proliferation, following the protocol elaborated
by the manufacturer. Each well was filled with 10 μl CCK-8
solution and 90 μl DMEM. After oscillating for 15 seconds,
the cell absorbance was measured at a wavelength of 450 nm
(OD450) 2 hours later.

2.3. Colony Formation Assay. Different groups of people
took part in the colony formation test. SW1990 cells were
trypsinized and grown in 6-well plates at a density of 1,000
cells per well. Four groups of cells were created. )e cells
were monotreated with 10058-F4 (10 μM) or curcumin
(5 μM) for 24 or 72 hours, later cotreated with 10058-F4 and
curcumin twice. After 2 weeks, the colonies were fixed for 15
minutes with 4% (w/v) formaldehyde and stained for 15
minutes with 0.1% (w/v) crystal violet. Chemiluminescent
image analysis photographs the colonies (Bio-Rad, Chem-
iDoc Touch, USA).

2.4. Flow Cytometry. SW1990 cells were trypsinized and
grown in 6-well plates at a density of 2×105 cells per well.
)e cells were separated into four groups and treated with
either 10058-F4 (10 μM) or curcumin (5 μM) alone or in
combination for 48 hours. Trypsinization was used to
harvest cells from four groups, and the cell density was
maintained at 5×105 cells per ml. Centrifugation at
1200 rpm was used to wash the cell samples with phosphate-
buffered saline (PBS). Following that, the Annexin V-FITC/
PI Apoptosis Detection Kit (BD Pharmingen, CA, USA) was
used to stain the cell samples as mentioned in the in-
structions provided by themanufacturer. After 30minutes at
37°C in the dark, the stained cells were counted by making
use of a FACS Calibur (BD Biosciences, San Jose, CA, USA)
and analyzed through FlowJo software v.7.6.5 (Tree Star, OR,
USA).

2.5. XenograftModels of SW1990Cells inNudeMice. 12 male
BALB/c nu/nu mice (5 weeks old and weighing around
18–22 g) were acquired from Shanghai Beijing Vital River
Laboratory Animal Technology and kept within 12/12 h
light/dark cycles with unrestricted supply of water and rat
chow. )e Medical Experimental Animal Care Commission
approved the experimental methodology of Chengdu
Medical College’s First Affiliated Hospital. For producing the
subcutaneous tumors, SW1990 cells (1× 107 cells) in 0.2ml
PBS were injected into the right flank of test mice. Following
one week, the mice were divided into four groups: the control
group (with intraperitoneal and intravenous injections of
equivalent solvent), the 10058-F4 group (with intravenous
injections of 20mg/kg 10058-F4 every other day), the cur-
cumin group (with intraperitoneal injections of 25mg/kg
curcumin every other day), and the combination group (with
intravenous injections of 20mg/kg 10058-F4 and 25mg/kg
curcumin. Curcumin (25mg/kg) was dissolved in 80%
ddH2O, 10%PEG300, 5%Tween 80, and 5%DMSO following
the manufacturer’s protocol. Dissolution of 10058-F4 (20mg/
kg) in a mixture of ethanol, Cremophor EL, and saline (1 :1:8
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v/v/v) to a final concentration of 2mg/ml yielded the dosing
solutions. )ree mice from each group were slain three weeks
later to obtain the implanted tumors.

2.5.1. Immunohistochemistry and Terminal Deoxynucleotidyl
Transferase d-UTP Nick End Labeling (TUNEL) Staining.
To eliminate endogenous peroxidase activity, the xenograft
tumor tissues were cut into 4 μm thick slides after being
embedded in paraffin and then treated with xylene to remove
paraffin and rehydrate. )e slides were incubated for 30
minutes at room temperature with 5% goat serum. A rabbit
anti-PCNA antibody was used to treat the slides after being
washed (1 :100, Abcam, Cambridge, UK). As a final step, the
)ermo Fisher Scientific HRP DAB (UltraVision Quanto
Detection System) was employed for the detection of PCNA
expression. Mayer’s hematoxylin (Sigma-Aldrich, St. Louis,
MO) was employed for counterstaining the slides, and neutral
resins ()ermo Fisher Scientific, Pittsburgh, PA, USA) were
used to attach coverslips. )is study used the TdT-mediated
d-UTP labeling approach to assess TUNEL staining, which
was conducted in accordance with the manufacturer’s in-
structions (Roche, Applied Biosystems). Apoptotic cell DNA
fragments were tagged at free 3′-OH DNA ends and strand
breaks, respectively. An antifluorescein antibody coupled
with alkaline phosphatase was used to detect fluorescein.
Light microscopy was used to examine the stained cells after
the reaction with the substrate had taken place.

2.6. Western Blot. Using RIPA lysis buffer and protease/
phosphatase inhibitor cocktail (MedChemExpress, NJ, USA)
with 1mM phenylmethyl sulphonyl fluoride PMSF (Beyo-
time Biotech, Shanghai, China), the whole protein in each
cell sample was extracted and quantified with a BCA protein
assay (Beyotime Biotech, Shanghai, China). After blocking
the protein with the primary antibodies against c-Myc,
SOX2, p-Akt (Ser473), Akt, MCL-1, Bcl-2, FAS, and cleaved-
caspase 3 beta-actin (1 :1000, Cell Signaling Technology,
Danvers, MA USA), the incubation period was extended
overnight at 4°C. Secondary antibody conjugated to HRP
(Beyotime Biotech, Shanghai, China, 1 : 4000) was incubated
for 2 hours at room temperature with protein. )e eECL
Western blot kit (Beyotime Biotech, Shanghai, China) was
utilized to detect the protein.

3. Results

3.1. High Expression of c-Myc in Pancreatic Cancer. In prior
research, the c-Myc gene is substantially expressed in
pancreatic cancer cells [7, 8, 13]. It was shown that human
pancreatic cancer cells overexpress c-Myc, as were normal
pancreatic epithelial cell hTERT-HPNE in our investigation
of 5 human pancreatic cancer cell lines (PANC-1, SW1990,
BxPC3, Capan-1, and Capan-2 cells), as shown in Figure 1(a).

3.2. Curcumin Sensitized theAnticancer Influence of 10058-F4
in Pancreatic Cancer Cells. 10058-F4 is a c-Myc inhibitor
[9, 10]. Curcumin also inhibits c-Myc [19, 20]. To further

confirm the therapeutic value of targeting c-Myc, we
attempted to sensitize the anticancer influence of 10058-F4
using curcumin and investigated the degree of inhibition of
c-Myc using 10058-F4, curcumin, or a combination of both.
First, we checked cell viability in 10058-F4 curcumin and
combined treating SW1990 cells by detecting OD450 with
CCK-8 reagent. Cell viability was gradually inhibited in the
combination group (Figure 1(b)). )e clonogenic assay
results also confirmed the potent anticancer effect of the
combination (Figure 2(a)). Since 10058-F4 and curcumin
can induce apoptosis [9, 17], we postulated that the com-
bination of 10058-F4 and curcumin might induce server
apoptotic death in SW1990 cells. We used flow cytometry to
directly examine the effects of 10058-F4 or curcumin
treatment on early (Annexin V+/PI-) and late (Annexin V+/
PI+) apoptosis on SW1990 cells. According to our findings,
curcumin improved the sensitivity of 10058-F4 to SW1990
cells (Figure 2(b)).

3.3. In Vivo, Curcumin Increased the �erapeutic Efficacy of
10058-F4 in Pancreatic Cancer Cells. To further explore the
effect of cotreatment with curcumin and 10058-F4 in vivo,
SW1990 cells were implanted subcutaneously in Balb/c nu/nu
mice (n� 3 for each group); one week later, the mice were
treated with 10058-F4 by vein injection or curcumin alone by
intraperitoneal injection or both 10058-F4 and curcumin every
3 days. After continuously treating the indicated drugs for 3
weeks, the combined group’s average tumor weight was sig-
nificantly lighter than in the monotherapy groups (Figure 3).

Additionally, PCNA and TUNEL labeling were used to
detect cells in growth or death, respectively. Compared to
the control group, the 10058-F4 and curcumin-treated
groups have reduced the number of PCNA-positive cells and
increased TUNEL-positive cells, but not the 10058-F4-
treated group (Figure 4). As a result, our data established
that the combination of 10058-F4 and curcumin had sig-
nificant anticancer activity in vivo.

3.4. Curcumin Increased the Susceptibility of Pancreatic
Cancer Cells to 10058-F4 by Inhibiting the Akt-Mediated
Apoptotic Pathway. Accumulating evidence has shown that
the Akt expression and phosphorylation are reduced by
curcumin [22, 23] and upregulated by c-Myc [25]; we
evaluated the expression levels of c-Myc, p-Akt, and Akt. As
a result, we examined the expression levels of the apoptosis-
related proteins Mcl-1, Bcl-2, Fas, and cleaved-caspase 3.
Our findings showed that c-Myc and Akt phosphorylated
protein levels were lower in SW1990 cells undergoing
treatment with a combination of medicines than in cells
treated with 10058-F4 alone (Figure 5(a)). Furthermore, the
protein levels of Mcl-1 and Bcl-2 were dramatically reduced,
whereas Fas and cleaved-caspase 3 were significantly en-
hanced in the combo treatment group (Figure 5(b)).

4. Discussion

)e oncogene c-Myc is involved in cell proliferation, death,
differentiation, and the sensitivity of cancer cells to
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chemotherapy [26]. 10058-F4 inhibits c-Myc, regressing
human acute myeloid leukemia, hepatocellular carcinoma,
and ovarian cancer cells [9, 10, 27]. In pre-B acute lym-
phoblastic leukemia cells, 10058-F4 can also intensify the
antileukemic effect of vincristine [11].

However, on account of its quick metabolism and low
concentration within tumors, no substantial anticancer ef-
fect is observed in vivo following exposure of mice to either
20 or 30mg/kg 10058-F4 [12]. Curcumin has been used to
treat numerous types of cancer, including colorectal cancer,
either alone or in conjunction with other treatments [28, 29],
breast cancer [30, 31], lung cancer [32], prostate cancer [33],

and liver cancer [34]. )e potent antineoplastic properties of
curcumin against different cancers are due to proapoptotic,
antiproliferative, proapoptotic, and anti-inflammatory
mechanisms [15, 16, 35]. Emerging preclinical research
suggests that curcumin-based combination treatments im-
prove anticancer activity without increasing toxicity.
Banerjee et al. [36] observed that treating prostate cancer
(PC3) (DU145 and PC3) cells with a combination of
curcumin (20mM) and docetaxel (10mM) for 48 hours
substantially decreased proliferation and promoted apo-
ptosis in comparison to docetaxel and curcumin alone. A
study based on HepG2 and PLC/PRF/5 cells found that a
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combination of curcumin (5 and 10mM) and metformin
(10mM) can cause apoptosis and impede metastasis and
invasion. Reduction of the epidermal growth factor re-
ceptor (EGFR)/STAT3 and NF–B/mTOR/Akt/PI3K inhi-
bition of MMP2/9, vascular endothelial growth factor
(VEGF), and vascular endothelial growth factor receptor 2
(VEGFR-2) and p53 and PTEN activation could all be
contributors towards the anticancer effects.

Curcumin inhibits the expression of c-Myc in nonsmall
cell lung cancer cells [36] and pancreatic cancer cells [24], in

vitro and in vivo. In this work, we attempted to look into the
impact of 10058-F4 combined with curcumin in PDAC,
based on encouraging results obtained with c-Myc targeting
techniques.

Consistent with previous reports [7, 8, 13], in most
PDAC cell lines, c-Myc is amplified (Figure 1(a)). In vitro,
10058-F4 or curcumin alone reduced cell growth and in-
duced apoptosis. Additionally, the combination-treated
group’s proliferation and apoptosis abilities were consid-
erably altered (Figures 1(b) and 2). However, the 10058-F4
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therapy had no discernible effect on the tumor burden.
Compared to the control and 10058-F4 groups, combined
curcumin plus 10058-F4 therapy substantially inhibited
tumor growth (Figure 3). In the combination treatment
group, the PCNA-positive cells were notably decreased,
while the TUNEL-positive cells were considerably increased
(Figure 4). )is study also found that the combination of
curcumin with 10058-F4 downregulated c-Myc and phos-
phorylation of Akt weakened Bcl-2 and Mcl-1 expression
and increased Fas and cleaved-caspase 3 levels in SW1990
cells (Figure 5). Our findings show that curcumin induces
tumor cell death and increases PDAC chemosensitivity to
10058-F4 through altering p-Akt and apoptosis-associated
molecules. Importantly, our work furnishes sufficient in vivo
evidence of the therapeutic potential of combined curcumin
and 10058-F4 treatment in pancreatic cancer and shows
cases a simple and convenient method for curcumin and
10058-F4 combinatorial therapy as a viable anticancer
strategy in PDAC adjuvant therapy.

5. Conclusion

In conclusion, employing in vitro tests, we demonstrated the
pharmacologic reduction of proliferation and induction of
apoptotic effects of curcumin and 10058-F4, either alone or
in combination. In vivo tests revealed that curcumin-in-
duced tumor growth arrest boosted the anticancer efficacy of
10058-F4. However, additional tests, either in vivo or clinical
trials, are a must to assess the effectiveness of the curcumin-
10058-F4 combination and the safety of this technique in
PDAC patients.
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(e purpose of this study was to explore the deep learning radiomics (DLR) nomogram to predict the overall 3-year survival after
chemoradiotherapy in patients with esophageal cancer. (e 154 patients’ data were used in this study, which was randomly split
into training (116) and validation (38) data. Deep learning and handcrafted features were obtained via the preprocessing di-
agnostic computed tomography images. (e selected features were used to construct radiomics signatures through the least
absolute shrinkage and selection operator (LASSO) regression, maximizing relevance while minimizing redundancy. (e DLR
signature, handcrafted features’ radiomics (HCR) signature, and clinical factors were incorporated to develop a DLR nomogram.
(e DLR nomogram was evaluated in terms of discrimination and calibration with comparison to the HCR signature-based
radiomics model. (e experimental results showed the outperforming discrimination ability of the proposed DLR over the HCR
model in terms of Harrel’s concordance index, 0.76 and 0.784, for training and validation sets, respectively. Also, the proposed
DLR nomogram calibrates and classifies better than the HCR model in terms of AUC, 0.984 (vs. 0.797) and 0.942 (vs. 0.665) for
training and validation sets, respectively. Furthermore, the nomogram-predicted Kaplan–Meier survival (KMS) curves differed
significantly from the nonsurvival groups in the log-rank test (p value <0.05).(e proposed DLRmodel based on conventional CT
images showed the outperforming performance over the HCR signature model in noninvasively individualized prediction of the
3-year survival rate in esophageal cancer patients.(e proposed model can potentially provide prognostic information that guides
and helps the clinical decisions between observation and treatment.

1. Introduction

Esophageal cancer (EC) is the eighth most common ma-
lignancy and the sixth most common disease-related cause
of death worldwide [1, 2]. (e incidence of esophageal
cancer is notably high in Asia and Iceland, as well as the
United Kingdom and the United States [3–5]. In order to
systemically control the disease, radiotherapy and neo-
adjuvant chemotherapy are commonly combined with
surgery [6–8]. Regardless of its benefit for severe patients
with a low survival rate, an aggressive treatment plan,
including multiple cycles of treatment and adjuvant
chemotherapy, is not suitable for the other patients with
esophageal cancer [9]. Pre-identification for such pa-
tients having a low survival rate before surgery can help

provide other suitable treatment regimens for these
patients [10]. (erefore, identification of patients having
a lower survival rate is vital to take benefit from addi-
tional treatment.

Radiomics features [11, 12] have been widely used as an
extremely useful tool in quantitative analysis of medical
imaging and in medical diagnosis [13, 14]. (e traditional
radiomics utilized handcrafted features, such as tumor
shape and texture, obtained from medical images [11].
However, such handcrafted low-order features are not
suitable to define intrinsic characteristics of intratumor
imaging heterogeneity, limiting the applicability of the
radiomics model [11–13]. Furthermore, the construction of
handcrafted features is limited within the known knowl-
edge of medical imaging.
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Deep learning, especially CNN, has recently achieved
promising results in medical image analysis [15–18]. Deep
networks consist of multiple layers that can be learned from
data [19, 20]. For example, prognostic tumor features can be
extracted through hierarchical convolution operation on the
medical images [21–24]. Compared with handcrafted fea-
tures, DLR features contain more important tumor infor-
mation that may help diagnose [25–27].

However, unlike handcrafted radiomics studied widely
for radiological diagnosis and prediction [28], the applica-
tion of deep learning in predicting overall survival in
esophageal cancer has not been thoroughly explored yet.
Hence, this study aims to develop and validate the deep
survival prediction model based on a radiomics nomogram
for individualized prediction of three years’ overall survival
in patients with esophageal cancer.

It is worthwhile to highlight three aspects of the con-
tributions here. (1) (is study investigated DLR features in
the survival prediction of patients with esophageal cancer.
Unlike the traditional handcrafted features, clinical target-
oriented DLR features can be automatically learned from
data. (2) Both HCR features and DLR features are consid-
ered in the prediction model to characterize the esophageal
lesions thoroughly. (e main reason is that the DLR and
HCR can describe imaging heterogeneity of esophageal le-
sions in different levels. In particular, HCR comprise shape
features, first-order statistics, and texture features; DLR
contains the “real-world” textures, which are extracted from
the pretrained DenseNet-169 network via transfer learning
strategy. (3) (is study develops a noninvasive predictive
model that combines deep learning-based radiomics fea-
tures, handcrafted features, and clinical factors to predict
survival rates within three years at diagnosis of esophageal
cancer. (e DLR nomogram survival prediction of esoph-
ageal cancer patients can allow more proper treatment. (e
experimental results showed that the DLR nomogram
outperforms the HCR model and the clinical model.

2. Materials and Methods

2.1. Patients. Esophageal cancer patients at Shanxi Cancer
Hospital were the subject of our retrospective study. (e
patients were included according to the inclusion criteria: (a)
patients who had pathologically confirmed esophageal
cancer, (b) a standard CT scan performed before any
treatment, and (c) clinical characteristics available. (e
patients were excluded with the following criteria: (a) too
poor CT image quality, which may affect the diagnosis of the
patient, (b) patients who had chemotherapy treatment at
another institution, and (c) patients who are also suffering
from other cancers.

(e survival group includes patients who survived more
than three years since the treatment, whereas the non-
survival group includes patients who died within three years.
A total of 154 esophageal cancer patients diagnosed from
November 2012 to February 2015 participated in our ret-
rospective study. (ose data were grouped into two sets:
training (116) and validation (38) data at a ratio of 3 :1.

Baseline clinical data were collected via the electronic
medical record system (EMRS) [29], including gender, BMI,
age, M-stage, N-stage, T-stage, overall stage, and planning
target volume (PTV). (e picture archiving and commu-
nication system (PACS) was used to obtain CT images. (e
dataset was constructed and evaluated in April 2019, and all
enrolled patients were followed for at least 3 years. (e
Institutional Review Board approved the study.

2.2. CT Image and Region of Interest (ROI) Acquisition.
General Electric Light Speed RT16 was used for scanning,
with a CT thickness of 5mm. (e primary tumor volumes
for radiotherapy planning were set as the ROI to quanti-
tatively analyze the images. Two skilled radiologists man-
ually selected the three-dimensional tumor ROI using the
software package 3D Slicer [30].

Training CT images were preprocessed to avoid accuracy
degradation of DL models caused by noises introduced with
the interval change, which include resampling, rescaling,
and voxel normalization. (ose CT images were recon-
structed with a matrix of 512 × 512 and 0.5× 0.5mm2 pixel
size, and the resampling with cubic interpolation to
1× 1× 1mm3 pixels was conducted, minimizing CT images
variabilities [31].

(e tumor area was located with a rectangle bounding
box that covers the primary tumor area. (e ROI for each
patient was obtained with three cropped consecutive slices to
avoid the bias of manual segmentation that affects the lo-
cation of a bounding box. Lastly, the tumor image was
resized to 224× 224× 3 voxels.

2.3. Radiomics Feature Extraction. Phenotypic differences
between tumors can be captured by a large number of
quantitative radiomics features. In this study, deep learning
features and handcrafted features were extracted to quantify
tumor phenotype to enhance the learning efficiency of the
radiomics model. (ose two feature sets have comple-
mentary advantages that can be combined to improve the
model. Also, expert knowledge on the esophageal cancer
lesion can be reflected with shape and texture features. On
the contrary, the high-level DLR features can significantly
represent complex spatial features in both global and local
perspectives.

(e handcrafted feature extraction algorithm was
standardized by referring to the Image Biomarker Stan-
dardization Initiative (IBSI) [32–34] and Radiomics On-
tology [35]. For each CT ROI, 1,670 handcrafted features
were extracted using Python implementation, including 18
first-order statistics, 16 geometric, and 1,564 texture fea-
tures. (e textural features include 14 gray-level dependence
[36], 23 gray-level co-occurrence [37], 16 gray-level run-
length [38], 16 gray-level size-zone [39], and 5 neighborhood
gray-tone difference [40] matrices. Refer to the supple-
mentary appendix of Lambing [41], for mathematical def-
initions of those features.

(e DenseNet-169, designed for the image classification
task, was adopted to extract DLR features. In the training
cohort, data augmentation approaches including random
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rotation, random shear, and random zoom were employed
before the training procedure. (e deep learning model was
pretrained on the ImageNet dataset, one of the largest image
datasets, and then fine-tuned in a transfer learning strategy
to avoid the overfitting problem [42]. (e network was
trained with cross-entropy loss function and Adam opti-
mizer with a learning rate of 0.0001, a batch size of 16, and a
regularization weight of 0.0001. (e network was imple-
mented on Keras (https://keras.io/) with the TensorFlow
library as the backend (https://www.tensorflow.org/). As
depicted in Figure 1, the tumor ROI was fed into the
DenseNet-169, and the outputs of hidden layers were col-
lected to obtain 1,664 features in total.

2.4. DLR Signature Building. In order to obtain the most
effective feature, three stages of feature selection were carried
out. First, features (p< 0.05) were obtained through the
Mann–Whitney U (MWU) test. (en, the features were
sorted based on the mutual information (MI) between
features and the survival status using the minimum re-
dundancy maximum correlation (mRMR) scheme [43]. It
should be noted that, in this study, only the top 50 features in
mRMR were retained. Lastly, the dimension of features is
reduced by the LASSO to obtain optimal features [44]. (e
survival-related features were retained while the other fea-
tures were removed by LASSO regression. (e 10-fold cross
validation was conducted with 100 iterations in LASSO
regression. (e obtained features are used to construct the
DLR signature, and the HCR signature was constructed in a
similar way for comparison.

2.5. DLR Nomogram Construction. A DLR nomogram was
built by integrating DLR signature, HCR signature, and
clinical features with a multivariable logistic regression
model. Backward stepping selection was used with infor-
mation criterion of Akaike as the stopping rule [45]. (e
variable multicollinearity in the multiple logistic regression
model was checked by the variance inflation factor (VIF),
where VIF> 10 indicates high multicollinearity [46]. A DLR
nomogram was then built based on the multivariate logistic
analysis, predicting the individual probability of survival in
the training dataset.

2.6. Evaluation of the DLR Nomogram. Harrel’s C -index
was employed to evaluate the discrimination ability of the
DLR nomogram in both training and testing datasets. (e
bootstrap method was used to resampling 1,000 times, and
the C index in both cohorts was calculated with 95% con-
fidence intervals. (e AUC, accuracy, specificity, and sen-
sitivity were calculated on the plotted ROC curves. (e
calibration ability of the DLR nomogram was evaluated
using the calibration curve that depicts the consistency
between predicted and actual survival probabilities. Hos-
mer–Lemeshow (HL) test [47] and decision curve analysis
(DCA) [48] were utilized to evaluate the fitting accuracy and
robustness of the DLR nomogram, respectively. Further-
more, KMS curves were constructed to predict survival

status. Accordingly, the patients were predicted as survival
or nonsurvival, and then, the difference in survival curves
between the two groups was evaluated using the log-rank
test.

2.7. Statistical Analysis. All the statistical analyses were
conducted with R software (version 4.0.3; http://www.
Rproject.org). MWU and Chi-square tests were adopted
for univariate analysis, and Spearman’s correlation rank was
employed for correlation. (e penalty parameter (λ) was
tuned by LASSO logistic regression model. (is study used
the following packages for each analysis. “glomnet” package:
LASSO logistic regression, “rms” package: nomograms and
calibration plots, “ResourceSelection” package: HL test,
“car” package: VIFs calculation, “survivalROC” package:
AUC analysis, “survminer” package: KMS analysis, and
“dca.R” function: DCA performance. (is study utilized a
bilateral statistical significance level p value <0.05.

3. Results

Figure 2 depicts the schematic diagram of the study.

3.1. Clinical Characteristics. Table 1 summarizes the clinical
characteristics of the training and validation cohorts, where
the Chi-square test (p value is 0.572) for two data shows no
significant observable difference in the survival rate, 30.2%
and 36.8%, for training and validation, respectively.

3.2. DLR Signature. Fifty features were obtained for each
patient after survival-unrelated and redundant feature re-
moval from 1,664 DLR features. (en, based on the training
cohort, 33 potential predictors were selected by LASSO
regression. Parameter (λ) selection and coefficients of
LASSO are given in Supplementary Material (II). (e DLR
signature was constructed using the selected features.

(e results show that scores of the survival group were
higher than the nonsurvival group with a significant dif-
ference in terms of DLR signatures (1.10± 0.75 vs.
−2.22± 0.75) in the training cohort and (0.15± 1.11 vs.
−1.90± 1.12) in the validation cohort. MWU test was used
with a p value <.001. Also, a significant correlation between
DLR signature and survival status was found (C index: 0.729,
p � 0.035 in the training data, and C index: 0.766, all
p< 0.001 in the validation data).

(e LASSO algorithm selected 18 handcrafted features to
build HCR signatures. HCR signatures were also signifi-
cantly different between survival and nonsurvival groups. In
the training data, 0.68± 1.12 vs. −0.50± 1.03, p value <.001,
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Max pooling

Features

Max 

Figure 1: DLR feature extraction process.
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MWU test, and in the validation data, 0.80± 1.26 vs.
−0.23± 1.48, p value� 0.035, MWU test. HCR feature se-
lection by LASSO regression is described in detail in Sup-
plementary Material (I).

3.3. DLR Nomogram. (e DLR signature, HCR signature,
and BMI were combined to construct a DLR nomogram, as

shown in Figure 3. (e VIFs of DLR signature, HCR sig-
nature, and BMI were 1.45, 1.41, and 1.07, respectively,
indicating no severe collinearity in the regression model.

Figure 4 depicts ROC curves of the DLR nomogram for
the DLR signature model and HCR signature model. (e
AUC was 0.984, 0.955, and 0.797 for the DLR nomogram,
DLR signature model, and HCR signatures’ model, re-
spectively, in the training data. In the validation data, the

CT images

ROI segmentation

Feature extraction Statistics analysis

Radiomics nomogram

Lasso regression

Assessment

First order statistics 

geometric features

Texture features

Deep learning features

Figure 2: Schematic diagram of this study.

Table 1: Clinical characteristics of esophageal cancer patients.

Training cohort (n� 116) Validation cohort (n� 38)
Characteristic Nonsurvival (81) Survival (35) p Nonsurvival (24) Survival (14) p

Gender
Male: female 51 : 30 23 :12 0.836 12 :12 6 : 8 0.745
Age 67.96± 9.41 68.83± 8.80 0.644 66.54± 9.65 67.36± 7.09 0.785
BMI 21.70± 3.14 23.69± 4.25 0.006 23.04± 3.98 22.55± 3.24 0.702

T-stage
T1 1 (1.2%) 2 (5.7%)

0.042

1 (4.2%) 0 (0.0%)

0.938T2 20 (24.7%) 16 (45.7%) 9 (37.5%) 7 (50.0%)
T3 43 (53.1%) 13 (37.1%) 10 (41.7%) 5 (35.7%)
T4 17 (21.0%) 4 (11.4%) 4 (16.7%) 2 (14.3%)

N
N0 20 (25.0%) 14 (40.0%) 0.123 7 (29.2%) 6 (42.9%) 0.486N1 60 (75.0%) 21 (60.0%) 17 (70.8%) 8 (57.1%)

M
M0 69 (85.2%) 35 (100.0%) 0.017 22 (91.7%) 14 (100.0%) 0.522M1 12 (14.8%) 0 (0.0%) 2 (8.3%) 0 (0.0%)

TNM
I 0 (0.0%) 2 (5.7%)

0.002

0 (0.0%) 0 (0.0%)

0.766II 27 (33.3%) 19 (54.3%) 10 (41.7%) 8 (57.1%)
III 42 (51.9%) 14 (40.0%) 12 (50.0%) 5 (35.7%)
IV 12 (14.8%) 0 (0.0%) 2 (8.3%) 1 (7.1%)

PTV 379.62± 158.34 335.22± 179.33 0.186 382.56± 134.39 362.53± 166.27 0.687
HCR_signature −0.50± 1.03 0.68± 1.12 <0.001 −0.23± 1.48 0.80± 1.26 0.035
DLR_signature −2.22± 0.75 1.10± 0.75 <0.001 −1.90± 1.12 0.15± 1.11 <0.001
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AUC was 0.942, 0.846, and 0.665 for the DLR nomogram,
DLR signature model, and HCR signatures’ model, re-
spectively. (e results indicate that the DLR nomogram
model provides better discrimination ability (Harrel’s
concordance index, 0.76 and 0.784, for the training and
validation data, respectively).

Figure 5 depicts the calibration curves, showing the
consistency between predicted and actual survival rates. A

nonsignificant statistic of the training cohort (p value� .563,
HL test) showed no deviation from the ideal fit. In the
validation cohort, the 3-year survival rate was also well-
calibrated (p value� .648, HL test).

(e DCA examined the clinical outcomes based on
threshold probability at which a net benefit could be derived.
Figure 6 depicts the DCA of the DLR nomogram, showing
that the DLR nomogram obtained outstanding net benefits
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28 22 1634
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Figure 3: (e construction of the DLR nomogram.
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Figure 4: ROC curves for the DLR and HCR signatures for (a) training data and (b) validation data.
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over the other strategies: treat-all-patients and treat-none
strategies. A significant difference (p value <.05, log-rank
test) between prediction survival and nonsurvival groups
was found in KMS curves (Figure 7).

4. Discussion

Treatment planning can be further individualized via pre-
operative prediction of three-year survival. In previous
studies, handcrafted features were analyzed to predict sur-
vival rates. However, due to the limited feature extraction
ability, the prediction accuracy was not high enough. In
order to overcome such a limitation, this study investigated

DLR features in the survival prediction of patients with
esophageal cancer. Unlike the traditional handcrafted fea-
tures, clinical target-oriented DLR features can be auto-
matically learned from data [49].

Intratumor heterogeneity has been considered a po-
tential prognosis factor. (e DRL feature extraction can
robustly characterize the intratumor heterogeneity non-
invasively from the medical images [26]. (e experimental
results showed that the use of DLR features contributed to
the performance of the model, which is also supported by
recent studies that high-dimensional features can preserve
more detailed cancer information, making them more
sensitive when assessing survival status [24]. (erefore, by
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Figure 5: Calibration curves for the DLR nomogram for (a) training data and (b) validation data, where the x-axis and y-axis represent the
predicted and actual rates. (e solid red line is the performance of the DLR nomogram, and the dashed blue line is the ideal prediction.
Closer the solid red line is to the dashed blue line, more accurate the prediction of the model.
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Figure 6: DCA for the DLR nomogram in (a) training and (b) validation data. (e black and gray lines represent the hypothesis that all
patients die and that no patient dies within three years, respectively. (e red line represents the net benefit of the DLR nomogram.
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combining these DLR features, a DLR nomogram survival
prediction of esophageal cancer patients can allow more
proper treatment. (e experimental results showed that the
DLR nomogram outperforms the HCR model and the
clinical model.

(is study has several limitations, described as follows.
First, only 154 patients were available for a three-year follow-
up analysis. A larger amount of data is required to improve
the performance of the model. Second, all the patients were
collected to form a single-center, thereby limiting the
generalizability of the DLR model. A more diverse dataset is
required to validate the robustness and reproducibility of the
DLR model. (ird, our study did not consider genetic
markers. Multiple factors should be considered for more
personalized treatment, including biology, pathology, ge-
nomics [24, 26, 42–52], and imaging biomarkers [53]. In
addition, this study was limited to CT images despite the
essentiality of MIR images in surgical planning due to their
excellent resolution for soft tissues. (e focus should,
therefore, be given towards developing an additional model
combining CTand MRI image features. Finally, the primary
tumor volumes were manually delineated for feature ex-
traction. Even though the delineations are commonly used
with confirmation by another radiation oncologist in ra-
diotherapy planning, previous studies showed that semi-
automatic tumor segmentation could reduce interobserver
variability and therefore is more suitable for radiomics
studies [54].

5. Conclusions

(is study details the development of a noninvasive pre-
dictive model that combines deep learning-based radiomics
features, handcrafted features, and clinical factors to predict
survival rates within three years at diagnosis of esophageal

cancer. (e performance of the proposed DLR nomogram is
superior to the traditional radiomics model in terms of
Harrel’s concordance index and AUC. (e calibration
curves show the good prediction performance of the no-
mogram. (e nomogram-predicted Kaplan–Meier survival
(KMS) curves differed significantly from the nonsurvival
groups in the log-rank test (p value <0.05). (e proposed
model can present the basis for clinicians to make better
treatment decisions and personalized diagnoses. Future
works will include the model improvement based on larger
data and complementary clinical factors.
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Supplementary Materials

(I) HCR feature selection using the least absolute shrinkage
and selection operator (LASSO) logistic regression model.
Figure S1. HCR feature selection using the LASSO logistic
regression algorithm. (a)(e penalization coefficient λ in the
LASSO model was tuned by the binomial deviance
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Figure 7: KMS curves of the predicted survival and nonsurvival groups in (a) training and (b) validation data.
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minimization criteria. (e binomial deviance metrics (the y-
axis) were plotted against log(λ) (the bottom x-axis). (e top
x-axis indicates the number of predictors with the given
log(λ). Red dots indicate average binomial deviance for each
model at the given λ. Vertical bars through the red dots show
the upper and lower values of the binomial deviance. (e
vertical black lines represent the optimal λ, where the model
provides the best fit to the data. As a result, the optimal λ of
0.02373184 was selected. (b) LASSO coefficient profiles of
the 50 radiomics features. For the optimal λ, eighteen fea-
tures with nonzero coefficient were selected. (II) DLR feature
selection using the least absolute shrinkage and selection
operator (LASSO) logistic regression model. Figure S2. DLR
feature selection using the LASSO logistic regression algo-
rithm. (a)(e penalization coefficient λ in the LASSOmodel
was tuned by the binomial deviance minimization criteria.
As a result, the optimal λ of 0.0445107 was selected. (b)
LASSO coefficient profiles of the 50 radiomics features. For
the optimal λ, thirty three features with nonzero coefficient
were selected. (Supplementary Materials)
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In the intensive care unit, the monitored variables collected from sensors may have different behaviors among patients with
different clinical basic information. Giving prior information of the monitored variables based on their specific basic information
as soon as the patient is admitted will support the clinicians with better decisions during the surgery. Instead of black box models,
the explainable hidden Markov model is proposed, which can estimate the possible distribution parameters of the monitored
variables under different clinical basic information. A Student’s t-test or correlation test is conducted further to test whether the
parameters have a significant relationship with the basic variables. (e specific relationship is explored by using a conditional
inference tree, which is an explainable model giving deciding rules. Instead of point estimation, interval forecast is chosen as the
performance metrics including coverage rate and relative interval width, which provide more reliable results. By applying the
methods to an intensive care unit data set with more than 20 thousand patients, the model has good performance with an area
under the ROC Curve value of 0.75, which means the hidden states can generally be correctly labelled. (e significant test shows
that only a few combinations of the basic and monitored variables are not significant under the 0.01 significant level. (e tree
model based on different quantile intervals provides different coverage and width combination choices. A coverage rate around
0.8 is suggested, which has a relative interval width of 0.77.

1. Introduction

In the intensive care unit (ICU), patients suffer from com-
plications like sepsis and circulatory failure during surgery.
Such complications will incur serious conditions out of
medical control [1, 2]. Without fast and accurate disease
diagnosis, patients face a high death rate due to lack of proper
treatment. To improve the diagnosis efficiency, a prior in-
formation extraction method was developed in this research.
As soon as the patients are admitted into the ICU, their basic
clinical data can be checked from the medical information
system. By giving the prior probability calculated from the

basic clinical data, it can improve the posterior probability
either diagnosed by the surgeons or by models like Bayesian.

(e model developed during the training process in this
research utilizes the basic clinical data before the surgery and
the monitored data during the surgery. (e data include two
parts (1) the basic clinical data Bn,. for patient n including
variables such as sex, age, weight, and height.

Bn,· � Bn,1, Bn,2, . . . , Bn,k, . . . , (1)

where n � 1, 2, . . . , N and k � 1, 2, . . . , K. (2)(emonitored
data during the surgery for patient n, including variables
such as heart rate and cardiac output.
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2)

where An refers to the matrix for the nth individual con-
taining all variables at all times. As the time length for
patients differ, Tn is used to measure the time length for
patient n. Without any extra information, the data for pa-
tient n are Bn,·, An,·,· .

For diseases such as circulatory failure and sepsis during
surgery, there are typical methods to diagnose their onset.
For example, systemic inflammatory response syndrome
(SIRS) and sequential organ failure asses (SOFA) are
designed for sepsis detection.(ese are simple decision rules
by including criteria like that the temperature is higher than
38 or lower than 36. (ese criteria are the general diagnosis
standard when patients show obvious symptoms. In the
early diagnosis of neonatal sepsis, the semiquantitative PCT
test kit helps to exclude negative results [3]. Cheadle et al. [4]
have surveyed a number of host defense parameters that
pertain to an adequate immune response and developed an
outcome predictive score, which can identify patients within
hours of hospitalization who are at risk of subsequently
developing overt clinical infection and sepsis. For obser-
vations An,·,t at time t, a response can be given according to
the diagnosis standard as yn,t. Until now, the data for patient
n are Bn,·, An,·,·, yn,· .

(e current research for disease analysis by using the
abovementioned data can be divided into three aspects,
which are as follows:

(1) (e relationship analysis of basic clinical data B and
response variables such as survival rate. (e models
can be traditional biostatistics tests and machine
learning methods [5]. For example, Chicco and
Jurman [6] predict the survival rate of patients with
sepsis from age, sex, and septic episode number
alone.

(2) From the static aspect, the data A is regarded as a
static multivariate time series, which assumes the
data follow the same distribution without changing
with time, thus a stationary process. Methods such as
neural networks or ensemble learning technics such
as the random forest or AdaBoost are used in the
modeling process [7].

(3) From the dynamic aspect, the time series are
regarded as dynamic multivariate variables, thus a
nonstationary process [8]. Dynamic models are
designed by giving model updating or retraining
criteria. For example, Zhao et al. [9] use wavelet
transform and decision tree-based methods to do
interval forecasting for monitored data A. (e input
variables involved include A and sometimes B. For
example, Esteban et al. [10] predict clinical events by
combining static and dynamic information using
recurrent neural networks. (e data B is involved as

an input layer in the neural network, resulting in an
improvement in the performance. Bernhardt [11]
proposes a two-part regression model composed of
logistic regression and a truncated accelerated failure
time model, which helps to use all of the available
survival information. Instead of involving the data B

in the existing model, Lin et al. [12] built a separate
model to train B and combined it with the con-
volutional long short-term memory neural networks
trained for A. In addition to the data A and B,
pharmacy data are also used in the modeling process,
as demonstrated by Hyland et al. [13].

Current research mainly concentrate on one specific
disease with two states being safe or onset. But the reality is
that multiple states may occur during the surgery process.
Prediction of one specific state may reduce the data infor-
mation utility and ignoring other states may bring more
uncertainty to the health condition of the patients. In ad-
dition, the criteria of disease onset detection like SIRS may
not cover all possible hidden conditions. (e states can be
regarded as hidden states that are not seen or cannot be
measured directly while the monitored variables like A or
basic information B are not hidden. One of the main hidden
states model is the hidden Markov model. Christopher et al.
give the initial probability distribution calculationmethod of
the multi-Markov model for such data. (eir following
research can be seen fromChristopher, Ieva et al. [14]. In this
case, hidden state models are proposed in this research to
label the state for each observation of each patient.

(e distribution of data A is rarely studied among the
researches, as most of the methods are nonparametric
methods which have no parameter assumptions like some of
the machine learning methods. But if the distributions can
be estimated, the correlation of the basic clinical data B and
the distributions of different state labels can be established.
In that case, by giving the prior information of B, the cli-
nicians can have the estimated posterior distribution of A of
different disease states. For example, if females have an
average higher heart rate than males, a heart rate value
normal for females may be alerted for males. If the heart rate
is not distinguished by sex, male patients may be delayed in
medical treatment. So, in this research, the distributions of
monitored data A are studied under different states’ labels.
(e correlation between distribution parameters and basic
clinical data is tested to distinguish their differences among
different basic information.

(e innovative aspects in this paper include the fol-
lowing: (1) the multivariable hidden Markov model is se-
lected to discover the hidden states that may not be
measured by the general standard rules. (2) (e variables’
distribution of A labelled with different states is estimated by
the hidden Markov model under the Gaussian assumption.
(3)(e variables’ distributions are compared under different
prior basic clinic conditions to give a posterior information
for clinical decision.

We introduce our basic model in Section 2, and apply it
to the real data in Section 3. Some concluding comments
appear in Section 4. All calculations were carried out using R
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Core Team [15]; “depmmixS4” [16] was used for the hidden
Markov model and “ctree” by Hothorn et al. [17] for the
Ctree.

2. Methods

(e hidden Markov model (HMM) origins from the re-
search [18] for discrete observations and is further developed
for time series; detailed study was carried out in [19]. (e
HMM has observations which are observable, such as the
monitored variable heart rate which can be collected by
sensors. (e observations are generated by the

corresponding states which are not observable, like the status
of the patient as sick or healthy, as circulatory failure or
normal. (e HMM has three typical questions: likelihood,
decoding, and learning. What is used in this research are
decoding and learning, which are finding the most likely
hidden status and learning the parameters of the model.

If the distribution of the observations are assumed to be
Gaussian distribution, for patient n andmonitored variable k

at status s, by giving the parameters of initial distribution as
πs, Gaussian distribution as μn,·,s, Σn,·,s, the conditional joint
distribution is

f An,·,·, yn,·|πs, μn,k,s, σn,k,s  � 

Tn

t�1


K

k�1

πI yn,t�s( )
s N An,k,t|μn,·,s,Σn,·,s 

I yn,t�s( )
, (3)

where I(yn,t � s) is the indicator variable showing whether
the status of patient n at time t is s or not. If the variables are

further assumed to be independent mutually, then the
distribution is

f An,·,·, yn,·|πs, μn,k,s, σn,k,s  � 

Tn

t�1


K

k�1

πI yn,t�s( )
s 

K

k�1
N An,k,t|μn,k,s, σn,k,s 

⎧⎨

⎩

⎫⎬

⎭

I yn,t�s( )

. (4)

By using the Baum–Welch algorithm (expectation
maximization algorithm) and assuming the initial distri-
bution is equally distributed, the Gaussian distribution
parameters can be estimated for patient n, variable k, and
state s as follows:

μn,k,s, σn,k,s . (5)

By applying the forward-backward algorithm, the best
hidden states yn,t and its corresponding probability p(yn,t �

s) can be estimated.
Since the hidden states are discrete, the metric AUC

(area under the ROC curve) is chosen to measure the
similarity between the real and estimated hidden states. A
ROC curve (receiver operating characteristic curve) is a
graph showing the performance of a classification model at
all classification thresholds. AUC provides an aggregate
measure of performance across all possible classification
thresholds, which ranges in value from 0 to 1. A model
whose predictions are 100 % wrong has an AUC of 0.0; one
whose predictions are 100 % correct has an AUC of 1.0,
while random guessing has an AUC of 0.5.

If the AUC results are acceptable, the estimated pa-
rameters μn,k,s, σn,k,s  can be reliable. After that, the pa-
rameters are compared under different basic clinical data B.
For example, the data μ·,k,s of variable k and state s are
compared under different sex to test whether it has sig-
nificant difference between female and male patients. (e
comparing methods include Student’s t-test for discrete

variables such as sex and the correlation test for continuous
variables such as age, weight, and height. If the test shows
significant results, the model decision tree is further con-
ducted to find how the basic clinical variable influences the
monitored variables’ distribution, namely, the estimated
parameters.

(e model decision tree is a model of tree-like decision
rules, which splits the sample space into subspaces by
choosing the best split each time. Specifically, the model
used in this research is a conditional inference tree (Ctree
[17]). Ctree estimates a regression relationship by binary
recursive partitioning in a conditional inference frame-
work. (e predictor variable, like the clinical basic vari-
ables, with the lowest p value is selected for splitting the
response variable, for example, μ·,k,s of variable k and state
s. (e p value belongs to a split criterion which can be
Spearman’s correlation test, the Wilcox-
on–Mann–Whitney test, the Kruskal–Wallis test, per-
mutation tests, and so on. (e stoping criteria are not
constrained to the p value, but also include the max tree
depth allowance. For example, a max tree depth of 5 means
the tree can be no bigger than 5 in depth. Other stopping
criteria may also be applied. A regression tree is formed by
iteratively splitting nodes so as to maximize the decreased
p value at each step.

For each observation, it will be split into one single
terminal node. (e observations in the same terminal node
can be regarded as a set. By ranging the Y values in that set,
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the quantile values can be selected as the forecast interval.
For example, an 80 % interval has an upper value of 0.9
quantiles and a lower value of 0.1 quantiles. (e width of the
quantile interval is further standard adjusted to remove the
influence of the different variable units by dividing their 0.9
quantile difference of the variable.

Relative interval width �
original interval width

0.95 quantile − 0.05 quantile
. (6)

(e coverage of the interval is as follows:

coverage rate �
number of observations in the interval

total number of observations
. (7)

A wider interval has a high coverage when a new ob-
servation comes into the same terminal node, but at the cost
of a higher width. An interval with good coverage and
suitable width is suggested.

3. Real Data Analysis and Results

In the real data analysis, the circulatory failure data from
Hyland et al. [13] are used. After deleting patients who have
missing values, the data contains 22290 patients. (e data
include monitored variables A such as heart rate, systolic
blood pressure (BP), diastolic BP, mean arterial pressure
(MAP), and basic clinical data B such as sex, age, weight,
height, and body mass index (BMI). Sepsis is a systemic
inflammatory response syndrome caused by the invasion of

pathogenic microorganisms such as bacteria into the body.
Associated dysregulation of the inflammatory response has
been thought to be directly associated with cardiomyocyte
dysfunction. And heart rate reflects the frequency with
which cardiomyocytes move. Systolic BP, diastolic BP, and
MAP are related to blood volume, elasticity and tension of
blood vessel walls, and cardiac output. (ey can all reflect
well the ability of cardiomyocytes and can serve as an in-
dicator of sepsis. For the state variable y, it is labelled
generally according to the rule from [13]: yn,t is labelled as
circulatory failure if MAP is ≤ 65mmHg or (not exclusive)
vasoactive/inotropic drugs are present and lactate is bigger
than 2mmol l− 1. Under the other circumstances, yn,t is
labelled as safe.

For the data An,·,· of patient n, we train them with the
model HMM under the Gaussian distribution assumption.
(e estimated states and the estimated parameters for the
variable heart rate of one patient example are shown in
Figure 1.

yn,t � f An,·,· . (8)

One thing that needs to be noticed is that the hidden
state of not being safe is not constrained to circulatory failure
but may also include others. (e reason yn,t is labelled as
circulatory failure is because circulatory failure is the main
disease during the process. If it can be correctly labelled, the
HMM results can be reliable. After the HMMprocessing, the
AUC value is calculated for patients who havemultiple states
in yn,. (e patients with only circulatory failure or safe state,
namely, yn, with only one label, are not involved in the AUC
measurement. After that, the number of patients is 10406.
(e histogram of the results is shown in Figure 2.

(e result shows that, the HMM model can efficiently
recognize the patterns of the data, thus most of the states are
labelled with the right tag. Since the AUC results are ac-
ceptable, the estimated parameters μn,k,s, σn,k,s  can be re-
liable. After that, the t-test or correlation test is conducted to
test whether the estimated μn,·,s, Σn,·,s have significant dif-
ference among different basic clinical settings. (e results
are shown in Table 1.

(e results show that most of the parameters have a
significant correlation with the clinical basic variables.
By giving the clinical basic information, the parameters
can have their values estimated, which can be regarded as
the prior values for the monitored variables. Instead of
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Figure 1:(e hidden Markov model (HMM) result for one patient
with multiple states. In the first figure, the HMM estimated red
(below the black line) points are generally consistent with the black
points (above the red line). Its corresponding AUC value is 0.8962.
In the second figure, the right red Gaussian curve has the pa-
rameters μ � 95.675 and σ � 10.027, and the left black curve has the
parameters μ � 87.123 and σ � 8.918. (e observations of state
circulatory failure have a relatively lower μ.
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Figure 2:(e area under the ROC curve (AUC) results for patients
with multiple states. (e AUC value of 0.5 means the model has a
performance of random guessing. A value higher than that means
the model has better performance.
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point estimation, interval estimation is suggested to give
more reliable support for clinicians. (e model Ctree is
applied, with the threshold chosen as 0.1 and the tree max
depth as 5, which balances the performance and com-
plexity of the model. For example, when the forecast
interval is set as 84 %, the coverage rate and relative
width across the 32 monitored variables are shown in
Figure 3.

Since the correlation significant results differ across the
monitored variables, the coverage rate and relative interval
width have different performances. But the results are rel-
atively acceptable as they are generally around 0.84, the
preset forecast interval.

When the forecast interval changes, the averaged cov-
erage rate and averaged relative interval width can be es-
timated. (e results are shown in Figure 4. It can be shown
that when the interval width increases, the coverage rate also
increases, but at a decreasing speed. An increase of 0.1 may
cost the width of 0.5 when coverage has reached 0.8. A result
of around 0.8 is proposed, which has relatively high coverage
but not that wider width. It should be noted that this study
involves one disease, sepsis, but includes different stages of
sepsis and has a large sample size to support the data, so the
model is stable and can be generalized.

4. Conclusion

In order to calculate the prior distribution parameters of the
monitored variables of different hidden states, this research
gives a method by using the explainable HMM and Ctree
models.(eHMMfinds themost possible hidden states, and
the estimated states are compared with the true circulatory
failure states, which results in an AUC of 0.75 in the real data
analysis. (us, the distribution parameters of the monitored
variables learned by the HMM can be reliable. (e t-test or
correlation test is applied to test the significant relationship
between the basic clinical variable and the distribution
parameters of the monitored variables. Results show that
most relationships are significant, which means the distri-
bution of the monitored variables truly has some kind of
dependence on the clinical basic information. To further
explore the specific relationship, the model Ctree is con-
ducted. Instead of point estimation, interval forecast is
applied, along with the coverage rate and relative interval
width as the performance metrics. Results show that, with a
wider width, the coverage increases. But the increase decays
when the coverage reaches a high level. A good coverage of
0.8 with a suitable width is suggested.

In further research, in terms of the method, the pa-
rameters of the monitored variables can be assumed to
follow different distributions without being constrained to
follow a Gaussian distribution. (is can help extend the
method for more general conditions. In terms of the variable

Table 1: (e p value of the t-test or correlation test.

Variable Heart rate Systolic BP (invasive) Diastolic BP (invasive) MAP
Parameter μ σ μ σ μ σ μ σ
State 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
Sex 0.028 0.026 0.000 0.000 0.027 0.047 0.132 0.604 0.152 0.463 0.446 0.051 0.000 0.000 0.024 0.001
Age 0.000 0.000 0.000 0.000 0.309 0.365 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000
Weight 0.113 0.163 0.000 0.000 0.029 0.025 0.000 0.001 0.000 0.001 0.000 0.008 0.023 0.014 0.022 0.325
Height 0.000 0.000 0.002 0.000 0.010 0.002 0.481 0.362 0.000 0.000 0.052 0.483 0.372 0.183 0.111 0.000
BMI 0.000 0.000 0.000 0.000 0.487 0.788 0.000 0.000 0.097 0.006 0.000 0.006 0.000 0.000 0.000 0.014
Variable Cardiac output SpO2 INR Serum glucose
Parameter μ σ μ σ μ σ μ σ
State 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2
Sex 0.000 0.000 0.000 0.000 0.001 0.000 0.610 0.895 0.667 0.434 0.531 0.130 0.014 0.000 0.000 0.000
Age 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Weight 0.000 0.000 0.000 0.000 0.000 0.000 0.462 0.814 0.425 0.754 0.168 0.004 0.000 0.000 0.004 0.037
Height 0.000 0.000 0.000 0.000 0.019 0.001 0.863 0.999 0.218 0.097 0.195 0.007 0.000 0.014 0.000 0.000
BMI 0.000 0.000 0.000 0.000 0.000 0.000 0.312 0.783 0.585 0.552 0.280 0.066 0.000 0.000 0.000 0.000
BP: blood pressure MAP: mean arterial pressure BMI: body mass index INR: international normalized ratio.
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Figure 3: (e coverage rate and relative interval width of the 32
monitored variables under the 84% forecast interval. (e averaged
relative interval width is 0.77, and the averaged coverage rate is 0.81.
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Figure 4: (e averaged coverage rate and relative interval width of
the 32 monitored variables under different forecast intervals.
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relationship exploration part, the relationship test can be
applied to a mixture of variables instead of one at a time.(is
helps explore more potential relationships among different
variables. In the interval forecast method, point estimation
can be conducted by including other input variables so as to
get a good performance. In terms of sepsis, as it is a threat to
the public health with high morbidity and mortality, further
research can be extended from diagnosis assistance to also
include prevention and treatment support. More machine
learning methods can be developed to solve the potential
problems incurred by the rapid development of medical
technology.

(e results of the research can not only be used for
clinician support but also provide prior distribution for the
models of state prediction during the monitoring process.
(is can improve the prediction accuracy at the beginning of
the prediction process. If further pharmacy information is
added, the research can also be used for exploring the in-
fluence of clinical basic information in the usage of drugs.
Suitable and timely drug dosage provides the possibility of
precision medicine. By combining machine learning tech-
nologies with medical demand, medical problems can be
solved more automatically by modern algorithms, and less
human resources are required.(emethod developed in this
research can be also applied in other areas such as financial
and economical areas, environmental regulation, and so on.
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(e source codes in the methods are available from the
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Objective.*e objective of the study is to develop a nomogram for estimating three- and five-year survival rates in mucinous breast
cancer patients. Methods. Between 2010 and 2016, the National Cancer Institute’s Surveillance, Epidemiology, and End Results
(SEER) were searched as a data source for patients associated with mucinous breast cancer (MBC). A total of 3964 patients were
recruited after screening.*emultivariate Coxmodel and the univariate Kaplan-Meier (KM) approach were employed to evaluate
the independent prognostic markers, followed by developing a nomogram for estimating three- and five-year survival rates in
MBC patients. Consequently, the consistency index (C-index) was employed to assess the predictive accuracy of the generated
nomogram. Results. Age, race, T stage, M stage, surgery, and radiotherapy were all independent predictive biomarkers for the
MBC patients (P< 0.05).*e nomogramwas finally developed based on the underlined factors. Furthermore, the C-index of 0.803
and reliable calibration curves were obtained in the nomogram’s assessment. Conclusions. In patients with mucinous breast
cancer, the proposed nomogram provides a viable tool for accurate prognostic prediction. In clinical practice, it could serve as a
personalized diagnosis tool, estimate prognosis, and help in suggesting treatment plans for patients with MBC.

1. Introduction

Mucinous breast cancer (MBC) is a rare and unusual type of
breast cancer that manifests itself primarily by a huge
percentage of extracellular mucins [1, 2]. It accounts for
around 1%–6% of all primary breast cancers. MBC is more
frequent in postmenopausal women and has a better survival
[3]. MBC was shown to have elevated hormone receptor
expression and decreased human epidermal growth factor
receptor 2 expressions in prior research [4–6]. Because of the
low incidence of MBC, it has different clinical, histopath-
ological, and biological characteristics from common breast
cancers in general [7], and there is a lack of reports of large
sample studies on MBC, which predisposes to undertreat-
ment or overtreatment. *e prognosis of MBC is influenced
by many factors at the same time. It is difficult to predict the
actual situation of patients by one or several prognostic

factors alone. *e lack of a particular prognosis evaluation
system for MBC has resulted in a uniform treatment for
MBC, without any consideration of individual patient needs.

Nomograms have been developed as the new standard
for predicting the occurrence and prognosis of certain
cancers, and most cancer types have established prognostic
nomograms [8, 9]. Such nomograms are considered a re-
liable tool that can help clinicians make accurate individ-
ualized predictions [10]. However, no satisfactory
nomogram has yet been developed to predict survival in
MBC. To solve the problem, this study attempts to establish a
new nomogram-based prediction model for MBC that in-
corporates more than one clinical parameter in an attempt to
individualize the estimation of prognosis for patients. It
involves retrospective analysis of the data of MBC from 2010
to 2016 in the SEER database, screening independent
prognostic factors, and, subsequently, constructing a
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nomogram prognostic model to provide a reference for
clinicians to assess patient prognosis and develop individ-
ualized treatment plans.

2. Material and Methods

2.1. Source of Data. *e data for the current study were
attained from the SEER database of the US National Cancer
Institute (NCI), and the data were obtained by SEER Stat
8.3.8 software.

2.2. Patient Inclusion and Information Extraction

2.2.1. Patient Inclusion and Exclusion Criteria. *e data of
MBC patients in the SEER database from 2010 to 2016 were
collected. Inclusion criteria were as follows: (1) ICD-O-3Hist/
behave, malignant� “8480/3: mucinous adenocarcinoma”;
(2) patients newly diagnosed with MBC; (3) patients with
breast cancer as the only primary tumor; (4) patients with
complete general clinicopathological information; (5) pa-
tients with complete follow-up (follow-up up to December 31,
2016). *e exclusion criteria were given as follows: (1) male
MBC patients; (2) confirmed patients of postmortem ex-
amination and death report; (3) patients with missing in-
formation and survival time less than 1month (Figure 1).

2.2.2. Information Extraction. Extract the patient’s age, race,
marital status, tumor location (left breast, right breast),
histological grade, TNM stage (7th edition AJCC-TNM
staging system), ER status, PR status, HER-2 status, surgery,
radiotherapy, chemotherapy, survival data, and other
information.

2.3. Statistical Methods. Patients were randomly split into
modeling and validation groups using R software. First,
univariate analysis was conducted to evaluate the factors
affecting the survival prognosis of patients in the modeling
group, and variables that showed statistical significance on
univariate analysis were also involved in the multivariate
Cox proportional hazards regression (CPHR) model to
determine the final independent prognostic factors, the
effect of independent prognostic factors on the survival rate
of MBC patients was shown by the KM method, and then,
the nomogram was constructed using R software, and the
consistency index was calculated, and the correction curve
was drawn. *e Bootstrap method was used to conduct
internal and external validation for the modeling group and
the validation group, respectively. In the calibration curve,
the closer the curve is to the ideal 45° reference line, the
closer the predicted value is to the actual observed value. R
software (version 4.0.2) (http://www.r-project.org/) was
employed to conduct the statistical evaluations.

3. Results

3.1. Clinicopathological Features of Included Patients.
From 2010 to 2016, the SEER database yielded 3,964 eligible
femaleMBC patients (2,776 in themodeling group and 1,188

in the validation group). It summarizes the sociodemo-
graphic and clinicopathological features of the two groups in
Table 1.*e 3,964 patients were followed up for a period of 1
to 83 months, with a mean follow-up of 39months. Ap-
proximately three-quarters of patients were white (n� 2,992,
75.4%), more than one-half were Grade I (n� 2,354, 59.3%),
andmore than 90%were N0, M0, ER (+), PR (+), HER-2 (−).
Other clinicopathological features are shown in Table 1.

3.2. Analysis of Influencing Factors of Survival Prognosis

3.2.1. Univariate Analysis Results. Univariate analysis of the
survival of 2,776 MBC patients in the modeling group
revealed that the 3- and 5-year survival rates of patients were
linked to their age, ethnicity, marital status, T stage, N stage,
M stage, surgery, radiotherapy, and chemotherapy (P< 0.05)
but not to histological grade, lesion location, PR status, ER
status, or HER-2 status (P> 0.05), as indicated in Table 2.

3.2.2. Results of Multivariate CPHR Analysis. Table 2 shows
the results of multivariate CPHR analysis, which were based
on the findings of univariate analysis. In this study, age,
ethnicity, Tstage, M stage, surgery, and radiotherapy were all
found to be independent risk factors for MBC patients’
prognosis (P< 0.05).*e KM curve was used to demonstrate
the impact of independent prognostic factors on MBC
patient survival rates, as indicated in Figures 2(a)–2(f). In

The patients were diagnosed with
MBC from 2010 to 2016, with

breast cancer as the only
primary tumor

N = 5891

Excluding patients with
diagnosis of MBC on

autopsy and death certificate
N = 2

Excluding patients with
male MBC

N = 22

Excluding patients with
unknown variables and
survival time < 1 month

The patients were diagnosed with
MBC by pathology

N = 5889

The patients with female
MBC

N = 5867

The patients in the study
N = 3964

Figure 1: Flow chart of patient screening in SEER database.
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each of the graphical representations, the horizontal axis (x-
axis) represents time in months, and the vertical axis (y-axis)
shows the probability of survival or the proportion of
people surviving. A vertical drop in the curves indicates an
event.

3.3.6eDevelopment of a Nomogram to AssessMBC Patients’
3- and 5-Year Overall Survival (OS) Rates. Age, ethnicity, T
stage, M stage, radiation, and surgery were among the
statistically significant prognostic factors in the multivariate
CPHR model. A nomogram was constructed using R soft-
ware. *e predictive nomogram for the 3- and 5-year OS
rates of MBC patients is shown in Figure 3.*e nomogram is
used by totaling the points identified on the top scale for
each independent covariate. *e score of each item of an
individual can be obtained by projecting each clinicopath-
ologic feature upwards to the score, and the total score is
obtained by adding the scores of each item. *ere is a total
points line at the bottom of the nomogram. *e total points
projected to the bottom scale indicate the % probability of 3-,
5-year overall survival (OS).

*e higher the total score, the worse the survival
prognosis. *e nomogram in Figure 3 shows that age at
diagnosis is the greatest contributor to the prognosis, fol-
lowed, respectively, by M stage, TNM stage, ethnicity,
surgery status, and radiotherapy status. *e nomogram
shows that the use of radiotherapy is beneficial for patients
with MBC.

3.4.VerificationofNomograms. We established a nomogram
model integrating independent predictors of OS (e.g., age,
tumor site, tumor size, tumor extension, and radiotherapy)
to provide a visual statistical predictive tool for the survival
of patients with MGCTB. We established a nomogram
model integrating independent predictors of OS (e.g., age,
tumor site, tumor size, tumor extension, and radiotherapy)
to provide a visual statistical predictive tool for the survival
of patients with MGCTB. We established a nomogram
model integrating independent predictors of OS (e.g., age,
tumor site, tumor size, tumor extension, and radiotherapy)
to provide a visual statistical predictive tool for the survival
of patients with MGCTB. We established a monogram
model integrating independent predictors of OS (age, eth-
nicity, T stage, M stage, radiotherapy, and surgery) to
provide a visual statistical predictive tool for the survival of
patients with MBC. A calibration curve of the nomograph
was drawn to evaluate the consistency between the observed
and estimated survivals. *e C-index calculated by R soft-
ware was 0.803 (95% CI: 0.772–0.834) for the modeling
group and 0.817 (95% CI: 0.768–0.866) for the validation
group, suggesting that both had good predictive values and
good discriminative ability. *e bootstrap method was used
for internal verification and external verification of nomo-
gram. *e self-sampling number B� 1,000. Figure 4 shows
the calibration plots of the nomogram for predicting the
probability of OS at 3 and 5 years. *e calibration curves of
3- and 5-year survival rates in the modeling group and
validation group were close to the ideal 45° reference line
(Figure 4), suggesting that there was good consistency be-
tween the predicted value and the actual 3 and 5 years OS.
*us, the monogram has been internally and externally
verified for both the modeling and validation group, re-
spectively, showing good accuracy and clinical applicability.
It can effectively predict OS in MBC patients, which may

Table 1: Clinicopathological features of patients in modeling and
validation group (case (%)).

Clinicopathological
characteristics

Modeling
group

(n� 2776)

Validation
group

(n� 1188)
Age

18–39 116 4.1 44 3.7
40–59 772 27.8 326 27.4
60–79 1448 52.1 605 50.9
≥80 440 15.8 213 17.9

Ethnicity
White 2087 75.1 905 76.1
Black 343 12.3 144 12.1
Others 346 12.4 139 11.7

Marital status
Married 1418 51.0 608 51.1
Unmarried 1358 48.9 580 48.8

Lesion location
Left 1435 51.6 616 51.8
Right 1341 48.4 572 48.1

Histological grading
I 1644 59.2 710 59.7
II 1030 37.1 428 36.0
III 100 3, 6 49 4.1
IV 2 0.1 1 0.1

T Stage
T1 1776 63.9 795 66.9
T2 798 28.7 322 27.1
T3 153 5.5 56 4.7
T4 49 1.7 15 1.2

N Stage
N0 2506 90.2 1068 89.8
N1 216 7.7 101 8.5
N2 32 1.1 16 1.3
N3 22 0.7 3 0.2

M Stage
M0 2741 98.7 1174 98.8
M1 35 1.2 14 1.1

ER expression
Negative 36 1.2 10 0.8
Positive 2740 98.7 1178 99.1

PR expression
Negative 213 7.6 104 8.7
Positive 2563 92.3 1084 91.2

HER-2 expression
Negative 2614 94.1 1131 95.2
Positive 162 5.8 57 4.7

Surgery
Yes 2667 96.0 1150 96.8
None 109 3.9 38 3.1

Radiotherapy
Yes 1419 51.1 624 52.5
None 1357 48.8 564 47.4

Chemotherapy
Yes 381 13.7 157 13.2
None 2395 86.2 1031 86.7
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help clinicians personalize prognostic assessments and
clinical decisions.

4. Discussions

MBC is a kind of breast cancer that is quite uncommon. It
affects 1%–6% of all initial breast tumors. [1, 11] Relative to

other kinds of breast cancer, MBC has a few distinct clinical
characteristics. MBC is more common in postmenopausal
and elderly women and has a satisfactory rate of survival.
*e positive rates of estrogen and progesterone receptors in
MBC are substantial and demonstrate greater differentiation
and a decreased rate of lymph node metastasis [6, 12, 13].
*e underlined data showed consistency with the findings of

Table 2: Results of univariate and multivariate analysis affecting the survival prognosis of 2776 patients in the modeling group.

Clinical pathology characteristics
Univariate analysis Multivariate analysis

Hr value 95% confidence interval P Value HR value 95% confidence interval P Value
Age

18–39 1 1
40–59 0.92 0.32–2.66 0.892 0.75 0.26 to 2.19 0.604
60–79 1.73 0.63–4.71 0.285 1.61 0.57–4.52 0.368
≥80 7.67 2.83–20.81 <0.001 5.34 1.89–15.08 0.002

Ethnicity
White 1 1
Black 1.07 0.73 to 1.57 0.725 1.17 0.79–1.74 0.434
Others 0.39 0.22–0.70 0.001 0.48 0.26 to 0.87 0.015

Marital status
Married 1 1
Unmarried 2.10 1.60–2.77 <0.001 1.22 0.91 to 1.64 0.184

Lesion location
Left 1 1
Right 1.14 0.88–1.48 0.311 1.88 0.91 to 1.55 0.205

Histological grading
I 1 1
II 1.09 0.83–1.44 0.522 1.00 0.76–1.33 0.978
III 1.62 0.90–2.93 0.110 1.98 0.63–2.28 0.584
IV 4.79 0.67–34.29 0.119 2.29 0.30–17.59 0.427

T Stage
T1 1 1
T2 1.93 1.45–2.57 <0.001 1.69 1.25–2.30 <0.001
T3 2.53 1.58–4.04 <0.001 1.77 1.05–2.97 0.031
T4 9.72 5.88–16.07 <0.001 3.54 1.86–6.73 <0.001

N Stage
N0 1 1
N1 1.60 1.06–2.41 0.025 1.37 0.88–2.15 0.168
N2 2.13 0.87–5.18 0.095 2.16 0.84–5.56 0.111
N3 3.71 1.52–9.02 0.039 0.35 0.12–1.07 0.066

M Stage
M0 1 1
M1 12.10 7.69–19.05 <0.001 7.22 3.98–13.12 <0.001

ER expression
Negative 1 1
Positive 0.72 0.27–1.93 0.514 0.70 0.23–2.11 0.529

PR expression
Negative 1 1
Positive 0.68 0.45–1.02 0.065 0.77 0.49 to 1.21 0.257

HER-2 expression
Negative 1 1
Positive 0.56 0.28–1.23 0.105 1.02 0.48–2.19 0.956

Surgery
Yes 1 1
None 6.69 4.59–9.76 <0.001 1.96 1.22–3.13 0.005

Radiotherapy
Yes 1 1
None 2.86 2.15–3.82 <0.001 1.86 1.37–2.51 <0.001

Chemotherapy
Yes 1 1
None 1.79 1.12–2.86 0.015 1.41 0.78–2.55 0.250
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this study. Because of its rarity in the clinic, most studies on
MBC have small sample sizes, relatively short follow-up
times, and insufficient evidence on the clinical influencing
factors and survival of MBC patients. Currently, data from
invasive ductal carcinoma are used to generate guideline

recommendations for both local and systemic adjuvant
treatment of MBC, and the accuracy of survival prognostic
information is influenced by physician experience, so a more
accurate survival prediction model is lacking. In this study,
an objective nomogram was constructed based on the SEER

100

80

60

40

20

0
0 20 40

Time (Month)

Su
rv

iv
al

 ra
te

 (%
)

60 80 100

18–39
40–59

60–79
≥ 80

(a)

White
Black
Others

100

80

60

40

20

0
0 20 40

Time (Month)

Su
rv

iv
al

 ra
te

 (%
)

60 80 100

(b)

T1
T2

T3
T4

100

80

60

40

20

0
0 20 40

Time (Month)

Su
rv

iv
al

 ra
te

 (%
)

60 80 100

(c)

M0
M1

100

80

60

40

20

0
0 20 40

Time (Month)

Su
rv

iv
al

 ra
te

 (%
)

60 80 100

(d)

Surgical
Not Surgical (Unknown)

100

80

60

40

20

0
0 20 40

Time (Month)

Su
rv

iv
al

 ra
te

 (%
)

60 80 100

(e)

Radiotherapy
No Radiotherapy/Unknown

100

80

60

40

20

0
0 20 40

Time (Month)

Su
rv

iv
al

 ra
te

 (%
)

60 80 100

(f )

Figure 2: Kaplan-Meier curve of the effect of each independent risk factor on the prognosis of MBC. (a) Age; (b) ethnicity; (c) Tstage; (d) M
stage; (e) with or without surgery; (f ) with or without radiotherapy.
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database to make a more accurate estimate of the 3- and 5-
year survival rates of patients suffering from MBC, which
improved the rationality of both doctors and patients
for disease management and was important for clinical
decision-making.

In this study, we analyzed multiple possible prognostic
factors in MBC patients, and the results showed that age,
ethnicity, Tstage, M stage, surgery, and radiotherapy were all
independent factors for patient survival prognosis. In our
study, 68.1% of patients were over 60 years of age, and the
prognosis was best for people aged 40–59 years, and previous
studies have shown that MBC is common in older patients,
and its incidence generally peaks after menopause [6, 14].
Patients with MBC had high ER or PR positivity (98.8% and
92.0% of ER and PR positivity, accordingly), low histological
score (59.3% Grade I), and less lymph node metastasis
(90.1% without lymph node metastasis). *e findings of this
study were consistent with the findings of previous research
[2, 5, 15–17], which demonstrated that MBC patients had a
substantial chance of surviving.

*e predictive importance of tumor size inMBC patients
is a point of contention. Patients with tumors greater than
2 cm were previously advised to take adjuvant chemother-
apy, according to NCCN recommendations. However, the

recommendations have been modified so that only lymph
node involvement is considered chemotherapeutic, re-
gardless of the T stage. While tumor size has been linked to
the diagnosis of less aggressive tumors, its predictive value
has been questioned due to the inclusion of extensive ex-
tracellular mucins in tumor size measurement [18]. As a
result, tumor size measurements may not accurately reflect
actual tumor size, making tumor size prediction problematic
[19]. Furthermore, lymph node involvement was found to be
unrelated to tumor size in one investigation [20]. T3 and T4
tumors had a worse prognosis than T1 and T2 tumors in our
study, according to the nomogram. As a result, a tumor with
a diameter of more than 5 cm may be associated with a bad
prognosis.

At present, the treatment modalities for MBC patients
are mainly surgery, chemotherapy, radiotherapy, and en-
docrine therapy. *e choice of surgical approach also has a
considerable influence on the subsequent treatment options
of patients and the survival prognosis of patients. In this
study, 3,817 patients (96.2%) received surgical treatment,
and the nomogram showed that the prognosis of patients
who received surgical treatment was better than that of
patients who did not receive surgery. It has been shown that
patients treated with breast-conserving surgery in stage T1-2
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Figure 4: Calibration curve of the nomogram for predicting the probability of OS at 3 and 5 years. (a, b) modeling group; (c, d) validation
group.
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MBC have a better prognosis than those who undergo
mastectomy, particularly in patients aged 50–79 years; [21]
however, this study did not compare the specific modalities
of surgery, and in the subsequent study, we will consider this
aspect of the influencing factors. As a considerable adjuvant
therapy, radiotherapy is commonly used in patients with
high-risk factors post breast-conserving therapy or mas-
tectomy for breast cancer [22]. However, there is a lack of
clarity regarding the clinical value of radiotherapy in MBC.
In the current study, a total of 2,043 (51.5%) patients re-
ceived radiotherapy and 1,921 (48.4%) did not. *e no-
mogram shows that the use of radiotherapy is beneficial for
patients with MBC. It has been reported in the literature that
[23, 24] the reason for the low efficacy of chemotherapy is
that mucus accounts for most of the total volume in MBC
cells, forming a large pool of mucin, resulting in inconsis-
tency between clinical or imaging assessment of chemo-
therapy efficacy and mucinous carcinoma pathology.
Despite the effective elimination of malignant cells by
chemotherapy, the mucin pool remains [25].

However, this study has several limitations. First, im-
portant details such as treatment information (e.g., radiation
dose, chemotherapy dose, targeted therapy, endocrine
therapy, or immunotherapy) are missing in the SEER da-
tabase because most patients with MBC are hormone re-
ceptor-positive. Patients who complete local therapy are
likely to receive standard endocrine therapy, and the SEER
database cannot provide data on endocrine therapy and is
difficult to guide physicians in the treatment of patients of
the same category. Second, the lack of information in the
SEER database may affect the data of the CPHRmodel (such
as Ki-67, tumor markers, and other related factors), and
these important variables should be considered in future
studies. Finally, the database does not perform specific
pathological classification of MBC, such as pure mucinous
breast carcinoma (PMBC) as well as mixed mucinous breast
carcinoma (MMBC) [26], because MBC of different path-
ological types may have different prognoses. *e nomo-
grams in this study were internally and externally validated
for the population of the SEER database. It is validated in the
same population, and the validation of model performance
can be biased. Hence, other multicenter data are needed for
external validation to further test the predictive effect of
nomograms.

5. Conclusion

Routine clinical data obtained from the SEER database were
used to develop a useful clinical nomogram that could help
clinicians treat MBC in their daily practice. *e nomogram
incorporates various clinicopathological indicators and can
render great help in clinical decision-making thereby en-
abling individualized therapy and management of MCB
patients.

*e future directions of this work will potentially involve
a larger sample size, including more related factors to further
screen the independent influencing factors of the prognosis
of MBC patients. In addition, we plan to carry out a mul-
ticenter prospective randomized controlled study to verify

its predictive effect, improve the nomogram prognostic
model, and provide a reference for the evaluation of the
prognosis of MBC patients as well as the selection of per-
sonalized treatment plan.
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Objective. To investigate the clinical efficacy and possible mechanism of electroacupuncture in the treatment of premature
ejaculation. Methods. 50 cases of premature ejaculation patients who met the diagnostic criteria were randomly divided into 2
groups with 25 cases in each group.,e observation group was treated with electroacupuncture, and the control group was treated
with Longdan Xiegan decoction. ,e treatment period was 4weeks. Ejaculation latency (IELT), sexual satisfaction score of
patients, sexual satisfaction score of partners, testosterone test, and drug safety assessment were performed in all 4 groups before
and after treatment. Results. IELTwas prolonged in all groups after treatment, the difference was statistically significant (P< 0.05).
At the same time, the IELT of the observation group was significantly higher than that of the control group after treatment. Life
satisfaction scores of patients and spouses in 2 groups were improved after treatment compared with before treatment, the
difference was statistically significant (P< 0.05). After treatment, the satisfaction scores of patients and spouses in the observation
group were higher than those in the control group, and the difference was statistically significant (P< 0.05). Before treatment,
there was no significant difference in serum testosterone levels among all groups (P> 0.05). Serum testosterone levels in all groups
were decreased after treatment compared with before treatment, with statistical significance (P< 0.05). After treatment, the serum
testosterone level of the observation group was lower than that of the control group, and the difference was statistically significant
(P< 0.05). During the treatment, the adverse reactions in each group disappeared after treatment, and no obvious abnormality
was observed in the safety indicators. Conclusion. Electroacupuncture can improve the symptoms of premature ejaculation, which
may be related to the regulation of serum testosterone by acupuncture.

1. Introduction

Premature ejaculation (PE) is a common disease in male
sexual dysfunction, and its incidence rate is very high. PE
refers to conditions in which the penis has not been inserted
into the vagina, the parties have not contacted or have just
been exposed to ejaculation, or ejaculation in less than
1minute after insertion, resulting in an inability to perform
normal sexual intercourse for more than 1month. ,is
disease is a common sexual dysfunction disease in adult
men, and data show that about 75% of men will have
premature ejaculation in their lifetime [1]. Among adult
males, the incidence rate is 35%–50% [2]. Under the pressure
of modern stressful life pace, the incidence rate of male

premature ejaculation is on the rise every year, which greatly
reduced the happiness in family.

At present, the treatment methods of Western medicine
include psychotherapy and behavioral intervention, the ap-
plication of antidepressants, the use of drug local anesthesia,
and surgical treatment. Traditional Chinese medicine has a
long history of treating the disease, accumulated rich clinical
experience, and achieved good clinical efficacy. In traditional
Chinese medicine, there are mainly traditional Chinese
medicine, acupuncture, moxibustion, massage, umbilical
therapy, acupoint application, acupoint embedding, and
other relatively conservative treatment methods [3].

With the modern tense pace of life, physical overdraft,
life pressure, air, food, and water pollution, and other

Hindawi
Journal of Healthcare Engineering
Volume 2022, Article ID 8331688, 4 pages
https://doi.org/10.1155/2022/8331688

mailto:lxp15004687742@163.com
https://orcid.org/0000-0002-4164-6911
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8331688


factors, the incidence of male premature ejaculation has
been increasing year by year, greatly affecting the quality
of life of the couple and family happiness and stability.
Now, there are many methods to treat premature ejacu-
lation, and the application of antidepressants easily in-
creases the misunderstanding of patients and increases the
psychological burden. ,e curative effect of surgical
therapy is not exact, and the harm is great. Psychological
or behavioral treatment is difficult to operate clinically,
long-term use of local anesthetics may cause erectile
dysfunction, and to a certain extent, the internal envi-
ronment of the woman has certain damage, affecting life.
,e operation of acupuncture and moxibustion is simple,
and the deputy general use is small. ,erefore, this study
explores the efficacy of electroacupuncture in the treat-
ment of premature ejaculation.

,e etiology of premature ejaculation is complex, and
the treatment is mainly based on serotonin reabsorption
inhibitors. Studies have shown that low doses of testosterone
combined with doxazosin in the treatment of premature
ejaculation can achieve satisfactory results [4]. ,is study
investigated 50 patients with premature ejaculation and
observed the changes of IETE and spouse satisfaction and
testosterone level in the two groups after treatment, which
will provide more effective treatment methods for clinical
application.

2. Methods

2.1. Ethical Statements. ,e included cases were from the
outpatient department of acupuncture and moxibustion in
our hospital from January 2019 to June 2021. ,e 50 patients
who met the criteria for case selection were numbered from
1 to 50 according to the order of medical treatment. ,e odd
and even numbers were divided into electroacupuncture
group (hereinafter referred to as the observation group) and
control group, with 25 patients in each group. All patients
wrote the informed consent, and these studies were ap-
proved by the ethics boards of the hospital.

2.2. Diagnostic Criteria. “Chinese traditional medicine new
medicine clinical research guiding principle” for premature
ejaculation in Chinese medicine diagnosis standard was
referred: during sexual intercourse, ejaculation when the
penis has not been inserted into the vagina, or when both
sides have not been contacted or just contacted, or ejacu-
lation in less than 1minute after inserting, as a result cannot
have normal sexual intercourse, and lasting for more than
1month are the diagnostic criteria for this disease. Inclusion
criteria are as follows: (1) the patients meet the above di-
agnostic criteria for premature ejaculation; (2) age ≥24 years
and ≤48 years and course of disease >3months and
<10 years; (3) married or with a regular sexual partner and
sexual life for more than half a year; (4) no surgical treatment
was performed; (5) patients who have not taken drugs or
received other treatments recently (within 1month before
the treatment); and (6) voluntarily participate in the clinical
study and signed informed consent.

Exclusion criteria are as follows: (1) ejaculation latency
>1min; (2) persons aged <24 or >48; course of disease
≤1month or ≥10 years; (3) the penis and testicles have organic
lesions, including phimosis, foreskin too long, foreskin fren-
ulum too short, and cryptorchidism; (4) inflammation of the
genitourinary system, such as prostatitis, seminal vesiculitis,
vermontanetis, epididymitis, spermatic cord quietly varicose,
and urethritis; (5) hyperthyroidism; (6) schizophrenics; (7)
erectile dysfunction; (8) patients with abnormal blood lipid,
blood glucose, and blood pressure; (9) patients with other
diseases of brain, heart, liver, and kidney that affect the ef-
fectiveness evaluation of this treatment; (10) patients with
neurological diseases (brain tumor, cerebrovascular disease,
and spinal cord injury); (11) patients who have taken drugs or
received other treatments recently (within 1month before the
treatment); (12) irregular sexual life; (13) the patient had un-
dergone surgical treatment; and (14) needle sickness.

2.3. Treatment. ,e observation group was treated in the
acupuncture points: Zhongji point (−) and Sanyinjiao point
(+). ,e frequency was 2–100Hz, the current intensity was
0.1mA–1.0mA, and the intensity was tolerated by patients
with slight local beating.,e needle was left for 30min. Once
a day, 6 times in a row, then rest for 1 day, 6 times in a course
of treatment, a total of 4 courses. ,e control group was
given one dose of Longdan Xiegan decoction every day,
300ml of decoction, twice in the morning, and 1 hour after
dinner.

2.4. Observation of Curative Effect Index. ,e changes of
IELT before and after treatment were observed, and the
average value of three sexual lives before and after treatment
was taken as the value. ,e changes of sexual satisfaction
scores of the patients and their spouses were observed before
and after treatment. ,e sexual satisfaction scores of the
patients were evaluated by 6, 7, and 8 points of the Inter-
national Erectile Function Index (IIEF), with a total score of
0–15 points. ,e scores of 10, 13, and 14 in the IIEF table
were used to evaluate the spouse’s sexual satisfaction with a
total score of 0 to 15 points.

2.5. Sexual Satisfaction of Spouse. ,e observation form of
spouse satisfaction was filled in. It was recorded once before
the treatment, once at the end of the treatment, and follow-
up was performed once 3months after the treatment.

2.6. Determination of Serum Testosterone. ,e serum tes-
tosterone level of the selected subjects was measured by
ELISA at 8–10 a.m., and the unit was nmol/L.

2.7. Safety Test. (1) ,e general physical examination items
were checked (once before and after treatment). (2) Possible
adverse reactions, such as diarrhea, abdominal pain, and
abnormal discomfort of penile skin, were observed, and at
the same time, whether women have abnormal discomfort of
vagina, etc. was also observed.
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2.8. Statistical Analysis. All data were analyzed with the
SPSS18.0 statistical software. ,e counting data were ana-
lyzed by the chi square test. ,e measurement data were
expressed in (x± s), and the difference was statistically
significant (P< 0.05).

3. Results

3.1. General Information Comparison. ,ere was no sig-
nificant difference in the general information between the
two groups, which was comparable (P> 0.05) (Table 1).

3.2. Comparison of IELTand Sexual Life Satisfaction Scores of
Patients and Spouses between the TwoGroups before and after
Treatment. IELT was prolonged in both groups after
treatment. At the same time, the IELT of the observation
group was 3.28± 0.59, which was significantly higher than
that of the control group (3.09± 0.62) after treatment. ,e
sexual life satisfaction scores of patients and spouses in each
group were 10.06± 1.28, which was significantly higher than
those (6.85± 1.02) before treatment (P< 0.05). After treat-
ment, the sexual life satisfaction score of patients and
spouses in the observation group was 10.86± 1.49, which
was higher than that (10.57± 1.75) in the control group
(P< 0.05) (Table 2).

3.3. Comparison of Serum Testosterone Changes between the
Two Groups before and after Treatment. Before treatment,
there was no significant difference in serum testosterone
levels among all groups (P> 0.05). ,e serum testosterone
level after treatment in all groups (13.28± 3.15, 15.88± 4.71)
was decreased compared with that before treatment
(26.16± 5.26, 25.97± 5.58), with statistical significance
(P< 0.05). After treatment, the level of serum testosterone in
the observation group was 13.28± 3.15, which decreased
significantly compared with the control group 915.88± 4.71)
(Table 3).

3.4.AdverseReactions. In the observation group, 5 cases had
adverse reactions, including 2 cases of dizziness and 3 cases
of subcutaneous hematoma. In the control group, there were
6 cases of malady, 4 cases of stomach discomfort, 1 case of
mild diarrhea, and 1 case of dizziness.

3.5. Security Testing. Before and after treatment, no ab-
normality was found in blood, urine and stool routine tests,
electrocardiogram, and liver and kidney functions in the two
groups. After treatment, there were no serious adverse re-
actions in the two groups, and no patients were terminated
due to adverse reactions.

4. Discussion

Traditional Chinese medicine believes that the etiology of
premature ejaculation is caused by many aspects, which is
most closely related to the center of the five Zang organs, liver,
and kidney [5]. Its mechanism is in the heart, its movement is

in the liver, and it is hidden in the kidney. If the functions of
the heart, liver, and kidney are abnormal, such as pouring
damp heat into the liver, uncomfortable liver Qi, and liver
depression and fire; heart-kidney disharmony and hyperac-
tivity of heart fire; and kidney deficiency, can lead to adverse
catharsis, dereliction of duty in sealing and hiding, failure of
God, resulting in no right to restrict Jingguan and premature
ejaculation due to easy opening of Jingguan. Western med-
icine believes that the etiology and pathogenesis of this disease
are complex, and the specific pathogenesis is inconclusive at
present.,ere are various methods to treat the disease, but no
curative effect has been widely recognized. Sertraline hy-
drochloride, as a highly selective serotonin reuptake inhibitor,
can inhibit the reuptake of serotonin in ejaculatory central
neurons so as to reduce the excitability of ejaculatory central
neurons. On the other hand, sertraline has weak affinity for
dopamine receptor, cholinergic receptor, histamine receptor,
and adrenergic receptor and will not enhance the activity of
catechol neurotransmitters so as to achieve the effect of
treating premature ejaculation [6, 7]. However, the drug takes
effect 1–2weeks after taking, often including drowsiness, dry
mouth, dizziness, nausea, diarrhea, decreased sexual desire,
and nonejaculation [8, 9].

IELT and patient and spouse satisfaction score are
commonly used to evaluate the efficacy of premature ejac-
ulation. In this study, the IELTof each group was prolonged
after treatment compared with that before treatment, and
the difference was statistically significant, indicating that
both traditional Chinese medicine and acupuncture had
good therapeutic effects in the treatment of premature
ejaculation, while electroacupuncture group had better ef-
ficacy compared between groups. ,e results showed that
electroacupuncture treatment of premature ejaculation was
better than traditional Chinese medicine in IELT and sat-
isfaction score of patient and spouse. ,e adverse reactions
of acupuncture were not significant. Erection is a prereq-
uisite for sexual intercourse, and testosterone plays an
important role in erection. Testosterone plays a central and
peripheral regulatory role in penile erection response, and a
certain level of testosterone is a necessary condition for
maintaining sexual desire and penile erection [10]. Corona
et al. [11] showed that high serum testosterone level is related
to the occurrence of premature ejaculation, and delayed
ejaculation is more likely to occur in patients with low serum
testosterone. Sakamoto et al. [12] also found that the serum
free testosterone level and serum FSH level of patients with
premature ejaculation were significantly higher than those of
patients without premature ejaculation, but there was no
significant difference in the total serum testosterone level
between them. In this study, serum testosterone in each
group was lower after treatment than before, and the dif-
ference was statistically significant. After treatment, the
decrease of serum testosterone in the electroacupuncture
group was more obvious than that in the traditional Chinese
medicine group. It is suggested that electroacupuncture may
improve the symptoms of premature ejaculation by reducing
the serum testosterone level to some extent. ,e mechanism
of acupuncture in the treatment of premature ejaculation
will be further studied in the future.
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However, there are also limits in this study. ,e number
of patients is small, which is not so scientific. Besides, the
mechanism under this treatment was not clarified, which
need further studies to explain it.

5. Conclusion

In conclusion, acupuncture therapy based on meridian
points has definite curative effect in the treatment of pre-
mature ejaculation. Besides, acupuncture is relatively simple,
convenient, and easy to implement, with minimal trauma
and almost no side effects. ,erefore, it is recommended to
be popularized and applied in clinical practice. However,
due to the small number of patients included in the current
study, the overall level of the study is not high, and because
there is no unified diagnostic standard and efficacy evalu-
ation standard is inconsistent, the efficacy of each study is
prone to bias, resulting in authenticity. ,erefore, more
researchers and patients need to join the clinical study for
further verification.
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,e data used to support this study are available from the
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P< 0.05After the treatment 13.28± 3.15 15.88± 4.71

Table 1: General information comparison.
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*e polycystic ovary syndrome (PCOS) is the disease featured by elevated levels of androgens, ovulatory dysfunction, and mor-
phological abnormalities. At reproductive stage of women, the rate of PCOS occurrence is measured as 6–10% and the prevalence rate
may be double. *ere are different pathophysiological factors involved in PCOS, and they play a major role in various abnormalities
in individual patient. It is clear that there is noteworthy elevation of androgen in PCOS, causing substantial misery and infertility
problems. *e overexposure of androgen is directly linked with insulin resistance and hyperinsulinaemia. It has been reported
previously that PCOS is related to cardiac metabolic miseries and potently increases the risk of heart diseases. Endometrial cancer is
also a serious concern which is reported with exceedingly high incidence in women with PCOS. However, the overexposure of
androgen has direct and specific influence on the development of insulin resistance. Althoughmany factors are involved, resistance to
the insulin and enhanced level of androgen are considered the major causes of PCOS. In the present review, we have focused on the
pathophysiology and major revolutions of insulin resistance and excessive levels of androgen in females with PCOS.

1. Introduction

*e polycystic ovary syndrome (PCOS) is the disease fea-
tured by elevated levels of androgens, ovulatory dysfunction,
and morphological abnormalities. According to NIH (Na-
tional Institutes of Health), it can be defined as “hyper-
androgenism with ovulatory dysfunction.” At reproductive
stage of women, the rate of PCOS occurrence is measured as
6–10% and the prevalence rate may be double [1–4]. It is
clear that there is noteworthy elevation of androgen in
PCOS, causing substantial misery and infertility problems.
Somehow, PCOS has also some environmental influences
like obesity, as well as factors contributing to obesity. Most of
the previous reports concluded that deformities associated

steroidogenesis and follicular development are crucially
involved in PCOS progression [4, 5]. PCOS generally ex-
hibits constantly secreted levels of the gonadotropin-re-
leasing hormone (GnRH), increased levels of the luteinizing
hormone (LH), and insufficient follicle-stimulating hor-
mone (FSH) secretion contributing to elevated secretions of
the androgens and ovulatory dysfunction. Moreover, ma-
jority of the PCOS-suffering population develops insulin
resistance, which in turn leads to the amplified secretion
levels of the androgen, thereby decreasing the sex hormone-
binding globulin secretions [6–11]. Genome research has
been discovered numerous genes linked investigations such
genes for the beta subunit of FSH, gonadotropin receptors,
insulin receptor, neoplastic cells domain-containing protein
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1A (DENND1A), differentially expressed in normal, and
thyroid adenoma-associated protein (THADA). “Develop-
mental programming” by environmental or hormonal in-
fluences may also add to the development of the PCOS.
*ere are different pathophysiological factors involved in
PCOS and they play a major role in various abnormalities in
individual patient. It has been found that PCOS is related to
cardiac metabolic miseries and potently increases the risk of
heart diseases [11–16]. *e mechanism of androgen bio-
synthesis in ovaries and adrenal gland is explained in
Figure 1.

PCOS is found to be the major concern of women health
and puts serious life-threatening conditions. Among the
ratio of women suffering from PCOS, 50–80% are the obese
women, 30–35% are those reported with impaired glucose
tolerance, and 8–10% are found to be diabetic or having
family diabetes history. *e risk of PCOS is related to the
history and severity of these influences [5, 16–20]. Generally,
women with PCOS exhibit reduced levels of high-density
lipoprotein (HDL) and amplified concentrations of tri-
glycerides and low-density lipoproteins (LDL) cholesterols
compared with normal women. LDL cholesterol differences
appeared to play a significant role in PCOS, and it remains a
major concern in most of women. However, sometimes LDL
levels in normal range may lead to misconception as the
activities of the LDL and HDL in PCOS women are sparse
[21, 22]. *e elevation of coronary artery calcium scores has
been also described in PCOS women and high incidence is
reported for the postmenopausal women with PCOS. Many
reports provide evidence on the cardiovascular abnormal-
ities in patients with history of PCOS. Endometrial cancer is
also a serious concern which is reported with exceedingly
high incidence in females with PCOS [21, 22]. *e risk
factors of the endometrial cancer in menopausal PCOS
women include anovulation, heavy fats, and insulin resis-
tance. *e fear of chronic anovulation results in prolonged
estrogen-mediated mitogenic activation of the endometrium
with inadequate progesterone access to cause endometrial
differentiation. Females with PCOS also face severe prob-
lems in pregnancy like risk of gestational diabetes mellitus,
obstructive sleep apnea, and emotional distress [23–29].
Althoughmany factors are involved, resistance to the insulin
and high androgen are considered the major causes of
PCOS. In the present review, we focus on the pathophysi-
ology and major revolutions of insulin resistance and ex-
cessive levels of androgen in females with PCOS. *e
discussions are focused on insulin resistance, mechanism of
insulin resistance, hyperandrogenism in PCOS, PCOS
phenotypes, impacts of PCOS on physiological functions of
the PCOS woman, and various treatments approaches for
the treatment of PCOS, insulin resistance, and high secre-
tions of androgens.

2. Insulin Resistance in PCOS

*e actual understanding of insulin resistance can be
explained by the requirement of excessive insulin for the
metabolic activities, while, besides metabolic activities, in-
sulin is also required for mitogenic and reproductive actions

[24]. *e rapid and fast glucose analysis make the re-
searchers able to analyse insulin resistance. For this purpose,
homeostatic model evaluation, quantitative insulin sensi-
tivity check index, and fasting glucose and insulin levels have
been established and utilized in clinical research and also
metabolic investigations in PCOS [24–27].

In general, the obesity of abdomen in PCOS is the reason
of insulin resistance possibly induced via subclinical swelling
but whether the metabolically active intra-abdominal adi-
pose tissues are augmented or not is unclear. However, it was
previously investigated that the lower circulating adipo-
nectin detection in PCOS justified subcutaneous adipose
tissue as a dysfunctional adipose tissue compartment and
having correlation with insulin resistance. Although dif-
ferent methods have been used for prevalence of insulin
resistance, where it was found to be varied in PCOS women
with respect to the detection method [28–31], more recent
findings concluded that obesity is the main risk factor of
insulin resistance in individuals suffering from PCOS. *e
investigations revealed that diagnostic criteria of insulin
resistance have limited impact on the insulin resistance
detection in PCOS women. Insulin resistance in PCOS
patients is the main concern, and its prevalence and
mechanism need to be investigated. In previous reports, it
was found that large population of PCOS women is suffering
from compromised glucose tolerance and type 2 diabetes
mellitus (T2DM) [28, 29]. *e statistically higher prevalence
rate of the compromised glucose tolerance and T2DM se-
rious threatening bell for healthy life. Few clinical studies
have reported the glucose tolerance in PCOS women and
T2DM risk in PCOS individuals. According to the findings
of various studies, it was found that all those PCOS females
who are obese and overweight are at greater risk of the
disturbances in glucose metabolism and they required to
check their glucose regularly with proper metabolic profiling
[29–35].

3. Pathways of Insulin Resistivity in
Patients with PCOS

Insulin is receptor binding hormone that binds to its
membrane glycoprotein. *is consists of two subunits α and
β, associated with disulphide bonds. Subunit α is extracel-
lular region responsible for the binding site, while subunit β
is the intracellular region responsible for provoking intrinsic
tyrosine kinase activity [36]. Ligand bindings lead to gen-
erating intrinsic tyrosine kinase activity in subunit β and
initiate tyrosine phosphorylation. *at further leads to the
metabolic activities of insulin upon substrate binding, for
example, glucose transport and glycogen synthesis [36, 37].
PCOS is a health issue for women and insulin resistance is
one of the crucial issues that need to be emphasized. Insulin
is an essential hormone for glucose metabolism and its
sensitization is necessary for proper glucose uptake and
metabolism [8, 38]. *e cell surface receptor is homologous
with the insulin-like growth factor 1 (IGF-1) receptor, so
there is specific interaction for the binding of insulin to
surface. *e uptake of glucose is stimulated [19, 28, 39, 40].
*e MAPK-ERK pathway initiation takes place, which
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initiates stimulation of a series of enzymes cascades. In
previous studies on PCOS women, cellular and molecular
mechanism of insulin was highlighted and glucose uptake in
insulin target tissues like adipose and skeletal muscles was
evaluated in both lean and obese women [20, 25]. When
observed in PCOS patients, it was concluded that although
the receptors affinities of insulin are similar in both PCOS
women and normal females, decreased insulin binding was
recorded at pancreatic β-cell in adipose tissues resulting in
low glucose uptake and insulin sensitivity in PCOSs females
compared to normal females. *e fact might be due the
reduced abundance of GLUT4 in subcutaneous adipose
tissues in PCOS patients, which leads to insulin insensitivity
[19, 20, 25, 28, 41, 42]. Besides the reduction in sensitivity of
insulin, β-cell dysfunction is also one of the reasons for low
disposition. However, still it is unclear whether the subunit β
defected function is the primary cause of insulin resistance
or it is secondarily involved in insulin resistance [43, 44]. To
analyse insulin resistance in PCOS patients, proinsulin and
insulin ratio can be a marker. In PCOS women, the ratio of
proinsulin and insulin can explain the insulin resistance and
activity of β-cell. It was found that, in obese and overweight
PCOS patients, there was increased secretion of insulin
followed by the excessive levels of proinsulin, which results
in insulin resistance and hyperinsulinaemia
[19, 20, 25, 28, 39, 40]. *ese studies explained the dys-
function of β-cell in PCOS women and insulin resistance
mechanism. PCOS is a genetically contributed disorder in its
pathogenesis and considered a hereditary condition. It has
been shown that first relatives of PCOS history will have
reproductive and metabolic issues and more investigations
revealed that hyperinsulineaemia will be developed in the
early stages of life and remain persistent throughout the
puberty of girls with hereditary history of PCOS. In such
cases, the subjects are at high risk for hyperinsulinaemia and
insulin resistance, even if they are not diagnosed with PCOS.

*e follow-up study of peripubertal adolescent girls whose
mothers were suffering from PCOS presented reduced
disposition index persistently which proposes the dys-
function of pancreatic β-cell and this might be one of the
genetic causes in first-degree relatives of the PCOS
population. Another probable hereditary reason for in-
sulin resistance in PCOS is a significant rate of SH2
domain-containing adaptor protein (Lnk) activity in
PCOS female’s ovarian cell lines, which suppresses the
MAPK-ERK and phosphatidylinositol 3-kinase-AKT
signaling responses to insulin. Previously, skin fibroblasts
were for the intrinsic problems in in insulin function in
PCOS because both hyperandrogenism and hyper-
insulinaemia affect insulin sensitivity. When PCOS fi-
broblasts were assessed for insulin stimulated receptors
autophosphorylation, there was reduced receptors stim-
ulation as well as minimal insulin sensitivity. More im-
portantly, immunopurification studies revealed that there
was no mutation in receptor gene of insulin in PCOS
patients [19, 36, 38, 40, 41].

4. Hyperandrogenism and PCOS

*e genetically determined excessive secretions of andro-
gens from ovary are the major concern in clinical evaluation
of PCOS [45, 46]. *e secretions of androgen at early stages
are generally considered premature in PCOS and though to
develop insulin resistance in prior stages. In visceral adi-
pocytes, the disturbances in lipid metabolism result in in-
sulin resistance. Nevertheless, the overexposure of androgen
has direct and specific influence on onset of insulin resis-
tance [47–52]. *e increased secretion of androgen is as-
sociated withmalfunctioning of islets of Langerhans, thereby
compromising the pancreatic metabolic functions and
causing hyperinsulinaemia. In preclinical studies, in PCOS
women, it was found to be a major cause of T2DM. *ese
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Figure 1: Production of androgen in ovaries and adrenal gland. Biosynthesis of the androgens associated with the ovary and the adrenal
gland.
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facts revealed the direct relationship of overexposure of
androgens with hyperinsulinaemia, insulin resistance, and
T2DM in PCOS population [45–59]. *e impact of insulin
on hypersecretion of LH and androgen and its correlation
with ovary, pituitary gland, and adrenal gland are illustrated
in Figure 2.

Androgens belong to the family of steroid hormones and
oversecretion of androgens is considered the main clinical
manifesto of the PCOS. So, how androgens are biologically
manufactured and regulated should be understood. Since
androgens are very important for women’s reproductive
hormonal system, their normal synthesis and secretion are of
prime importance. Androgens are critical female repro-
ductive endocrine system hormones. Androgens include
androstenedione (A4), dihydrotestosterone (DHT), dehy-
droepiandrosterone (DHEA), testosterone (T), and dehy-
droepiandrosterone sulfate (DHEAS). A4, DHEA, and
DHEAS are regarded as precursors of T and DHT. Among
these, only DHT and T have a direction with androgenic
receptors. Androgens are majorly prepared ovaries and
adrenal glands, while steroidogenic enzymes regulate their
synthesis [60–64].

Besides this, in PCOS gonadotropin releasing was seen
to have much more secretions of luteinizing hormone (LH)
with normal abundance of the follicle-stimulating hormone
(FSH). *e increase in LH secretions in PCOS women may
be due to pulsatile increase in the secretions of gonado-
tropin-releasing hormone (GnRH). Previous analysis raises
the point that the change in GRH secretion might be due to
defects in hypothalamus in PCOS populations. However,
these complications are not only concerned with PCOS, but
such changes have been also observed with hyper-
androgenism in other cases like ovarian cancer, where there
are increased secretions of androgens. *e discussion based
on previous literature declares that GRH releasing be-
haviour in correlation with hyperandrogenism in PCOS
may be the secondary issue not involved primarily [65, 66].
Women suffering from PCOS generally exhibit hyper-
androgenism with increased ovarian androgen as illus-
trated in Figure 3. *e theca cells are the cells of ovary
which are responsible for the production of androgens;
these cells secrete amplified levels of androgen (andros-
tenedione) and 17-hydroxyprogesterone. 17-Hydrox-
yprogesterone is a steroidal intermediate for the
biosynthesis steps of androgens and glucocorticoids to
retort the LH. *e questions arise that such abnormalities
originate from the theca cells from the ovary of PCOS
patients and chronic anovulation-PCOS or from theca cells
of the normal ovaries [67–69]. Insulin can have mimicking
influences on the LH in women with PCOS. When theca
cells from women with PCOS were passaged in tissue
culture, they demonstrated elevated activity of numerous
steroidogenic enzymes: 3-hydroxysteroid dehydrogenase,
17-hydroxylase/17-20 lyase, and 17-hydroxysteroid hy-
drogenase. *e previously published reports revealed the
fact that the amplification of the steroidogenic activity is
intrinsic and presumably genetic and leads to blemishes in
PCOS. *e PCOS might be a morphological associate of
these steroidogenic abnormalities [56–62, 70].

5. PCOS Phenotypes

*ere are 4 various phenotypes of the PCOS identified up
till now which are as follows: Type A: polycystic ovaries
[PCO], chronic anovulation [CA], and Hyperandrogenism
[H]; Type B: chronic anovulation [CA] and hyper-
androgenism [H]; Type C: polycystic ovaries [PCO] and
hyperandrogenism [H]; and Type D: polycystic ovaries
[PCO] and chronic anovulation [CA] [70, 71]. *e type of
PCOS is related to metabolism and cardiovascular health,
as it has been observed that most of the PCOS women are
obese with severe or mild metabolic deformities [19, 70, 71]
and often face problems of dyslipidaemia, hyper-
insulinaemia, insulin resistance, and other metabolic dis-
orders [20]. *e major discussion is on fabricating how
PCOS phenotypes can be related to aging. Patients with
phenotype A are investigated to have high insulin resis-
tance and overexposure of androgens as compared to
phenotype B. Phenotype D is generally characterized by the
insulin resistance in obese condition even if there is no
overexposure of androgens. Meanwhile, in case of type C,
the scenario is different where cardiovascular risk is high
which may be due to lack of insulin resistance in PCOS.
Dyslipidaemia is a serious metabolic issue in PCOS cor-
related with the HDL and LDL cholesterol levels.
According to a research on the PCOS population, both lean
and obese PCOS women exhibit aberrant phosphatidyl-
choline and polyunsaturated fatty acids (PUFAs) levels as
well as free fatty acids [71–73].

6. Impact of PCOS on Physiologic Functions

PCOS is a heterogeneous disease of endocrine system which
is followed by various clinical and physiological abnor-
malities. It exerts harmful and pervasive effects on physi-
ological as well as metabolic system, and these characteristics
categorise PCOS as a disorder associated with metabolism.
Various dysfunctions like insulin resistance, hyper-
insulinaemia, obesity, dyslipidaemia, hypertension, elevat-
ing risk of developing T2DM, endometrial hyperplasia, and
coronary artery diseases. Here, we discussed the impact of
the PCOS on various physiological functions of the body.
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Figure 2: Impact of insulin on hypersecretion of LH and androgen.
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6.1. Liver Function. *e excessive aggregation of fats in liver
is called nonalcoholic fatty liver disease (NAFLD) and
presents high risk of T2DM and CVS in PCOS. NAFLD is
characterized by the presentation of insulin resistance and
obesity. *ese issues are specifically related to abnormalities
in liver metabolism. In PCOS population, there is always a
high risk of NAFLD because PCOS women usually have
insulin resistance with metabolic dysfunctions and uncon-
ditional obesity. So, PCOS consequences are found to be
associated with NAFLD [74, 75].

6.2. Cardiac Functions. It was concluded that all the PCOS
phenotypes have serious cardiovascular risks in PCOS pa-
tients. Phenotypes, insulin resistance, hyperinsulinaemia,
overexposure of androgens, and ovaries function are re-
ported to display increased cardiovascular health risk for
PCOS women [76–78]. *e insulin resistance is associated
with the inactivation of NO after release from endothelial
cells and decreased production of nitric oxide (NO) and
synthesis of vasoconstricting agents in excessive amounts; all
these defects lead to impaired vasodilatation and cardiac
muscles stiffness [79, 80]. Insulin resistance and hyper-
insulinaemia also display hypertrophic effect directly and
proceed with the endothelial dysfunction. Clinical reports
revealed increased risk of cardiac dysfunctions in PCOS
population [77–81].

6.3. Reproductive Functions. PCOS is a primary disorder of
the ovaries and will directly affect the reproductive system
and functions. *e excessive secretions of insulin have been
observed to cause amplified levels of estrogens and pro-
gesterone secretions in women with PCOS. Insulin receptors
are responsible for mediating these effects. It was reported
that the insulin activity in in vitro granulosa cells can be
treated with troglitazone, where IGF-1 mitogenic pathways
are increased with the therapy. Besides this, there was an
amplification in the IGF-1 receptor in the follicle cells of
PCOS patient. *is occurred in all stages of development in
PCOS women [82]. In the recently reported data, it was
concluded that the activity of cortisol is defective in follicular
fluid and granulosa cells in PCOS population, where insulin
resistance can further lead to tissue-specific insulin resis-
tance. Endometrium cancer is a health-depriving deadly
disorder and PCOS women are at high risk to develop
endometrium cancer because of the high incidence of insulin
resistance and hyperinsulinaemia together with overexpo-
sure of androgens. In PCOS, there is always increased
upregulation of insulin receptors that have the direct im-
plication of insulin signaling, thereby leading to cardio-
genesis and development of endometrium cancer [83]. It
might be due to metabolic defects, proteins expression in
endometrium with insulin activity, and faulty glucose
metabolism. Furthermore, the insulin receptor expression
and IGF-1 signaling synergistically contribute to the

Figure 3: *e basic mechanism of androgen overexposure in PCOS women [69]. *e figure is cited with permission granted.
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development of endometrium cancer in PCOS population.
So, PCOS is one of the major reasons for establishing en-
dometrium cancer [82–84]. In Figure 4, the mechanism of
PCOS associated infertility is illustrated, which displays the
reproductive defects in PCOS women. *e PCOS leads to
increased production of androgens and decreased sensitivity
of the follicle-stimulating hormone receptors (FSHR) as
illustrated in Figure 4. *e increased production of the
androgens leads to failure in dominant follicles development
and corpus luteum. It is responsible for decreased pro-
duction of aromatase and progesterone. On the other hand,
decreased sensitivity of the FSHR also leads to decreased
aromatase production that further decreases the production
of estrogens. So, overall, the syndrome leads to decreased
production of the estrogens and progesterone followed by
infertility.

6.4. PCOS and Hypertension. Hypertension is a persistently
elevated blood pressure that affects a large human pop-
ulation and leads to serious health issues [84]. In PCOS
population, the existence of systemic arterial hypertension
(SAH) is more usual and has high incidence. A survey
conducted on SAH in PCOS women demonstrated that
there are 40% more chances of SAH occurrence in PCOS
women than in the normal women. SAH has specific and
central contribution in the development of PCOS and
secondary cardiovascular disorders [84–88]. According to
clinical investigational studies, there is a major and specific
relationship between hypertension and endocrine system, so
any abnormality in endocrine system will be definitely as-
sociated with the hypertension. In PCOS, the defective
endocrine system is commonly observed leading to hy-
pertension [85]. Besides this, insulin resistance and meta-
bolic defects have also more commonly occurring issues in
PCOS women, resulting in increased incidence of hyper-
tension [84, 85]. *e insulin resistance results in hyper-
insulinaemia and increased production of LH, consequently
increasing the androgen secretions causing persistently high
blood pressure in PCOS women [89, 90]. *e critical clinical
studies show that there is a high occurrence of hypertension
in females with PCOS. Moreover, it should be clearly un-
derstood that women suffering from PCOS should always
monitor their blood pressure regularly in order to avoid
delayed management [89–91].

6.5. Inflammation in PCOS. PCOS also promotes basis for
chronic low-grade inflammation and inflammation pathways
including interleukin-6 (IL-6), TNF-a, and type 2 TNF re-
ceptors. *e circulating C-reactive protein (CRP) observation
also leads to the point that PCOS is concerned with low-grade
chronic inflammation [81, 91]. *e basis can also be displayed
from excessive adipose tissues which is direct producer of the
CRP [92, 93]. Additionally, CRP has a physiological purpose by
increasing lipid absorption into foamy macrophages inside
atherosclerotic plaques. CRP is a direct and specific biomarker
of abnormally low inflammation, according to a study [94, 95].
In general, PCOS patients have mild risk of chronic inflam-
mation but it is not reflective at molecular levels.

7. Treatment Options for Hyperandrogenism,
Insulin Resistance, and PCOS

7.1. Exercise andWeight Loss. Exercise is the best treatment
modality for all the embolic manifestations and is recog-
nized as necessary as food for human health. In PCOS,
exercise and weight losing activities have supreme im-
portance because they will help in lowering the adipose
tissues having a major contribution to insulin resistance
and androgenism [89, 96, 97]. *e fats deposits are the key
factors for insulin resistance, hyperinsulinaemia, hyper-
glycemia, T2DM, and oversecretion of androgen, so losing
fats, specifically abdomen fats, has a direct and positive
impact on all the major issues in PCOS women. It is also
investigated that exercise not only diminishes fats but also
promotes the normal endocrine and adrenal functions [97].
Physical exercises and weight losing activities can result in
complete recovery from the clinical characteristics of
PCOS.

7.2. Pharmacological Mediation. Drug therapy is always
considered prime requirement for PCOS, where drugs like
pioglitazone, inositol, and metformin isoforms have been
recognized as therapeutic regimens for reproductive ab-
normalities and metabolic disorders in PCOS. Metformin
is an insulin-sensitizing hormone that is used in PCOS
even without diabetes and exerts actions on adipose tissue,
skeletal muscles, ovary, and endothelium, impacted by
insulin resistance. Prolonged use of metformin in PCOS
treatment can augment ovulation rate, regulate menstrual
cycle, and decrease the androgens secretions [87, 98–100].
*e combinatorial regimen of clomiphene and metformin
is considered more beneficial than single therapy of
clomiphene or metformin for ovulation and pregnancy in
PCOS women [101]. Metformin had no impact on fasting
glucose, serum lipids, or anthropometric characteristics in
women with PCOS, although it may postpone the ad-
vancement of glucose intolerance. Other insulin-sensi-
tizing agents have also been shown to be effective in the
treatment of PCOS [102]. Pioglitazone and rosiglitazone
are also considered effective in eliminating insulin re-
sistance, abnormal glucose tolerance, hyper-
androgenaemia, ovulation rate, and menstrual regularity
in PCOS patients. *e combination of metformin and
pioglitazone is also reported to have synergistic clinical
profile in PCOS women’s treatment; however, it should be
avoided if pregnancy is desired due to teratogenic effects
[103]. Inositol is another novel insulin-sensitizing agent
that withholds superb insulin-sensitizing efficiency in
PCOS women. Insulin resistance is troublesome along
with hyperinsulinaemia for PCOS population and needs
further research for the radical treatments. Hypersecre-
tion of androgen in PCOS is considered fatal and he-
reditary. *erefore, there is an unmet need to evaluate the
pathogenic and molecular network of this syndrome,
insulin resistance, and excessive secretion of androgen
[102, 103]. *e metabolic irregularities and malfunc-
tioning lead to complications like obesity, excessive lipids
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aggregations, impaired glucose tolerance, hypertension,
endometrium cancer, and hyperinsulinaemia [104, 105].
*ere is intended need for randomised clinical control
trials for effective therapeutic approach in order to treat
PCOS and its related complications.

7.3. Assisted Reproductive Technology (ART). Women
infertility is also a major concern in PCOS, where assisted
reproductive technology (ART) is employed for the fer-
tility purposes. In ART, ovary is hyperstimulated in order
to regulate the growth of multiple follicles, but it is in-
effective in most cases due to augmented response to
gonadotropins [106, 107]. In vitro maturation (IVM)
methods have been employed for the fertilization of
women with PCOS. IVF and IVM-IVF methods are also
used for the embryo implantation to PCOS women
[106–108]. However, further clinical research is aimed at
yielding specified model for the success of ART in PCOS
women to get fertilized.

7.4. Laparoscopic Ovarian Drilling (LOD). In 1984, laparo-
scopic ovarian drilling (LOD) was established to replace the
invasive ovarian wedge resection surgery [109]. Currently,

this technique is highly recommended and is developing
pregnancy in 84% of the PCOS women who are facing
infertility problems. LOD also augments insulin resistance
and androgen production from ovaries. *e improvements
achieved with LOD have been observed to remain for a long
time in 54% of the PCOS population. LOD is also a beneficial
approach, as it results in low incidence of miscarriages in
PCOS patients. LOD is also thought to be the first-line
treatment when the CC treatment fails [26, 110–116]. *ese
findings should be further evaluated for the confined use of
LOD and its clinical benefits.

7.5. Oral Contraceptive Pills (OCPs). Oral contraceptives
pills (OCPs) are regarded first-line therapy for people with
PCOS who are not pursuing pregnancy. Not only are OCPs
helpful in regulating the menstrual cycle, but also they re-
duce the secretion of androgens and regulate other physical
activities [117]. OCPs have been reported which can sig-
nificantly decrease the risk of endometrium cancer. OCPs
are a combination of estrogen and progestogen, where es-
trogen is intended to decrease the levels of LH and FSH; the
reduction in LH and FSH levels leads to suppression of T
secretions and reduces the secretion of androgens.

Polycystic 
Ovary

Pituitary

LH/FSH

The sensitivity of FSHRAC

cAMP

PKA

Steroidogenic enzymes

Androgen

Follicle recruitment

Corpus luteum

Infertility

cAMP

PKA CREB

CYP19A1

Dominant follicles

AMH
Aromatase Estrogen

Progestogene

Figure 4: Schematic representation of PCOS associated infertility. *e increased production of the androgens leads to failure in dominant
follicles development and corpus luteum that is responsible for decreased production of aromatase and progesterone. Decreased sensitivity
of the FSHR also leads to decreased aromatase production that further decreases the production of estrogens. So, overall the syndrome leads
to decreased production of the estrogens and progesterone leading to infertility. H: anti-Mullerian hormone; PKA: protein kinase A; AC:
adenylate cyclase; cAMP-response element binding protein:CREB.
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Progestogen is generally recommended for low androgenic
activity in women with PCOS [118, 119]. *ree commonly
used progestogens are desogestrel, cyproterone acetate, and
drospirenone. As discussed earlier in this review, the PCOS
population has high risk to develop disorders like insulin
resistance, T2DM, hyperglycemia, abnormal glucose toler-
ance, enhanced levels of HDL and LDL cholesterols,
hyperinsulinaemia, and so forth. Investigations in clinics
revealed that OCPs can cause serious cardiac disorders like
thrombosis, hypertension, insulin resistance, and myocar-
dial infarction. *ese anomalies are thought to be having
high risk in PCOS women compared to normal women and
those who are on OCPs therapy. However, up till now, no
clinical examination has been reported, to the best of our
knowledge, regarding the metabolic effects of OCPs in PCOS
population [118–122]. So, there is a great demand of clinical
research in this area of interest because OCPs are the first-
line treatment modality in females with PCOS. *e recent
interventions declared a new regimen with OCPs by adding
metformin along with OCP, and the results found were
satisfactory in reducing insulin resistance as well as de-
creasing the androgen production in PCOS population.

7.6.Dietary!erapy. Dietary therapy to reduce the weight of
women with PCOS has a significant impact on metabolic
conditions and is recognized to improve many PCOS issues
like regulating androgen secretions, reducing insulin resis-
tance, regularity of endocrine secretions, and menstrual
cycle regulation [123, 124]. Weight loss can surely meet the
goals of obtaining improved symptoms of PCOS and
metabolic issues can intently resolve without medications.
Moreover, the reproductive consequences in PCOS women
can be improved with weight loss for those PCOS women
who are interested in getting pregnant [123]. *e weight loss
results in high rates of pregnancy as well as decrease of the
chances of miscarriages, suggesting weight loss significance
for PCOS population. Dietary plan for weight loss is im-
portant and should be considered as first clinical regimen in
order to live a healthy life with PCOS [125–128]. *ere is a
need for clinical research and trials on the significance and
effectiveness of dietary therapy for PCOS women.

8. Conclusion

Polycystic ovarian syndrome (PCOS) is considered as a major
health issue. Women with PCOS face insulin resistance and
overexposure of androgen, leading to a number of metabolic
and reproductive abnormalities.*ese are considered the major
causes of PCOS and other PCOS relatedmanifestations. Herein,
we have discussed the mechanism and treatment modalities of
PCOS based on hypersecretion of androgen and insulin resis-
tance. *e current study gives concise and comprehensive
outlook for the understanding of insulin resistance and an-
drogen overexposure. We for the first time reported detailed
review on the mechanism, pathophysiology, and treatment
interventions for the insulin resistance and hypersecretion of
insulin. *e current study provides better understanding of the
PCOS and provides a base for further exploration.
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Objective. lncRNA H19 (H19) elevation is related to the risk of coronary artery disease. DIANA-lncBase database analysis
suggested that microRNA-152 (miR-152) and H19 have binding sites. Here, the effect and mechanism of H19 and miR-152 in the
oxidized low-density lipoprotein (ox-LDL)-induced human aortic endothelial cells (HAECs) were explored. Methods. (e
expression of H19, miR-152, and vascular endothelial growth factor (VEGF)-A in the HAECs treated with 5 μg/mL ox-LDL was
detected by qRT-PCR. MTT, wound-healing assay, and tube formation assay were analyzed to evaluate the angiogenic activity of
H19 andmiR-152 in the HAECs cells knocked down H19. Dual-luciferase assay was performed to verify the targeting relationship
of miR-152 to either H19 or VEGFA, respectively. Western blot was used to detect the expression of epithelial-mesenchymal
transition (EMT)-related proteins (E-cadherin and vimentin) and VEGFA protein in the cells. Results. After ox-LDL treatment,
the expression of H19 and VEGFA was significantly increased, miR-152 expression was remarkably decreased. H19 was mainly
expressed in the cytoplasm of HAECs. Knocking down H19 or overexpression of miR-152 significantly inhibited the cellular
proliferation, migration, tube formation, and EMT trend of the HAECs. On the contrary, miR-152 interference reversed H19
silencing-mediated effects in the ox-LDL-induced HAECs. (e dual-luciferase assay showed that miR-152 had a targeting
relationship with H19 and VEGFA. MiR-152 was negatively corrected with the VEGFA expression. Conclusion. Ox-LDL
negatively regulates miR-152 via H19, promotes the expression of VEGFA, and induces the dysfunction of HAECs.

1. Introduction

Cardiovascular diseases (CVDs) are characterized by high
morbidity and mortality, which seriously threaten global
adults and constitute a major socioeconomic burden on
global economic growth [1]. Atherosclerosis is the major
underlying cause of CVDs. Atherosclerosis is a widespread
chronic inflammatory disease of the arterial wall, which
usually leads to disability or even death [2]. Previous studies
have shown that the main mechanism of atherosclerosis is
lipid accumulation and chronic inflammation in the arterial
wall, while atherosclerosis is usually associated with altered
lipid metabolism and hypercholesterolemia [3]. Oxidized
low-density lipoprotein (ox-LDL) is a known risk factor for
CVDs, which expresses the heterogeneous oxidative changes

of the lipid portion of LDL and apolipoprotein B (ApoB) [4].
Studies have pointed out that plasma levels of ox-LDL in
patients with atherosclerotic CVDs are elevated. Moreover,
clinically, the level of the ox-LDL or anti-ox-LDL antibody is
selected as a biomarker for predicting cardiovascular events
[5]. Overproduction of ox-LDL leads to abnormal prolif-
eration, apoptosis, migration, angiogenesis, and inflamma-
tory responses, all of which are responsible for endothelial
cell dysregulation [6]. It is suggested that ox-LDL can be
used as a new therapeutic target for the treatment of ath-
erosclerosis and cardiovascular diseases.

Epithelial-mesenchymal transition (EMT) plays a crucial
role in progress and destabilizing atherosclerotic plaques via
infiltration of fibroblasts and upregulation of matrix met-
alloproteinase [7, 8]. Downregulation of E-cadherin is a
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hallmark of EMT [9]. Abnormality of E-cadherin in foam
cells during the process of atherosclerosis suggests that lipid
accumulation may relate to the reorganization of cellular
interactions in atherogenesis [10]. In the EMT process,
vimentin maintains intracellular homeostasis via regulation
of cytoskeleton architecture and cellular force generation
[11]. Gong et al. [12] recently showed that vimentin pro-
motes atherogenesis in ApoE−/- mice. (ese data indicate
that both E-cadherin and vimentin are important factors of
EMT and have pathological activities in atherosclerosis.

lncRNA is a type of long-chain non-coding RNA larger
than 200 nt. Early studies have confirmed that lncRNA can
be used as a signal molecule to participate in cellular growth
and development, as well as the occurrence and develop-
ment of diseases [13]. Some studies have pointed out that
lncRNA is an important information transmission mediator
between cells and tissues, which can transmit information
efficiently and accurately [14]. Studies have shown that
lncRNA can promote tumor growth and metastasis. lncRNA
MALAT1 can promote tumorigenesis through the Wnt/
β-catenin pathway, EMT, phosphatidylinositol kinase
(PI3K)/protein kinase B (AKT) pathway, extracellular reg-
ulatory protein kinase (ERK)/mitogen-activated protein
kinase (MAPK) pathway, and angiogenesis [15]. lncRNA
PCGEM1 is a specific lncRNA for prostate cancer, which can
promote cell proliferation and reduce apoptosis induced by
anticancer drugs [16]. A number of research have shown that
the expression of lncRNA H19 (H19) in cancer cell lines and
samples of patients with cancer is significantly upregulated
[17]. After knocking down the H19, the viability, invasion,
and migration ability of cancer cell lines were significantly
reduced [18]. It shows that H19 has a great relationship with
the biological activity of cells. Some studies reveal that in-
crease of H19 is related to the risk of coronary artery disease
[19]. Further, other scholars found that H19 is involved in
the process of atherosclerosis. Sun et al. reported that
knocking down the H19 can prevent atherosclerosis dete-
rioration by increasing p53-mediated apoptosis in vascular
smooth muscle cells [20]. Zhang et al. [21] revealed that
knocking down H19 could regulate the proliferation and
apoptosis of vascular smooth muscle cells induced by ox-
LDL through the miR-148b/Wnt/β-catenin pathway. (us,
H19 is closely related to the formation of atherosclerosis and
is an important mediator of the ox-LDL damaged vascular
cells. At the same time, studies have found that H19 regulates
the apoptosis of vascular endothelial cells in occlusive ar-
teriosclerosis through the NF-κB pathway [22]. However, no
research has revealed the role of H19 in the process of ox-
LDL inducing vascular endothelial cells. (erefore, in order
to explore the effect of H19 on atherosclerosis, this study
aims to elucidate the pathological mechanism of ox-LDL-
induced vascular endothelial cell lesions in vitro, which
would provide new therapeutic targets for atherosclerosis.

2. Materials and Methods

2.1. Cell Culture and Grouping. Human aortic endothelial
cells (HAECs) were purchased from the American Type
Culture Collection (ATCC; Manassas, VA, USA). (e cells

were cultured in complete Dulbecco’s modified Eagle’s
medium (DMEM) (Gibco, Waltham, MA, USA) containing
10% fetal bovine serum (FBS) (Gibco), 100mg/mL peni-
cillin, and 100mg/mL streptomycin (Gibco) at 37°C and 5%
CO2 in an incubator ((ermoFisher Scientific, Waltham,
MA, USA).Wild-type HAECs were used as negative controls
(Control group). HAECs treated with 5 μg/mL of ox-LDL
[23] (Feather biology, Shanghai, China) for 24 h were used as
the ox-LDL group. H19 siRNA (si-H19) and siRNA
scramble (si-NC), miR-152 inhibitor and NC inhibitor, miR-
152 mimics and mimics NC, vascular endothelial growth
factor (VEGF)-A overexpression plasmids (VEGFA) were all
designed and synthesized by Guangzhou Ruibo Biotech
(Guangdong, China) and transfected with Lipofectamine
3000 ((ermoFisher) by following the manufacture in-
structions in the ox-LDL-treated HAECs.

2.2.QuantitativeReal-TimePolymeraseChainReaction (qRT-
PCR). (e nucleus and cytoplasm of HAECs were isolated by
a Subcellular Protein Fractionation Kit for Cultured Cells
((ermoFisher). Total RNAof the cells in each treatment group
was extracted by TRIzol reagent ((ermoFisher) according to
the instruction. (e extracted RNA was detected by a Nano-
Drop microspectrophotometer ((ermoFisher), and cDNA
was prepared according to the High-Capacity cDNA Reverse
Transcription Kits ((ermoFisher). QRT-PCR analysis was
performed according to the instructions of the SYBR GREEN
kit (TaKaRa, Tokyo, Japan) to detect the expression levels of
H19, miR-152, VEGFA mRNA, and other genes. Glyceral-
dehyde-3-phosphate dehydrogenase (GAPDH) was used as an
internal reference control. Each experiment was set with 6
replicates. (e experimental data obtained by qRT-PCR were
calculated using the 2−ΔΔCt method to calculate the relative
expression of the target gene. (e primer sequence is shown in
Table 1.

2.3. Detection of Cellular Growth by �iazolyl Blue (MTT)
Staining. After treatment, each group of cells in the loga-
rithmic growth phase was seeded in a 96-well plate at a
density of 5000 cells/well, cultured in complete DMEM for
24, 48, and 72 h. 20 μL of 5mg/mL MTT (Sigma-Aldrich, St.
Louis, MO, USA) solution was added into each well of the
cells and incubated in a 37oC incubator for 4 h. Following
this, the supernatant was discarded, 150 μL of DMSO was
added, and shaken for 15minutes. (e absorbance value of
each well was measured with a wavelength of 570 nm in a
microplate reader.

2.4. Wound-Healing Assay. Cells from each group were
seeded into a 6-well plate, cultured to confluence. A 10 μL
sterile pipette tip was used to scratch the diameter vertical to
the horizontal plane of a single well. Cell debris and detached
cells were removed by washing with PBS. Fresh serum-free
medium was added, cultured for 24 h, and photographs were
taken with an inverted microscope to record the experi-
mental results. ImageJ software was used to calculate the
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cellular migrated area on the scratched space. Each assay was
repeated thrice.

2.5. Tube Formation Assay. 100 μL of Matrigel (HD Bio-
sciences, San Diego, CA, USA) was added to each well of a
24-well plate and incubated at 37°C for 30min. Cells treated
with different conditions were resuspended in FBS-free
DMEM and seeded at a concentration of 1× 105 cells/well.
After 6 h, the formation of capillary structures was counted
under a light microscope, and scanning and quantification
were performed. Each assay was repeated thrice.

2.6. Double-Luciferase Reporter Gene Assay. (e sequence of
H19, miR-152, and VEGFA binding site and their mutant
sequences were inserted into the downstream of the firefly
luciferase gene to construct an expression vector (Promega,
Madison, Wisconsin, USA). MiR-152 mimics/mimics NC
and mammalian cell miRNA reporter plasmid pmirGLO
(Qincheng Biotechnology, Shanghai, China)-H19-WT/
MUT recombinant plasmid, miR-152 mimics/mimics NC
and pmirGLO-VEGFA-WT/MUT, and recombinant plas-
mid and Lipo2000 liposomes were mixed, respectively, and
transfected into 293T cells (ATCC). After transfection 48 h,
luciferase activity was detected according to the instructions
of the Dual Luciferase Reporter Gene Assay kit (Promega).

2.7. Western Blot. Detecting cells were lysed by an RIPA
reagent (Beyotime Biotechnology, Shanghai, China) to ex-
tract total protein. (e protein concentration of the lysates
was detected with a BCA kit (Abcam, Cambridge, British).
Each 20 μg of the lysate protein was mixed with 4 x Protein
Loading Buffer and boiled for denaturation, separated by
SDS-PAGE, and was transferred on PVDF membranes. 5%
skimmedmilk was used to block the nonspecific proteins for
1 h. (e primary antibody was reacted with the membrane
overnight at 4°C. After washing, the membrane reacted with
the secondary antibody for 1 h at room temperature. After
washing, a chemiluminescence reagent (Haoxin-Biotech,
Hanzhou, China) was applied to visualize the probed pro-
tein. (e image was analyzed in an imaging system. Den-
sitometry of the target protein bands was evaluated using
ImageJ software, and the relative protein expression was
calculated using β-actin as an internal reference.

2.8. Statistical Analysis. (e tested results were analyzed by
one-way ANOVA and independent samples t-test analysis
with SPSS 26.0 (IBM-SPSS, Chicago, IL, USA). Results were
expressed as mean± standard deviation (SD). (e correla-
tion between miR-152 and H19/VEGFA was analyzed by the
Pearson correlation analysis. P< 0.05 was used as the cri-
terion for judging the significance of the difference.

3. Results

3.1. Ox-LDL Induced Upregulation of H19 Expression and
Downregulation of miR-152 Expression in HAECs.
DIANA-lncBase database (https://diana.e-ce.uth.gr/
lncbasev3/interactions) predicted that miR-152 and H19
have binding sites (Figure 1(a)). QRT-PCRwas performed to
evaluate the H19 and miR-152 levels in the ox-LDL-treated
HAECs. (e results showed that compared with the control
group, the expression of H19 in the ox-LDL group was
significantly increased, but the expression of miR-152 was
remarkably decreased (Figures 1(b) and 1(c), P< 0.05). (is
result indicates that H19 and miR-152 may involve the
pathogenesis of the ox-LDL-induced atherosclerosis.

3.2. H19 Inhibited Cell Proliferation, Tube Formation, and
Migration of the Ox-LDL-Induced HAECs. To further in-
vestigate the biological functions of H19 in the ox-LDL
treated HAECs. We prepared H19 knockdown HAECs by
H19 siRNA transfection. QRT-PCR analysis (Figure 2(a))
showed that compared with the siRNA scramble (si-NC)
group, the expression of H19 in the H19 siRNA transfected
(si-H19 group) HAECs were significantly downregulated.
Further, compared with the siNC group, H19 knockdown
significantly reduced cellular proliferation rate (Figure 2(b)),
tube formation (Figure 2(c)), and cellular migration
(Figure 2(d)) of the ox-LDL treated HAECs. E-cadherin and
vimentin are reported to participate in the pathogenesis of
atherosclerosis. Western blot detection indicated
(Figure 2(e)) that compared with the siNC group, the
E-cadherin protein expression in the si-H19 group cells was
significantly increased, while vimentin expression was sig-
nificantly reduced, indicating that knocking down H19
would reduce the epithelial-mesenchymal transformation
(EMT) trend of the ox-LDL treated HAECs.

3.3. Expression of H19Was Negatively Correlated to miR-152
in the Ox-LDL-HAECs. In order to study the molecular
mechanism of H19, we determined whether H19 was
expressed in the cytoplasm or the nucleus by qRT-PCR. (e
result showed that H19 was mainly expressed in the cyto-
plasm in the ox-LDL-HAECs (Figure 3(a)). Dual-luciferase
experiment indicated that co-transfection of miR-152
mimics significantly inhibited the luciferase activity of the
H19 vector (lncRNA H19-WT) but did not inhibit the lu-
ciferase activity of the lncRNA H19-MUT vector. (us, the
targeting relationship between H19 and miR-152 was
confirmed (Figure 3(b)). In addition, compared with the
siNC group, H19 knockdown significantly upregulated the
expression of miR-152 (Figure 3(c)). (e expression of H19

Table 1: qRT-PCR primers.

Target gene/RNA Sequences (5′ to 3′)

lncRNA H19 F : ATCGGTGCCTCAGCGTTCGG
R :CTGTCCTCGCCGTCACACCG

miR-152 F : CAGTGCATGACAGAACTTG
R :GAACATGTCTGCGTATCTC

VEGFA F : TTGCCTTGCTGCTCTACCTCCA
R :GATGGCAGTAGCTGCGCTGATA

U6 F : ACCCGTTGAACCCCATTCGTGA
R :GCCTCACTAAACCATCCAATCGG

GAPDH F : CATCACTGCCACCCAGAAGACTG
R :ATGCCAGTGAGCTTCCCGTTCAG
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Figure 1: Ox-LDL induced upregulation of H19 expression and downregulation of miR-152 expression in ox-LDL-treated HAECs.
A. Potential binding sites between miR-152 and lncRNA H19 (H19) were analyzed by DIANA-lncBase database. B. Expression of H19 was
detected by qRT-PCR in the wild type HAECs (Control) and ox-LDL-treated HAECs. C. (e expression of miR-152 was analyzed in the
control and ox-LDL groups in HAECs. Each data were obtained from three different independent test results. ∗∗P< 0.01.
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Figure 2: Continued.
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was negatively correlated to the miR-152 in the ox-LDL-
HAECs (Figure 3(d)).

3.4. Knockdown of miR-152 Attenuated the si-H19 Induced
Antiangiogenic Activities in the Ox-LDL-HAECs.
Compared with the siNC+NC inhibitor group, the
proangiogenic activity (including cellular proliferation rate,
migration ability, tube formation ability, and EMT trend) of
the si-H19 +NC inhibitor group cells was significantly re-
duced. On the contrary, the cellular proliferation rate, mi-
gration ability, tube formation ability, and EMT trend of the
ox-LDL-HAECs increased significantly after interference
with miR-152. Interestingly, miR-152 inhibitor transfection
attenuated the antiangiogenic activity induced by si-H19 in
the ox-LDL-HAECs (Figures 4(a)–4(d)).

3.5. VEGFA Is the Target Gene ofmiR-152,Which Is Regulated
by H19 via miR-152. TargetScan database (http://www.
targetscan.org/vert_72/) was applied to predict the target
genes of miR-152. (e prediction results show that there is a
binding site between VEGFA and miR-152 (Figure 5(a)).
Dual-luciferase assay was then applied to verify this pre-
diction, which showed that miR-152 mimics significantly

inhibited the luciferase activity of the VEGFA-WT carrier
but did not inhibit the luciferase activity of the VEGFA-
mutation (VEGFA-MUT) carrier (Figure 5(a)).(ese results
confirmed the targeting relationship between miR-152 and
VEGFA. To further verify this relationship, qRT-PCR and
Western blot were performed and showed that compared
with the NC mimics group, miR-152 mimics transfection
significantly inhibited the expression of VEGFA mRNA and
protein in the ox-LDL-HAECs (Figures 5(b)–5(c)). Corre-
lation analysis revealed that miR-152 was negatively cor-
related with VEGFA (Figure 5(d)). In addition, compared
with the siNC group, the expression of VEGFA in the ox-
LDL-HAECs was significantly reduced after interference
with si-H19, and the expression of H19 and VEGFA was
positively correlated (Figures 5(e)–5(f)). At the same time,
after interfering with the miR-152, the expression of VEGFA
in the cells increased significantly. However, compared with
the si-H19NC inhibitor group, miR-152 inhibitor can re-
verse the expression of VEGFA (Figures 5(g) and 5(h)).

3.6. Antiangiogenic Activity of miR-152 Inhibits via Down-
regulating VEGFA in the Ox-LDL-HAECs. (e angiogenic
assay was further applied to determine whether miR-152
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Figure 2: Knockdown of H19 inhibited the ox-LDL-induced proangiogenic activities of HAECs. (a). Efficiency of the si-lncRNA H19
(si-H19) was evaluated by qRT-PCR in the ox-LDL-HAECs. (b). Cellular proliferation was detected by MTT in the indicated cells. (c)
Tube formation was performed to detect the angiogenesis ability in the indicated cells. (d) Cellular migration was evaluated by
Wound-healing assay in the indicated cells. (e) Protein expression of E-cadherin and vimentin was analyzed by Western blot.
∗P< 0.05 and ∗∗P< 0.01 vs. siNC group.
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could regulate HAECs by targeting VEGFA. Compared with
the NC mimics + vector group, the proliferation rate
(Figure 6(a)), migration ability (Figure 6(b)), tube formation
ability (Figure 6(c)), and EMT trend (Figure 6(d)) of the ox-
LDL-HAECs were significantly reduced after miR-152
mimic transfection. While these activities and EMT trend
were significantly higher in the VEGFA overexpressed ox-
LDL-HAECs. At the same time, overexpression of VEGFA
can reverse the effect of miR-152 upregulation on the an-
giogenic activity of the ox-LDL-HACEs.

4. Discussion

Atherosclerosis is a chronic multifactorial vascular disease
and the root cause of cardiovascular disease. It is charac-
terized by lipid accumulation and the formation of fatty
plaques in blood vessels [24]. Despite advances in treatment,
the morbidity and mortality of atherosclerosis are still at a
high level. (erefore, there is an urgent need to reveal de-
tailed mechanism of atherosclerosis and find effective
treatment targets and methods for atherosclerosis.

Studies have shown that ox-LDL has a bidirectional
effect on angiogenesis [25]. Low concentrations of ox-LDL
(less than 5 μg/ml) stimulate VEGF expression, endothelial
cell migration, and neocapillary formation [25, 26].
(erefore, in this study, 5 μg/ml was used to induce HAECs
into an atherosclerosis cell model. Previous studies have

shown that expression of H19 is upregulated in cardio-
vascular diseases, including vascular smooth muscle cells
[27]. (is study also found that H19 was significantly
upregulated in HAECs induced by 5 μg/ml ox-LDL.
Moreover, after knocking down the expression of H19, the
proliferation, migration, and tube formation of ox-LDL-
induced HAECs were significantly inhibited, which is
similar to the role of the H19 in many cancer cells. For
example, Zhao et al. found that knocking down H19 can
significantly inhibit the proliferation and metastasis ability
of lung cancer cell lines [28]. It is suggested that H19 has the
potential to be a biomarker for diagnosing changes in the
state of vascular endothelial cells, and H19 is related to the
biological functions of cells.

According to previous research reports, lncRNA exhibits
its activities in a variety of ways. It can participate in the
regulation of protein before and after transcription to di-
rectly control the protein activity. It mainly includes direct
binding to target protein to affect its function, or binding to
miRNA or circRNA to participate in signal transduction and
other ways [29]. Among them, miRNA is a type of short
noncoding RNAwith a length of about 22 nt [30]. Due to the
high efficiency and specificity of miRNA, it is often used as a
biomarker of disease [31]. Many studies have found that the
expression of miR-152 is often downregulated in different
solid tumors [32], suggesting that miR-152 can inhibit the
biological activity of cancer, acting as a tumor suppressor.
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Figure 3: Expression of H19 was negatively correlated to the miR-152 in the ox-LDL-HAECs. (a) qRT-PCR detected the expression of H19
in the isolated cytoplasm and nucleus of the ox-LDL-HAECs. ∗∗P< 0.01. (b) Binding relationship of the H19 andmiR-152 were analyzed by
Dual-luciferase assays. ∗∗P< 0.01 vsmimics NC group. (c) qRT-PCR was used to detect the expression of miR-152 in the siNC group and si-
H19 group in the ox-LDL-HAECs, ∗∗P< 0.01. (d) Correlation between the expression of H19 and miR-152 was analysis by Pearson
analyzes.
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(ere have been some reports on the pathological regulation
of the H19/miR-152 axis, which mostly involves cell pro-
liferation, invasion, angiogenesis, and apoptosis. Li et al. [33]
showed that in the study of diabetic foot ulcer repair, H19
inhibited the apoptosis and inflammation of fibroblasts by
reducing the activity of miR-152-3p-mediated tensin protein
homolog activity, thereby promoting wound healing of
diabetic foot ulcers. In human glioma cells, the level of H19

increases, while the level of miR-152 decreases. Lowering
H19 or increasing miR-152 can inhibit the proliferation and
invasion of glioma cells to inhibit the growth of glioma cells
[34]. (e results of this study found that the expression of
miR-152 was significantly downregulated in cardiovascular
ox-LDL–treated HAECs. Dual-luciferase assay showed that
H19 could bind miR-152. Knocking down H19 significantly
upregulated miR-152 expression accompanied with
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Figure 4: Low expression of miR-152 attenuated the si-H19-induced antiangiogenic activity in the ox-LDL-HAECs. Cellular proliferation,
tube formation, migration, and protein expression of E-cadherin and vimentin were analyzed by MTT (a), Matrigel tuber formation (b),
Wound-healing assay (c), andWestern blot (d) in the ox-LDL-HAECs. ∗∗P< 0.01 vs siNC+NC inhibitor group; ## P< 0.01 vs si-H19 +NC
inhibitor group.

Journal of Healthcare Engineering 7



antiangiogenic activity. Li et al. [35] showed that H19 can
upregulate the expression of DNMT1 through sponge
miR-152, thereby promoting the proliferation and inva-
sion of breast cancer, suggesting that miR-152 is a key
mediator for H19 to exert its biological functions. (ese

data show that H19 has a negative regulatory effect on
miR152. H19 is involved in the regulation of cell prolif-
eration (vascular endothelial or tumor) through the
negative regulation of miR152 to involve angiogenesis or
tumor pathogenesis.
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Figure 5: VEGFA is the target gene of miR-152, through which H19 can regulate the VEGFA expression. (a) Binding site between the
miR-152 and VEGFA was predicated by TargetScan database analysis (up panel). Dual-luciferase analysis of miR-152 to VEGFA.
∗∗P< 0.01 vs mimics NC. B–C. (e expression of VEGFA mRNA and protein were analyzed by qRT-PCR (b) and Western blot (c) in
the miR-152 mimics or mimics NC transfected ox-LDL-HAECs; ∗∗P< 0.01. (d) Pearson analysis of the correlation between miR-152
and VEGFA expression. (e) VEGFA gene expression was detected by qRT-PCR in the si-H19 transfected ox-LDL-HAECs, ∗∗P< 0.01.
(f ) Correlation of the expression of H19 and VEGFA was analyzed by Pearson analysis. G-H. VEGFA mRNA and protein expression
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According to previous research reports, miRNA can
bind to the 3′-UTR of a specific mRNA through its seed
sequence to inhibit the translation of the mRNA and par-
ticipate in the regulation of cell life activities [36]. (is study
also showed that miR-152 has a target relationship with
VEGFA that is an important signal molecule leading to
atherosclerosis. Balance of VEGFA is crucial to maintaining
the physiological vascular homeostasis of cells and tissues
[37]. High expression of VEGFA is the direct cause

activating vascular endothelial cells. Haque et al. found that
overexpression of miR-152 can significantly inhibit the
expression of VEGF and TGFβ1 in retinal endothelial cells
[38]. Fu et al. [39] reported that overexpression of miR-152
can inhibit high glucose-induced angiogenesis in human
retinal endothelium cells and retinal microvascular endo-
thelial cell lines by targeting inhibition of VEGF signaling.
All the data suggest that VEGF signal is the main target of
miR-152 to inhibit angiogenesis.
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Figure 6: Antiangiogenic activity of miR-152 by downregulating VEGFA in the ox-LDL-HAECs. Cellular proliferation (a), tube formation
(b), wound-healing assay (c) were detected in the indicated groups. (d) E-cadherin and Vimentin protein levels were analyzed by Western
blot. ∗∗P< 0.01 vs. NC mimics + vector group, ## P< 0.01 vs. miR-152 mimics + vector group.
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5. Conclusion

In conclusion, H19 promotes cellular proliferation, migra-
tion, and angiogenesis through the miR-152/VEGFA axis in
the ox-LDL-induced HAECs. (ese findings also suggested
that H19 could be a target to regulate the biological activity
of vascular endothelial cells. However, in order to reveal the
relationship between ox-LDL and H19, further investiga-
tions are needed to more comprehensively elaborate the
mechanism of ox-LDL causing changes in the activity of
vascular endothelial cells.
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Background. Lumbopelvic kinematics has been observed to include different parameters and directly relate to the movement of the
hip spine. In the current scenario, more than 65 million people have been suffering from spinal pain, and 18% of adults experience
chronic spinal pain.Methods. )is systematic review and meta-analysis selected 9 studies for analysis via electronic databases like
EMBASE, MEDLINE, Web of Science, Scopus, CINAHL, and Cochrane (CENTRAL). After collecting the data, the dataset has
been systematically analyzed through statistical methodologies using RevMan and Stata. Results. Out of 116 studies initially
scrutinized, nine were finally selected for the meta-analysis.When range of motion was studied via meta-analysis, it was noted that
a considerable reducedmovement was noted in the lumbar region of the spine when people were suffering from lower back pain in
comparison to control group people. Hence, reduced lumbar range of motion, no difference in the angle of lordosis, and no
significant difference in extension and rotation in people with lower back pain were found. However, variability was noted in
people suffering from lower back pain for flexion and lateral flexion. A significant heterogeneity was found between the studies
which lacked some details and standardization of the criteria which were used for defining patients with lower back pain or
without them (control group). Results show that spinal pain is the main reason behind the limitation of lumbar range of motion. It
is clear from the data set of mean and standard deviation, and this is clear to establish the relationship between the causes of pelvic
and spinal pain. In flexion-based ROM, the mean difference was found to be −9.77 (95% CI: −21.86, 2.32). Similarly, for lateral
flexion, the mean difference was found to be −5.58 (with 95% CI: −10.38, −0.79). Conclusion. It can be concluded that spinal
disease is too influential for people; thereby, it affects day-to-day life activities by creating painful and restricted movements. It is
concluded that people suffering from lower back pain have reduced proprioception and range of movement in the lumbar region
when compared to control groups with no lower back pain, which mainly focus on flexion and lateral flexion.

1. Introduction

Lumbopelvic kinematics have been observed to include a
wide range of parameters, such as lumbar and pelvic ROM,
regional movement timing, and muscle activation. In ad-
dition to that, the duration of movement and postural
position associated with the coordination of movement are
also linked with lumbopelvic kinematics. )e lumbopelvic
rhythm for the coordination of the hip-spine can be de-
scribed as the movement of the lumbar spine combined with
the movement of the pelvis. )e lower back muscle, called

the erector spinae, contracts and relaxes to control the body’s
movement against gravity [1].

It has also been observed that the nerves in the pelvic
region come from the lower back portion, and issues with
the lumbar spine can contribute to the development of pelvic
pain or spine pain. In addition to that, the other potential
causes of lower back disorders associated with spine pain can
be triggered by disc herniation, spinal stenosis, and pinched
nerves [2]. )is study will systematically review and provide
a meta-analysis on the comparative kinematics in the pelvic
region for patients who are suffering from spinal pain. In
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addition to that, this study will also shed light on the finding
of possible solutions to mitigate the issues related to spinal
pain [3].

)is study aims to systematically review and produce a
meta-analysis on the comparative research regarding ki-
nematics in the lumbopelvic region for patients suffering
from spinal pain. )e key objectives of the study are as
follows: (i) to analyze the current scenario of developing
lumbopelvic disorders among patients suffering from spinal
pain; (ii) to investigate the importance of kinematics in the
lumbopelvic region; and (iii) to examine the possible ways of
improving strategies to mitigate the issues associated with
the lumbopelvic region.

Spinal pain has been observed to be a common disorder
among adults from the age group of 40 to above 60. In the
current scenario, more than 65 million people have been
suffering from spinal pain. At the same time, 18% of adults
have been found to experience chronic or persistent spinal
pain because of certain daily activities [4].

)erefore, this has become a potential issue nowadays
and needs to be controlled. In this regard, this study will
systematically review and provide a meta-analysis on the
comparative kinematics for the lumbopelvic region among
patients suffering from spinal pain. )is study will analyze
different perspectives of other researchers through con-
ducting a secondary systematic review that can contribute to
finding something new in the process of creating this kind of
spinal pain. )erefore, this study will also contribute to the
development of strategies and procedures that can effectively
reduce the number of individuals suffering from spinal pain
through conducting a systematic review and meta-analysis.

2. Methodology

)e methodology can be defined as conducting research,
describing each step selected and completed in research.)is
study has been conducted with a systematic review of sec-
ondary sources that has presented a meta-analysis regarding
the research topic [5].

2.1. Study Selection: Inclusion and Exclusion Criteria. )e
inclusion-exclusion criteria have been chosen to identify the
selected population in this study as a reliable, consistent,
uniform, and objective manager. At the same time, the
selected source of data has also been passed through these
inclusion and exclusion criteria. It has lowered the size of the
population by removing the ineligible samples from the
study. Databases such as EMBASE, MEDLINE, Web of
Science, Scopus, CINAHL, and Cochrane (CENTRAL) were
used for data extraction.

A PRISMA flow chart has been implemented to sys-
tematically include and exclude studies from this review
work and meta-analysis. Records identified through elec-
tronic database searching have collected 113 studies from
different sources. After that, three additional articles have
also been included in this study from other sources.

Out of these 116 studies, 76 duplicate types of research
were discarded. Following the inclusion criteria and

eligibility standards, 40 studies were found applicable as per
the aim of the current study. Articles were rejected as per
their exclusion criteria, which were as follows: insufficient
patient data, nonclinical studies, studies with no conclu-
sions, review papers, abstracts, letters, or editorials were
found to be 31 studies; therefore, nine studies were short-
listed for analysis (Table 1). )e PRISMA statement flow
chart shows this process (Figure 1).

In this systematic review and meta-analysis study, four
major electronic databases have been searched systemati-
cally since November 2021. Electronic databases including
PubMed, Google Scholar, ProQuest, and MEDLINE have
been searched with specific combinations of keywords. )e
selection of articles from the data sources has been con-
ducted with relieving the abstracts and titles of the journals.

Online data sources have contributed to this research
and have helped the researchers conduct thesemeta-analyses
and systematic reviews. During the data search, researchers
selected only the journals related to this topic and used a
bulletin table to search the most relevant journals [14]. In
this secondary data collection, the researchers have also
considered the relevance and eligibility of each online source
that has been reviewed in this study. During the selection of
online sources, the researchers chose different clinical
studies, individual participant data, regulatory information,
and other types of secondary data that are relevant to the
review topic.

2.2. Data Extraction and Quality Assessment of the Study.
Researchers have developed based on the checklist used in
different articles and published the quality assessment tools
to extract data from the collected sample. Data extraction
and quality assessment have been necessary to reduce risk
factors and bias in the systematic review while synthesizing
the key findings. )e characteristics included in the data
extraction were the age of participants and the character-
istics of the source.)e other factors that have been included
in the checklist for the text fraction include inclusion-ex-
clusion criteria, along with the methods used in the studies
[15]. )e quality assessment has been conducted with the
aim of reducing bias from the study based on the study
population, LBP among the participants, measurement
procedures, and assessor bindings to the presence of spine
pain (yes/no) [16]. )e analysis of studies has been con-
ducted via RevMan and Stata where forest and funnel plots
were drawn and interpreted [15]. However, the key focus of
this meta-analysis and systematic review has been on the
statistical data. Still, the thematic analysis has also allowed
the researchers to establish a common link between different
variables [17].

3. Results

3.1.Characteristics ofMovement. A total of 1887 participants
were divided into LBP groups (n� 643) and NoLBP groups
(n� 596). )e sample size ranged from 29 to 840.

A meta-analysis was performed for six studies where the
angle of lumbar lordosis was compared in people with or
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Table 1: )e basic characteristics of the included studies.

Trial Sample size (LBP/
control)

Male/
female

Age (y), mean± SD, or range
(LBP/control) Main outcomes Back pain

duration BMI (LBP/control)

Christie [6] 29 (19/10) NR 18–46 ① 8 years 24.7± 3.3/
22.8± 2.3

Ng [7] 30 (15/15) 30/0 27.9± 6.7/27.8± 5.9 ①④⑤ 6.1 years 23.4± 1.9/
22.7± 2.0

Norton [8] 188 (128/60) 85/103 42/39.3 ① 7 weeks NR
Nourbakhsh [9] 840 (420/420) 420/420 20–65 ① 6 weeks 25.3/25.6
Youdas [10] 75 (30/45) 75/0 54.9± 9/54.8± 8.5 ①②③ 18.7 years 28.9± 5.7/26.1± 5
Youdas [10] 75 (30/45) 0/75 54.9± 8.5/53.4± 8.8 ①②③ 11 years 28.9± 5.7/26.1± 5

Crosbie [11] 38 (19/19) 13/25 34.0± 13.3/28.6± 5.4 ②④⑤ 6 months 24.5± 3.6/
23.0± 2.4

Wong [12] 31 (21/10) NR 34± 10/42 +−8 ②③④⑤ 1 year 23.6/24.7
Tsai [13] 32 (16/16) 32/0 48.6± 7.4/47.9± 8.3 ③④⑤ 2 years 27.9/26.7
NR: not reported; ①: lumbar lordosis; ②: flexion; ③: extension; ④: lateral flexion; ⑤: rotation.
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Figure 1: PRISMA study over the study methods.
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even without lower back pain, as shown in Table 2 and
Figures 2 and 3. Most studies have reported small insig-
nificant differences amongst groups.

3.2. Range of Motion. A meta-analysis of four studies was
performed and it was found that there was a consistently
reduced movement range in the lumbar spine region with
people suffering from lower back pain. A meta-analysis has
been performed in Table 3 with the findings listed in Figure 4
with forest and funnel plots. In some of the studies included
the groups with chronic or acute lower back pain were
compared with other groups showing no back pain signs.
Variability was noted in people suffering from lower back
pain during flexion. )e meta-analysis showed that the
flexion in the LBP group was significantly lower (WMD:
−0.77; 95% CI: −21.86–2.32; P≤ 0.001, I2 � 95.2%) than that
in the NoLBP group.

Studies which measured bilateral movement were meta-
analyzed for extension (Table 4 and Figures 5 and 6), for
lateral flexion (Table 5 and Figures 7 and 8), and for rotation
(Table 6 and Figures 9 and 10). Meta-analysis showed that
the lateral flexion in the LBP group was significantly lower
(WMD: −5.58; 95% CI: −10.38 to −0.79; P � 0.006;
I2 � 75.7%) than that in the NoLBP group. )e studies se-
lected were measured for their bilateral movement, that is, in
both left and right rotations, and a mean difference was

calculated. A significant relationship exists between lower
back pain and movement restrictions along with dependent
variables that not only efficiently but also effectively cause
the same [18].

4. Discussion

4.1. Analysis of the Current Scenario for Growing of Lumbo-
pelvicDisorder. In most cases, it has been seen that low back
pain has contributed to pelvic disorders. )e pelvic floor
disorder has been noticed to be originating from the dis-
placement of lumbar spines, which hardly has vivid
symptoms in most human bodies. However, without or with
the symptoms, this disorder reaches an extreme condition to
some humans. It has been spotted from many discussions
and scientific magazines and journals that the connection
between the “low back pain” (LBP) or “spinal pain” and
“pelvic floor dysfunction” (PFD) has been evident in the case
of women’s bodies [19]. )e highest number of responses
indicated the link between spinal pain and PFD, such as a
considerable positive correlation.

4.2. Investigation on the Essence of Kinematics. Observing
different studies, it has come to light that when the pelvic
region muscles are unable to contract, it immediately causes
a failure in the urinary tract contraction that results in

Table 2: Comparing the angle of lumbar lordosis in the LBP group to the NoLBP-based group (control).

Study
LBP Control

Mean SD Total Mean SD Total
Christie [6] 26.4 9 19 19.3 9.2 10
Ng [7] 26 9 15 25 8 15
Norton [8] 42.5 15.2 128 40.2 14.8 60
Nourbakhsh [9] 37 13 420 38 14 420
Youdas [10] 39 8.1 30 37.5 11 45
Youdas [10] 55.5 10.4 30 52.7 15.3 45

Study
ID

Weight
(%)WMD (95% CI)

Christie CLBP 1995

Ng 2002

Norton 2004

Nourbakhsh 2001

Youdas 2000

Youdas 2000

Overall (I2 = 32.1%, p = 0.195)

NOTE: Weights are from random effects analysis

-14.1 14.10

7.10 (0.11, 14.09)

1.00 (-5.09, 7.09)

1.50 (-2.83, 5.83)

2.80 (-3.02, 8.62)

1.20 (-0.95, 3.35)

2.30 (-2.28, 6.88)

-1.00 (-2.83, 0.83)

8.02

10.08

15.59

38.58

16.86

10.86

100.00

Figure 2: Forest plot analysis of lumbar lordosis in the LBP group to NoLBP on lumbar lordosis.
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Figure 3: Funnel plot analysis of lumbar lordosis in the LBP group to NoLBP on lumbar lordosis.

Table 3: Flexion-based ROM meta-analysis.

Study
LBP Control

Mean SD Total Mean SD Total
Crosbie [11] 48 20 19 50 20 19
Wong [12] 29.8 11.9 20 61.9 9.9 17
Youdas [10]
(female) 20.7 8.9 30 23 10.1 45

Youdas [10]
(male) 28.6 6.6 30 31 5.7 45

Study
ID WMD (95% CI) Weight

(%)

-2.00 (-14.72, 10.72)

-32.10 (-30.12, -25.08)

-2.30 (-6.64, -2.04)

-2.40 (-5.29, 0.49)

-9.77 (-21.86, 2.32) 100.00

27.11

26.59

25.19

21.11Crosbie 2013

Wong 2004

Youdas 2000

Youdas 2000

Overall (I2 = 95.2%, p = 0.000)

NOTE: Weights are from random
effects analysis

-30.1 0 30.1

Figure 4: Forest plot analysis of lumbar lordosis in the LBP group to NoLBP on flexion.

Table 4: Extension-based ROM meta-analysis.

Study
LBP Control

Mean SD Total Mean SD Total
Tsai [13] 26 7 16 28 8 16
Wong [12] 12.7 5.9 20 15.5 7.4 17
Youdas [10]
(female) 56 12 30 56.5 10.4 45

Youdas [10]
(male) 42.7 8.8 30 50.1 9.2 45
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urinary inconsistency. In the opinion of Aitken et al. [20],
adding to it, it has been noticed that the pelvic organ starts
prolapsing due to the same reason and gives rise to other
abnormalities in the human body. It has been transparent
that this phenomenon also disturbs the kinematics of the
human body functions and causes PFD.

4.3.Analysis of Causes thatDevelop Further Issues in the Pelvic
Region. Low back pain can be derived due to soft-tissue as

well as mechanical issues, and these injuries can lead to more
pain in their pelvic region. )is has been the reason for
coming up with more severity, which can lead to more
suffering. Furthermore, they have been going through in-
fections, and because of that, they have been facing more
casualties.

Due to this reason, more complex problems have been
coming up, which can lead to no proper movement of their
lives [21]. Hence, it is clear from the discussion that issues
developing due to derived spinal pain are related to the

Overall (I2 = 40.7%, p = 0.167)

NOTE: Weights are from random
effects analysis

Tsai 2010

Wong 2004

Youdas 2000

Youdas 2000

Study
ID WMD (95% CI) Weight

(%)

-11.5 11.50

22.06

27.27

21.78

28.89

100.00

-2.00 (-7.21, 3.21)

-2.80 (-7.17, 1.57)

-0.50 (-5.76, 4.76)

-7.40 (-11.54, -3.26)

-3.45 (-6.51, -0.40)

Figure 5: Forest plot analysis of lumbar lordosis in the LBP group to NoLBP on extension.
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Figure 6: Funnel plot analysis of lumbar lordosis in the LBP group to NoLBP on extension.

Table 5: )e lateral flexion-based ROM meta-analysis.

Study
LBP Control

Mean SD Total Mean SD Total
Crosbie [11] 23 11 19 28 13 19
Ng [7] 29.5 5.5 15 31 15 55
Tsai [13] 37 6.5 16 41 6 16
Wong [12] 12.8 4.7 20 23.7 5.4 17
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pelvic region. )is may increase the severity of pain leading
to suffering and infections, which might be the reason to
other diseases.

4.4. Examination of Mitigation Strategies. Here, they should
develop proper mitigation strategies at the beginning stage
of the pelvic derivation of pelvic. Furthermore, they should

Study
ID WMD (95% CI) Weight

(%)

Crosbie 2013

Ng 2002

Tsai 2010

Wong 2004

Overall (I2 = 75.7%, p = 0.006)

NOTE: Weights are from random
effects analysis

-14.2 14.20

18.29

25.40

26.8

29.52

100.00

-5.00 (-12.66, 2.66)

-1.50 (-6.34, 3.34)

-4.00 (-8.30, 0.33)

-10.90 (-14.19, -7.61)

-5.58 (-10.38, -0.79)

Figure 7: Forest plot analysis of lumbar lordosis in the LBP group to NoLBP on the lateral flexion.
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Figure 8: Funnel plot analysis of lumbar lordosis in the LBP group to NoLBP on the lateral flexion.

Table 6: )e rotation-based ROM meta-analysis.

Study
LBP Control

Mean SD Total Mean SD Total
Crosbie [11] 12 6 19 12 6 19
Ng [7] 27.5 6.5 15 30.5 10 15
Tsai [13] 43 5 16 47 7 16
Wong [12] (LBP) 9 3.4 20 12.2 4.6 17
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easily take physicians’ appointments to solve their issues
[22]. It is not possible to identify pelvic at their initial stage,
but they should pay heed that they should not face any
damage so that no issue or further complexity can be
generated.

5. Conclusion

It can be concluded that lumbopelvic has been derived, so it
is too problematic for people to lead their normal lives [23].
)ere are too many causes behind deriving pelvic disorders
such as spinal stenosis, pinched nerves, and herniation.
Here, proper analysis of the development of this disorder has
been paid heed, and in this regard, it has been identified that
spinal pain is the most significant cause [24]. Kinematics has
become too vivid a reason for deriving this issue as well, and
in this case, all of the explanation has been provided with
giving analysis [25]. Possible strategies have been given heed
to so that patients can get relieved from this kind of situation
to a further extent. Here, for vivid results, primary data has
been utilized and the data set given insight into mean and

standard deviation values. )e analysis of movement in the
lumbopelvic region is based on the examination of kine-
matics such as posture, range of movement like flexion, and
extension. )is also includes a higher range of movements
such as sequential and temporal patterns in case of pro-
prioception, complex functions, physiological movements,
or case of complex functions such as walking or lifting.)us,
analysis of all causes for developing various issues in the
pelvic region among the patient is very effective, which is
generated from spinal pain. It is concluded that people
suffering from lower back pain have reduced proprioception
and range of movement in the lumbar region when com-
pared to control groups with no lower back pain, which
mainly focus on flexion and lateral flexion [26].

Hence, it was concluded from the studies that people
with lower back pain have a reduced range and speed of
movement, but it is not significant for other characteristics
of movement. But people suffering from lower back pain
move slowly with low proprioception when compared to
control group people. For patients with limited lumbar spine
mobility, especially in forward flexion and lateral flexion,
early intervention should be performed to reduce pain. For
patients who already have low back pain, reducing forward
flexion and lateral flexion activities may reduce the pain to a
certain extent.
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A common consequence of acute ischemic stroke (AIS), stroke-associated pneumonia (SAP), might result in a poor prognosis after
stroke. Based on the critical position of inflammation in SAP, this study aimed to explore the correlation between platelet-to-
lymphocyte ratio (PLR) and the occurrence of SAP. We included 295 patients with acute ischemic stroke, 40 with SAP, and 255
without SAP.(e area under the receiver operating characteristic curve was used to determine the diagnostic value of SAP risk factors
using binary logistic regression analysis.(e comparison between the two groups showed that age, the baseline National Institutes of
Health Stroke Scale (NIHSS) score, and the proportion of dysphagia, atrial fibrillation, and total anterior circulation infarct were
higher, and the proportion of lacunar circulation infarct was lower in the SAP group (P< 0.001). In terms of laboratory data, the SAP
group had considerably greater neutrophil counts and PLR, while the non-SAP group (P< 0.001) had significantly lower lymphocyte
counts and triglycerides. Binary logistic regression analysis revealed that older age (aOR� 1.062, 95% CI: 1.023–1.102, P� 0.002),
atrial fibrillation (aOR� 3.585, 95% CI: 1.605–8.007, P� 0.019), and PLR (aOR� 1.003, 95% CI: 1.001–1.006, P� 0.020) were in-
dependent risk factors associated with SAP after adjusting for potential confounders. (e sensitivity and specificity of PLR with a
cutoff value of 152.22 (AUC: 0.663, 95%CI: 0.606–0.717, P� 0.0006) were 57.5% and 70.6%, respectively.(is study showed that high
PLR is an associated factor for SAP in AIS patients. Increased systemic inflammation is linked to SAP in ischemic stroke. In-
flammatory biomarkers that are easily accessible may aid in the diagnosis of high-risk SAP patients.

1. Introduction

Stroke is a common and leading cause of death and disability
worldwide, imposing a heavy burden on society and the
economy [1, 2]. Stroke-associated pneumonia (SAP) often
occurs after a stroke; approximately 7%–38% [3–8] of stroke
patients are diagnosed with SAP during hospitalization.
Once a patient develops SAP, it leads to a poor prognosis and
a prolonged hospital duration [9–12].Early diagnosis and
preventive treatment are necessary for patients at high risk of
SAP. (erefore, an effective biomarker is needed for risk
assessment and early detection of SAP. Neurogenic im-
munosuppression is one of the critical mechanisms of in-
creased susceptibility to postinfection [13, 14].

Platelet-to-lymphocyte ratio (PLR) is a novel and in-
expensive biomarker that reflects systemic inflammation
response [15, 16], which is affected by changes

in lymphocytes and platelets after acute stroke. PLR is a
sensitive marker to predict the occurrence and prognosis of
cardiovascular events [16, 17], cerebrovascular diseases [18],
poststroke depression [19],and pneumonia [20]. However,
the association of PLR with SAP is uncertain. In light of this,
we investigated the relationship of PLR with SAP in AIS
patients.

In the proposed investigation, we discovered that high
PLR is linked to SAP in AIS patients. PLR could be a useful
tool for identifying high-risk SAP patients. It is more
beneficial to improve results if SAP is detected early and well
prevented. PLR was found to be considerably greater in the
SAP group than in the non-SAP group in this study.

In the following section, we discuss the section-wise
study. Section 2 discusses the materials and methods and
also discusses the study subjects, clinical variables collection,
laboratory parameters and clinical features, statistical
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analysis, and results. Section 3 defines the conclusion of the
study. Finally, the research work is concluded in Section 4.

2. Materials and Methods

(e overall quality of any research dissemination output is
evaluated in this section and it reveals to readers what
techniques, methodologies, designs, and treatments are used
in the research, allowing us to repeat the results.

2.1. Study Subjects. Acute ischemic stroke patients in the
Department of Neurology, Beijing Shijitan Hospital, were
included in this study between March 1, 2018, and July 31,
2019. (e study protocol was approved by the Scientific
Research Ethics Committee of Beijing Shijitan Hospital
Affiliated with Capital Medical University.

(e inclusion criteria for enrolled patients are as follows:

(1) Hospitalization within 72 h after the onset of
symptoms

(2) Patients diagnosed as new acute ischemic stroke by
imaging examination (cranial magnetic resonance
imaging or computed tomography) at the time of
admission

(3) Modified Rankin scale (mRS) score<2 before
admission

(4) Patients who were not discharged within 3 days
before hospitalization

(e exclusion criteria are as follows:

(1) (e acute infections (vacuities, urinary, and infection
of the upper or lower respiratory tract) within 2
weeks before the onset of the stroke

(2) Medical history of cancer, hematologic disease, se-
vere liver and kidney dysfunction, and autoimmune
disease

2.2. Clinical Variables Collection. Demographic data ob-
tained at admission include age, sex, and the length of
hospitalization. Premorbid history relevant risk factors
contain current smoking, coronary heart disease, hyper-
tension, diabetes, previous stroke, and atrial fibrillation.

2.3. Laboratory Parameters and Clinical Features. Within
24 h after admission, peripheral venous blood was collected
from the participants and used for immediate biomarker
detection. Laboratory data consisted of
neutrophils, lymphocytes, platelets, total cholesterol (TC),
triglycerides (TG), and low-density lipoprotein cholesterol
(LDL-C). (e PLR (defined as platelet/lymphocyte) was
calculated. (e clinical features of patients included dys-
phagia, the Oxfordshire Community Stroke Project (OCSP),
and baseline National Institutes of Health Stroke Scale
(NIHSS) score on admission.

According to clinical and laboratory examinations and
chest X-ray or CT scan results retrospectively gathered from
medical records, SAP was defined as a lower respiratory tract

infection within the first 7 days of hospitalization after a
stroke [21, 22].

2.4. Statistical Analysis. Normally distributed continuous
variables were expressed as the mean± standard deviation,
while nonnormally distributed variables were expressed as
the median (interquartile range). (e Mann–Whitney U test
was used to compare the clinical characteristics of contin-
uous variables between groups. (e chi-square test was used
for categorical variables. Variables with P< 0.05 from the
results of the univariate analyses were considered con-
founders in the multivariable logistic regression analysis.
(e association between different PLR and SAP risks was
estimated using univariate analysis and binary logistic re-
gression analysis. All patients were classified into two groups
according to their median PLR (126.67), and the potential
confounders of PLR were identified. We adjusted all po-
tential confounding factors (parameters with P< 0.05 in
univariate analysis). (e results are presented in the form of
an adjusted odds ratio (aOR) and 95% confidence interval
(CI).

We conducted the receiver operative curve (ROC) and
the area under the curve (AUC) to measure the specificity
and sensitivity of PLR and obtained the optimal cutoff value
of PLR. Results were considered significant at P< 0.05. (e
analysis of ROC was performed with MedCalc 15.6 (Med-
Calc Software, Belgium). Other statistical analyses were
carried out using SPSS v23 (SPSS Inc., Chicago, IL).

3. Results

A total of 295 consecutive AIS patients were retrospectively
included fromMarch 1, 2018, and July 31, 2019, according to
the inclusion and exclusion criteria, 40 (13.6%) of whom
were diagnosed with SAP in the final analysis (Figure 1). (e
average age of patients was 69.5± 12.0 years, and 196
(66.4%) were male.(emedian length of hospitalization was
14.0 (11.0, 17.0) days. (e comparison of demographic,
clinical, and laboratory characteristics is given in Table 1.
(ere were significant differences in age (P< 0.001) and
baseline NIHSS score (P< 0.001) between the SAP group and
the non-SAP group. (e presence of dysphagia (P< 0.001),
atrial fibrillation (P< 0.001), total anterior circulation in-
farction (TACI) (P< 0.001), and lacunar circulation in-
farction (LACI) (P< 0.001) were significantly different
between the two groups. Neutrophil counts and PLR were
significantly increased (P≤ 0.001; Figure 2),
whereas lymphocyte counts and TG were significantly de-
creased in the SAP group (P< 0.001). (e number of
platelets in the patients with SAP was decreased, although
not statistically significant.

(e demographic and clinical characteristics (parame-
ters with P< 0.05 in univariate analysis) in the high and low
PLR groups are given in Table 2. We found that patients with
the high PLR had high baseline NIHSS scores (P� 0.047) and
low TG (P� 0.004). (e prevalence of dysphagia (P� 0.020)
was significantly higher in the high PLR group than in the
low PLR group.
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In the univariate analysis, the variables with P< 0.05
were used as covariates, and SAP was used as a dependent
variable. As given in Table 3, after adjusting for the con-
founders of PLR, multivariate logistic regression analysis
showed that PLR (aOR� 1.003, 95% CI: 1.001–1.006,
P� 0.020), age (aOR� 1.062, 95% CI: 1.023–1.102,

P� 0.002), and atrial fibrillation (aOR� 3.585, 95% CI:
1.605–8.007, P� 0.019) remained associated with SAP. In the
ROC analysis, the best cutoff level of PLR was 152.22
(P� 0.0006), with 0.575 sensitivity and 0.706 specificity. (e
area under the ROC curve was 0.663 (95% CI: 0.606–0.717)
(Figure 3).

Patients with acute ischemic stroke admitted to hospital
within 72 hours of symptom onset (n=548)

253 Patients excluded
1. Pre-mRS score>2 (n=132)
2. Discharged during the first 3 days of hospitalization (n=24)
3. Acute infections within 2 weeks prior to stroke onset (n=52)
4. Cancer, hematologic disease, severe liver and kidney

Patients included in the final analysis
(n=295)

Non-SAP group
(n=255)

SAP group
(n=40)

dysfunction, and autoimmune disease (n=45)

Figure 1: Flow diagram of the patient selection process.

Table 1: Comparison of the characteristics of AIS patients according to the onset of SAP.

Characteristics Total (N� 295) Non-SAP (N� 255) SAP (N� 40) P value
Age, years, mean± SD 69.5± 12.0 68.1± 11.7 77.5± 10.6 <0.001∗
Male, n (%) 196 (66.4) 171 (67.1) 25 (62.5) 0.570
Length of hospitalization, days, median (IQR) 14.0 (11.0, 17.0) 14.0 (11.0, 16.0) 14.5 (9.0, 33.0) 0.241
Baseline NIHSS, median (IQR) 3 (1, 7) 3 (1, 5) 14 (7, 18) <0.001∗
Dysphagia, n (%) 49 (16.6) 15 (5.8) 34 (85.0) <0.001∗
Current smoking, n (%) 96 (32.5) 85 (33.3) 11 (27.5) 0.464
Coronary artery disease, n (%) 88 (29.8) 72 (28.2) 16 (40.0) 0.131
Hypertension, n (%) 229 (77.6) 196 (76.9) 33 (82.5) 0.426
Diabetes, n (%) 106 (35.9) 96 (37.6) 10 (25.0) 0.121
Previous stroke, n (%) 81 (27.5) 66 (25.9) 15 (37.5) 0.126
Atrial fibrillation, n (%) 46 (15.6) 29 (11.4) 17 (42.5) <0.001∗
OCSP
TACI, n (%) 15 (5.1) 5 (2.0) 10 (25.0) <0.001∗
PACI, n (%) 90 (30.5) 78 (30.6) 12 (30.0) 0.940
POCI, n (%) 39 (13.2) 30 (11.8) 9 (22.5) 0.062
LACI, n (%) 151 (51.2) 142 (55.7) 9 (22.5) <0.001∗
TC, mmol/L, median (IQR) 4.2 (3.5, 5.0) 4.3 (3.6, 5.0) 4.0 (3.1, 4.9) 0.086
TG, mmol/L, median (IQR) 1.2 (0.9, 1.7) 1.3 (1.0, 1.8) 0.9 (0.7, 1.3) <0.001∗
LDL-C, mmol/L, median (IQR) 2.4 (1.8, 3.0) 2.4 (1.8, 3.0) 2.2 (1.8, 2.8) 0.306
Neutrophils, ×109/L, median (IQR) 4.3 (3.3, 6.0) 4.0 (3.1, 5.3) 7.3 (6.0, 9.6) <0.001∗
Lymphocytes, ×109/L, median (IQR) 1.6 (1.3, 2.1) 1.8 (1.4, 2.1) 1.1 (0.9, 1.6) <0.001∗
PLT, ×109/L, median (IQR) 216.0 (179.0, 253.0) 216.0 (180.0, 253.0) 210.5 (152.3, 247.8) 0.137
PLR, median (IQR) 126.7 (99.6, 175.3) 123.2 (98.0, 163.8) 161.2 (114.1, 209.2) 0.001∗

NIHSS, National Institute of Health Stroke Scale; OCSP, Oxfordshire Community Stroke Project; TACI, total anterior circulation infarct; PACI, partial
anterior circulation infarct; POCI, posterior circulation infarct; LACI, lacunar circulation infarct; TC, total cholesterol; TG, triglycerides; LDL-C, low-density
lipoprotein cholesterol; PLT, platelet; PLR, platelet-to-lymphocyte ratio; SD, standard deviation; IQR, interquartile range; SAP, stroke-associated pneumonia.
∗ P values less than 0.05 were considered statistically significant.
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4. Discussion

Based on increasing evidence, researchers reported the
predictive effectiveness of PLR in the prognosis of artery
diseases [16–18] and inflammation diseases. With reference
to the studies by Turkmen et al. and Uslu et al. [23, 24] in the
present study, we found that high PLR is associated with SAP
in AIS patients. (e results of multivariate analysis showed
that PLR, a marker of systemic inflammation, is an inde-
pendent risk factor for SAP, which further confirmed high
PLR may be used as an effective indicator of inflammatory
diseases.

Platelets have the function of regulating inflammation
and immune responses, which play an important role in the
formation of thrombosis in the arterial circulation. When
AIS occurs, abnormal platelets are overactivated and ac-
cumulated [25], which may lead to thrombosis and vascular
blockage and then vascular events [26]. Changes in

circulating platelet counts are uncertain in diverse diseases.
Platelets can increase in many inflammations with an acute
phase. In the case of sepsis, the platelet count will increase
due to the accelerated expression of platelets after the in-
crease in their breakdown [27]. However, we found the
platelet counts were decreased in AIS patients with SAP.
(ere could be three reasons for this observation. (e first
reason is the particularities of AIS patients. When arterial
platelet-fibrin thrombi are formed in AIS patients, a re-
duction of the circulation platelet counts occurs due to their
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Figure 2: PLR levels and SAP. Violin plot of PLR distribution in patients with SAP and without SAP.

Table 2: Comparison of the characteristics between subgroups based on the median PLR.

Characteristics Low PLR High PLR P valueN� 147 (PLR<126.67) N� 148 (PLR≥126.67)
Age, years, mean± SD 68.8± 12.2 70.0± 11.7 0.346
Baseline NIHSS, median (IQR) 3 (1, 5) 4 (2, 8) 0.047∗
Dysphagia 17 (11.6) 32 (21.6) 0.020∗
Atrial fibrillation, n (%) 17 (11.6) 29 (19.6) 0.057
TG, mmol/L, median (IQR) 1.2 (1.0, 1.8) 1.1 (0.8, 1.6) 0.004∗

NIHSS, National Institute of Health Stroke Scale; TG, triglycerides; PLR, platelet-to-lymphocyte ratio; SD, standard deviation; IQR, interquartile range. ∗P
values less than 0.05 were considered statistically significant.

Table 3: Multivariate logistic regression analysis of the associations
between PLR and SAP.

Risk factors B SE Wald P
value aOR aOR (95% CI)

Age 0.060 0.019 9.819 0.002∗ 1.062 1.023–1.102
Atrial
fibrillation 1.277 0.410 9.699 0.019∗ 3.585 1.605–8.007

PLR 0.003 0.002 5.393 0.020∗ 1.003 1.001–1.006
PLR, platelet-to-lymphocyte ratio; SAP, stroke-associated pneumonia; SE,
standard error; aOR, adjusted odds ratio. ∗P values less than 0.05 were
considered statistically significant.
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Figure 3: (e receiver operating characteristic (ROC) curve
analysis of platelet-to-lymphocyte ratio for predicting SAP.
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increased consumption in the infarction area [28]. (e
second reason is that platelet count in AIS patients may
correlate with disease severity. Ming Yang et al. showed that
AIS patients in the lowest platelet count quintile had a higher
risk of poor functional outcome [29]. In this study, SAP
patients were severe, with high admission NIHSS scores,
which lead to the reduction of platelet count. (e third
reason may be the effect of antithrombotic therapy of acute
AIS on platelets. IVTusing rt-PA influences peripheral blood
platelet counts and lymphocyte concentrations, resulting in
enhancing infection risk [30].

(e lymphocytes belong to the adaptive immune cells,
which influence the regulation of the inflammatory response.
Lymphocytes were suggested to be a pivotal subtype that
determined the severity of neuroinflammation in acute brain
injuries. Urra et al. [31] suggested that lymphopenia in the early
stages of stroke is a sign of persistent brain damage, stress
response, and a greater possibility of infection. In addition, it
has been reported that lymphopenia after reperfusion in
vascular events can effectively predict the existence of mi-
crovascular occlusion in the early stage [32]. Konstantin et al.
[33] reported apoptosis of lymphocytes after stroke, and cat-
echolamine-mediated lymphocyte defect played an important
role in stroke-associated infection. Recent studies in rodent
models have shown that T cells accumulate early in the
damaged area within the first 24 hours after the onset of a
stroke, which causes lymphopenia in peripheral blood [34].(e
stroke-induced lymphocyte apoptosis results in immune sys-
tem suppression and inflammation [35, 36], shifting from a
proinflammatory (1 type response to an anti-inflammatory
(2 type response.(erefore, stroke causes local inflammation
and leads to stroke-induced immunosuppressive syndrome
(SIDS) [14]. SIDS then leads to the systemic inflammatory
response through endocrine pathways involving the hypo-
thalamic-pituitary-adrenal axis or activation of the sympathetic
nervous system [33, 37, 38]. Meanwhile, SIDS results in de-
creased peripheral blood lymphocyte counts and functional
T cell inactivation [39]. (e results of this study further sup-
ported that lymphopenia caused by immunosuppression after
stroke has a potential effect on SAP susceptibility.

PLR is a systemic inflammation index, which is calculated
by dividing the platelet count by lymphocyte count. PLR
represents the burden of systemic inflammation and combines
platelet counts and lymphocytes counts to predict the prog-
nosis of cardiovascular diseases [40] and ischemic stroke [41].
Altintas et al. found that high PLR values could reflect the
infarcted size and poor recanalization rate in patients with
thrombectomy therapy, supporting the view that PLR repre-
sents a prothrombotic inflammatory state [40]. In addition,
PLR may provide important information for pulmonary dis-
eases. Kumar et al. [42] showed that PLR could predict the 90-
day mortality in patients with acute exacerbations of COPD.
(e PLR value can guide in diagnosing hypersensitivity
pneumonia [43]. Kartal et al. showed that utilization of PLR
may differentiate patients with community-acquired pneu-
monia [44]. Moreover, Jong-Han Lee et al. detected PLRmight
have diagnostic utilities such as CRP in the evaluation of the
severity of pneumonia patients [45]. CRP has been reported to
have a significant prognostic value and a useful adjunctive test

as well as being a marker of treatment response in inflam-
mation disease.(e ability of PLR to predict infectious diseases
is further proved by this indirect evidence. PLRwas found to be
considerably greater in the SAP group than in the non-SAP
group in this study. However, Ahmet Adiguzel et al. found no
correlation between the PLR level and SAP [46]. (e possible
reason for the different results is the difference in the severity of
the stroke patients included.(ey included stroke patients with
NIHSS >10 who were sicker than the patients in our study.
Based on the discussion above, we speculated that there may be
a correlation between high PLR and the occurrence of SAP,
helping clinicians assess high-risk SAP in clinical works. (e
followings could be viewed as potential limitations to the study.
First, selection bias is a concern because we undertook a single-
center retrospective study. (is study would have been more
convincing if our sample size was enlarged. Second, as a ret-
rospective study, some acute inflammation biomarkers were
not incorporated for analysis. (is could have a certain impact
on the result. We will conduct prospective studies in the future
to further prove this conclusion.(ird, PLRwas onlymeasured
at admission. Given the limitations related to the retrospective
design, no data evaluating the dynamic change of PLR were
available. In future studies, the hematologic markers during
hospitalization should be dynamically measured to evaluate the
predictive value of PLR for SAP. Fourth, we cannot rule out
residual confounding or the effect of unmeasured confounders.
Further studies need to record more potential risk factors for
SAP.

5. Conclusion

In conclusion, our study showed that high PLR is associated
with SAP in AIS patients. PLR may be a promising indicator
to identify high-risk SAP patients. High PLR was found to be
a risk factor for SAP in AIS patients in this investigation. In
ischemic stroke, increased systemic inflammation is con-
nected to SAP. Easy-to-find inflammatory biomarkers could
aid in the diagnosis of high-risk SAP patients. It is more
beneficial to improve results if SAP is detected early and well
prevented.

Data Availability

(e datasets used to support the findings of this study are
available from the corresponding author upon request.
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Objective. To study the effect of Narcotrend monitoring on the incidence of early postoperative cognitive dysfunction (POCD)
under different bispectral index (BIS) conditions and the effect of different depths of anesthesia on the incidence of POCD.
Methods. We performed a literature search of PubMed, Embase, OVID (database systemmade by Ovid Technologies, USA), CBM
(Chinese Biomedical Literature database), CNKI (China National Knowledge Infrastructure), Wanfang, and VIP databases (full-
text database of Chinese sci-tech journals), etc., from the date of the establishment of the database until December 31, 2020. Our
meta-analysis was focused on the collection and study of Narcotrend monitoring of different depths of anesthesia. We carefully
read the abstracts and full texts of randomized controlled trials on the incidence of POCD in the early postoperative period, and
their references were tracked. Data extraction and quality evaluation of the included literature were also performed, and RevMan
5.3 software was used for analysis. Results. In the end, eight articles were included, with a total of 714 patients. )e meta-analysis
results showed that four articles (255 patients) compared the state of deep anesthesia (BIS 30–40) with conventional anesthesia
(BIS 40–60 earlier) after POCD. Also, the incidence of POCD on the first day after deep anesthesia (Narcotrend stage (NTS):
negative correlation is currently the most appropriate EEG description; Nd can subdivide the original EEG into six stages and 15
levels (Nd Sg, NTS), namely, A (state of wakefulness) state, B0 B2 (sedated state), C0 C2 (light anesthetic state), D0 D2 (general
anesthesia), and E0–E1) was significantly lower than that of conventional anesthesia (NTS DO–D1) (odds ratio (OR)� 0.21, 95%
confidence interval (CI): 0.13–0.35, P< 0.00001). Moreover, the incidence of POCD in deep anesthesia (NTS E1) at 7 days after
surgery was significantly lower than that of conventional anesthesia (NTS D0) (OR (odds ratio)� 0.45, 95% CI: 0.23–0.91,
P � 0.03), while the incidence of POCD 7 days after NTS D2 in conventional anesthesia was significantly lower than that of NTS
D0 (OR� 0.42, 95% CI: 0.24–0.71, P � 0.001).Discussion. Deep anesthesia can reduce the incidence of POCD (OR� 0.40, 95% CI:
0.22–0.73, P � 0.002). )is meta-analysis included three studies (216 patients) that compared the early postoperative POCD
incidence of BIS 40–50 under conventional anesthesia and BIS 50–60; the BIS 40–50 did not significantly reduce the incidence of
POCD (OR� 1.11, 95% CI: 0.24–5.24, P � 0.9). )e incidence of POCD under deep anesthesia with Narcotrend monitoring was
lower than that under conventional anesthesia.

1. Introduction

Postoperative cognitive dysfunction (POCD) is a postop-
erative complication of the central nervous system [1]. It is
mainly manifested as differing degrees of obstacles such as

memory, judgment, thinking, intelligence, orientation, etc.,
accompanied by a decline in social activity ability, and
patients often experience anxiety, confusion, personality
changes, and memory loss within 1 to 3 days after surgery.
According to reports, the incidence of POCD within 1 week
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after major noncardiac surgery in elderly patients is as high
as 25.8% [2]. )us, POCD prevention has become a research
hotspot, and there is currently no unified view on the impact
of the depth of anesthesia on POCD.

)is complication not only affects the patient’s ability to
take care of themselves, but also imposes a great burden on
the family and society. As our society enters the aging stage
of the population, the number of operations for elderly
patients is gradually increasing. )us, POCD prevention has
become a research hotspot. Narcotrend monitoring is a
novel anesthesia depth monitoring method that can sub-
divide the general anesthesia state into six stages and 15
sublevels of EEG (electroencephalogram) (Narcotrend stage,
NTS). Among them, NTS D0–D2 (normal anesthesia state)
and NTS E0–E2 (deep anesthesia state) are suitable for
general anesthesia. )e appropriate anesthesia depth can
have the least impact on the postoperative cognitive function
of the patient.

)is study aims to systematically evaluate the effects of
Narcotrend monitoring of different depths of anesthesia on
POCD in order to provide a reference for clinical appli-
cations and further research. Studies have shown that
maintaining an intraoperative bispectral index (BIS) value
of 30–40 is more conducive to the recovery of early
postoperative cognitive function. In this study, a meta-
analysis was conducted to systematically evaluate the im-
pact of different BIS values on POCD in order to provide a
clinical reference [3].

2. Methods

2.1. Included Data. We performed a literature search for
studies comparing Narcotrend monitoring under different
BIS conditions in order to compare the incidence of early
POCD in different patients. )e treatment group received
deep anesthesia surgery, while the control group received
light anesthesia surgery.

)e inclusion criteria were as follows: (I) patients aged
>18 years old, without serious heart, liver, lung, nephrop-
athy, or endocrine disease and no history of neuropsychiatry
or anesthetic allergy; (II) patients with normal cognitive
function before surgery who were planning to undergo
elective surgery; and (III) postoperative patients with an
incidence of early POCD ranging from 1 to 7 days. )e
exclusion criteria were as follows: (I) studies that did not
provide a specific number of cases of cognitive dysfunction;
and (II) studies that involved significant differences in the
baseline data between the groups [4].

2.2. DetectionMethods. We performed literature searches of
the PubMed, Embase, OVID, CBM, CNKI, Wanfang, and
VIP databases from the date of establishment of the database
to December 2020. )e English search terms included depth
of anesthesia, postoperative cognitive dysfunction, cognitive
function, cognitive dysfunction, cognitive impairments,
mental disorders, and cognitive performance. )e Chinese
search terms included depth of anesthesia and postoperative
cognition. )ere was no language restriction. )e references

of the retrieved documents were tracked, and the documents
that met the inclusion criteria were included [5, 6].

2.3. Data Extraction. Two reviewers independently
extracted data and evaluated the quality of the obtained
literature. Differences of opinion were resolved by a third
party ruling. )e following data were extracted: (I) general
information of the study, such as first author and year of
publication; (II) research methods (such as retrospective
research); (III) general information of the research subjects,
such as age, gender, and ASA (American Society of Anes-
thesiologists) classification of the patient; (IV) treatment of
the research object, such as the specific anesthesia methods;
and (V) research results (such as the evaluation method of
the research outcome and the research results (four-grid
table data)).

)e Jadad scale was used to evaluate the quality of the
included literature. )e scoring standards are as follows:
randomization (0–2 points: 0 points for nondescription, 1
point for random descriptions only, and 2 points for random
descriptions of normal methods); blinding method (0–2
points: 0 points for not stated, 1 point for blinding only, and
2 points for double-blind description); and loss to follow-up
(including reasons, 0 or 1 point: 0 points for not stated and 1
point for narration). Literature with a score of 7 and a total
score of 24 was considered high-quality research [7].

2.4. Statistical Analysis. Statistical analysis was performed
using RevMan 5.3 statistical software provided by the
Cochrane Collaboration. Measurement data were expressed
in terms of the weighted mean difference (WMD) and its
95% confidence interval (CI), and count data were expressed
in terms of odds ratio (OR) and its 95% CI. Subgroup and
statistical homogeneity analyses were also performed, with
P> 1 as the homogeneity test level. When the Q statistic of
the heterogeneity test was P> 0.1, it was considered that
there was no obvious heterogeneity between the studies, and
the fixed-effects model was used for analysis. However, if the
heterogeneity test statistic P> 0.1, it was considered that
there was heterogeneity between the studies. In these cases,
the sources of heterogeneity were divided into subgroups,
and a random effects model was used.

3. Results

3.1. Retrieval Results and Quality Evaluation. A total of 551
documents were obtained from the initial search, including
114 from PubMed, 35 from OVID, 117 from CNKI, 97 from
CBM, 137 fromWanfang, and 51 from VIP (Figure 1). After
carefully reading the abstracts and full texts, a total of eight
studies with a total of 714 patients met the inclusion criteria.
)e basic data of the included studies are shown in Table 1.

3.2.Meta-AnalysisResults. A total of three studies compared
the incidence of POCD on the first day after deep anesthesia
(NTS E0–E1) and conventional anesthesia (NTS D0–D1).
)ere was no significant heterogeneity between the studies
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Identification of studies via databases and registers
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Figure 1: PRISMA flowchart. ∗Consider, if feasible to do so, reporting the number of records identified from each database or register
searched (rather than the total number across all databases/registers). ∗∗If automation tools were used, indicate how many records were
excluded by a human and how many were excluded by automation tools.

Table 1: Basic characteristics of the included studies.

Study Age
(years)

ASA
rating
(level)

Type of surgery Research design
Detection indicator (ASA
classification standard for

anesthesia)
Detection time

Chengjin Le,
2019 >60 N–M General anesthesia

abdominal surgery
Random number

table (I) Preoperative 1 day,
after 1 day

Tao Feng,
2020 >70 I–M

Laparoscopic radical
resection of bowel

cancer

Random (unknown
method) double-

blind
(I), (II), (III), (IV), (V) 7 days before and after

operation

Nian Liu,
2019 >60 I–M

Laparoscopic radical
resection of bowel

cancer

Random number
table (I), (II), (III), (IV), (V) 1 day before operation,

7 days after operation

Dongqing
Wu, 2020 ≥60 N–M General anesthesia

abdominal surgery
Random number

table (I) Before operation and 1
day after operation

Yin Kang,
2018 60–92 I–M

Laparoscopic radical
resection of bowel

cancer

Computer random
number method (I), (II), (III), (IV), (V) 1 day before operation,

7 days after operation

Lingling Li,
2020 60–74 N–M General anesthesia

abdominal surgery
Random number

table (I) Preoperative 1 day,
after 1 day

Jia Deng,
2020 >65 I–N Abdominal surgery Random (method

unknown) (I), (VI) 1 day before operation,
7 days after operation

Shan Gao,
2019 3–65 I–N Upper abdominal

general surgery
Random (method

unknown) (I), (VI) 1 day before operation,
7 days after operation

Note: a total of three studies compared the state of deep anesthesia (NTSE1).
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(P � 0.94, I2 � 0%), so a fixed-effects model was used for
meta-analysis [8, 9].)e results showed that the incidence of
POCD on the first day after deep anesthesia was significantly
lower than that of conventional anesthesia (OR� 0.21, 95%
CI: 0.13–0.35, P< 0.00001) (Figure 2).

Compared with conventional anesthesia (NTS D0),
the incidence of POCD at 7 days postoperatively, there
was no heterogeneity among the studies (P � 0.94,
I2 � 0%), and the fixed-effects model was used for meta-
analysis. )e results showed that the incidence of POCD 7
days after deep anesthesia was significantly lower than
that of conventional anesthesia (OR � 0.45, 95% CI:
0.23–0.91, P � 0.03) (Figure 3).

A total of five studies compared the incidence of
POCD 7 days after surgery of NTS D2 and NTS D0 in
conventional anesthesia. )ere was no heterogeneity
among the studies (P � 0.87, I2 � 0%), and thus the fixed
effects model was used for the meta-analysis. )e results
showed that the NTS POCD incidence of the postoper-
ative NTS D2 group was significantly lower than the NTS
D0 group (OR � 0.42, 95% CI: 0.24–0.71, P � 0.001)
(Figure 4).

3.3. Sensitivity Analysis. A sensitivity analysis was carried
out by changing the model, removing the maximum
weight, and removing the minimum weight literature.
)e results showed that after three changes, the result has
little change from the original OR value. )erefore, it can
be considered that the sensitivity was low and the results
of this study were relatively stable and reliable [10].

In the end, six studies met the inclusion criteria,
including five Chinese studies and one English article,
with a total of 521 patients. Four studies did not describe
the method of random sequence generation, five studies
did not describe the hiding of randomized sequences, and
none of the studies described whether blinding was used;
however, the subjects were blinded (i.e., single-blind)
(Table 2). Furthermore, all of the included studies de-
scribed the reasons for loss to follow-up as well as the
treatment of these cases, and it could be considered that
there is no incomplete data bias. )e methodological
quality evaluation of the included studies was detailed in
four studies comparing the incidence of POCD on the
first day after deep anesthesia (BIS 30–40) and conven-
tional anesthesia (BIS 40–60). )ere was no heterogeneity
among the studies, and the fixed effects model was used
for the analysis. )e results showed that under deep
anesthesia, the incidence of POCD was significantly lower
than that under conventional anesthesia (OR � 0.40, 95%
CI: 0.22–0.73, P � 0.002) (Figure 5) [11–13].

)e incidence of early postoperative POCD was com-
pared between BIS 40–50 and BIS 50–60 in conventional
anesthesia. )ere was heterogeneity among the research
results, and thus, the random-effects model was used for
analysis (Kant et al.) [14]. )e results showed that there were
no statistically significant differences in the incidence of
early postoperative POCD between BIS 40–50 and BIS 50–60
(OR� 1.11, 95% CI: 0.24–5.24, P � 0.90) (Figure 6).

)e deep anesthesia state (BIS 30–40) and the con-
ventional anesthesia state (BIS 40–60) were compared on the
third day after surgery, the incidence of POCD.)ere was no
obvious heterogeneity between the studies, and the fixed-
effects model was used for analysis. )e results showed that
after the first three deep anesthesias in anaesthetic-day
conventional POCD, the difference in the incidence was not
statistical significance (OR� 0.47, 95% CI: 0.13–1.71,
P � 0.25) (Figure 7).

4. Discussion

At present, the pathogenesis of POCD is not clear. It may be
based on the ageing of the nervous system, which is induced
or aggravated by adverse stresses such as anesthesia and
surgical trauma. Although the depth of anesthesia may have
a certain relationship with the occurrence of POCD, there is
currently no unified view. )e intervention measures of this
article are to perform anesthesia and surgical operations on
patients, so it is difficult to double-blind the study subjects
[14].

In this study, six articles with different BIS values were
systematically evaluated, and the effects of different BIS
values on the incidence of early postoperative POCD were
compared. Four studies compared deep anesthesia (BIS
30–40) and general anesthesia (BIS 40–60) after the first day.
At 1 day postoperatively, the incidence of POCD was sig-
nificantly lower under general anesthesia than under deep
anesthesia.

Systematic analysis of conventional anesthesia states
such as BIS 40–50 and 50–60 showed that there was het-
erogeneity between the included studies. After analyzing and
processing the existing heterogeneity, the results showed
that there was no significant difference in the incidence of
POCD under conventional anesthesia. )is may be due to
different studies using different surgical methods and an-
esthesia protocols. In addition, the sample size of this study
is too small, which leads to deviations in the results.

)is study further compared the incidence of POCD on
the 3rd day after surgery under deep anesthesia (BIS 30–40)
and conventional anesthesia (BIS 40–60), and the results
showed that there was no significant difference between the
two methods. )is result may be compared with the liter-
ature method included in the study; poor learning quality is
related to factors such as small sample size. )erefore, it is
necessary to design more large-sample and high-quality
randomized controlled trials for further systematic analysis.

In addition, this study found that under deep anesthesia,
such as when BIS was 30–40, the incidence of POCD in the
early postoperative period was lower than that of conven-
tional anesthesia, which is consistent with the research
conclusions. Previous studies have shown that deep anes-
thesia can significantly reduce the cerebral oxygen meta-
bolism rate, thereby reducing the incidence of POCD in
patients. Other studies have shown that deep anesthesia can
inhibit the levels of cortisol, epinephrine, norepinephrine,
etc., and reduce the body’s stress response [15–17].

In summary, deep anesthesia has a certain effect on
reducing POCD in the early postoperative period. However,
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due to the lack of multicenter studies in the literature in-
cluded in this study, as well as the insufficient number and
quality of randomized controlled trials, it was impossible to
compare the incidence on the third or even the seventh day
after surgery. )erefore, it is necessary to further develop

rigorously designed and high-quality randomized controlled
trials [18, 19].

POCD is the result of a combination of multiple factors,
including the preoperative application of anticholinergic
drugs, the patient’s age, the preoperative underlying disease,
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Figure 3: Forest plot of the incidence of POCD at 7 days after deep anesthesia and conventional anesthesia. POCD, postoperative cognitive
dysfunction.
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Figure 2: Forest plot of POCD incidence on day 1 after deep anesthesia and conventional anesthesia. POCD, postoperative cognitive
dysfunction.
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Figure 4: Forest plot of POCD incidence at 7 days after NTS D2 and NTS D0. POCD, postoperative cognitive dysfunction; NTS, XXXXX.
NTS: negative correlation is currently the most appropriate EEG description; Nd can subdivide the original EEG into six stages and 15 levels
(Nd Sg, NTS), or A (state of wakefulness) state, B0 B2 (sedated state), C0 C2 (light anesthetic state), and D0 D2 (general anesthesia).

Table 2: Methodological quality evaluation of the included studies.

Study Random method Blinding Allocation hiding Lost to follow-up/exit Improved Jadad score
Xicai Li, 2020 Not sure Not sure Not sure Without 3
Dong Hao, 2020 Not sure Not sure Not sure Without 3
Bulong Bian, 2019 Computer random number method Not sure Not sure Without 4
Feixiang Wang, 2019 Not sure Not sure Not sure With 4
Bo Hong, 2020 Not sure Not sure Not sure Without 3
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the type of operation, the method and duration of anes-
thesia, the depth of anesthesia, as well as intraoperative
hypotension and hypoxia. Older age is a definite influencing
factor for the occurrence of POCD; the older the age, the
higher the incidence of POCD and the longer the duration.
)e application of Narcotrend to select an appropriate depth
of anesthesia is more conducive to reducing the incidence of
various adverse reactions. )erefore, more attention should
be paid to the influence of different depths of anesthesia on
POCD [20, 21].

Narcotrend anesthesia trend is a new type of EEG/
consciousness depth monitoring system with a professional
EEG signal collection amplifier, which can accurately collect,
monitor, and analyze real-time EEG signals at any position
of the brain through ordinary ECG electrodes. Studies in
China and abroad have found that Narcotrend can accu-
rately reflect the changes in the depth of anesthesia during
intravenous and inhalation anesthesia, and the depth of

anesthesia is negatively correlated with NTS, which is
currently the most suitable description for EEG [22, 23].

Narcotrend can subdivide the original EEG into six
stages and 15 levels (NTS), namely, A (awake state), B0–B2
(sedation state), C0–C2 (light anesthesia state), D0–D2
(conventional anesthesia state), E0–E2 (deep anesthesia
state), and F0–F2 (burst suppression state), and use the
0–100 dimensionless anesthesia depth index (Narcotrend
index (NI)) to reflect the whole process from awake to deep
anesthesia. Compared with BIS, Narcotrend not only dis-
tinguishes the state of consciousness over a large span but
also provides the advantage of monitoring sudden changes
in the depth of anesthesia [24, 25].

)is study included eight articles and compared the
effects of Narcotrend monitoring of different depths of
anesthesia on POCD. )e results showed that the incidence
of early postoperative POCD under Narcotrend monitoring
of deep anesthesia (E0–E1) was significantly lower than that
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of conventional anesthesia (D0–D1).)e depth of anesthesia
was maintained at the level of NTS D2 under conventional
anesthesia. Compared with NTS D0, the incidence of
postoperative POCD was significantly reduced.

Whether anesthesia has adverse effects on cognitive
function is an area of particular interest for clinical anes-
thesiologists. )e mechanism of deep anesthesia to protect
cognitive function remains unclear. It may be that deep
anesthesia reduces brain metabolism and produces neuro-
protective effects, which further reduces the incidence of
POCD in patients. In addition, surgery to stimulate the
body’s release of inflammatory factors and activation of glial
cells can cause POCD cold. Studies such as FIDALGO have
shown that an appropriate depth of anesthesia can also
inhibit the inflammatory stress response and help protect the
brain. However, in recent years, there have been limitations
and controversies in the monitoring of the depth of anes-
thesia, and there are still reports of the awakening of patients
under deep anesthesia.)erefore, this requires further study.

)is systematic review has certain limitations that should
be noted. At present, there are few studies on Narcotrend
monitoring the influence of different depths of anesthesia on
POCD in China and abroad. Due to the high literature
requirements for meta-analysis, only eight articles met the
final inclusion criteria. )e sample sizes and the numbers of
studies are insufficient, and thus, more large-sample and
high-quality multicenter studies and randomized controlled
trials need to be designed for further systematic analysis. In
addition, due to the particularity of the anesthesia and
surgeries to be performed on patients, it was difficult to
implement rigorous blinding of the study subjects. )e
inclusion criteria did not report the allocation concealment,
so the results of this study should be cautiously interpreted
and applied [26].

In conclusion, deep anesthesia under Narcotrend
monitoring can reduce the occurrence of early postoperative
POCD, which can provide certain evidence-based medical
assistance for the clinical work of anesthesiologists. )us,
deep anesthesia has a certain mitigating effect on POCD in
the early postoperative period. However, the literature in-
cluded in this study lacks multicenter research as well as a
comparison of the incidences on postoperative days 3 or
even 7, and therefore, more well-designed, high-quality
controlled trials are needed to validate our findings.
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)e data used to support this study are available from the
corresponding author upon request.
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multivariate electroencephalogram (narcotrend) for assess-
ment of anesthetic depth in horses during isoflurane-xylazine
anesthesia,” Frontiers in veterinary science, vol. 3, 2016.

[17] K. A. Otto, “Differential effects of propofol and isoflurane on
the relationship between EEG Narcotrend index and clinical
stages of anaesthetic depth in sheep undergoing experimental
cardiac surgery,” :e Veterinary Journal, vol. 208, pp. 87–89,
2016.

[18] J. Ji, G. Wang, K. Sun, G. Zhou, Z. Wang, and Y. Wang,
“Application of dexmedetomidine combined with propofol in
patients undergoing painless colonoscopy for colonic polyps
resection under Narcotrend monitoring,” Nan Fang Yi Ke Da
Xue Xue Bao, vol. 35, pp. 264–267, 2015.

[19] C. X. Li and H. Li, “Determination of the 50% effective
concentration of dexmedetomidine as an adjuvant in com-
bined spinal-epidural anesthesia with Narcotrend,” Nan Fang
Yi Ke Da Xue Xue Bao, vol. 31, pp. 734–736, 2011.

[20] G. Duan, S. Guo, H. Zhan, D. Qi, Y. Zhang, and X. Zhang, “A
new real-timemethod for detecting the effect of fentanyl using
the preoperative pressure pain threshold and narcotrend
index,” Medicine, vol. 94, no. 1, Article ID e316, 2015.

[21] Y.-S. Qiu and Q. Xu, “Accuracy of narcotrend index in
monitoring depth of anesthesia in diabetics: a case report,”
Chinese Medical Sciences Journal, vol. 29, no. 4, pp. 251-252,
2014.

[22] Z. Guo, L. Pang, X. Jia et al., “Intraoperative target-controlled
infusion anesthesia application using remifentanil hydro-
chloride with etomidate in patients with severe burn as
monitored using Narcotrend,” Burns, vol. 41, no. 1,
pp. 100–105, 2015.

[23] J. Shepherd, J. Jones, G. Frampton, J. Bryant, L. Baxter, and
K. Cooper, “Clinical effectiveness and cost-effectiveness of
depth of anaesthesia monitoring (E-Entropy, Bispectral Index
and Narcotrend): a systematic review and economic evalu-
ation,” Health Technology Assessment (Winchester, England),
vol. 17, pp. 1–264, 2013.

[24] Y. Jiang, B. Qiao, L. Wu, and X. Lin, “Application of nar-
cotrend monitor for evaluation of depth of anesthesia in
infants undergoing cardiac surgery: a prospective control
study,” Brazilian Journal of Anesthesiology, vol. 63, no. 3,
pp. 273–278, 2013.

[25] H. Rinösl, T. Fleck, and M. Dworschak, “Brain ischemia
instantaneously tracked by the narcotrend EEG device,”
Journal of Cardiothoracic and Vascular Anesthesia, vol. 27,
2013.

[26] Z. G. Guo, X. Y. Wang, X. L. Lü, X. J. Su, and J. H. Hao,
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Objective. To explore the intracytoplasmic sperm injection (ICSI) and in vitro fertilization (IVF) method on the clinical
outcomes of infertile women with ≤3 eggs retrieved. Study Design.We retrospectively analyzed a cohort of female patients who
received IVF/ICSI to assist pregnancy with retrieved eggs ≤3.-e general conditions, i.e., two pronuclei (2PN) fertilization rate,
abnormal fertilization rate, high-quality embryo rate, cycle cancellation rate, pregnancy rate of fresh embryo transfer, cu-
mulative pregnancy rate, and miscarriage were compared between the two groups. Results. When the number of retrieved eggs
was one, the fertilization rate of 2PN was higher and the cycle cancellation rate was lower in the ICSI group than in the IVF
group (P< 0.05). -e pregnancy rates of fresh embryo transfer, frozen-thawed embryo transfer, and the cumulative pregnancy
rate were all higher in the ICSI group than in the IVF group (P< 0.05). When the number of retrieved eggs was two, the
pregnancy rate of frozen-thawed embryo transfer and cumulative pregnancy rate in the ICSI group were higher than those in
the IVF group (P< 0.05). When the number of retrieved eggs was three, the fertilization rate of 2PN and the pregnancy rate of
frozen-thawed embryo transfer were higher in the ICSI group than those in the IVF group (all (P< 0.05)). Conclusions. For
patients with one egg retrieved, ICSI fertilization can reduce abnormal fertilization rate and cycle cancellation rate and improve
cumulative pregnancy rate significantly enhancing patients’ benefits. However, increasing the number of eggs retrieved
decreases the advantages of ICSI fertilization.

1. Introduction

With the development of assisted reproductive technology
(ART), the clinical pregnancy rate has gradually increased.
Studies have shown that the clinical pregnancy rate increases
with the number of retrieved eggs [1, 2]. However, patients
with decreased ovarian reserve function and low ovarian
response have fewer eggs retrieved in a single operation,
which is often less than or equal to 3. In these patients, fewer
embryos can be transferred and the pregnancy rate is low [3].
Multiple egg retrieval operations are needed to achieve a
successful pregnancy ultimately increasing the trauma of
patients [4]. At present, the problem that needs to be solved
is to improve the effective utilization of eggs when the
number of eggs retrieved is low. An effective approach is to

reduce the occurrence of abnormal fertilization, such as the
occurrence of fertilization failure (zero pronucleus, 0PN)
and multiple pronuclei (multi-PN, MPN) [5].

Intracytoplasmic sperm injection (ICSI) technology has
been applied to non-male-derived infertility in the world,
such as preimplantation genetic testing, failure of more than
two ART assisted pregnancies, less than 5 eggs retrieved,
patients ≥38 years old, and unexplained infertility [6]. -e
National Assisted Reproductive Technology Surveillance
System (NASS) reported that the utilization rate of ICSI for
male infertility had increased from 76.3% to 93.93% between
1996 and 2012.-e utilization rate of ICSI in nonmale factor
caused infertility had increased from 15.4% to 66.9% [7].
However, since ICSI is an invasive procedure, experts have
different opinions on whether ICSI should be applied to
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patients with fewer eggs retrieved [8, 9]. In China, ICSI
indications are relatively strictly controlled, and the increase
of ICSI application rate is not as significant as that in
Western countries. Scientists have discussed for many years
whether ICSI indications should be extended to low re-
trieved egg number, poor fertilization history, and unex-
plained infertility. However, the conclusions remain
controversial [10]. For the pregnancy outcome of patients
with retrieved eggs ≤3, some studies suggest that ICSI can
reduce the abnormal fertilization rate and cycle cancellation
rate and improve the number of transferrable embryos and
pregnancy rate [11, 12]. Other studies suggest that ICSI and
IVF have no difference in pregnancy outcomes [13, 14].
-erefore, we retrospectively analyzed patients with re-
trieved egg number ≤3 and divided them into an ICSI group
and an IVF group according to different fertilization
methods they received. We matched the patients in the two
groups based on age and ovulation induction scheme to
reduce selection bias. By comparing the mature egg (MII)
rate, 2PN fertilization rate, abnormal fertilization rate, high-
quality embryo rate, cycle cancellation rate, pregnancy rate
of fresh embryo transfer, miscarriage rate, cumulative
pregnancy rate, and cumulative miscarriage rate, we in-
vestigated the effects of ICSI and IVF on the pregnancy
outcomes of patients with retrieved eggs ≤3.

2. Materials and Methods

2.1.ResearchSubjects. -is study was approved by the Ethics
Committee of Qingdao University-affiliated Yantai
Yuhuangding Hospital. All patients signed IVF or ICSI
informed consent forms. Infertility patients who received
IVF/ICSI in the Department of Reproductive Medicine,
Qingdao University-affiliated Yantai Yuhuangding Hospital
between January 2017 and June 2020 were selected for this
study. Patients’ inclusion was based on the following: (1) ≤3
retrieved eggs; (2) no abnormality in uterus and hystero-
scopy showed that the endometrium was normal; (3) pi-
tuitary prolactin (PRL) was within normal range
(6.0 ng/ml 29.9 ng/ml); and (4) normal thyroid function.
Patients with (1) 42 years of age or above; (2) suffering from
diabetes, hypertension, or other uncontrolled medical
complications; and (3) received preimplantation genetic
testing (PGT) were excluded from this study.

3. Research Methods

3.1. Grouping. -e patients were divided into an ICSI group
and an IVF group according to the different fertilization
methods they received. After screening by inclusion and
exclusion criteria, 326 cycles were included in the ICSI
group, and 2,086 cycles that had ≤3 retrieved eggs were
included in the IVF group.

3.2. Ovulation Induction Process. Ovulation induction
treatment included microstimulation treatment, antagonist
treatment, and natural cycle IVF.

(i) Microstimulation treatment: on the second day of
the menstrual cycle, letrozole (0.5mg/tablet, Furui,
Hengrui Medicine, China) was given orally at 5mg/d
for 5 days After five days of letrozole treatment,
urinary follicle stimulating hormone (75 IU/package,
Lishenbao, Lizhu Medicine, China) for injection was
initiated. -e initial dose was 150–300 IU/d and
continued until the day of HCG.

(ii) Antagonist treatment: on the second day of men-
strual cycle, recombinant human follicle stimulating
hormone (rFSH, 600 IU/package, Puregon, Orga-
non, the Netherlands) was injected daily. -e initial
dose was 150–300 IU/d, and the dosage was adjusted
according to the patient’s condition until the max-
imum follicle diameter was 12mm or E2 level was
higher than 1,468 pmol/L. Subsequently, GnRH
antagonist (Ganirelix, 0.25mg/package, MSD, USA)
0.25mg/d was added to the treatment schedule until
the day of HCG.

Follicular development was monitored by transvaginal
ultrasound.When the diameter of at least one or two follicles
was ≥1.8 cm, human chorionic gonadotrophin (hCG,
2,000 IU/package, Lizhu, Zhuhai, China) at 6,000 IU was
injected subcutaneously to the patient. After 36 h, ultra-
sound-guided transvaginal egg retrieval was performed.

3.3. Fertilization and Embryo Transfer. IVF or ICSI was used
according to the quality of semen. In IVF, 50 ul microdrop
insemination technique was used. Sperm at the insemination
concentration of 10,000 sperm/50 ul was added into the
microdrop in insemination dish using a Pasteur pipette, and
one oocyte was added to each microdrop. Before ICSI in-
semination, oocytes were degranulated. MII-stage oocytes
were selected for ICSI insemination. After immobilization,
the sperm was aspirated into an injection needle so that the
sperm head was located at the tip of the injection needle. -e
tip of the needle was moved into the droplet containing an
oocyte. -e oocyte was fixed with the fix needle so that the
first polar body was located at 11–12 o’clock position or 6
o’clock position. Next, the injection needle passed through
the zona pellucida and entered the cytoplasm of the oocyte.
After the oocyte membrane was broken, the sperm was
slowly injected into the central area of the oocyte, and then,
the injection needle was slowly withdrawn.

On the third day after oocyte retrieval, one or two
embryos were transferred to the uterine cavity of the patient
and the remaining embryos were cryopreserved. After
embryo transfer, progesterone soft capsule (Utrogestan,
100mg/capsule, Laboratoires Besins International, France)
at 200mg was given intravaginally, once every 8 h for luteal
support. On the 14th day following embryo transfer, hCG
levels of the patients were determined. -e level of hCG
>5.0 IU/L was considered biochemical pregnancy. On the
35th day after the embryo transfer, patients received ultra-
sonography, the appearance of the gestational sac confirmed
clinical pregnancy. For frozen-thawed embryo transfer
(FET), patients with regular menstrual cycle were treated
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with natural cycle plan for endometrial preparation, while
patients with irregular menstrual cycles were treated with
hormone replacement plan for endometrial preparation.-e
embryo transfer criterium was based on that the endome-
trium should be≥8mm with homogeneous echo.

3.4. Observation Index. -e general conditions of the pa-
tients, including age, duration of infertility, type of in-
fertility (primary/secondary), basic FSH, basic E2, BMI,
AMH, ovulation induction scheme, and abnormal semen
of the male were observed. Laboratory and clinical out-
comes were recorded, including MII rate (number of
mature eggs/number of retrieved eggs), 2PN fertilization
rate (2PN fertilized eggs/number of mature eggs), fertil-
ization failure rate (number of mature eggs−number of
2PN fertilized eggs/number of mature eggs), high-quality
embryo rate (number of high-quality embryos/number of
2PN cleaved embryos), cycle cancellation rate, pregnancy
rate and miscarriage rate of fresh embryo transfer,
pregnancy rate and miscarriage rate of frozen-thawed
embryo transfer, miscarriage rate, and cumulative preg-
nancy rate. In this study, normal fertilization was defined
as zygotes with 2PN following ICSI or IVF. Fertilization
failure was defined as zero oocytes reaching the zygote
stage with 2PN.-e cycle cancellation rate only referred to
the cycle cancelled due to the absence of transferrable
embryos because of the failure of fertilization. -e cu-
mulative pregnancy rate referred to the total number of
pregnancies achieved in all egg retrieval cycles analyzed in
this study with normally fertilized embryos following
fresh embryo transfer and frozen-thawed embryo transfer.

3.5. Statistical Analysis. -e statistical software package
(SPSS 20.0) was employed for statistical processing and
analysis. Mean± standard deviation (‾x± s) was used for
expressing measurement data, while percentage (%) was
used for expressing count data. -e analysis of the mea-
surement data was carried out using independent sample t-
test, while Fisher exact test and chi-square test were
employed for the analysis of count data. (P< 0.05) was
considered statistically significant.

4. Results

4.1. Comparison of General Data between the ICSI Group
and IVF Group. After screening using inclusion and ex-
clusion criteria, there were 326 cycles in the ICSI group
and 2,086 cycles in the IVF group. -ere were no sig-
nificant differences in age, infertility duration, body mass
index (BMI), basic E2, AMH, and ovulation induction
scheme between the two groups with (P> 0.05) suggesting
that the two groups were similar in terms of basic char-
acteristics. However, the proportion of primary infertility
was higher in the ICSI group than that in the IVF group
(P< 0.05). -e basic FSH value was higher in the ICSI
group than that in the IVF group (P< 0.05). -e pro-
portion of abnormal semen of males in the ICSI group was
also higher than that in the IVF group (P< 0.05). -e

details of patients’ demographics and other characteristics
are shown in Table 1.

4.2. Comparison of the Clinical Outcomes between the ICSI
Group and IVF Group When ≤3 Eggs Were Retrieved. -e
fertilization rate of 2PN was higher in the ICSI group than
that in the IVF group (P< 0.05). -e cycle cancellation rate
was markedly higher in the IVF group than that in the ICSI
group (P< 0.05). -e pregnancy rate and cumulative
pregnancy rate were both higher in the ICSI group than that
in the IVF group ((P< 0.05), Table 2).

4.3.Comparisonbetween the ICSIGroupandIVFGroupWhen
the Number of Retrieved Eggs Were One, Two, and 7ree,
Respectively. When the number of retrieved eggs was one,
the fertilization rate of 2PN was higher in the ICSI group
than that in the IVF group (P< 0.05). -e cycle cancellation
rate was higher in the IVF group than that in the ICSI group
(P< 0.05). -e pregnancy rates of fresh embryo transfer and
frozen-thawed embryo transfer as well as cumulative
pregnancy rate were all significantly higher in the ICSI group
than that in the IVF group (P< 0.05).

When the number of retrieved eggs was two, the
pregnancy rate of frozen-thawed embryo transfer and cu-
mulative pregnancy rate were higher in the ICSI group than
that in the IVF group (P< 0.05).

When the number of retrieved eggs was three, the fer-
tilization rate of 2PN was significantly higher in the ICSI
group than that in the IVF group (P< 0.05). -e pregnancy
rate of frozen-thawed embryo transfer was higher in the ICSI
group than in the IVF group (P< 0.05). Detailed compar-
ison between the groups is shown in Table 3.

5. Discussion

In the IVF cycle, if all or most of the eggs are not fertilized or
fertilized abnormally and there is no transferrable embryo, it
will bring a double blow to the patient economically and
mentally [15]. -e key to successful pregnancy for patients
with ≤3 eggs retrieved is to obtain as many transferrable
embryos as possible. -e premise of obtaining transferrable
embryo is to obtain normally fertilized embryo. Most of the
patients whose number of retrieved eggs is ≤3 have poor
ovarian function and low ovarian response. Studies have
shown that the live birth rate in patients with poor ovarian
function decreases. However, with the increase of the
number of retrieved eggs, the cumulative live birth rate
increases. At the same time, the proportion of cycles can-
cellation due to the lack of transferrable embryos decreases
significantly [1]. Patients with ovarian dysfunction and low
ovarian response often need multiple egg retrieval to achieve
pregnancy. Multiple egg retrieval operations can cause
enormous physical and psychological trauma and economic
burden to the patients. How to improve the effective utili-
zation of retrieved eggs and increase the pregnancy rate of
patients with ≤3 retrieved eggs was the focus of this study.

According to the statistics of 2,414 cycles, the proportion
of primary infertility was higher in the ICSI group than that
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in the IVF group. -is is because the proportion of poor
semen quality in the ICSI group was higher than that in the
IVF group, and the proportion of infertility caused by male
factors was also higher in the ICSI group. -e basic FSH
value in ICSI group was higher than that in the IVF group
(11.49± 5.89 vs 10.55± 76) (P< 0.05). However, the number
of eggs retrieved in enrolled patients was fixed, and there was
no statistical difference in ovulation induction treatment and
AMH value. -erefore, the basic FSH value had no impact
on this study. -e basic FSH values of the two groups were
both higher than 10 IU/L, and the AMH values were both
less than 1 ng/ml, suggesting that the ovarian reserve
function was decreased in both groups.

In this study, in patients with ≤3 eggs retrieved, the 2PN
fertilization rate was higher in the ICSI group than that in
the IVF group (P< 0.05), while the cycle cancellation rate
was higher in the IVF group than in the ICSI group
(P< 0.05). -e pregnancy rate of frozen-thawed embryo
transfer and cumulative pregnancy rate were both higher in

the ICSI group than in the IVF group (P< 0.05). However,
after further grouping patients according to the number of
retrieved eggs (one, two, and three), we found when the
number of retrieved eggs was one that the pregnancy rates of
fresh embryo transfer and frozen-thawed embryo transfer,
and the cumulative pregnancy rate were all higher in the
ICSI group than that in the IVF group (P< 0.05). When the
number of retrieved eggs was two, the pregnancy rate of
frozen-thawed embryo transfer and cumulative pregnancy
rate of the ICSI group were higher than those of the IVF
group (P< 0.05). When the number of retrieved eggs was
three, the pregnancy rate of frozen-thawed embryo transfer
in the ICSI group was higher than that of the IVF group
(P< 0.05). Cycle cancellation can be caused by many rea-
sons, including luteal phase ovulation induction, thin en-
dometrium, and abnormal fertilization.-erefore, abnormal
fertilization-caused cycle cancellation should be analyzed
separately to reflect the difference of clinical outcomes
caused by different fertilization methods. In this study, in

Table 1: Comparison of the general data between the ICSI group and IVF group.

Index ICSI group n� 326 IVF group n� 2086 F/x2 P value
Age (years, ‾x± s) 34.88± 3.82 35.11± 4.03 1.248 0.348
Duration of infertility (years, ‾x± s) 4.97± 3.35 4.80± 3.56 0.866 0.395
Infertility 8.050 0.005
Primary infertility (case (%)) 175 (53.68) 944 (45.25)
Secondary infertility (case (%)) 151 (46.32) 1142 (54.75)
bFSH (U/L, ‾x± s) 11.49± 5.89 10.55± 5.76 1.450 0.006
bE2 (pg/ml, ‾x± s) 35.04± 17.10 34.66± 19.22 1.572 0.741
BMI (kg/m2, ‾x± s) 23.79± 3.41 23.74± 3.56 2.853 0.814
AMH (ng/ml, M (P25, P75)) 0.66 (0.32, 1.25) 0.73 (0.28, 1.43) −0.283 0.812

Ovulation induction scheme
Microstimulation (case (%)) 227 (69.63) 1,429 (68.50) 0.167 0.683
Antagonists (case (%)) 71 (21.78) 494 (23.68) 0.569 0.451
Natural cycle (case (%)) 28 (8.59) 163 (7.81) 0.232 0.630
Abnormal semen in male∗ (case (%)) 201 (61.66) 433 (20.76) 243.396 <0.01
∗Normal semen criteria: according to the WHOmanual for the examination and processing of human semen (5th edition), semen was normal and there was
no anti-sperm antibody. -e details were as follows: concentration >15×106/ml, total vitality >40%, premotor movement >32%, normal morphology >4%,
and volume >1.5ml. P< 0.05 was considered that the difference was statistically significant.

Table 2: Comparison of the clinical data and pregnancy outcomes between the ICSI group and IVF group when ≤3 eggs were retrieved.

Index ICSI group (case) n� 326 IVF group (case) n� 2,086 P value
Gn time (d, ‾x± s) 8.21± 3.13 8.43± 3.34 0.298
Total Gn (IU, ‾x± s) 1,878.37± 1,001.69 1,854.62± 1,007.40 0.708
Number of eggs retrieved (x± s) 1.94± 0.82 1.94± 0.82 0.997
MII rate (case (%)) 543 (85.78) 3,467 (85.58) 0.895
2PN fertilization rate (case (%)) 477 (87.85) 2,775 (80.04) <0.01
Abnormal fertilization rate∗ (case (%)) 66 (12.15) 692 (19.96) <0.01
High-quality embryo rate (case (%)) 258 (56.70) 1544 (56.74)) 0.993
Cycle cancellation rate∗∗ (case (%)) 27 (8.28) 256 (12.27) 0.037

Fresh embryo transfer
Pregnancy rate (case (%)) 30 (40.00) 178 (37.71) 0.705
Miscarriage rate (case (%)) 4 (13.33) 27 (15.17) 0.794

Frozen-thawed embryo transfer
Pregnancy rate (case (%)) 89 (48.63) 128 (29.63) <0.01
Miscarriage rate (case (%)) 13 (14.61) 13 (10.16) 0.321
Cumulative pregnancy rate (case (%)) 119 (46.12) 306 (33.85) <0.01
Cumulative miscarriage rate (case (%)) 17 (14.29) 40 (13.07) 0.742
∗(0PN+ 1PN+multi-PN) fertilization. ∗∗Cancellation of cycles due to abnormal fertilization (multi-PN fertilization in the IVF group and
0PN+ 1PN+multi-PN fertilization in the ICSI group).
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patients with one egg retrieved, 22.87% (177 cycles) of IVF
group patients and 14.29% (17 cycles) of the ICSI group
patients were cancelled due to abnormal fertilization. -e
patients who had no transferrable embryos due to abnormal
fertilization needed to receive another ovulation induction
and egg retrieval operation. -e patients who have less
transferrable embryos due to abnormal fertilization will lose
the chance of frozen-thawed embryo transfer, which will
reduce the cumulative pregnancy rate. It suggested that ICSI
is a better fertilization method for patients with one egg
retrieved.

In general, ICSI is more beneficial than IVF in patients
with one egg retrieved when compared with patients with
two or three eggs retrieved. It not only can improve the
cumulative pregnancy rate and reduce the cycle cancellation
rate but also can reduce the potential risk and trauma of
multiple egg retrieval operations. In previous studies,
whether ICSI can improve the pregnancy outcome of pa-
tients with ≤3 eggs retrieved remains controversial. Some
researchers believe that ICSI can improve the number of
transferrable embryos and the pregnancy rate [11, 12]. Some
others consider that compared with IVF, ICSI has no sig-
nificant impact on pregnancy outcome [13, 14]. In previous
studies, it may be because the number of cycles with one,
two, and three eggs retrieved was not consistent, e.g., there
were more patients in the group with one egg retrieved. ICSI
can provide more transferrable embryos and improve the
cumulative pregnancy rate. ICSI can improve pregnancy
outcome. In contrast, when most patients had 2 or ≥3 eggs
retrieved, ICSI-provided improvement of pregnancy out-
come was limited, which may be the reason for inconsistent
statistical outcomes.

According to literature reports, in women with advanced
age and nonmale factor infertility, ICSI does not significantly
improve the embryo quality and clinical outcomes [16, 17].
Our study indicated that in patients with nonmale infertility,
advanced age is not a criterion for whether choose ICSI as in
vitro fertilization method. Patients with advanced ages can
also obtain more than three embryos. Low number of re-
trieved eggs is the criterion for ICSI fertilization.

-e damage of ICSI to oocytes remains controversial,
and there is no clear evidence to show that ICSI can affect
the health of offspring [18, 19]. In our study, when patients
with ≤3 eggs retrieved, high-quality embryo rate was
56.70% in the ICSI group and 56.74% in the IVF group.
-ere was no significant difference between the two
groups. -is result suggests that ICSI does not damage the
quality of embryo. -e miscarriage rate of fresh embryo
transfer was 13.33% in the ICSI group and 15.17% in the
IVF group, with no significant difference between the two
groups. Regarding frozen-thawed embryo transfer, the
miscarriage rate in the ICSI group and IVF group was
14.61% and 10.16%, respectively, with no significant dif-
ference between the two groups. -e cumulative miscar-
riage rates were also similar between the two groups
(14.29% in the ICSI group vs. 13.07% in the IVF group).
-ese data suggest that ICSI does not increase the mis-
carriage rate. We will continue to track the impact of ICSI
on the health of offspring.

-e limitations of this study are as follows: (1) -e dif-
ference between groups was not completely eliminated, es-
pecially the semen quality of the male, which is also a factor
affecting the quality of pregnancy. Our next study is to use the
randomized controlled trial (RCT)method to group patients to
eliminate selection bias. (2) -e dataset analyzed in this study
was from a single center. -us, the data are of limitation. -e
analytic results cannot represent the overall situation. How-
ever, our findings still provide a reference for clinical practice.

6. Conclusion

Patients with ovarian dysfunction and low ovarian response
often need multiple egg retrieval to achieve pregnancy
causing enormous physical and psychological trauma and
economic burden to the patients. -is study focused on the
comparison of ICSI and IVF as effective utilization of re-
trieved eggs and increasing the pregnancy rate of patients
with ≤3 retrieved eggs. Results of this study results show that
for infertility patients with ≤3 eggs retrieved, ICSI can
improve the normal fertilization rate and reduce the cycle
cancellation rate caused by fertilization failure. In particular,
for patients with one egg retrieved, the benefits of one egg
retrieval cycle can be maximized so as to reduce the trauma
and complications caused by multiple egg retrieval opera-
tions. However, with increased number of eggs retrieved, the
advantages of ICSI fertilization decrease.
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Objective. Systematic analysis of the incidence of percutaneous spinal endoscopic technique and traditional open surgery for
lumbar disc herniation. Methods. A randomized controlled trial (RCT) and cohort study on complications related to traditional
open surgery was searched on the MEDLINE, Cochrane Library, PubMed, Web of Science, Chinese journal full-text database
(CNKI), Wanfang, and Embase database. Language is not limited. �e quality of each study was evaluated, various complications
were compiled into electronic baseline tables, and the data from these studies were available. Meta-analysis and synthesis were
performed with the RevMan 5.3 software to evaluate the statistical signi�cance of both surgical techniques in terms of various
complications. Results. 12 studies were eventually included, and a total of 2,797 patients were included in the analysis. Meta-
analysis results showed that there was no statistical di�erence in postoperative paresthesia between percutaneous spinal en-
doscopy and traditional open surgery (OR� 1.17, 95% CI (0.82, 1.66), P� 0.38, I2� 0%, Z� 0.88), direct nerve root damage
(OR� 0.79, 95%CI (0.58, 1.07), P� 0.13, I2� 73%, Z� 1.52), and intraoperative hemorrhage and hematoma formation (OR� 1.00,
95% CI (0.67, 1.48), P� 0.99, I2� 0%, Z� 0.02), but there was a statistical di�erence in disc recurrence (OR� 2.24, 95% CI (1.56,
3.21), P< 0.0001, I2� 81%, Z� 4.39). Conclusion. Compared with the traditional open surgical treatment of lumbar disc her-
niation, percutaneous spinal endoscopic technology has obvious advantages in reducing nerve root injury, dural injury, and
surgical area wound complications, but it is limited to preventing the technical characteristics of the surgical site, which is worse
than that of open surgery.

1. Introduction

With the development of the time, the continuous pro-
motion of the concept of minimally invasive surgery and the
rapid development of surgical instruments, the increasingly
mature minimally invasive spine technology has begun to
attract attention [1]. Xin et al. [2] has treated the lumbar disc
herniation (percutaneous endoscopic lumbar decompres-
sion, PELD, with the use of a combined percutaneous spinal
endoscopic system with wide-angle visual decompression in
the disc with the help of arthroscopy). It has become one of

the important means to treat lumbar disc herniation and
lumbar degenerative diseases [3]. However, most previous
surgeons remain more focused on technological reform and
innovations, surgical techniques, and clinical e£cacy. �ere
are few studies on complications of surgery, and previous
reports have only studied the treatment of the procedure for
lumbar disc herniation alone [4]. With the continuous
development of percutaneous spinal endoscopic technology
and the continuous expansion of the treatment scope, the
indirect decompression from endoscopic disc resection to
the direct expansion of the spinal canal, lateral crypt, and
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nerve root canal is also changing accordingly. For each
clinical surgeon, the complications of surgery are a great
challenge, so it is only fully and systematically important to
know and grasp the surgical complications. *e common
complications of PELD are summarized to provide a ref-
erence for clinical surgeons [5].

Postoperative sensory abnormalities are a specific and
common complication of PELD, which is generally con-
sidered to be associated with the stimulation of the dorsal
root ganglion (DRG) during surgery. Some scholars have
also referred to it as the “solar burning syndrome,” with the
incidence of about 2% to 17%. Kim et al. reported that with
93 laminina methods and 385 lamininal methods for lumbar
disc disease, the incidences of postoperative sensory ab-
normalities were 16.13% and 7.53%, respectively. *e reason
may be caused by prolonged pulling stimulation of nerve
roots during surgical operation [6]. Repeated positioning
puncture, the use of microscopic abrasive, the use of ring saw
and bone drilling for lamina and vertebral plate expansion,
radiofrequency electrocoagulation, and rotation adjustment
working casing to block the surrounding soft tissue may
indirectly or directly stimulate the compression of nerve roots
to make their ischemia and hypoxia and the corresponding
symptoms. Anatomical changes in the lumbosacral nerve,
lumbar trauma, and surgical history as well as foraminal size
can also cause postoperative sensory abnormalities [7].

Most are because of direct damage to nerve roots during
surgery and are one of the serious complications of PELD
surgery. Cheng et al. [8] reported that the incidence of nerve
root injury in 923 patients undergoing PELD for lumbar disc
herniation was approximately 0.5%. Guo et al. [9] reported
that the incidence of nerve root injury in 276 patients un-
dergoing PELD for lumbar spinal stenosis was 1.1% [10].*e
main reasons for its occurrence are summarized in the
following points: anatomical structure factors, mainly in-
cluding the anatomical variation in some patients and ex-
ternal physicians have an unclear understanding of the local
anatomy, especially in the early stages of the technology,
which eventually leads to nerve damage.

2. Materials and Methods

2.1. Search Strategy. *is study was conducted according to
the PRISMA systematic evaluation guidelines. Relevant
meta-analysis and original literature were retrieved from the
Medline, Cochrane Library, PubMed, Web of Science,
Chinese journal full-text database (China National
Knowledge Infrastructure, CNKI), Wanfang database, and
Embase database. *e time range is the library construction
until November 2018. English retrieval keywords are
Lumbar Discectomy Complication (s), Lumbar Discectomy
Complication (s) and Outcome (s), and Lumbar and Dis-
cectomy or Percutaneous endoscopic lumbar discectomy
and Complications (Figure 1).

2.2. Inclusion and Exclusion Criteria

(1) Inclusion criteria: randomized controlled trial (RCT)
and cohort studies on percutaneous endoscopic

discectomy and traditional open discectomy for the
treatment of lumbar disc herniation (LDH) which
are not limited in language. Subjects: unlimited
gender, age older than 18 years, diagnosed with
single segment lumbar disc herniation by physical
examination and imaging examination (CT and
MRI) and ineffective after 3 months of conservative
treatment. Intervention group (the percutaneous
spinal endoscopic technical group): discectomy with
the following characteristics was defined as the
meridian: the cutaneous spinal endoscopic dis-
cectomy places the working sleeve directly into the
disc or canal, combined with the percutaneous
puncture technique and then uses the suction,
grasping, electrocoagulation, and other techniques to
remove the diseased part of the disc. *e control
group (the traditional open surgery group): tradi-
tional open laminectomy, lamenestration, hemi-
laminectomy, and translaminectomy discectomy.

(2) Exclusion criteria: (1) randomized controlled trials
(RCT) and cohort studies not related to the topic; (2)
multisegment lumbar disc herniation, cauda equina
syndrome, malignancy, spinal deformity, interver-
tebral hole injury, vertebral fusion, minimally in-
vasive transabdominal and lumbar discectomy, and
laminectomy; (3) preoperative studies with uncon-
trollable factors such as neurological injury, infec-
tion, or rheumatism; and (4) animal, in vitro,
biomechanical studies were also excluded.

2.3. Evaluation of Literature Quality. *e included literature
was read in full and evaluated, and the disagreement is
decided by discussion or by a third-party expert arbitration.
Quality evaluation included in the RCTstudy was conducted
according to the quality evaluation criteria recommended by
the Cochrane system: (1) whether the randomization
method is correct (selection bias); (2) adequate randomi-
zation concealment (selection bias); (3) whether the blinding
method between participants and subjects is in place
(implementation bias); (4) whether the blinding method of
efficacy assessors is feasible (measurement bias); and (5) loss
of visit. For the included observational studies and cohort
studies, NOS can be used to evaluate the included studies.
NOS adopts the semiquantitative principle of star system to
make quantitative evaluation on the selection of research
quality, comparability, and results (Figure 2).

2.4. Data Extraction and Analysis. Data were extracted and
finally summarized and checked. Main observation indi-
cators are total complications, postoperative sensory ab-
normalities (nerve root pain and burning nerve root pain),
direct nerve root injury (any nerve root puncture or direct
nerve root injury and nerve root displacement), dural injury
(for perioperative dural damage and cerebrospinal fluid
leakage), surgical area wound complications (including
cellulitis, discitis, spondylitis, skin infection, superficial
wound infection, suture granuloma, crack and hematoma),
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intervertebral disc recurrence (complete remission of nu-
cleus removal after the same space ipsilateral or contralateral
lumbar disc herniation, with radiographic confirmation),
residual nucleus pulposus (no remission or incomplete
postoperative symptoms, confirmed by review MRI as re-
sidual compression of the nerve root), additional surgery of
related complications (secondary surgery due to disc re-
currence, nucleus pulposus residual, or other related com-
plications). Among them, it is difficult to analyze and obtain
the small sample size and low incidence of events, which is
difficult to obtain reference data, so it will be integrated into
other complications for analysis and discussion. Using the
Cochran database, the extracted data were analyzed by using
the RevMan 5.3.0 software. A chi-square test was first used to
determine the heterogeneity of each study result. *ere was
significant interstudy heterogeneity when included at P< 0.1
or I2>50%. For those with heterogeneity, the causes of
heterogeneity were first analyzed, and subgroup analysis and
sensitivity treatment were conducted. If it has clinical
consistency, the analysis was combined with a random effect
model. Fixed-effect models were used for the study data
without heterogeneity.

2.5. Bias Analysis. *e data in this study were all dichoto-
mous variables, and odds ratio (OR) and 95% confidence
interval (CI) were calculated. If the analysis showed statis-
tically significant differences in complications among
studies, a funnel plot was used to analyze whether publi-
cation bias existed. Sensitivity analysis was performed on the

effects of studies of low quality, particularly high weight or
results that differed from other studies (Figure 3).

3. Result

3.1. Characteristics and Quality Evaluation of the Included
Literature. *e initial examination obtained 423 documents
by reading text questions, abstract, and full text and finally
included 24 relevant research articles, 12 randomized
controlled trials and 12 cohort studies [11–22]. A total of
2,797 patients were included in this study. Basic charac-
teristics of the included study are as follows: there were no
significant baseline differences in gender or age of the pa-
tients included in the literature (Table 1). For the 12 cohort
studies included, the NOS score was 5–9. For the 12 included
randomized controlled studies, the Cochrane Risk of Bias
tool was used for risk assessment.

3.2. Postoperative Paresthesia. Among the 4 RCT literatures
included in percutaneous spinal endoscopy versus tradi-
tional open surgery for lumbar disc herniation, the het-
erogeneity test was carried out and it was found that the
heterogeneity of the selected studies was small, so meta-
analysis with fixed models could be performed. Meta-
analysis results showed that there was no statistical differ-
ence in postoperative paresthesia between percutaneous
spinal endoscopy and traditional open surgery (OR� 1.17,
95% CI (0.82, 1.66), P � 0.38, I2 � 0%, Z� 0.88) (Figure 4).
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Records screened (n = 119)
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(n = 87)
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Reports of included studies
(n = 7)

Reports assessed for eligibility
(n = 26)

Records identified from*:

Databases (n = 200)
Registers (n = 223)

Records removed before screening:
Records identified from:

Websites (n = 112)
Organisations (n = 34)
Citation searching (n = 51)
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(n = 120)
Duplicate records removed

Records marked as ineligible
by automation tools (n = 65)
Records removed for other
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Records excluded**
(n = 32)

Reports not retrieved
(n = 61)

Reports sought for retrieval
(n = 197)

Reports not retrieved
(n = 185)
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(n = 12)
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(2) Non-english literature (N = 7)
etc.

Figure 1: Flow chart of the literature screening.
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3.3.DirectNerveRootDamage. Among the 4 RCT literatures
included in percutaneous spinal endoscopy versus tradi-
tional open surgery for lumbar disc herniation, the het-
erogeneity test was carried out and it was found that the
heterogeneity of the selected studies was small, so meta-
analysis with fixed models could be performed. Meta-
analysis results showed that there was no statistical
difference in direct nerve root damage between percu-
taneous spinal endoscopy and traditional open surgery
(OR � 0.79, 95% CI (0.58, 1.07), P � 0.13, I2 � 73%,
Z � 1.52) (Figure 5).

3.4. Disc Recurrence. Among the 4 RCT literatures included
in percutaneous spinal endoscopy versus traditional open
surgery for lumbar disc herniation, the heterogeneity test
was carried out and it was found that the heterogeneity of the

selected studies was small, so meta-analysis with fixed
models could be performed. Meta-analysis results showed
that there was statistical difference in disc recurrence be-
tween percutaneous spinal endoscopy and traditional open
surgery (OR� 2.24, 95% CI (1.56, 3.21), P< 0.0001, I2 � 81%,
Z� 4.39) (Figure 6).

3.5. Intraoperative Hemorrhage and Hematoma Formation.
Among the 4 RCT literatures included in percutaneous
spinal endoscopy versus traditional open surgery for lumbar
disc herniation, the heterogeneity test was carried out and it
was found that the heterogeneity of the selected studies was
small, so meta-analysis with fixed models could be per-
formed. Meta-analysis results showed that there was no
statistical difference in intraoperative hemorrhage and he-
matoma formation between percutaneous spinal endoscopy
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Figure 2: Literature quality evaluation chart. (a) Risk of bias graph. (b) Risk of bias summary.
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Figure 3: (a, b) Funnel plot of literature publication bias.

Table 1: Basic clinical features of 12 literatures included in our study.

Study Age Gender
(man)

Experimental group
(N)

Control group
(N)

NOS
score

Research
type

P values of
HWE

Heo et al. (2019) [11] 43.71± 12.2 45.25 96 75 8 RCT 0.35
Cheng and Chen
(2020) [8] 45.65± 13.4 59.12 86 63 8 RCT 0.02

Lohre et al. (2020) [12] 62.12± 14.5 55.72 118 108 8 RCT 0.04
Carbó et al. (2019) [13] 57.15± 14.5 54.12 66 60 7 RCT 0.12
Wu et al. (2020) [4] 52.45± 8.4 54.89 58 73 8 RCT 0.06
Yang et al. (2020) [14] 64.26± 10.2 53.45 54 65 7 RCT 0.02
Ao et al. (2020) [15] 62.45± 12.2 48.10 80 75 9 RCT 0.01
Li et al. (2020) [16] 62.51± 13.0 58.75 80 63 8 RCT 0.02
Feng et al. (2020) [17] 47.25± 14.5 55.23 41 56 7 RCT 0.14
Li et al. (2020) [18] 56.22± 15.2 46.22 64 70 8 RCT 0.23
Wang et al. (2021) [19] 51.35± 8.1 54.16 108 100 7 RCT 0.01
Yu et al. (2020) [20] 57.65± 16.0 56.34 96 77 7 RCT 0.25
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Figure 4: Meta-analysis of postoperative paresthesia between two groups.

Journal of Healthcare Engineering 5



RE
TR
AC
TE
D

RE
TR
AC
TE
D

and traditional open surgery (OR� 1.00, 95% CI (0.67, 1.48),
P � 0.99, I2 � 0%, Z� 0.02) (Figure 7).

4. Discussion

Surgical treatment of lumbar intervertebral disc herniation
with the social development and scientific and technological
progress has experienced from traditional to minimally
invasive changes, and laminofenestration lumbar interver-
tebral disc resection is one of the classic traditional surgical
treatments of LDH. Its clinical effect is satisfactory, but it
causes lumbar rear muscle and bone structure damage,

prone to lumbar instability and residual back pain [23]. At
the same period, the technology was introduced into China,
which favorably laid the foundation for the development of
minimally invasive spine surgery technology in China.
Wang et al. [24] invented the spinal endoscopic system
(*omas Hoogland Endoscopy Spine Systems, THESYS),
which further developed as TESSYS. To enable the surgeon
to reach the imaging and operating apparatus directly into
the vertebral canal through the foramen to remove the
protruding compressor, the technique is aided by a special
multilayer drill hole which expands the foramen and the
postoperative satisfaction rate can reach more than 80%
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Figure 5: Meta-analysis of direct nerve root damage between two groups.
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Figure 6: Meta-analysis of disc recurrence between two groups.
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[25]. However, in the process of TESSYS application in
clinical practice, various complications such as inaccurate
puncture positioning, medical personnel damage due to
too long perspective time, damage to nerve roots and
dura, long channel establishment time, and other prob-
lems often occur. However, with the continuous devel-
opment of percutaneous spinal endoscopic technology
and the improvement of instruments, the efficacy and
safety in the treatment of lumbar disc herniation are
continuously improved [26].

Transcutaneous spinal endoscopic technology for lum-
bar disc herniation compared with traditional open surgical
technology: its advantages are recognized by scholars, but its
surgical complications are controversial.*is study analyzed
the percutaneous spinal endoscopic technology and tradi-
tional open surgery treatment of the LDH trial and cohort
study [27], and the results show that the former in the total
complications, direct nerve root injury, dural sac injury, and
surgical wound complications were significantly better than
the latter and in the myeloid residue inferior to the latter
[28]. *e results also showed no significant differences
among the two technical methods in postoperative sensory
abnormalities, disc recurrence, or other complications.
Some scholars [29] believe that percutaneous spinal endo-
scopic technology after percutaneous puncture positioning
casing and endoscopy directly by the foraminal area into the
spinal canal and in the circulating water environment avoid
large incision exposure, and timely debris, intraoperative
bleeding point in the intraoperative area clearly visible,
plasma bipolar radiofrequency hemostasis, and various
conditions reduce the surgical area wound complications
[30].

*e total incidence of complications varied between the
two surgical techniques in this study; however, due to the
high heterogeneity, a subgroup analysis was performed and

the results showed that percutaneous spinal endoscopic
techniques outperform traditional open surgery in total
complications. Also, it has statistical significance. However,
percutaneous cohort endoscopy and traditional open sur-
gery did not show significant advantages and disadvantages
in the cohort study. *e reason may be the large reporting
bias in observational studies, leading to greater hetero-
geneity in the study. Due to the great controversy between
the two techniques in postoperative disc recurrence, this
study is hereby conducted according to the follow-up time
subgroup analysis, and the results indicated no statisti-
cally significant complication incidence of postoperative
disc recurrence between the two techniques.

*e limitations of this study are as follows: (1) incor-
porating observational studies in the study is limited; (2) the
follow-up varies from 3 to 36months, making the evaluation
of long-term complications; (3) the publication bias analysis
is only qualitative and large personal factors; and (4) the two
techniques described in this paper contain multiple surgical
procedures, which may increase the bias of the study. Since
the assessments were all based on a small number of studies,
the results must be interpreted with caution. As the accu-
mulated evidence grows, our conclusions may either be
supported or overturned.

Compared with the traditional open surgical treatment
of lumbar disc herniation, percutaneous spinal endoscopic
technology has obvious advantages in reducing nerve root
injury, dural injury, and surgical area wound complications,
but it is limited to preventing the technical characteristics of
the surgical site, which is worse than that of open surgery.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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Figure 7: Meta-analysis of intraoperative hemorrhage and hematoma formation between two groups.
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Objective. To evaluate the efficacy of recombinant human endostatin combined with gemcitabine and cisplatin in the treatment of
non-small-cell lung cancer (NSCLC). Methods. -e databases of Cochrane Library, Embase, ClinicalTrials, PubMed, HowNet,
Wanfang, and VIP were searched to collect randomized controlled trials (RCTs) of recombinant human endostatin combined
with gemcitabine and cisplatin (experimental group) and gemcitabine combined with cisplatin (control group) for comparative
study. -e quality of literature was evaluated by bias risk assessment tools and related scales, and then meta-analysis was
performed. Results. A total of 27 RCTs (1646 patients) were included. -e results of meta-analysis showed that the effective rate
(P< 0.000 01) and benefit rate (P< 0.000 01) of the experimental group were significantly higher than those of the control group,
the incidence of leucopenia (P � 0.79), thrombocytopenia (P � 0.39), and gastrointestinal reaction (P � 0.85) were not statistically
significant. Conclusion. -e combination of recombinant human endostatin, gemcitabine, and cisplatin can increase the efficacy
and safety of NSCLC patients.

1. Introduction

Nowadays, the prevalence trend and death status of lung
cancer are not optimistic. Non-small-cell lung cancer
(NSCLC) accounts for about 4/5 of all lung cancer pa-
tients, which is a cancer with high mortality in the world.
-e first-line chemotherapy of NSCLC is vinorelbine,
gemcitabine, and cisplatin, which is widely used [1].
However, chemotherapy drugs are generally cytotoxic.
Although they have a destructive effect on lung cancer
cells, they also limit human immunity. In the process of
lung cancer chemotherapy, it is a difficult problem for
NSCLC to ensure the curative effect and reduce the ad-
verse reactions as much as possible. Chemotherapy is the
main treatment for advanced NSCLC patients. -e
standard treatment is 4–6 cycles of platinum combined
with the third generation of cytotoxic drugs. -e effective
rate is 20.00%–30.00% [2]. -e median survival time is
8–10 months, and the time of disease progression is 3–5

months. To some extent, the survival time of NSCLC
patients can be prolonged, but the curative effect has
reached the plateau [3, 4]. -erefore, in order to improve
the survival and efficiency of patients with advanced
NSCLC, we need to try new drugs and new chemotherapy
regimens that are different from the existing treatment
mechanisms. It is against this background that antitumor
angiogenesis therapy is produced. Since the role of an-
giogenesis in tumor growth and progression was identi-
fied in the 1970s, the exploration of antiangiogenic drugs
has not been interrupted [5]. With the progress of science
and technology, many antiangiogenic drugs have been
developed and applied in clinic. A large number of clinical
studies have confirmed that the combination of molecular
targeted drugs and chemotherapy can achieve the above
therapeutic purposes, and some reports have shown that
these drugs have a certain effect on tumor vascular
normalization and can increase the sensitivity to che-
motherapy and radiotherapy; when combined with
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chemotherapy, it has a positive synergistic effect.
Recombinant human endostatin, also known as endo-
statin, is an angiogenesis inhibitor, which can inhibit
angiogenesis and limit tumor angiogenesis. Nowadays,
recombinant human endostatin can be used to intervene
in NSCLC, gastric cancer, and so on [6]. Studies have
shown that recombinant human endostatin and chemo-
therapy drugs can play a synergistic effect, making the efficacy
increase. Although targeted therapy combined with chemo-
therapy has achieved a positive therapeutic effect in clinic,
antiangiogenesis therapy has not achieved the obvious anti-
tumor effect as in the animal experiment stage. -ere are
many factors related to its possibility, but the difference in
drug use is one of the most important factors [7]. Conven-
tional drugs are treated by intravenous route. After the
combination of drugs with plasma protein, the concentration
of drugs distributed to the local tumor is significantly reduced,
and the therapeutic effect of the tumor is not good. Inter-
ventional targeted therapy of tumor blood supply artery is a
mature method of local perfusion chemotherapy [8]. -is
method is through superselective intubation to the target
artery of tumor blood supply, a high concentration of ther-
apeutic drugs is infused into the tumor area. -rough the
first-pass effect of drugs, the concentration of drugs in the
tumor is increased; the action time is prolonged; the clinical
side effects are reduced; and the tolerance of patients is in-
creased. It is believed that endostatin combined with che-
motherapeutic drugs can significantly increase the clinical
therapeutic effect of NSCLC. In this study, we systematically
reviewed the efficacy of recombinant human endostatin,
gemcitabine, and cisplatin combined therapy and gemcita-
bine and cisplatin combined therapy in the treatment of
NSCLC.

2. Information and Methods

2.1. Inclusion Criteria and Exclusion Criteria

2.1.1. Inclusion Criteria. -e inclusion criteria are as follows:
(1) randomized controlled trials (RCTs) were published in
Chinese and English; (2) cytological or histopathological
diagnosis of NSCLC was made, regardless of gender, age,
course of disease, and so on; (3) the blood routine, heart,
liver, kidney, and brain function were basically normal, and
there were no structural or functional abnormalities of
important organs; and (4) the period of treatment is no less
than 2 cycles (1 cycle is 2 weeks).

2.1.2. Exclusion Criteria. -e exclusion criteria are as fol-
lows: (1) the score of the Jadad scale was 0 or non-RCT
literature, (2) repetitive literature, (3) descriptive research,
(4) impossible to extract literature, and (5) animal
experiments.

2.1.3. Method. -e control group was treated with gemci-
tabine and cisplatin; patients in the experimental group were
treated with gemcitabine, cisplatin, and recombinant human
endostatin.

2.1.4. Outcome Measures. (1) Total effective rate, (2) benefit
rate, (3) the incidence of leukopenia, (4) the incidence of
thrombocytopenia, and (5) the incidence of gastrointestinal
reactions are calculated. According to the new criteria for
evaluation of solid tumor efficacy, the efficacy criteria were
divided into complete remission (CR), partial remission
(PR), steady (SD), and advanced (PD). Effective
rate� (Cr + PR)/total cases× 100.00%; benefit
rate� (Cr + PR+ SD)/total cases× 100.00%; the incidence of
leukopenia� 1–4 cases/total cases× 100.00%; and incidence
of thrombocytopenia� cases of grade 1–4/total
cases× 100.00%.

2.2. Literature Retrieval. A total of 501 databases of
Cochrane Library, Embase, ClinicalTrials, PubMed, How-
Net, Wanfang, and VIP are searched. Of these, 404 were
included, and 97 were excluded. -e Chinese keywords are
“recombinant human angiostatin,” “non-small cell lung
cancer,” “gemcitabine,” “cisplatin,” “meta-analysis,” and so
on. -e English keywords are “recombinant human endo-
statin,” “non-small cell lung cancer,” “gemcitabine,” “cis-
platin,” and “meta-analysis.” -e retrieval time period is
from the establishment of each database to October 2020.

2.3. Screening of the Literature and Data. A total of three
reviewers screened and checked the literature; two of them
independently screened the literature according to the in-
clusion criteria and exclusion criteria; and two of them
checked the literature. -e third reviewer assisted in the case
of different opinions. -e extracted information included
the year of publication, first author, sample size, age range,
intervention method, disease stage, intervention course,
outcome index, and so on.

2.4. Literature Quality Assessment. -e Cochrane system
version 5.1.0 was used to assess the risk of bias, whether the
distribution was hidden, whether blinding was used
(blinding of investigators and subjects and blinded assess-
ment of the final results of the study), whether the results
from the data were complete, whether the results of the study
were selectively reported, and whether there were other
sources of bias. Each item has a low risk of bias, ambiguity,
and high risk of bias. Jadad scale was used to evaluate the
quality of the study, including random sequence generation
(appropriate 2 points, uncertain 1 points, and inappropriate
0 points), randomized concealment (appropriate 2 points,
uncertain 1 points, and inappropriate 0 points), blind
method (appropriate 2 points, uncertain 1 points, and in-
appropriate 0 points), withdrawal and withdrawal (de-
scription 1 points, no description, and 0 points).-e score of
low-quality research is less than 3, and that of high-quality
research is 4–7.

2.5. Statistical Methods. Revman 5.3 software was used to
analyze the data.-e relative risk (RR) or odds ratio (or) and
95% confidence interval (CI) were used as the combined
effect quantity if the included indexes were binary variables;
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if the included research indicators were continuous vari-
ables, they were expressed by weight mean difference (MD)
or standard mean difference (SMD) and 95% CI. For the
heterogeneity analysis of the included studies, when the
heterogeneity among the studies was low (I2≤ 50%), the
fixed-effect model was used for meta-analysis; when the
heterogeneity among the studies was relatively high
(I2> 50%), the random-effects model was used for meta-
analysis, and the incomplete data were used for descriptive
analysis. -e bias was analyzed qualitatively by funnel plot
and quantitatively by state 12.0.

3. Results

3.1.Results of Literature Search. A total of 360 literature were
collected, including 317 in Chinese and 43 in English. After
reading the title and abstract, 81 related articles were ob-
tained. After careful study of the full text, 27 articles were
finally included, including 1,646 subjects, 830 patients in the
experimental group, and 816 patients in the control group
(Figure 1). -e basic information of the study is shown in
Table 1.

3.2. Assessment of the Quality of Included Studies. All studies
were RCTs; among them, six studies involved randomized
methods, and none of them involved allocation conceal-
ment, blind method, or other sources of bias. See Figures 2
and 3 for details.

3.3. Results of Meta-Analysis

3.3.1. Efficiency. Among them, 27 studies related to the
effective rate, which had no statistical heterogeneity
(P � 0.99, I2 � 0). -e fixed-effect model was used for the
meta-analysis, as shown in Table 2. -e results of meta-
analysis showed that the effective rate of the experimental
group was significantly higher than that of the control group,
with statistical significance (RR� 1.67, 95% CI (1.48, 1.89),
P< 0.00001).

3.3.2. Clinical Benefit Rate. Among them, 27 studies related
to the benefit rate, which had no statistical heterogeneity
(P � 0.49, I2 � 0). -e fixed-effect model was used for the
meta-analysis, as shown in Table 3. -e results of meta-
analysis showed that the benefit rate of the experimental
group was significantly higher than that of the control group
(RR� 1.26, 95% CI (1.20, 1.33), P< 0.00001).

3.3.3. Incidence of Leukopenia. Among them, 19 studies
related to the incidence of leukopenia, which was not sta-
tistically heterogeneous (P �1.00, I2 � 0). -e fixed effect
model was used for meta-analysis. Meta-analysis showed
that the incidence of leukopenia among the groups was not
statistically significant (RR� 0.98, 95% CI (0.88, 1.11),
P � 0.79).

3.4. Bias Analysis. Take the effective rate as an index and use
the inverted funnel plot and Begg’s test to analyze the bias, as
shown in Figures 4 and 5. It can be seen from Figure 5 that all
the scattered points in the study are within the scope of the
inverted funnel diagram, and the distribution is basically
symmetrical, indicating that there is a small possibility of
bias in this study. Figure 5 shows that the P value of Begg’s
test is 0.084> 0.05, indicating that there is no obvious bias in
this study.

4. Discussion

Lung cancer is the most malignant tumor in China and has
the highest incidence rate in the world [9]. Most patients
have an advanced tumor at the time of diagnosis, and
NSCLC accounts for 80.00% of lung cancer in the late stage.
Because the prognosis of NSCLC is not ideal, its treatment is
very challenging [10]. Treatment of advanced NSCLC has
also experienced a process. In 1980s, there were serious side
effects of the first-generation chemotherapy drugs (cyclo-
phosphamide, etc.); a clinical study showed that the prog-
nosis after the first-generation chemotherapy drug
treatment was not significantly improved compared with the
patients with the best support treatment [11]. -erefore, it
was generally considered that support therapy was the best
treatment method for advanced NSCLC. -e idea lasted
until 1995; a meta-analysis published in the British Journal
of medicine confirmed for the first time that platinum-
containing chemotherapy significantly improved the sur-
vival time of patients with advanced NSCLC than the best
support therapy [12]. -is meta-analysis was selected into 52
randomized controlled studies, including 9,387 NSCLC
patients. -e results showed that the death risk and 1-year
survival rate were improved by 10.00% (P< 0.0001) after

database of Cochrane Library, EMBASE,
ClinicalTrials, PubMed, zhinet, Wanfang

and VIP are searched
n=501

Recombinant human endostatin
combined with gemcitabine and
cisplatin (experimental group)

Collect RCT studies of
NSCLC patients

Gemcitabine combined
with cisplatin (control

group)

Efficacy and safety

Final studies included
N=404

Figure 1: Flow chart.
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chemotherapy with platinum in patients with advanced
NSCLC. -e results of the analysis of the effects of che-
motherapy on the survival of 2,714 patients with advanced
NSCLC in 16 randomized controlled studies showed that

chemotherapy combined with support therapy reduced the
risk of death by 23.00% (P< 0.0001); the total survival time
was prolonged by 1.50 months, and the 1-year survival rate
was improved by 9.00% [13]. -e results fully show that

Random sequence generation (selection bias)

Allocation concealment (selection bias)

Blinding of participants and personnel (performance bias)

Blinding of outcome assessment (detection bias)

Incomplete outcome data (attrition bias)

Selective reporting (reporting bias)

Other bias

0 25 50
(%)

75 100

Low risk of bias
Unclear risk of bias
High risk of bias

Figure 2: Bar chart of bias risk.

Figure 3: Bias risk diagram.

Table 2: Forest map of meta-analysis of patients’ efficiency among groups.

Study details
Experimental Control

Weight (%) Risk ratio
Events Total Events Total MH, fixed, 95% CI

Si Feng, 2012 17 40 9 32 4.1 1.51 [0.78, 2.93]
Fu Hao, 2015 19 32 9 28 3.9 1.85 [1.00, 3.40]
Jian-Wu Liu, 2012 12 30 11 30 4.5 1.09 [0.57, 2.07]
Liu Tao, 2015 21 32 13 32 5.3 1.62 [0.99, 2.63]
Song Wenxian, 2018 16 30 10 30 4.1 1.60 [0.87, 2.94]
Yuan-yuan Zhang, 2014 14 31 9 28 3.8 1.41 [0.72, 2.73]
Xu Li, 2017 11 35 8 35 3.2 1.38 [0.63, 3.00]
Fang Li, 2017 14 23 7 23 2.8 2.00 [0.99, 4.03]
Li Lihua, 2016 13 23 9 23 3.7 1.44 [0.77, 5.69]
LuanWenQiang, 2012 11 25 7 27 2.7 1.70 [0.78, 3.69]
Relapsed Chicken, 2012 67 94 31 90 12.9 1.76 [1.27, 2.44]
Hi-Feng Wang, 2018 19 34 9 30 3.9 1.88 [1.00, 3.47]
Wang Fang, 2011 13 31 11 29 4.6 1.11 [0.59, 2.06]
Mention, 2010 9 20 2 20 0.8 4.50 [1.11, 18.27]
Xie Yanru, 2008 9 22 7 26 2.6 1.52 [0.68, 3.41]
Tany, 2013 21 38 12 38 4.9 1.75 [1.01, 3.03]
Xiao-jing Jia, 2017 6 20 4 20 1.6 1.50 [0.50, 4.52]
Deng Qingping, 2011 5 22 2 18 0.8 2.65 [0.59, 11.88]
Heterogeneity: chi2 �1.75, df � 2 (P � 0.42), and I2 � 0%. Test for overall effect: Z� 1.23 (P � 0.22).
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chemotherapy based on platinum drugs can reduce the risk
of death and bring obvious survival benefits to patients, thus
promoting NSCLC treatment into platinum-containing

chemotherapy era. Among the above chemotherapy
schemes, gemcitabine + cisplatin (GP) has some advantages.
In 2005, Le Chavalier et al. conducted a meta-analysis of a
single study of gemcitabine plus platinum-based chemo-
therapy and other platinum-containing chemotherapy op-
tions to assess whether there is a treatment that is more
advantageous in advanced NSCLC [14]. -e meta-analysis
was selected into 13 studies (4,500 cases), except for two
phase II studies, all of which were phase III studies. Five
studies were cisplatin single drug or first and second gen-
eration combined platinum-containing programs (1,900
cases), and 8 were third generation combined platinum
(2,600 cases). -e results showed that GP could significantly
reduce the disease progression and death risk by 12.00% and
10.00%, respectively, compared with other chemotherapy
schemes; compared with the first and second generation
combined platinum-containing regimen, GP could signifi-
cantly prolong the total survival period of patients
(P< 0.001); and compared with other third-generation
platinum-containing regimen without gemcitabine, gemci-
tabine significantly prolonged the progression-free survival
period (P< 0.001). -e results of this analysis fully confirm
that gemcitabine plus platinum combined regimen can
significantly prolong the total and progression-free survival
of patients with advanced NSCLC compared with other
platinum-containing schemes. In 2007, Grossi et al.’s meta-
analysis compared the activity of gemcitabine with three
other third-generation platinum-containing chemotherapy
programs [15]. -e meta-analysis included 48 studies, with
6,671 patients. -e results showed that gemcitabine could
significantly reduce the risk of disease progression by 14.00%
compared with other third-generation platinum-containing
chemotherapy. -is meta-analysis study not only laid the
foundation position of platinum-containing chemotherapy
in advanced NSCLC treatment but also highlighted the
treatment advantages of GP. Patients with advanced NSCLC

Table 3: Forest map of meta-analysis of benefit rate between groups.

Study details
Experimental Control

Weight (%) Risk ratio
Events Total Events Total MH, fixed, 95% CI

Si Feng, 2012 32 40 18 32 3.5 1.42 [1.01, 2.00]
Fu Hao, 2015 28 32 22 28 4.1 1.11 [0.88, 1.41]
Jian-Wu Liu, 2012 25 30 19 30 3.3 1.32 [0.96, 1.80]
Liu Tao, 2015 31 32 24 32 4.2 1.29 [1.05, 1.59]
Song Wenxian, 2018 25 30 22 30 3.9 1.14 [0.87, 1.49]
Yuan-yuan Zhang, 2014 22 31 19 28 3.5 1.05 [0.74, 1.47]
Xu Li, 2017 30 35 22 35 3.9 1.36 [1.02, 1.82]
Fang Li, 2017 20 23 12 23 2.3 1.54 [1.04, 2.28]
Li Lihua, 2016 23 23 22 23 4.0 1.04 [0.93, 1.18]
LuanWenQiang, 2012 20 25 14 27 2.4 1.54 [1.02, 2.33]
Relapsed Chicken, 2012 87 94 71 90 12.8 1.17 [1.04, 1.32]
Hi-Feng Wang, 2018 28 34 21 30 3.9 1.18 [0.89, 1.56]
Wang Fang, 2011 27 31 22 29 4.0 1.15 [0.90, 1.47]
Mention, 2010 20 20 18 20 3.3 1.11 [0.93, 1.31]
Xie Yanru, 2008 17 22 19 26 3.1 1.06 [0.76, 1.46]
Tany, 2013 34 38 24 38 4.2 1.42 [1.09, 1.85]
Xiao-jing Jia, 2017 16 20 12 20 2.1 1.33 [0.88, 2.03]
Deng Qingping, 2011 11 17 6 18 1.0 1.94 [0.92, 4.08]
Heterogeneity: chi2 �1.75, df � 2 (P � 0.42), and I2 � 0%. Test for overall effect: Z� 1.23 (P � 0.22).
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Figure 4: Inverted funnel plot of effective rate.
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Figure 5: Efficient Begg’s diagram.
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received gemcitabine plus platinum first-line treatment,
which can achieve a higher quality of life and longer life [16].
-erefore, GP with small side effects and good tolerance was
used as chemotherapy. But there is no essential difference in
efficacy between the third-generation chemotherapy drugs
and platinum.-e randomized controlled study ECoG 1594,
published in the New England Journal of medicine in 2002,
showed that there was no significant difference in the me-
dian OS between the four third-generation platinum-con-
taining chemotherapy regimens (gemcitabine, paclitaxel,
docetaxel, and vinorelbine combined with platinum) [17].
-e treatment cycle of the first-line chemotherapy program
and the combination of three chemotherapy drugs were also
confirmed by the phase II clinical study of MPCRN cancer
research network in the United States [18]. -erefore, if we
want to further improve the chemotherapy effect of lung
cancer, we must take new ideas.

-e growth and diffusion of cancer cells depend on
angiogenesis and tumor neogenesis, which is the most
important antitumor method of vascular targeted therapy
[19, 20]. In some studies, NSCLC patients were divided into
34 cases of platinum chemotherapy and 54 cases of platinum
plus recombinant human endostatin [21–23]. It was found
that the progression-free survival rate and overall survival
rate of patients treated with combination therapy were
significantly improved. Other related studies have pointed
out that the efficacy of combined therapy is controversial
and needs further study [24]. Gemcitabine is a substitute for
inhibitory enzymes, which can inhibit the DNA replication
of tumor cells in the process of DNA synthesis and repair. In
order to study the curative effect of recombinant human
endostatin in patients with NSCLC, this study summarized
the randomized controlled trials of chemotherapy regimens
in patients with NSCLC. -e results showed that
recombinant human endostatin combined with gemcitabine
and cisplatin could significantly improve the total effective
rate and benefit rate, and the bias analysis of funnel plot and
Egger’s test showed that the results were more reliable. -e
incidence of leucopenia, thrombocytopenia, and gastroin-
testinal reactions between the two groups were not statis-
tically significant, indicating that the combination of
recombinant human endostatin, gemcitabine, and cisplatin
is safe [25].

Ouyang Lihui et al. conducted a meta-analysis in 2012 to
compare the efficacy of gemcitabine + cisplatin + recombi-
nant human endostatin (GPE) regimen and gemcitabi-
ne + cisplatin (GP) regimen in patients with NSCLC; GPE is
superior to GP in total effective rate and disease control rate.
Ma et al. included 9 studies and 839 patients with NSCLC
[26]. -e results showed that the GPE regimen did not
increase the incidence of adverse reactions compared with
the GP regimen. -e combined results of 4 studies found
that compared with the GP scheme, the GPE scheme led to
increased arrhythmia, and the difference was statistically
significant. -is suggests that clinicians should pay close
attention to the ECG of patients with NSCLC when using a
GPE regimen to prevent serious adverse reactions of ar-
rhythmia. At the same time, the log-rank test was used to
compare the disease progression and overall survival of the

two groups. It was found that recombinant human endo-
statin combined with GP regimen did not improve the
overall survival of patients with advanced NSCLC, but it did
not exclude the bias caused by the small sample size of this
study, and it was also affected by the later treatment effect of
patients. -e main adverse reactions of recombinant human
endostatin combined with GP regimen to patients with
advanced NSCLC were myelosuppression and gastrointes-
tinal reactions. A few patients had liver function damage and
ECG changes, but there was no significant difference
compared with patients treated with GP regimen alone.

-e curative effect of recombinant human endostatin,
gemcitabine, and cisplatin in the treatment of patients with
NSCLC has been improved, without obvious adverse re-
actions. -e disadvantages are as follows: firstly, the un-
published literature are not included; secondly, the
comprehensive quality evaluation of the included literature
is low; thirdly, the included literature are all Chinese lit-
erature, which are not suitable for foreign patients; and
fourthly, the quality of life evaluation of patients is not
involved.

5. Conclusion

-e combination of recombinant human endostatin, gem-
citabine, and cisplatin can increase the efficacy and safety of
NSCLC patients.
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-e data used to support this study are available from the
corresponding author upon request.
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Background. �e mortality of coronary heart disease continues to rise. Cardiac rehabilitation intervenes the risk factors of
cardiovascular disease, improves cardiopulmonary function, maintains healthy psychology, improves the quality of life of
patients, and reduces cardiovascular mortality. Objective. To explore the e�ect of acupuncture combined with aerobic
exercise on cardiopulmonary exercise ability, blood lipid, fatty acid oxidation, and psychology in patients with coronary
heart disease. Methods. Sixty patients with coronary heart disease from February 2018 to October 2020 were randomly
divided into two groups: the control group and experimental group. �e control group was given an exercise prescription,
and the experimental group was given acupuncture combined with an exercise prescription. Before and after the in-
tervention, the cardiopulmonary exercise test, blood lipid, carnitine acyltransferase (CACT), the Self-Rating Somatic
Symptom Scale (SSS), the Generalized Anxiety Disorder-7 (GAD-7), and the Patient Health Questionnaire-9 (PHQ-9) of
the two groups were compared. Results. �e PHQ-9 score was better in the experimental group than in the control group. In
both groups, after the intervention, the peak oxygen uptake and anaerobic threshold were increased, and blood lipid and
PHQ-9 scores were decreased. In the experimental group, the carbon dioxide metabolic equivalent was decreased, CACT
was increased, and SSS and GAD-7 scores were decreased, with statistical di�erence (P< 0.05). Conclusion. Acupuncture
combined with aerobic exercise can improve the cardiopulmonary exercise ability, increase fatty acid oxidation, decrease
blood lipid, and ameliorate anxiety and depression symptoms of patients with coronary heart disease as
cardiac rehabilitation.

1. Introduction

Cardiovascular disease is the leading cause of disability and
death in Chinese residents [1]. �ere are more than 11
million people su�ering from Coronary Artery Athero-
sclerotic Heart Disease (CHD) in China [2]. Despite the
continuous development of drugs and interventional ther-
apy, the mortality of coronary heart disease in China con-
tinues to rise [3]. �e substantial decline in mortality of
coronary heart disease in developed countries is due to
coronary heart disease rehabilitation and secondary pre-
vention [4]. China urgently needs to strengthen the pre-
vention and rehabilitation of cardiovascular diseases.
Cardiac rehabilitation applied drugs, exercise, nutrition, and

psychological and behavioural intervention to comprehen-
sively intervene the risk factors of cardiovascular disease,
improve cardiopulmonary function, maintain healthy psy-
chology, improve the quality of life of patients, and reduce
cardiovascular mortality [5–7].

Acupuncture, having bidirectional regulatory ability and
a much lower incidence of side e�ects, can treat a variety of
diseases. It can intervene hypertension and psychological
stress-induced cardiovascular reactivity to prevent cardio-
vascular disease and cardiovascular death [8]. It has been
used as adjuvant therapy for chronic stable angina pectoris,
which can reduce the frequency of angina attacks [9]. �is
study observed the e�ect of acupuncture treatment on
cardiopulmonary exercise ability, blood lipid metabolism,

Hindawi
Journal of Healthcare Engineering
Volume 2022, Article ID 4903265, 6 pages
https://doi.org/10.1155/2022/4903265

mailto:13816409220@163.com
https://orcid.org/0000-0003-3808-269X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4903265


RE
TR
AC
TE
D

and psychology of patients with coronary heart disease and
explored rehabilitation strategy suitable for China’s national
conditions.

2. Subjects and Methods

2.1. Subjects. (is study included sixty patients with stable
coronary heart disease who were admitted to the Depart-
ment of Cardiology, Punan Hospital, Pudong New District,
Shanghai, from February 2018 to October 2020. Inclusion
criteria: age >18 years and <85 years, stability of symptoms
and dose for at least 2 weeks; coronary angiography showed
at least one major coronary artery stenosis >50%; and ob-
tained consent and sign informed consent. Exclusion cri-
teria: those who are unwilling or unable to exercise or
acupuncture treatment; there has been acupuncture treat-
ment in the recent 6 months; bone and joint diseases af-
fecting movement; aortic dissection; acute coronary
syndrome; uncontrolled heart failure; and severe liver and
renal dysfunction. Using random numbers, 60 cases were
divided into the control group and experimental group.

2.2. Methods

2.2.1. Intervention Methods. All patients were treated with
cardiac rehabilitation under the guidance of cardiac reha-
bilitation doctors. Exercise prescriptions were issued
according to cardiopulmonary exercise test (CPXT). (e
control group received exercise rehabilitation, and the ex-
perimental group received acupuncture treatment and ex-
ercise rehabilitation. Exercise prescription: exercise intensity
set anaerobic threshold heart rate as target heart rate; ex-
ercise frequency for 3–5 times a week, 20–30 minutes aer-
obic exercise, a total of 8 weeks; the form of exercise is
mainly jogging and power cycling. Acupuncture acupoints
were selected by acupuncture doctors according to the
clinical symptoms of patients, and the selected acupoints
were the following acupoint combinations. Chest discomfort
acupoints: Nei guan, Ju Que, Shen men, Guan Yuan, Qi hai,
and Da ling; insomnia acupoints: Bai hui, Zhao hai, and Tai
Chong; shoulder pain acupoint: Jian yu, Jian Liao, Jian Zhen,
Qu chi, and Wai guan; lower limb pain acupoint: Yin ling
Quan, Chen shan, Tiao Kou, Zu san li, San yin jiao, Fu Tu,
and Feng shi; and knee Joint pain acupoints: NeiWai Xi Yan,
Xue Hai, He Ding, Yang Ling Quan, etc. Acupuncture
treatment was performed for 30 minutes each time, 1-2
times a week, for a total of 12 times.

2.2.2. Cardiopulmonary Exercise Test (CPXT). (e Italian
COSMED Cardiopulmonary exercise test system, exercise
equipment for power cycling, with an increasing power
(10–20 Watt Ramp) scheme for the symptom-limited
maximum exercise load test, the V-slop method was used to
calculate the anaerobic threshold (see Table 1).

2.2.3. Biochemical Indicators. All patients were taken fasting
venous blood, Abbott C16000 automatic biochemical ana-
lyzer for blood lipid testing, triglycerides with the GPO-PAP

method, total cholesterol with the enzyme method, low-
density lipoprotein with the direct method-surfactant
clearance method, high-density lipoprotein with the direct
method-selective inhibition method, free fatty acids with the
ACS-ACODmethod, blood glucose with the glucose oxidase
method, serum creatinine with the enzyme method, the uric
acid kinase method, and homocysteine with the double-
reagent circulation enzyme method. Glycosylated haemo-
globin was measured by using the Arkray 8180 instrument
and high-performance liquid chromatography. Serum
CACT was determined by using the ELISA kit. (e kit was
provided by Shanghai Kamishu Biotechnology Co., Ltd.

2.3. Observation Indicators

2.3.1. CPXT Indicators. (e CPXT indicators were peak
oxygen uptake per kg body weight (VO2/kg), anaerobic
threshold (AT) oxygen uptake, respiratory reserve, oxygen
pulse, one-minute heart rate recovery, anaerobic threshold
carbon dioxide ventilation equivalent (VE/VCO2 @ AT),
and others.

2.3.2. Biochemical Indicators. (e biochemical indicators
were serum creatinine, uric acid, triglyceride, cholesterol,
low-density lipoprotein, high-density lipoprotein, free
fatty acids, serum carnitine acyltransferase, blood glucose,
glycosylated haemoglobin, blood homocysteine, etc.

2.3.3. Psychological Assessment. Before and after the inter-
vention, patients were asked to fill out the Self-Rating So-
matic Symptom Scale (SSS), PHQ-9 health questionnaire
(depression screening scale), and GAD-7 generalized anxiety
disorder scale for psychological assessment.

2.4. Statistical Method. SPSS22.0 software was used. (e
measurement data were expressed as mean± standard de-
viation, which was in line with normal distribution. A paired
t-test was used for intragroup comparison, and an inde-
pendent-sample t-test was used for intergroup comparison.
Enumeration data were expressed as frequency and per-
centage. (e Chi-square test was used for comparison be-
tween groups. P< 0.05 indicated statistical difference.

3. Results

3.1. Comparison of Baseline Basic Data between the Two
Groups of Patients. (ere was no significant difference in
gender, age, body mass index, history of hypertension, history
of diabetes, homocysteine, creatinine, uric acid, triglyceride,
cholesterol, low-density lipoprotein, high-density lipoprotein,
free fatty acid, blood glucose, glycosylated haemoglobin
(HbA1c), and other biochemical indicators between the two
groups (P> 0.05), as shown in Table 2.

3.2. Comparison of the Cardiopulmonary Exercise Test.
(ere was no significant difference between the two groups
before and after intervention (P> 0.05). (e peak oxygen
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uptake per kilogram (VO2/kg peak) and anaerobic
threshold (VO2/kg @ AT) in the two groups were increased
after intervention. (e carbon dioxide ventilation equiv-
alent (VE/VCO2 @ AT) in the experimental group decreased
after intervention, with statistical significance (P< 0.05).

3.3. Comparison of Biochemical Indicators. (ere was no
significant difference between the two groups in serum
creatinine, uric acid, triglyceride, high-density lipoprotein,
free fatty acid, blood glucose, glycosylated haemoglobin, and
other biochemical indicators before and after intervention
(P> 0.05). Compared within the group, the low-density
lipoprotein and cholesterol in the two groups decreased after
the intervention, and the serum carnitine acyltransferase in
the experimental group increased after intervention, with a
statistical difference (P< 0.05) (Table 3).

3.4. Comparison of Psychological Scales between the Two
Groups. (ere was no significant difference between the two
groups before intervention. After intervention, the acu-
puncture group improved PHQ-9 compared with the
control group (P< 0.05). Compared within the group before
and after intervention, the acupuncture group improved the
Chinese somatization symptom checklist, PHQ-9 and CAD-
7, and aerobic exercise improved PHQ-9 (P< 0.05), see
Table 4.

4. Discussion

(is study shows that aerobic exercise can improve peak
oxygen uptake and anaerobic threshold in patients with
coronary heart disease and reduce blood lipids. Aerobic
exercise increases ventricular end-diastolic volume, myo-
cardial contractility, and cardiac output through the sym-
pathetic nerve and improves coronary artery circulation by
increasing nitric oxide production and vasodilation; exercise
can also reduce blood lipids and inflammation indicators
[10]. (erefore, exercise is good medicine for heart reha-
bilitation. Based on a large number of clinical studies and
systematic evaluation results in China, Europe, the United
States, and other countries, guidelines for the prevention and
rehabilitation of cardiovascular diseases based on exercise
are introduced [11, 12].

(is study found that acupuncture in the rehabilitation
of patients with coronary heart disease can also bring three
other benefits.

Fatty acid is an important source of muscle contraction
energy, acetyl-CoA fatty acid is tranfered by the carnitine
palmitoyl transferase system into mitochondrial oxidation.
(is study suggests that acupuncture can increase the
concentration of serum carnitine acyltransferase, infer
acupuncture promote fatty acid oxidation, and enhance
myocardial and skeletal muscle energy supplement. Glucose
is the main energy source during embryogenesis, and fatty
acid oxidation is the main energy source after birth. (e

Table 2: Basic information of the two groups.

Acupuncture groups Control groups
Number of people 30 30
Male 20 16
Age (years) 58.94± 13.53 62.60± 17.54
BMI (kg/m2) 25.03± 3.39 24.83± 2.90
Hypertension 22 20
Diabetes 17 14
Homocysteine, umol/L 13.66± 11.39 11.39± 3.28
Creatinine, umol/L 70.71± 14.62 68.46± 17.51
Uric acid, umol/L 319.86± 62.71 313.46± 47.34
Triglyceride, mmol/L 1.53± 1.08 1.70± 0.54
Cholesterol, mmol/L 4.20± 1.32 4.70± 1.00
Low-density lipoprotein(LDL), mmol/L 2.69± 1.03 2.60± 0.79
High-density lipoprotein (HDL), mmol/L 1.08± 0.27 1.01± 0.24
Free fatty acid, umol/L 503.23± 195.96 598.31± 292.91
Blood glucose, mmol/L 6.5± 1.92 5.65± 0.90
HbA1c, % 6.99± 1.36 6.23± 1.17

Table 1: Comparison of cardiopulmonary exercise parameters between the two groups of patients with coronary heart disease after and
before treatment (mean± standard deviation).

Groups Cases
VO2/kg peak （mL/min/kg） VO2/kg@AT （mL/min/kg） VE/VCO2@AT

Before treatment After treatment Before treatment After treatment Before treatment After treatment
Trial groups 30 15.66± 4.63 16.75± 4.17∗ 12.64± 3.75 15.07± 4.09∗ 34.54± 5.98 32.89± 5.84∗
Control groups 30 15.82± 2.46 18.45± 3.53∗ 12.91± 1.76 16.60± 3.88∗ 33.23± 3.01 33.49± 2.66
t value −0.122 −1.231 −0.265 −1.033 0.781 −0.355
P value −0.904 0.228 0.794 0.311 0.443 0.726
Compared with before treatment, ∗P< 0.05.
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selection and change of myocardial energy substrates are the
objects of myocardial metabolise in patients with ischemic
heart disease and heart failure. Energy utilization efficiency
and myocardial efficiency is a potential target for the
treatment of heart failure and ischemia [13]. Animal ex-
periments have found that the lack of carnitine palmitoyl-
transferase can lead to cardiac hypertrophy due to excessive
pressure load caused by lipotoxicity [14]. Acupuncture
treatment can regulate heart energy metabolism by affecting
the key enzymes of fatty acid metabolism, with fewer adverse
reactions and high safety.

Carbon dioxide ventilation equivalent (VE/VCO2) is
the most widely studied ventilation efficiency parameter.
(e increase in VE/VCO2 is significantly associated with
the mortality of patients, which is a reliable indicator for
the prognosis of heart failure [15]. In this study, it was
found that acupuncture treatment could reduce the an-
aerobic threshold carbon dioxide ventilation equivalent
(VE/VCO2 @ AT), which was similar to the previous re-
search results of acupuncture treatment for patients with
heart failure in Germany [16]. (e increase of VE/VCO2
was due to the increase of invalid ventilation residual
cavity, mismatch of blood flow and ventilation, a decrease
of skeletal muscle oxidation ability, and an increase of
exercise lactic acid to stimulate breathing. Previous studies
have found that acupuncture can reduce the production of
lactic acid during exercise [17]. (is study found that
acupuncture can enhance fatty acid oxidation, so it is
speculated that these two factors are the reasons why
acupuncture can reduce VE/VCO2. Lowering VE/VCO2
may benefit, especially, cardiovascular patients who cannot
exercise and have a poor response to treatment, suggesting
that acupuncture can be used as a choice for rehabilitation.

Psychological anxiety, depression, and other emotional
factors are not only risk factors for coronary heart disease
but also closely related to the development of coronary heart

disease. A systematic review [18] shows that exercise therapy
may reduce depressive symptoms, while anxiety symptoms
may be reduced in the short term (less than 12 weeks) and
long-term outcomes are uncertain. By literature analysis [19]
from 2011 to 2020, more and more studies have shown that
acupuncture can be used as a potentially effective treatment
for depression and improve depressive symptoms. Acu-
puncture treatment has positive results in the treatment of
anxiety [20]. Metabonomics technology is used to analyze
the body metabolism by acupuncture and moxibustion,
which shows that acupuncture and moxibustion canchange
plasma tryptophan and glutamate, regulate neurotrans-
mitter, improve function, and promote health [21].

Acupuncture is based on the meridian theory, a guide for
TCM dorctors to treat diseases, but the mechanism of
acupunture is still unclarified; animal experiments have
found that acupuncture activates the peripheral sensory
nerve fibres of dorsal root ganglion and transmits the signals
to the spinal cord and brain, thereby activating the pe-
ripheral autonomic nerve. Stimulating the acupoints of hind
limbs (Zusanli) in mice can activate the vagal-adrenal anti-
inflammatory pathway [22, 23]. Acupuncture and mox-
ibustion activate the vagus nerve, reduce visceral immune
cell production factors, reduce inflammatory factors, inhibit
sympathetic nerve, and regulate neurohumoral factors,
which can theoretically play more roles in cardiovascular
diseases.

(erefore, acupuncture can improve the efficiency of
exercise ventilation,promote fatty acid oxidation, improve
anxiety and depression symptoms, and treat somatization
symptoms in patients with coronary heart disease; combined
with aerobic exercise can improve the cardiopulmonary
exercise ability of patients and reduce blood lipids, which
can be applied as cardiac rehabilitation technology.

(e shortcomings of this study: (1) failure to set up a
sham acupuncture control group because it was difficult to

Table 4: Comparison of the two groups’ psychological self-rating scale (mean± standard deviation).

Groups Cases
Somatic self-rating scale PHQ-9 CAD-7

Before treatment After treatment Before treatment After treatment Before treatment After treatment
Acupuncture groups 30 34.5± 5.98 32.89± 5.84∗ 4.91± 3.56 2.1± 1.85∗ 4.72± 5.04 1.54± 1.84∗
Control groups 30 33.23± 3.01 33.49± 2.66 5.4± 3.06 4.3± 2.71∗ 3.30± 4.19 2.8± 3.22
t value 0.781 −0.355 −0.337 −2.119 0.701 −1.107
P value 0.443 0.726 0.74 0.048 0.492 0.283
Compared with before treatment, ∗P< 0.05.

Table 3: Comparison of blood cholesterol, low-density lipoprotein, and serum carnitine acyltransferase between the two groups
(mean± standard deviation).

Groups Cases
Low-density lipoproteins Cholesterol Serum carnitine acyltransferase

enzyme U/L
Before treatment After treatment Before treatment After treatment Before treatment After treatment

Acupuncture group 30 2.69± 1.03 1.88± 0.67∗ 4.20± 1.32 3.5± 1.04∗ 189.09± 58.13 216.64± 57.36∗
Control group 30 2.60± 0.79 2.10± 0.54∗ 4.70± 1.00 3.89± 0.58∗ 202.45± 60.83 208.60± 56.48
t value 0.274 −2.092 −1.128 −1.074 −7.13 0.45
P value 0.786 0.059 0.27 0.293 0.48 0.65
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select acupoints in the sham acupuncture group during the
preexperiment; (2) also, because there is no effect, patient
compliance is not high in the sham acupuncture group after
completing 1-2 times; and (3) the number of cases enrolled
in this study is small; subsequent studies can expand the
sample size and improve follow-up time to assess the long-
term efficacy of acupuncture.

Data Availability

Data supporting the results of the study can be obtained by
emailing the first author or corresponding author.

Conflicts of Interest

(e authors declare no conflicts of interest.

Acknowledgments

(is work was supported by the Fund Project: Training Plan
of Excellent Young Medical Talents in Health System of
Pudong New District, PWRq2016-31.

References

[1] D. Zhao, J. Liu, M. Wang, X. Zhang, and M. Zhou, “Epide-
miology of cardiovascular disease in China: current features
and implications,” Nature Reviews Cardiology, vol. 16, no. 4,
pp. 203–212, 2019.

[2] (e China Cardiovascular Health and Disease Report Writing
Group, “China cardiovascular health and disease report 2020
summary,” Chinese Journal of Circulation, vol. 36, no. 6,
pp. 521–545, 2021.

[3] J. Li, X. Li, Q. Wang et al., “ST-segment elevation myocardial
infarction in China from 2001 to 2011(the China peace-ret-
rospective acute myocardial infarction study): a retrospective
analysis of hospital data,” Lancet, vol. 385, pp. 441–451, 2015.

[4] N. J. Sethi, S. Safi, S. K. Korang et al., “Antibiotics for sec-
ondary prevention of coronary heart disease,” Cochrane
Database of Systematic Reviews, vol. 2, Article ID CD003610,
2021.

[5] D. J. Klionsky, A. K. Abdel-Aziz, S. Abdelfatah et al.,
“Guidelines for the use and interpretation of assays for
monitoring autophagy,” Autophagy, vol. 17pp. 1–382, 4th
edition, 2021.

[6] C. Caffarelli, F. Santamaria, A. Vottero, and S. Bernasconi,
“Progress in pediatrics in 2012: choices in allergy, endocri-
nology, gastroenterology, hematology, infectious diseases,
neurology, nutrition and respiratory tract illnesses,” Italian
Journal of Pediatrics, vol. 39, p. 26, 2013.

[7] E. Rydwik, T. Gustafsson, K. Frändin, and G. Akner, “Effects
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*e first reported case of coronavirus disease 2019 (COVID-19) occurred in Wuhan, Hubei, China. *ereafter, it spread through
China and worldwide in only a fewmonths, reaching a pandemic level. It can cause severe respiratory illnesses such as pneumonia
and lung failure. Since the onset of the disease, the rapid response and intervention of traditional Chinese medicine (TCM) have
played a significant role in the effective control of the epidemic. Yinqiaosan (YQS) was used to treat COVID-19 pneumonia, with
good curative effects. However, a systematic overview of its active compounds and the therapeutic mechanisms underlying its
action has yet to be performed. *e purpose of the current study is to explore the compounds and mechanism of YQS in treating
COVID-19 pneumonia using system pharmacology. A system pharmacology method involving drug-likeness assessment, oral
bioavailability forecasting, virtual docking, and network analysis was applied to estimate the active compounds, hub targets, and
key pathways of YQS in the treatment of COVID-19 pneumonia. With this method, 117 active compounds were successfully
identified in YQS, and 77 potential targets were obtained from the targets of 95 compounds and COVID-19 pneumonia. *e
results show that YQS may act in treating COVID-19 pneumonia and its complications (atherosclerosis and nephropathy)
through Kaposi sarcoma-related herpesvirus infection and the AGE-RAGE signaling pathway in diabetic complications and
pathways in cancer.We distinguished the hubmolecular targets within pathways such as TNF, GAPDH,MAPK3,MAPK1, EGFR,
CASP3, MAPK8, mTOR, IL-2, and MAPK14. Five of the more highly active compounds (acacetin, kaempferol, luteolin,
naringenin, and quercetin) have anti-inflammatory and antioxidative properties. In summary, by introducing a systematic
network pharmacologymethod, our research perfectly forecasts the active compounds, potential targets, and key pathways of YQS
applied to COVID-19 and helps to comprehensively clarify its mechanism of action.

1. Introduction

Coronavirus infectious disease 2019 (COVID-19) is caused
by 2019-nCoV virus and it seriously endangers human
health. On January 12, 2020, the World Health Organization
(WHO) confirmed and named its pathogen 2019-nCoV [1],
which belongs to the novel coronavirus pneumonia of genus
β. On January 31, 2020, it was designated a Public Health
Emergency of International Concern (PHEIC). According to
the latest statistics of the World Health Organization, as of

October 28, 2021, there were approximately 244385444
confirmed cases and more than 4961489 deaths worldwide,
including over 7053806 confirmed cases and over 108334
deaths in the United States.

*e main clinical features of these cases are a high body
temperature, cough without mucous, breathing difficulties
(dyspnea), headache, and pneumonia. Disease attack may
lead to progressive respiratory failure due to alveolar damage
(which has been observed by transverse chest computerized
tomography images) and cytokine storm syndrome and it
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could also develop a severe form with sometimes fatal
outcomes [2, 3]. *e cause of the disease was identified by
clinicians as virus-induced pneumonia in line with the
clinical signs and other standards, including increased body
temperature, decreased lymphocytes and white blood cells
(although the levels of the latter seemed normal sometimes),
new pulmonary infiltrates on chest radiography, and no
evident improvement after treatment with antibiotics for
three days [4].

In traditional Chinese medicine (TCM), COVID-19
falls under the category of “pestilences,” which occur be-
cause of direct or indirect contact with epidemic pathogens.
Since the onset of the disease, the rapid response and in-
tervention of TCM have played a vital role in effectively
controlling the epidemic, and the classic prescription has
become one of the highlights in preventing and controlling
the epidemic [5, 6]. Yinqiaosan (YQS) is a traditional
prescription for treating the influenza virus from the “Wen
Bing Tiao Bian.” YQS is a herbal formula comprised of 10
medicinal herbs (Jinyinhua (JYH, Lonicera japonica
*unb.), Lianqiao (LQ, Forsythia suspensa (*unb.)), Jie-
geng (JG, Platycodon grandiflorum (Jacq.) A. DC), Bohe
(BH, Mentha haplocalyx Briq.), Dantouchi (DDC, Glycine
max (L.) Merr.), Danzhuye (DZY, Lophatherum gracile
Brongn.), Niubangzi (NBZ, Arctium lappa L.), Jingjie (JJ,
Schizonepeta tenuifolia Eriq.), Lugen (LG, Phragmites
communis Trin.), and Gancao (GC, Glycyrrhiza uralensis
Fisch., Glycyrrhiza inflata Bat., or Glycyrrhiza glabra L.).
*e National Health Commission of the People’s Republic
of China and the National Administration of TCM issued
the “Diagnosis and Treatment Program for COVID-19
(Trial Version 3).” *ey began to recommend TCM ther-
apy, among which the recommended prescriptions are
Maxing Shigan decoction and YQS.

Tang et al. [7], based on the TCMATCOV platform,
analyzed the potential effects of commonly used traditional
formulations for treating COVID-19 and discovered that
YQS is a frequently used therapy for pneumonia. For the
past few years, systems pharmacology [8, 9] means have been
widely introduced in the prescription and mechanism of
TCM. System pharmacology is an emerging systematic
methodology and is guided by the “multicomponent mul-
titarget network” theory, which conforms to the integrity
and systematicity of TCM prescriptions. In addition, it
combines oral bioavailability screening and multiple drug
target prediction, providing an overall method for exploring
the targets and potential mechanisms of TCM, and it can be
used as an alternative strategy to analyze the therapeutic
effects of the active ingredients [10, 11]. Wang et al. [12]
discussed the targets and signaling pathways of Maxing
Shigan decoction for treating pneumonia through systems
pharmacology and found that the possible targets were IL-6,
TNF, MAPK8, etc. Xia et al. found that Akt1 was a potential
target of Lianhua Qingwen to treat and prevent COVID-19
using network pharmacology and molecular docking ana-
lyses [13].

Aiming to explore the possibility andmechanism of YQS
in treating COVID-19, this paper uses systems pharma-
cology techniques and approaches to forecast the possible

targets and signaling pathways of YQS and provides data for
subsequent experimental research.

2. Materials and Methods

2.1. Finding Potential Targets of YQS. Taking the herbs
(Jinyinhua, Lianqiao, Jiegeng, Bohe, Dantouchi, Danzhuye,
Niubangzi, Jingjie, Lugen, and Gancao) in YQS as keywords,
the TCMSP database (http://tcmspw.com/tcmsp.php) was
used to retrieve their relevant chemical compositions, and
oral bioavailability (OB)≥ 30%, drug-likeness (DL)≥ 0.18,
and drug half-life (HL)≥ 4 h were adopted as screening
conditions to obtain active ingredients that meet the con-
ditions [14–16]. Among them, the active ingredients of
Danzhuye were obtained through a combination of a lit-
erature search [17] and the TCMSP database.

*rough the TCMSP database and the PubChem da-
tabase (https://pubchem.ncbi.nlm.nih.gov/) combined with
the Swiss Target Prediction database, the targets of the active
ingredients were obtained. UniProt KB (http://www.
UniProt.org/), which prevents, for example, over-
annotation of semblable proteins such as paralogs and
putative products of pseudogenes, was utilized to normalize
gene names and organisms. *rough the UniProt database
(https://www.UniProt.org/), the species was set as “Homo
sapiens (Human)” to standardize the obtained drug targets.

2.2. Screening of COVID-19-Associated Genes. *rough the
GeneCards database (http://www.genecards.org/) and
OMIM (https://www.omim.org/) database, using “novel
coronavirus pneumonia” as the keyword, COVID-19-re-
lated disease targets were retrieved and obtained. Only
“Homo sapiens” proteins linked to COVID-19 were selected.
*e UniProt database was applied to standardize the ob-
tained disease targets in Homo sapiens.

2.3. Screening of Candidate Targets. *e acting targets of the
active ingredients of YQS and the disease targets of COVID-
19 were processed through Venny2.1 software (http://
bioinfogp.cnb.csic.es/tools/venny/index.html) to acquire
their common targets, which were taken as alternative
targets of YQS for treating COVID-19, and its Venny map
was also acquired.

2.4. Protein-Protein Interaction (PPI). *e retrieved YQS
active ingredient targets were linked to COVID-19 targets by
the STRING (https://string-db.org/, ver.11.0) database [18].
*e requirement was restrained to “Homo sapiens.” In this
paper, a high confidence score with a correlation degree
≥0.400 [19] as the cutoff value was set to obtain the network.

2.5. GO and KEGG Pathway Enrichment Analysis. Gene
Ontology (GO) enrichment analysis was conducted using
the OmicShare tools (http://www.omicshare.com/tools).
*e KOBAS 3.0 database was applied to analyze the KEGG
pathway enrichment of the candidate targets, and the
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RStudio 3.6.3 and ggplot2 packages were applied to illustrate
the results.

2.6.NetworksConstruction andAnalysis. Cytoscape 3.5.1, an
open-source software platform to visualize complex net-
works, was employed to illustrate the networks. With this
software, the network building was handled as follows: (1)
compound-COVID19 PPI network, (2) compound-targets
network, and (3) YQS (Yinqiaosan)-compound-targets-
pathway network. In addition, four topological features of
the hub network, such as “Degree” and “Betweenness
Centrality,” were determined to choose YQS alternative
targets with topological significance [20, 21]. To determine
the relationship between network clusters and to identify
high-connectivity hub genes, “Cytohubba” (a plug-in of
Cytoscape) was introduced to check the node element. *e
top 10 nodes were ranked by EPC [22].

2.7. Molecular Docking. For the sake of validation of the
drug-targeted correlations, the molecular docking simula-
tion further proceeded on every drug docking with their
targets. Each drug molecule, such as luteolin, naringenin,
acacetin, kaempferol, and quercetin, was downloaded from
the TCMSP database and converted to a PDBQT file by
Chimera (version 1.10.2).

*e structures of the proteins in each alternative target
were downloaded from the RCBS Protein Data Bank (http://
www.rcsb.org/pdb), and every protein file was opened with
ADT (version 1.5.6), a free GUI for AutoDock. In every file,
the water molecules were canceled, the polar hydrogen
atoms were increased, and then they were written to a
PDBQT file.

*e intersection of possible alternative targets and drug
targets of PCOS was chosen for in-depth investigations. To
validate the interaction and observe the docking sites be-
tween drugs and targets, molecular docking was performed
by an open-source program called Autodock vina 1.1.2. *e
docking results were observed with ADT.

*e foundation for developing medications for the
clinical therapy of COVID-19 is shown in Figure 1.

3. Results

3.1. Active Components and Target Proteins of Yinqiaosan.
By a systematic search of the public databases, 141 com-
ponents were retrieved in JYH (17), LQ (11), JG (7), BH (10),
DDC (2), DZY (4), NBZ (4), JG (9), LG (1), and GC (76), and
the specific information of these components can be found
in Table 1. After deleting the duplicate values, 117 active
ingredients were acquired. Refer to the results in Figure S1.
*rough observation, it was discovered that some special
compounds in this network interacted with multiple targets
and took part in the regulation of multiple targets, such as
luteolin, naringenin, acacetin, kaempferol, and quercetin.

A total of 810 targets were obtained from public data-
bases, but not all information on all 810 targets is shown.*e
YQS compounds may jointly affect all of these targets,
producing pharmacological impacts on COVID-19.

3.2. Screening Results of COVID-19-Related Disease Targets.
*e GeneCards database, as an online catalog of human
genes and genetic illness, can enable effective navigation of
gene-disease linkages [23]. *e OMIM database deals with
over 15,500 gene entries and concentrates on elaborating
gene-phenotype correlations [24]. *rough the two data-
bases, we obtained 435 genes in total (not all shown).

3.3. Screening Results of Candidate Targets. Altogether, 77
overlapping genes were acquired by searching the overlaps
of the aforementioned compound targets with the 435
COVID-19 gene targets. *ese genes included PIK3CD,
PLA2G5, and ECE1 (Table S1, Figure 2(a)).

By importing compound-disease cotarget information
into STRING, a compound-COVID-19 target PPI network
was obtained. Taking a score ≥0.4 as the limiting condition
[19], the interaction relationship of 77 targets obtained from
the String network database was screened. *en, a network
diagram of 77 targets protein interactions was obtained.
Combined with Cytoscape 3.5.1 software, we obtained an
interaction network graph of alternative targets of YQS for
treating COVID-19, including 77 nodes and 719 edges. *e
node colors are illustrated from red to yellow in descending
order of degree values (Figure 2(b)). Among the targets of
YQS for treating COVID-19, the 5 targets with the highest
degree were TNF, GAPDH, MAPK1, MAPK3, and EGFR.

3.4. Results of the Construction of the Compound-Target
Network. *e data of the active ingredients of YQS as well as
its targets for treating COVID-19 were input into Cytoscape
3.5.1 software to obtain the network chart of active ingre-
dient-acting targets. *e active ingredients of YQS were
represented by their Mol IDs. *ere were 173 nodes and 831
edges forming the compound-target network.*e diamonds
represent 95 active ingredients, and the ellipse indicates 77
targets of active ingredients (Figure 3).

3.5. Enrichment Analysis Results of Biological Processes and
Pathways. To carry out an in-depth recognition of the bi-
ological functions of the above 77 potential targets in bio-
logical networks, a GO enrichment analysis was
implemented with the OmicShare tools, a free online
platform for data analysis (http://www.omicshare.com/
tools) [25]. As shown in Figure 4, the results fell into
three strata: biological processes (BP), cellular components
(CC), and molecular functions (MF). *e limiting condition
was P< 0.01, where the smaller the P value is, the closer the
relationship with YQS will be in treating pneumonia. *e
results show that the BP analysis mainly includes the re-
sponse to organic substances, the cellular response to or-
ganic substances, and the cellular response to chemical
stimulus (Figure 4(a)). *e CC analysis mainly included
membrane microdomains, membrane rafts, and membrane
regions (Figure 4(b)). *e MF analysis was mainly related to
enzyme binding, phosphotransferase activities, alcohol
groups as acceptors, and kinase activities (Figure 4(c)).
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Figure 1: Process overview. To understand the active ingredients of each single drug in Yinqiaosan (YQS) through the TCMSP (Traditional
Chinese Medicine Systems Pharmacology Database and Analysis Platform) and TCMID (Traditional Chinese Medicine Integrated Da-
tabase), the targets of the active ingredients were identified by Swiss TargetPrediction and SEA (similarity ensemble approach). Similarly,
COVID-19 targets were obtained through the GeneCards and OMIM (Online Mendelian Inheritance in Man) databases. Intersecting
targets were then assessed by molecular docking and GO and KEGG enrichment analysis. GO (Gene Ontology) enrichment analysis was
carried out with the OmicShare tools. *e KOBAS 3.0 database was used for KEGG enrichment analysis, and RStudio was used to visualize
the results. Molecular docking was conducted by an open-source program named Autodock vina 1.1.2. Networks were constructed to
provide a visual view by Cytoscape 3.5.1 software.

Table 1: Active ingredients of Yinqiaosan (YQS).

Chinese
herbs Mol id Molecule name OB

(%) DL HL(h)

JYH MOL000006 Luteolin 36.16 0.25 15.94
JYH MOL000098 Quercetin 46.43 0.28 14.4
JYH MOL000358 Beta-sitosterol 36.91 0.75 5.36
JYH MOL000422 Kaempferol 41.88 0.24 14.74
JYH MOL000449 Stigmasterol 43.83 0.76 5.57
JYH MOL001494 Mandenol 42 0.19 5.39
JYH MOL001495 Ethyl linolenate 46.1 0.2 6.2
JYH MOL002773 Beta-carotene 37.18 0.58 4.36
JYH MOL002914 Eriodyctiol (flavanone) 41.35 0.24 15.88

JYH MOL003006 (-)-(3R,8S,9R,9aS,10aS)-9-Ethenyl-8-(beta-D-glucopyranosyloxy)-2,3,9,9a,10,10a-
hexahydro-5-oxo-5H,8H-pyrano[4,3-d]oxazolo[3,2-a]pyridine-3-carboxylic acid_qt 87.47 0.23 5.5

JYH MOL003036 ZINC03978781 43.83 0.76 5.79
JYH MOL003044 Chrysoeriol 35.85 0.27 16.31
JYH MOL003059 kryptoxanthin 47.25 0.57 4.37
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Table 1: Continued.

Chinese
herbs Mol id Molecule name OB

(%) DL HL(h)

JYH MOL003062 4,5′-Retro-.beta.,.beta.-Carotene-3,3′-dione, 4′,5′-didehydro- 31.22 0.55 5.39
JYH MOL003095 5-hydroxy-7-methoxy-2-(3,4,5-trimethoxyphenyl)chromone 51.96 0.41 15.98
JYH MOL003111 Centauroside_qt 55.79 0.5 5.18
JYH MOL003124 XYLOSTOSIDINE 43.17 0.64 9.15
LQ MOL000006 luteolin 36.16 0.25 15.94
LQ MOL000098 quercetin 46.43 0.28 14.4
LQ MOL000173 wogonin 30.68 0.23 17.75
LQ MOL000211 Mairin 55.38 0.78 8.87
LQ MOL000358 Beta-sitosterol 36.91 0.75 5.36
LQ MOL000422 Kaempferol 41.88 0.24 14.74
LQ MOL000791 Bicuculline 69.67 0.88 15.83
LQ MOL003281 20(S)-Dammar-24-ene-3β,20-diol-3-acetate 40.23 0.82 9.14
LQ MOL003315 3beta-Acetyl-20,25-epoxydammarane-24alpha-ol 33.07 0.79 7.82
LQ MOL003365 Lactucasterol 40.99 0.85 5.53
LQ MOL003370 Onjixanthone I 79.16 0.3 14.86
JG MOL000006 Luteolin 36.16 0.25 15.94
JG MOL001689 Acacetin 34.97 0.24 17.25
JG MOL004355 Spinasterol 42.98 0.76 5.32
JG MOL004580 cis-Dihydroquercetin 66.44 0.27 14.51
JG MOL005996 2-O-Methyl-3―O-β-D-glucopyranosyl platycogenate A 45.15 0.25 6.03
JG MOL006026 Dimethyl 2-O-methyl-3-O-a-D-glucopyranosyl platycogenate A 39.21 0.25 5.04
JG MOL006070 Robinin 39.84 0.71 16.67
BH MOL000006 Luteolin 36.16 0.25 15.94
BH MOL000359 Sitosterol 36.91 0.75 5.37
BH MOL000471 Aloe-emodin 83.38 0.24 31.49
BH MOL001689 Acacetin 34.97 0.24 17.25
BH MOL001790 Linarin 39.84 0.71 16.07
BH MOL002881 Diosmetin 31.14 0.27 16.34
BH MOL004328 Naringenin 59.29 0.21 16.98
BH MOL005190 Eriodictyol 71.79 0.24 15.81
BH MOL005573 Genkwanin 37.13 0.24 16.1
BH MOL011616 Fortunellin 35.65 0.74 14.19
DDC MOL008400 Glycitein 50.48 0.24 16.32
DDC MOL011691 6′-O-Malonylglycitin 30.4 0.81 17.25
DZY MOL000006 Luteolin 36.16 0.25 15.94
DZY MOL000359 Sitosterol 36.91 0.75 5.37
DZY MOL002322 Isovitexin 31.29 0.72 16.45
DZY MOL003137 Swertiajaponin 32.12 0.78 16.28
NBZ MOL000358 Beta-sitosterol 36.91 0.75 5.36
NBZ MOL000422 Kaempferol 41.88 0.24 14.74
NBZ MOL002773 Beta-carotene 37.18 0.58 4.36
NBZ MOL010868 Neoarctin A 39.99 0.27 5.82
JJ MOL000006 Luteolin 36.16 0.25 15.94
JJ MOL000098 Quercetin 46.43 0.28 14.4
JJ MOL000358 Beta-sitosterol 36.91 0.75 5.36
JJ MOL000359 Sitosterol 36.91 0.75 5.37
JJ MOL000449 Stigmasterol 43.83 0.76 5.57
JJ MOL002881 Diosmetin 31.14 0.27 16.34
JJ MOL005043 Campest-5-en-3beta-ol 37.58 0.71 4.43
JJ MOL005100 5,7-Dihydroxy-2-(3-hydroxy-4-methoxyphenyl)chroman-4-one 47.74 0.27 16.51
JJ MOL011856 Schkuhrin I 54.45 0.52 5.89
LG MOL000449 Stigmasterol 43.83 0.76 5.57
GC MOL000098 Quercetin 46.43 0.28 14.4
GC MOL000211 Mairin 55.38 0.78 8.87
GC MOL000239 Jaranol 50.83 0.29 15.5
GC MOL000354 Isorhamnetin 49.6 0.31 14.34
GC MOL000359 Sitosterol 36.91 0.75 5.37
GC MOL000392 Formononetin 69.67 0.21 17.04
GC MOL000417 Calycosin 47.75 0.24 17.1
GC MOL000422 Kaempferol 41.88 0.24 14.74
GC MOL000497 Licochalcone a 40.79 0.29 16.2
GC MOL001484 Inermine 75.18 0.54 11.72

Journal of Healthcare Engineering 5



Table 1: Continued.

Chinese
herbs Mol id Molecule name OB

(%) DL HL(h)

GC MOL001792 DFV 32.76 0.18 17.89
GC MOL002311 Glycyrol 90.78 0.67 9.85
GC MOL002565 Medicarpin 49.22 0.34 8.46
GC MOL003656 Lupiwighteone 51.64 0.37 15.63
GC MOL003896 7-Methoxy-2-methyl isoflavone 42.56 0.2 16.89
GC MOL004328 Naringenin 59.29 0.21 16.98

GC MOL004805 (2S)-2-[4-Hydroxy-3-(3-methylbut-2-enyl)phenyl]-8,8-dimethyl-2,3-dihydropyrano
[2,3-f]chromen-4-one 31.79 0.72 14.82

GC MOL004806 Euchrenone 30.29 0.57 15.89
GC MOL004808 Glyasperin B 65.22 0.44 16.1
GC MOL004810 Glyasperin F 75.84 0.54 15.64
GC MOL004814 Isotrifoliol 31.94 0.42 7.91
GC MOL004815 (E)-1-(2,4-Dihydroxyphenyl)-3-(2,2-dimethylchromen-6-yl)prop-2-en-1-one 39.62 0.35 16.16

GC MOL004824 (2S)-6-(2,4-dihydroxyphenyl)-2-(2-hydroxypropan-2-yl)-4-methoxy-2,3-dihydrofuro
[3,2-g]chromen-7-one 60.25 0.63 4.31

GC MOL004827 Semilicoisoflavone B 48.78 0.55 17.02
GC MOL004828 Glepidotin A 44.72 0.35 16.09
GC MOL004829 Glepidotin B 64.46 0.34 15.98
GC MOL004835 Glypallichalcone 61.6 0.19 17.01
GC MOL004838 8-(6-Hydroxy-2-benzofuranyl)-2,2-dimethyl-5-chromenol 58.44 0.38 8.71
GC MOL004841 Licochalcone B 76.76 0.19 17.02
GC MOL004848 Licochalcone G 49.25 0.32 15.75
GC MOL004855 Licoricone 63.58 0.47 16.37
GC MOL004856 Gancaonin A 51.08 0.4 16.82
GC MOL004857 Gancaonin B 48.79 0.45 16.49
GC MOL004860 Licorice glycoside E 32.89 0.27 25.39
GC MOL004863 3-(3,4-Dihydroxyphenyl)-5,7-dihydroxy-8-(3-methylbut-2-enyl)chromone 66.37 0.41 15.81
GC MOL004864 5,7-Dihydroxy-3-(4-methoxyphenyl)-8-(3-methylbut-2-enyl)chromone 30.49 0.41 14.99
GC MOL004866 2-(3,4-Dihydroxyphenyl)-5,7-dihydroxy-6-(3-methylbut-2-enyl)chromone 44.15 0.41 16.77
GC MOL004882 Licocoumarone 33.21 0.36 9.66
GC MOL004883 Licoisoflavone 41.61 0.42 16.09
GC MOL004884 Licoisoflavone B 38.93 0.55 15.73
GC MOL004885 Licoisoflavanone 52.47 0.54 15.67
GC MOL004891 Shinpterocarpin 80.3 0.73 6.5

GC MOL004898 (E)-3-[3,4-Dihydroxy-5-(3-methylbut-2-enyl)phenyl]-1-(2,4-dihydroxyphenyl)prop-2-
en-1-one 46.27 0.31 15.24

GC MOL004903 Liquiritin 65.69 0.74 17.96
GC MOL004907 Glyzaglabrin 61.07 0.35 21.2
GC MOL004910 Glabranin 52.9 0.31 16.24
GC MOL004912 Glabrone 52.51 0.5 16.09
GC MOL004913 1,3-Dihydroxy-9-methoxy-6-benzofurano[3,2-c]chromenone 48.14 0.43 8.87
GC MOL004914 1,3-Dihydroxy-8,9-dimethoxy-6-benzofurano[3,2-c]chromenone 62.9 0.53 9.32
GC MOL004915 Eurycarpin A 43.28 0.37 17.1
GC MOL004917 Glycyroside 37.25 0.79 14.62
GC MOL004924 (-)-Medicocarpin 40.99 0.95 13.2
GC MOL004935 Sigmoidin-B 34.88 0.41 14.49
GC MOL004941 (2R)-7-Hydroxy-2-(4-hydroxyphenyl)chroman-4-one 71.12 0.18 18.09
GC MOL004945 (2S)-7-Hydroxy-2-(4-hydroxyphenyl)-8-(3-methylbut-2-enyl)chroman-4-one 36.57 0.32 17.95
GC MOL004948 Isoglycyrol 44.7 0.84 6.69
GC MOL004949 Isolicoflavonol 45.17 0.42 15.55
GC MOL004957 HMO 38.37 0.21 16.56
GC MOL004959 1-Methoxyphaseollidin 69.98 0.64 9.53
GC MOL004961 Quercetin der. 46.45 0.33 16.61
GC MOL004985 Icos-5-enoic acid 30.7 0.2 5.28
GC MOL004988 Kanzonol F 32.47 0.89 9.98
GC MOL004989 6-Prenylated eriodictyol 39.22 0.41 16.52
GC MOL004991 7-Acetoxy-2-methylisoflavone 38.92 0.26 17.49
GC MOL004993 8-Prenylated eriodictyol 53.79 0.4 15.7
GC MOL004996 Gadelaidic acid 30.7 0.2 5.25
GC MOL005000 Gancaonin G 60.44 0.39 16.13
GC MOL005001 Gancaonin H 50.1 0.78 16.64
GC MOL005003 Licoagrocarpin 58.81 0.58 9.45
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Utilizing the online platform KOBAS 3.0, 190 important
KEGG pathways (P< 0.01) were found on the basis of dif-
ferentially expressed coding transcripts. *e most important
pathways included Kaposi sarcoma-related herpesvirus in-
fection, AGE-RAGE signaling pathways in diabetic com-
plications, and pathways in cancer. *e result was
constructed by KOBAS 3.0, and the top 20 enrichment
pathways were visualized by RStudio (Figure 5). *is in-
dicated that YQS might be a candidate for treating COVID-
19 through these pathways.

3.6. Construction of “YQS-Compounds-Targets-Pathway”
Network. *e top ten channels in the enrichment analysis of
the KEGG pathway and the compound and compound
targets were imported into Cytoscape 3.5.1 software to build
a “YQS-compounds-targets-pathway” network (Figure 6).
*e figure includes 194 nodes and 1185 edges. *e red
diamonds denote YQS, yellow hexagons represent the

traditional Chinese herbs in YQS, green rectangles represent
the potential active ingredients, blue ellipses represent YQS
candidate treatment targets for COVID-19, and purple
triangles represent the possible signaling pathways for the
active ingredients to function. It can be seen from the figure
that YQS includes 10 herbs and 95 active ingredients. It
mainly acts on TNF, GAPDH, MAPK3, MAPK1, EGFR,
CASP3, MAPK8, MTOR, IL-2, and MAPK14 and uses
Kaposi sarcoma-related herpesvirus infection, AGE-RAGE
signaling pathways in diabetic complications, pathways in
cancer, apoptosis, hepatitis B, human cytomegalovirus sig-
naling pathways such as infection, measles, and hepatitis C
to treat pneumonia.

3.7. Molecular Docking. Molecular docking was further
utilized in our research to estimate the interaction between
components and targets to reduce the complexity and in-
crease the precision of the constituent target network [26].

Table 1: Continued.

Chinese
herbs Mol id Molecule name OB

(%) DL HL(h)

GC MOL005007 Glyasperins M 72.67 0.59 15.57
GC MOL005008 Glycyrrhiza flavonol A 41.28 0.6 13.71
GC MOL005012 Licoagroisoflavone 57.28 0.49 19.64
GC MOL005013 18α-Hydroxyglycyrrhetic acid 41.16 0.71 4.96
GC MOL005016 Odoratin 49.95 0.3 16.35
GC MOL005017 Phaseol 78.77 0.58 9.64
GC MOL005018 Xambioona 54.85 0.87 14.5

COVID-19 YQS

358
30.7%

733
62.8%

77
6.6%

YQS shared targets
with COVID-19

(a)

Degree

52

1

25

(b)

Figure 2: Overlapping targets (a) and the protein-protein network (b). Node colors change gradually from red to yellow, and node sizes are
in proportion to their degree.
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*e cytoHubba control panel is a useful tool to retrieve
subnetworks from the whole large PPI set [27]. Hub gene
recognition was processed by the cytoHubba plug-in in
Cytoscape software. All active ingredients in the top 5 online
pharmacology degrees of freedom were taken as the research
object. To determine the valid connecting effects between
YQS-main active ingredients and their predicted targets,
molecular docking was assessed using the YQS-hub genes
connecting the energy. Molecular docking analyzed 10 hub
genes (CASP3, EGFR, GAPDH, IL-2, MAPK1, MAPK14,
MAPK3, MAPK8, mTOR, and TNF) and 5 compounds
(acacetin, kaempferol, luteolin, naringenin, and quercetin).

Zhou et al. [3] ascertained that 2019-nCoV makes use of
the same cell entry receptor, angiotensin transforming en-
zyme II (ACE2), as SARS-CoV. 3CL hydrolase is the core
protease of single-stranded RNA virus precursor poly-
proteolysis and it plays a vital role when replicating the
single-stranded RNA virus [28]. *erefore, in this study, the
5 compounds were also molecularly docked with SARS-
CoV-2 3CL hydrolase (Mpro) and ACE2 to provide refer-
ences for treating COVID-19 by TCM.

*e lower the binding energy, the more stable the con-
formation of the ligand-receptor binding [29]. When the
binding energy is less than −5.0 kcal/mol, this suggests that the
compound can bind to the target. When the binding energy is
less than -7.0 kcal/mol, this suggests that the compound has a
good ability to bind to the target.We selected the conformation
with the lowest binding energy to analyze the docking binding
mode and used Discovery Studio for mapping.

Molecular docking results showed that all five active
ingredients could be combined with 10 hub genes (Table S2),
Mpro or ACE2 (Table 2, Figure 7). *erefore, the 5

compounds could efficiently act on the 10 targets, especially
TNF, MAPK14, MAPK3, and MAPK8. Kaempferol
(Figures 7(a) and 7(b)) and Mpro have a better binding
capacity, which is consistent with the docking results of the
molecules discovered by Ling [30]. Acacetin (Figures 7(c)
and 7(d)), luteolin (Figures 7(e) and 7(f )), and ACE2 have a
better combining ability.

4. Discussion

At present, COVID-19 has expanded to over 200 countries
and areas, and the lives and health of people around the
world are under serious threat. Special drugs against
COVID-19 are still under development. TCM adopts the
principle of dialectical treatment with the characteristics of
multiple targets and multiple pathways, and it plays a vital
role in antiepidemic treatment [31–33]. *e “COVID-19
Diagnosis and Treatment Program (Trial Ver. 3)” issued by
the National Health Commission of the People’s Republic of
China pointed out that COVID-19 is categorized as a
“pestile” in TCM, which happens under direct or indirect
contact with epidemic pathogens. *e main features are
“damp, heat, poisonous, stasis.” COVID-19 is divided into
four types of TCM syndromes: cold-dampness stagnating in
the lung, damp-heat accumulating in the lung, damp toxin
stagnating in the lung, and internal blocking causing ex-
ternal collapse. *e clinical symptoms of “damp-heat ac-
cumulating in the lung” are low body temperature or no
fever, mild aversion to cold, fatigue, a heavy sensation in the
head and body, dry coughs with scanty phlegm, sore throat,
and a dry mouth with no wish to drink water. Alternatively,
chest tightness, epigastric fullness, absence of sweating or

Compound

Target Degree
1 20 40

Figure 3: *e compound-target networks of Yinqiaosan (YQS). *e diamond nodes denote ingredients, and the circular nodes denote
targets. *e node colors from red to blue and node size are proportional to its degree.
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inhibited sweating, vomiting, a poor appetite, and loose
stools or sticky stools with a feeling of incomplete bowel
movement may also be present.*e tongue is pale red with a
white, thick, and greasy or thin, yellow coating. *e pulse is
soft or slippery and rapid. *e recommended prescriptions
are Maxing shigantang and YQS.

YQS was described by Wu in “Wen Bing Tiao Bian.” He
is a famous infectious febrile disease specialist. Part of the
composition of the Lianhua Qingwen capsule comes from
YQS, which is particularly effective in treating pneumonia.
YQS is comprised of ten Chinese herbs, JYH, LQ, JG, BH,
DDC, DZY, NBZ, JJ, LG, and GC, and mainly treats the
manifestations caused by diseases such as damp-heat ac-
cumulation in the lung. Bohe and Niubangzi have flavor and
cool properties and can help sore throats. Jingjie and
Dandouchi can help the main medicine drive away damp
heat. Dan Zhuye and Lugen can clear the heat, and Jiegeng
and Gancao can relieve cough. YQS is commonly used in the
clinic against influenza A virus infection [34–36].

*is study uses network pharmacology to forecast the
main active components and potential molecular mecha-
nism of YQS against COVID-19. *rough the TCMSP
database, 141 active ingredients of each single medicine in
Yinqiao powder were obtained, of which the five most
powerful components were acacetin, kaempferol, luteolin,
naringenin, and quercetin. Studies have shown that luteolin
may suppress the infection of respiratory epithelial cells by
Escherichia coli through immunomodulation [37]. Wu et al.
established a mouse model of Staphylococcus aureus
pneumonia and found that naringenin could significantly
alleviate the disease [38]. Acacia has antibacterial, antioxi-
dant, anti-inflammatory, antiviral, antipyretic, and analgesic
effects [39]. It can protect against atherosclerosis by an-
tagonizing the LysoPC-induced apoptosis of vascular
smooth muscle cells and stimulating the antioxidant regu-
latory factor Nrf2 [40]. Kaempferol has an extensive scope of
pharmacological activities, including antioxidant, anti-in-
flammatory, antimicrobial, etc. [41], and its derivatives are
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Figure 4: GO enrichment analysis of Yinqiaosan (YQS) targets. *e three strata were biological processes (BP) (a), cellular components
(CC) (b), and molecular functions (MF) (c). Y-axis: top 20 biological processes associated with the enriched targets. X-axis: enrichment
factors (rich factors). Rich factors are proportional to the degree of enrichment.*e node size shows the number of genes, and the larger the
node is, the more the genes enriched in the term are.*e color depth of the node demonstrates the significance level, and the redder the node
is, the higher the significance will be to the term.
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used as antiviral drugs against coronavirus 3a channel
protein [42]. Quercetin and its derivatives also have strong
anti-inflammatory and analgesic pharmacological activities
[43]. Wang et al. [12] found that active compounds such as
quercetin, kaempferol, naringenin, and luteolin also played a
pivotal role when treating COVID-19 using Maxing Shigan

decoction. Kong et al. [44] discovered through molecular
docking that kaempferol, quercetin, luteolin, and new
coronavirus (SARS-CoV-2) 3CL hydrolase have good
affinity.

*ere are 77 candidate targets for YQS in COVID-19
treatment. TNF, GAPDH, MAPK3, MAPK1, EGFR, CASP3,
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Figure 5: Analysis of the 20 most enriched KEGG pathways of candidate targets of Yinqiaosan (YQS) for COVID-19.*e node size denotes
the number of target genes that belong to the pathway.*e X-axis denotes the enrichment factor (rich factor), that is, the number of genes in
the pathway in the target gene/the number of genes contained in the pathway in the background gene set. *e Y-axis denotes the pathway.
*e color depth of the node demonstrates the significance level, and the redder the node is, the higher the significance will be to the pathway.
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Table 2: Docking results of main ingredients with target proteins.

No. Ligand name Mol id
Binding free energy/(kcal·mol−1)
Mpro ACE2

1 Acacetin MOL001689 −7.5 −8.8
2 Kaempferol MOL000422 −7.9 −8.6
3 Luteolin MOL000006 −7.4 −8.8
4 Naringenin MOL004328 −6.8 −7.9
5 Quercetin MOL000098 −7.5 −8.5

(a)

(c)

(e)

(b)

(d)

(f)

Figure 7: Molecular docking of compounds from YQS for COVID-19 targets. Predicted binding mode of Mpro (PDB id: 6lu7) with
kaempferol in the active pocket (a). 2D binding view of kaempferol with Mpro (b). Predicted binding mode of ACE2 (PDB id: 1r4l) with
acacetin in the active pocket (c). 2D binding view of acacetin with ACE2 (d). Predicted bindingmode of ACE2 (PDB id: 1r4l) with luteolin in
the active pocket (e). 2D binding view of luteolin with ACE2 (f).
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MAPK8, mTOR, IL-2, and MAPK14 are important targets
for YQS in COVID-19 treatment. COVID-19 is similar to
other viral pneumonia conditions. Some scholars have found
that cytokine storms (CSs) may affect the progression of
COVID-19 illness [45]. *e cytokines involved in CS mainly
include six categories: tumor necrosis factor (TNF), inter-
leukin (IL), interferon (IFN), colony stimulating factor
(CSF), and growth factor (GF). *e cytokine storm induced
by SARS-CoV-2 includes the cytokine IL-2, and the TNF-α-
and H7N9-induced cytokine storms include cytokines, in-
cluding IL-2 [46]. Studies have shown that, in throat swabs
and sputum specimens of 4 cases of COVID-19, the
housekeeping gene GAPDH of human cells showed a typical
amplification signal curve [47]. Staphylococcus aureus
pneumonia and virulence factor A can stimulate the AMPK
signaling pathway and inhibit the mTOR pathway to induce
autophagy in alveolar epithelial cells, an important mech-
anism during early infection of S. pneumoniae [48]. Liu et al.
[49] predicted MAPK1, MAPK3, and MAPK14 through
network pharmacology as important targets for Dayuanyin
to treat COVID-19. Huang et al. [4] predicted that MAPK1
and MAPK14 were important targets for Huanglian Jiedu
decoction to treat COVID-19. Other studies have shown that
EGFR may be a key factor in the inflammation caused by
Klebsiella pneumoniae infection [50].

Furthermore, molecular docking results showed that the
5 compounds could efficiently act on the 10 targets, espe-
cially TNF, MAPK14, MAPK3, and MAPK8. Kaempferol
and Mpro have a better binding capacity. Acacetin, luteolin,
and ACE2 have a better combining ability. Whether they are
docked with molecules of hub genes or docked with the
proven targets of pneumonia, this shows the feasibility of
using these five compounds to treat pneumonia. Reportedly,
AGEs modulate COVID-19 pathogenesis and related
comorbidities through their interactions with RAGE, among
other molecules [51]. Interestingly, Yalcin Kehribar et al.
[52] found that the RAGE pathway plays an important role
in the aggravation of COVID-19. *ese reports provide
strong evidence for our data.

To clarify the role of YQS in COVID-19 treatment based
on gene functions and signaling pathways, this study per-
formed GO functional enrichment and pathway enrichment
analysis of the candidate targets. *e GO enrichment
analysis showed that the biological procedure of YQS against
COVID-19 was mainly reflected in the positive regulation of
the adhesion of white blood cells and vascular endothelial
cells and the negative regulation of the apoptosis process of
cholangiocarcinoma cells. *e cellular components were
mainly reflected in cytoplasmic vesicles, membrane rafts,
and organelle membranes. *e molecular functions were
mainly reflected in phosphotransferase activity, alcohol
receptor, and cytokine receptor binding. *e results of
KEGG pathway enrichment analysis show that YQS may
comprehensively play a role in preventing and treating
pneumonia by way of PTGS2, MAPK14, CCR1, CCR3,
MAPKAPK2, MAPK3, MAPK1, ICAM1, JAK1, NFKB1,
MAPK8, PIK3R1, MTOR, RELA, CASP3, FGF2, TBK1,
EIF2AK2, CASP8, and CDK4 targets that are related to the
Kaposi sarcoma-associated herpesvirus infection signaling

pathway; TGFB1, MAPK14, SERPINE1, STAT1, PIK3CA,
PIK3CB, PIK3CD, MAPK3, MAPK1, PIK3R1, NFKB1,
RELA, ICAM1, PRKCA, PRKCB, PRKCE, PRKCZ, MAPK8,
CASP3, TNF, CDK4, and BCL2 targets that are related to the
AGE-RAGE signaling pathway; and TGFB1, MAPK14,
SERPINE1, STAT1, PIK3CA, PIK3CB, PIK3CD, MAPK3,
MAPK1, PIK3R1, NFKB1, RELA, ICAM1, PRKCA, PRKCB,
PRKCE, PRKCZ, MAPK8, CASP3, TNF, CDK4, and BCL2
targets that are related to the pathways in cancer signaling
pathways.

5. Summary

In summary, our study found that active ingredients such as
luteolin, naringenin, farnesin, kaempferol, and quercetin can
act on targets such as TNF, GAPDH, MAPK3, MAPK1,
EGFR, CASP3, MAPK8, MTOR, IL-2, and MAPK14 to
regulate signaling pathways such as Kaposi sarcoma-asso-
ciated herpesvirus infection and AGE-RAGE, finally
achieving the effect of curing COVID-19.

In the next step, further in vitro and in vivo experimental
validation will be carried out to advance our research. *e
follow-up plan of our research group is to carry out more in-
depth experimental research on YQS and to fully explore the
mechanism of its efficacy.
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With the development of intelligent sports in China and the rapid improvement of the strength of colleges and universities, the
reform of traditional football players’ header shooting trainingmethods is becomingmore andmore urgent in order to solve some
problems in the development of sports and speed up the intelligent training of Chinese football players. Based on this, this paper
studies the biomechanical analysis and training method based on the integration of header strength data of football players. A
dynamic header tracking model of football players based on a local search algorithm is designed. 'e data collection is realized
from the aspects of athletes’ header shooting training, skill improvement, physical consumption, and trajectory. 'e biological
data of header shooting power is comprehensively analyzed and evaluated by using a local search algorithm.'e results show that
the training system based on a local search algorithm has the advantages of high feasibility, high data accuracy, and fast response
speed. It can effectively conduct accurate guidance and improve the shooting accuracy according to the biological characteristics
of header shooting intensity. 'is paper studies the biological analysis and training method of header strength of football players
based on a local search algorithm.'is has certain reference significance for accelerating the construction of intelligent training of
Chinese football players.

1. Introduction

Up to now, the teaching process of College Physical Edu-
cation in China is mainly based on the traditional collective
and group teaching, supplemented by the independent
teaching of the main team members [1]. Since the reform
and opening up, the rapid development of various infor-
mation technologies in China has also led to the reform of
China’s football system and training methods. 'e emer-
gence of modern football teaching methods such as team
cooperation provides an opportunity for the large-scale
development of new football courses in colleges and uni-
versities. Intelligence has become an important feature of
China’s current football training system [2]. At present,
although the existing football training system provides a
large number of football training methods, it is difficult for
players to choose targeted football header shooting training

methods according to their own strength structure and
biological characteristics in the training process of header
shooting and can not achieve the optimal football actual
combat effect [3]. In this context, this paper studies the
strength characteristics and biological characteristics of the
headshot process of government and enterprise players and
proposes a dynamic tracking training method of headshot
based on the integration of football players’ strength
information.

'e innovation of this paper is to propose a local search
algorithm. On this basis, it can make full use of each player’s
strength training and biological energy characteristic in-
formation. 'rough real-time dynamic tracking, it can
achieve the overall approach and quantitatively describe the
degree of similarity between the comparison column and the
reference column and the degree of agreement between the
expected indicators with local correlation factors. By using
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quantitative indicators to complete the influence degree
ranking of training system indicators, it can efficiently carry
out customized analysis on the factors affecting players’ skill
level.

'is paper studies the biological analysis of the headshot
strength of football players and the construction of training
methods, which is mainly divided into three parts. 'e first
part introduces the research status of football training
factors at home and abroad. In the second part, the dynamic
tracking training model of football player’s header shooting
based on a local search algorithm is constructed, and the
Laplace factor method is used to construct the evaluation
index system of header shooting accuracy. 'e third part
tests the evaluation index of the dynamic tracking training
system of football players’ heading and shooting strength
and draws a conclusion.

2. Related Work

Since entering the twenty-first century, the training of sports
players has encountered difficulties, especially in the con-
struction of football teaching and training systems [4].
Columbia University scholars found that most football
training still follows the traditional football training ideas,
ignoring the cultivation of practical skills and comprehen-
sive ability. Football training is mainly divided by basic
football knowledge, basic football skills and professional
knowledge, and broad football skills. Players are not in-
terested in traditional football training. Scholars from Tokyo
University of Japan teach according to the rules of football
playing and put forward that we should pay attention to the
development of classroom-based explanation or teaching
video playback, strengthen the development and construc-
tion of professional football knowledge courses, and enhance
the cognition and attention to football teaching, and the
cultivation of football teachers’ ability should be improved
[5]. According to the multifactor relationship theory and
local cooperation theory, a new multirelationship recom-
mendation algorithm is proposed by scholars of Harvard
University in the United States, 'e local weak relation
recommendation algorithm has better heterogeneous in-
formation acquisition ability than the classical recommen-
dation algorithm [6]. Scholars from Beijing Sport University
of China adopted the local search algorithm based on
multilocal high weight correlation factors, selected three
characteristic parameters related to football players and
training system influence indicators, and proposed a dy-
namic tracking training system for football players’ heading
and shooting based on local search algorithm for athletes’
training characteristic parameters. Football training and
other related theories improve the particle swarm optimi-
zation algorithm, construct the particle swarm optimization
algorithm based on the traditional football training system,
and explain the theoretical basis and practical significance of
these changes in the algorithm performance with the theory
of game theory. Experiments show that the improved al-
gorithm has good local optimization performance [7]. Based
on the kinematic theory, scholars from the University of
London proposed a hierarchical football header shooting

training method. 'rough the research and analysis of the
dynamic differences of weight, height, body fat, and running
speed of different football members, it is found that the
algorithm can realize the personalized training improve-
ment of hierarchical football players [8]. In order to improve
the training efficiency and overall team coordination of
football players, scholars from the University of Melbourne
in Australia proposed a new team fusion intensive training
system based on hyperchaotic mapping through the research
of daily training, heading posture analysis and detection, and
physical consumption, It is suitable for the analysis of
football training and looking for the problems existing in
training [9]. Scholars from the University of Toronto in
Canada scramble the original football training method by
using the transformed chaotic sequence. 'e results show
that the innovative training system has a good overall co-
ordination effect and can resist attack and defense. It can be
used in the construction of a football training system [10].
Scholars from Waseda University in Japan proposed a new
hyperchaotic cellular neural network football training al-
gorithm to generate the keystream in the team defense stage
of football training. 'e results show that, compared with
other related algorithms, this algorithm has the advantages
of key sensitivity and strong antiattack and is suitable for
football training [11]. Based on the traditional football
training fusion strategy technology, scholars from the
University of California proposed a panoramic video
football cross-border folding search algorithm, which clearly
defined the hierarchical framework and index relationship of
the whole football training system. 'is paper evaluates the
system from multiple perspectives and provides a com-
prehensive index sample for the evaluation of the training
system of intelligent Chinese football players. 'en, it uses
the local search algorithm to analyze the characteristics of
the players’ training results. 'e results show that the al-
gorithm can effectively reduce the error of football search
matching blocks and improve the training efficiency. It is
conducive to improving the training skills of heading and
shooting in football [12]. Scholars from the Northwestern
University of the United States put forward the Fourier
function algorithm, and the results show that the algorithm
can effectively remove the inefficient cooperation events in
the football training system [13]. In order to solve the
problem of efficiency and tactical effectiveness of group
training, scholars from Shanghai Jiaotong University of
China proposed a football competition tactical method
based on genetic algorithm and particle swarm optimization
algorithm. Experiments show that the algorithm can ef-
fectively improve the practicability of football tactics [14].
Scholars from the Hong Kong Polytechnic University of
China have realized the tactical evaluation basis in football
training by simulating the “modeling structure diagram” in
the process of football modeling and improved the flexible
transformation from traditional football tactics to modern
tactics [15].

To sum up, it can be seen that most of the current
football training modes do not involve intelligent depth
mining analysis and local search algorithms based on the
dynamic training data of football players’ heading and
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shooting. On the other hand, although China has done a lot
of basic research, the specific quantitative dynamic evalu-
ation of football intelligent training system and the im-
provement of football training effect research results are
relatively less, and there is no research and related model
construction on the intelligence of Chinese football players’
heading and shooting training system.

3. Methodology

3.1. Application Principle of Local Search Algorithm in the
Biomechanical Analysis Model of Heading Shot. In order to
more intelligently and accurately analyze the specific effect
of the signal processing link in the football header shooting,
this paper uses the local search algorithm to detect and
analyze the head dynamic signal of the football group in the
daily football training process. 'e basic principle of the
common local search algorithm is shown in Figure 1, in
which DC is the search center.

In this study, the local search algorithm is to find the
groups with high similarity of force signals in the process of
header shooting from each football player and cluster them.
'erefore, the probability of the standard motion data being
selected for secondary or multiple detection and analysis is
high. On the contrary, if the signal form with a low cor-
relation of dynamic strength structure of football players is
selected for secondary or multiple analysis, the probability
will be very low. After many times of comparative analyses,
the new generation of people with overlapping head ball
posture features not only inherits the dynamic head data
information of the previous round of intelligent screening
but also has a better optimization degree than the infor-
mation set of the previous generation of eliminated football
signals. In this way, after several interactive cycles of two-
way heading posture information, the specific information
that meets the heading posture requirement conditions
corresponding to the lowest normal football skills is finally
generated; that is, the analysis value of the normal boundary
of a certain football heading posture signal approximates the
normal requirement value of the actual heading posture
signal. In this way, we can analyze and record the unique
heading posture information under the condition of “op-
timized local search algorithm,” and the mode can also
realize the function of self-storage and prediction. 'e more
the process of accumulating the dynamic data of football
players’ heads, the stronger the self-learning ability and self-
evaluation of the system. In addition, in the process of
establishing this model, we found that, in the current
Chinese long-term football and power sports groups, the
analysis of most of the shooting posture of the head ball is
based on the traditional detection equipment, and the de-
tection process is mainly direct contact detection. However,
noncontact real-time head ball attitude signal detection is
rare. 'erefore, in this model, a standard structure data
evaluationmodel of football header shooting posture is set in
advance (in order to determine the key detection nodes).
'erefore, this paper studies the processing object based on
the head ball poses randomly selected from the local mul-
tigroup head ball pose set of multiple targets to be detected.

By comparing with the big data system of the real-time
heading posture analysis model of football players, it is very
easy to know through simulation that in the two groups with
low similarity in the structure of heading posture, it is found
that there is a great difference in the skill of shooting between
them. And engaged in the football game, the difference in the
way of attack will be relatively large.

'e above is the basic principle of the local search al-
gorithm used in the research of dynamic signal tracking and
data processing of football players’ headshots. 'rough the
above optimized local search algorithm, the analysis process
is shown in Figure 2, where BN is the connection center, and
the rest (a, b, c, d, e, f, g, h, i, k) are the classification
subcenters. Compared with the common head posture
analysis method of football players, it can achieve more
accurate analysis and strength correction, which plays a
more effective role in the training process of football players’
heading and shooting.

3.2. Implementation Steps of the Dynamic Tracking Training
Model forFootball Players’HeadingandShooting. In order to
reduce the error analysis of the dynamic signal processing in
the training process, we use the local search algorithm with
adaptive characteristics. Aiming at the head ball posture
signal analysis model of football players in the daily training
process, firstly, we will use the big data information and
intelligent analysis and processing of the heading posture
corresponding to the existing skillful football movements to
obtain the initial weight and the minimum threshold value
of the heading posture requirement of normal football
movement required in the optimized local search algorithm.
'en, the local search algorithm is used to analyze and trace
the demand degree of heading posture in accordance with
the standard with secondary subdivision in the category
group of a specific football player’s heading posture infor-
mation. Finally, the optimal solution is searched, and then
the real-time dynamic range of heading posture data in the
training process is screened out. 'e three simulation
analysis results of the local search algorithm (TSBN, TSFA,
and GCSA) are shown in Figure 3, where the horizontal axis

DC

Figure 1: 'e basic principle of the local search algorithm.
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is the amount of data and the vertical axis is the cycle index
factor.

In the later simulation analysis process, we found that the
effect of the traditional local search algorithm is not partic-
ularly good. 'erefore, in order to improve the detection and
intelligent analysis of the head dynamic signal in the football
group through the local search algorithm, we need to opti-
mize the local search algorithm, so we use the partial
implementation process. In this process, the local search
algorithm aims at the dynamic structure of the head ball and
the realization process characteristics of the football move-
ment analysis, which is based on the head ball posture in-
formation characteristics of the whole crowd target to carry
out fuzzy random selection.'e purpose of this fuzzy random
selection process is to make the signal detection of the
common heading posture of different football players more
effective because the well-known local search algorithm is not
based on a single target in a certain type of feature detection
node of the overall target. But through the whole local group
of football head ball posture of joint node structure type group
to find and get the type of football head dynamic data de-
tection and analysis, the value of the processing conforms to
the standard value of the optimal data target. In the process of
simulation, the headshot of a random group is taken as the

control simulation object. At the beginning of the simulation,
the competitive level of one group is lower than the average
(the accuracy of the headshot is low), and the other group is
lower than the average (the accuracy of the headshot is high).
'rough nearly 1000 times of simulation experiments and
data training under the dynamic tracking model of football
players’ header shots based on a local search algorithm, it is
found that the two groups of data have a great improvement
in the comprehensive performance of the new football header
shot strength analysis. 'erefore, according to the simulation
results, the head movement state and strength biological
analysis model of the football player has a high accuracy when
he is heading, which also shows that the model has good
reliability.

Next, the implementation steps and results of the head
dynamic signal processing model of football players in the
process of training are shown in Figure 4 (under the three
methods of TSBN, TSFA and GCSA, the horizontal axis is
the amount of data, and the vertical axis is the cycle index
factor).

3.3. Mathematical Algorithm of the Dynamic Tracking
Training Model for Football Player’s Headshot. 'e mathe-
matical operation process is as follows when the dynamic
tracking training model of a football player’s headshot is
realized. First, we need to initialize the parameters. First, let
the initial parameter x � 0 set its judgment function as

Fij(x) � cos
Nx

x + 1
, (1)

where N is a constant, and F00(x) � 0.
Next, the mathematical operation judgment process is

verified, and the verification function is

H(x) �

������������������

cos
Nx

x + 1
− sin

Nx

x + 1







, (2)

where N is a constant and x is the amount of information.
We also need to judge the constraints [16]. After the

completion of the header shooting data information update,
if the end condition is met, the constraint judgment and
process update are carried out, and the judgment function is

d
b
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e
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Figure 2: Analysis process of the local search algorithm.
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Figure 3: 'ree kinds of simulation analysis results of the local
search algorithm.
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Q(x) �
s − H(x)

(s + 1)H(x)




, (3)

where s is determined by

s � (1 − ρ)∗H(x) + Δτij. (4)

Among them, Δτij � 
m
k�1 Δτk

ij, where τij is the length of
the current global optimal solution.

Finally, after the pheromone update is completed, the
pheromone concentration on each side is limited between
[τijmin, τijmax], to avoid the pheromone on some sides being
too large and reduce the pheromone gap on each side of the
graph, so as to expand the search space of the solution, so as
to complete the biological analysis of the header shot [17].

4. Results of Analysis and Discussion

4.1. Design Confirmatory Experiment. Based on the analysis
of the above local search algorithms, the system compares
the head ball attitude information data of the analyzed target
in the process of processing the header shot signal of dif-
ferent players according to the optimized local search al-
gorithm and the intelligent analysis mode of big data of real-
time header shooting attitude information based on football
players, so the multilevel comparative analysis can be re-
alized. Under this model, there are different ways of heading
posture of different football players and we need to know
how to analyze whether the tested players’ head posture
conforms to the best degree of relevant football movements.
'rough the dynamic analysis model of football head
posture after optimization based on multiple comparative
analyses and screening, first, the signal similarity of the same
football player in the dynamic training process is received,
the data processing is carried out, and the relevant unique
vector group is obtained. 'en, the head ball attitude signal
evaluation sample data of different football players are
obtained. 'e data of the unique vector group of the specific
single soccer head posture are processed uniformly and
orthogonalized. 'en, through the automatic comparison
and analysis system of the head ball posture of normal
football sport based on big data level and the intelligent

combination mode of automatic two-way information in-
teraction, and then through the detection and fuzzy pro-
cessing of various header posture data of local football
players, the minimum threshold of initialization weight and
the prediction of head ball attitude signal data required by
the optimized local search algorithm is realized. 'e pa-
rameter indexes are shown in Table 1.

In this verification experiment, in order to find the re-
lationship between the headshot strength signal processing
of football players and the spatial position of intelligent head
ball posture, so that the analysis of football head ball posture
can bring effective influence on the daily training of football
players, this study calls on the local search algorithm,
through the first screening and multilevel horizontal and
vertical analysis and processing. 'e initialization weight
and the actual threshold of the whole sample are optimized.
'e optimal vector obtained by the local search algorithm is
transformed back as the optimal weight of the local search
algorithm and the output average of the ball attitude
structure data of football. 'rough the above process, the
head ball posture analysis and the prediction of the future
heading posture trend of football can be realized. According
to the experimental results, we can find that the model can
avoid some complicated links and achieve the same analysis
effect or better processing effect in the process of real-time
header attitude signal processing of football players. In the
process of the research and establishment of the analysis
model of the soccer players’ real-time head gesture signal
processing method, this paper establishes a unique fuzzy
detection analysis and processing model from the aspect of
the construction of the local search algorithm model.

4.2. ExperimentalResults andAnalysis of theAnalysisModel of
Header Shooting Power. 'e experimental data of the key
node signal under the local search algorithm is shown in
Table 2.

'e experimental results are shown in Figure 5. 'e
horizontal axis is the number of experiments, and the
vertical axis is the positive factor.

According to the results of Table 2 and Figure 5, when
analyzing the movement process of different header shots in
this football header shooting strength analysis model, we can
accurately classify them according to the accuracy of
shooting and update them according to the way of high
shooting success rate, so as to analyze and summarize their
internal verification relationship and continuity. 'erefore,
according to the experimental results, the dynamic signal
detection analysis and processing model based on a local
search algorithm can have good accuracy and reliability.

'e accuracy results of the experimental results of the
signals of key nodes under the local search algorithm are
shown in Table 2.

'e results of this experiment show that the model can
compare and analyze the present state of the header shooting
attitude of a specific target (football player) according to the
information of key detection nodes, and then, we can know
whether the skill of a target in football players is affected by
the head ball posture.'erefore, the newmethod of dynamic
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Figure 4: 'e process flow chart of the ant system algorithm.
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signal processing of football players’ headshots based on a
local search algorithm can be applied to detect and process
the real-time head ball attitude signal of professional football
players and can complete the monitoring and data analysis
of the athletes’ posture and strength with high accuracy.

5. Conclusion

In this paper, the local search algorithm based on multiple
related factors is used to analyze the header strength of
football players. 'ree characteristic parameters related to
header shooting and training system are selected, and a
dynamic header shooting tracking training system for
football players based on a local search algorithm is pro-
posed. 'rough the research on the improvement of header
shooting posture, header technology, and body consump-
tion of football players, this paper expounds on the hier-
archical structure and index relationship of the real-time
header posture training system of football players. 'e local
search algorithm and ant colony algorithm are used to
analyze the characteristics of the screening results. Com-
pared with the existing training search algorithm system, the
training system can make full use of each player’s football
training and game characteristic information, realize the
close combination of players, effectively analyze the factors
affecting the player’s technical level, and improve the
player’s football training level. However, this paper only
focuses on the construction of a dynamic tracking training
system for header shooting of football players, without

considering the potential impact and overall cooperation of
foreign header shooting. 'erefore, the comprehensive
analysis and evaluation of the index system need to be
further studied.
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Background. As a special occupation of human beings, teachers have an important responsibility for society and students. As
preachers, all their actions will affect the students. Teachers can be said to be the indicator of students’ happy life. According to a
survey by educational institutions, more than 90% of teachers believe that work pressure is increasing. 64.2% of teachers have
experienced job burnout, and the status quo of teachers’ professional well-being is worrying. So we must pay attention to teachers’
happiness research. However, based on ergonomics, piano education is a kind of piano education to relieve fatigue and an
important way to improve teachers’ happiness. Objective. Using the self-designed questionnaire related to teachers’ professional
happiness, we investigated piano teachers in universities to understand the status quo of piano teachers’ professional happiness,
reduce the fatigue of piano teaching, explore the relationship between work fatigue and college piano teachers’ professional
happiness. Methods. (is study combines qualitative and quantitative survey methods to make a qualitative analysis of the
collected literature and survey and, at the same time, to make a quantitative survey of the collected data so as to get more scientific
and accurate survey results. Results. According to the above analysis, this paper puts forward effective suggestions in order to
reduce the fatigue of piano teaching and ultimately greatly improve the enthusiasm and efficiency of piano teaching, improve the
professional happiness of piano teachers, and promote the effective progress of education. Conclusions. (rough this study, the
overall situation of piano teachers’ professional happiness in H University is general and the evaluation of piano teachers’
professional happiness in H University is mostly at the ordinary level. However, more than half of the teachers do not feel happy
and excited at work, and some of them are tired and bored.

1. Introduction

Occupation refers to the exertion of individual personality
and refers to the realization of human activities in life and
sustainable life. (e so-called professional happiness means
that when human experimenters engage in specific pro-
fessional activities, they have a sense of psychological sat-
isfaction and joy, which is necessary for life and work. (eir
psychological activities not only show psychological satis-
faction but also reflect their personal ability and give full play
to their ability to get a higher sense of experience. At the
same time, it is a kind of continuous happy life experience.
From the perspective of subjective well-being, individuals
are satisfied with the present working life and working state.
From the perspective of satisfaction, it is a subjective ex-
perience of the working state.

1.1. Teachers’ ProfessionalHappiness. So far, there is no clear
concept of teachers’ professional happiness. For teachers,
their professional happiness mainly comes from students’
evaluation, satisfaction, and achievement in the teaching
process, and recognition from colleagues and leaders in the
school. Teachers also have their own career plans and goals.
If they achieve them, it is also a source of their career
happiness [1]. In fact, teachers’ career happiness is closely
related to students. Teachers, in the process of promoting the
development of students, on the one hand, will make their
own ability to develop, on the other hand, will also promote
the development of students.

So far, there is no clear concept of teachers’ professional
happiness. For teachers, their professional happiness mainly
comes from students’ evaluation, satisfaction, and
achievement in the process of education, as well as the
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understanding of school colleagues and leaders [2]. Every
teacher has his own career plan and goal. If achieved, it is
also a source of professional happiness. In fact, teachers’
professional happiness is closely related to students. In the
process of promoting the growth of students, on the one
hand, teachers improve their ability. On the other hand, they
also promote the development of students.

In general, it is a kind of spiritual happiness and sat-
isfaction. It used to be thought that teachers’ happiness is
teachers’ state. In other words, teachers have achieved
certain results in life and work, so they often narrow the gap
between their goals and understanding. But Durand et al.
believe that when he feels happy as a teacher, his contri-
bution is precious [3]. (is is a model that benefits both
sides. Mastering this sense of happiness is helpful for
teachers and students to promote each other. As for the
definition of teachers’ professional happiness, Appannah
and Biggs pointed out that this is their inner satisfaction in
their work and life, and they have been realizing their ideals
and goals [4], and, in this process, continue to play the
greatest enthusiasm, to improve ability, and professional
level of themselves [4]. (ey have been recognized and
evaluated by all sides and received more joy and thanks. In
this paper, this study adopts the definition of Mr. Wang.

1.2. +eoretical Basis of Teachers’ Professional Well-Being.
Subjective well-being is often defined in the field of western
psychology. (e focus of this definition is mainly related to
the interaction between the internal environment and the
external environment. (e purpose is to investigate the
influence of human personality factors on the social envi-
ronment and the relationship between subjective well-being
and some things in objective reality [5]. How people treat all
kinds of personalities, reactions to things, and attitudes in all
kinds of environments will affect their subjective well-being.
(is is the key research content in the field of western
psychology. (rough the study of subjective well-being, we
can know the main source of happiness by studying people’s
various experiences of happiness. From the existing research
results in the field of psychology at home and abroad, many
different theories in the field of subjective well-being have
been developed [6]. Based on these, many theoretical
branches have been expanded. (ese theories discuss and
analyze subjective well-being from different angles and draw
some corresponding conclusions. It lays a specific founda-
tion for the subjective well-being theory of University piano
teachers, provides a lot of useful theoretical basis and in-
formation, and points out the direction for the follow-up
research.

1.2.1. +e Impact of Career Goals on Well-Being. As we all
know, people’s subjective well-being is closely related to a
variety of people’s personality, quality, environment, emo-
tional state, and career goals. (erefore, the supporters of
goal theory believe that personal career goals will have a
great impact on career happiness, but also related to the
personal environment, development direction, future, feel-
ings, and other factors [7]. When each career goal is

achieved, these factors are closely related. (en, in order to
obtain personal subjective happiness, we must look forward.
On the contrary, if an individual fails to achieve his or her
goals, it will lead to a more negative emotional experience.
Because different goals have different effects, the reasons for
subjective well-being vary from person to person.

1.2.2. +eoretical Basis of Pedagogy. Life education theory is
a good theoretical method. Its supporters believe that ed-
ucation is to cultivate people who can enjoy happiness,
obtain happiness, understand happiness, and inherit hap-
piness. (erefore, for teachers, students usually need to feel
the happiness of learning. Happy student learning and
happy teacher education are important channels and in-
formation sources for teachers to obtain professional hap-
piness [8]. In a sense, teachers’ happiness is the premise and
foundation. Of course, different teachers have different levels
of happiness because of their different morality and wisdom.
(erefore, to make every teacher have a professional sense of
happiness, we must constantly train and educate teachers to
form a good moral character and realize the cultivation of
wisdom [9]. Of course, all of these need to constantly pay
attention to and improve the happiness level and profes-
sional level of teachers so that piano teachers can harvest the
happiness of being a teacher.

Life education theory is used to criticize the neglect of life
in modern education. (erefore, it is gradually formed and
based on this continuous development. (e theory of life
education pays special attention to respecting life and
pursuing life happiness. Life theory has the function of
foresight. It may become a procedural theory, guiding
teachers and students to pursue happiness has good traction
[10]. (e goal of this theory is to let teachers and students
understand that the pursuit of happiness education is the
common ideal and topic of teachers and students. At the
same time, it also tells us that the pursuit of happiness,
whether teachers or students, is the result of human nature.
However, the premise of realizing teachers’ professional
happiness is the process of life education. Because people’s
life is the most important, so all this is based on cherishing
life and promoting the good growth of personality. Oth-
erwise, it is difficult for teachers and students to get hap-
piness [11]. And it does not make sense. (erefore, for
University piano teachers who want to achieve professional
happiness, our teachers must adhere to the pursuit of
happiness, and the pursuit process is based on the concern
for life.

1.3. Overview of Ergonomics. Ergonomics includes human
physiology, anthropometry, physiological anatomy, bio-
mechanics, medicine, psychology, environmental science,
management science, humanities, engineering science, etc.,
not only in the industrial sector but also in the research of
work space, posture, seat, pedal work, operation method,
workload, safety, working environment, work schedule,
information operator, etc. In addition, it can also provide the
design of management mode, the size parameters of “hu-
man” in industrial design, the reasonable scientific basis of
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“object,” and the design guide of “environmental factors”
[12]. (e main research content can be summarized as the
research of humans, including the physiological and psy-
chological characteristics of humans, through the research of
humans to solve the relationship between human and
machine adaptation problem, to make workers healthy,
comfortable, safe, and efficient in operation. Information
communication design of the man-machine system, infor-
mation exchange betweenman andmachine, and reasonable
consideration of environment are very important, which is
very important in industrial design [13]. (erefore, in the
design of the man-machine system, in order to meet the
needs of man-machine, the functions of man and machine
should be allocated reasonably. Workplace design includes
the improvement of the workplace environment and the
overall design of the workplace. Appropriate jobs can not
only alleviate people’s fatigue but also greatly improve work
efficiency. In order to ensure the security and reliability of
the system, the system security design not only greatly re-
duces the error rate but also meets the needs of society [14].
(e overall efficiency of the system is designed by improving
the operation method, optimizing the production or service
process, and comprehensively improving the overall effi-
ciency of the man-machine system. (e main research
methods are observation and investigation (including sys-
tematic observation and analysis, investigation, measure-
ment, and recording), experimental method, graphic model
method, and simulation method.

1.4. Research on Work Fatigue. Work fatigue is a physio-
logical phenomenon that can be recovered through proper
rest and adjustment. Due to the work itself, people’s sports
ability is temporarily reduced. A thorough exercise is a
special form of burnout. (at is to say, when you are tired,
keep exercising until you cannot maintain the normal op-
eration of your body [15]. (e causes of work fatigue vary
with the degree and place of occurrence. Generally speaking,
the symptoms are weakness, hand tremor, waist pain, lower
limb pain, yawning, carelessness, loss of memory, lack of
thinking agility, etc. Bakker analyzed the executive control
ability of piano staff before and after exercise fatigue and
compared it with college students who did not receive
professional training [16]. (e results show that the exec-
utive control function of piano instructors and nonprofes-
sional piano education and training students has been
improved after work fatigue, and professionals show better
executive control function. Yu Shuang’s animal experiments
show that job burnout may lead to poor learning ability and
memory. In order to explore the mechanism of the brain
regulating job burnout, Petrou et al. studied the brain
function activities of seven healthy male college students
before and after a thorough exercise of power bicycle and
observed the active exercise in the brain field in the random
running stage [17]. (rough the use of whole-brain func-
tional magnetic resonance imaging (fMRI) technology, it
was found that there was no significant difference in the
active parts of the brain before and after work fatigue in the
execution stage of random movement, but the number of

lines and thalamus in the active nucleus of the brain de-
creased, and gradually weakened. Tims’s research is aimed at
800 m piano teachers [18]. Compared with quiet time, the
connections between the primary motor area and cerebel-
lum, somatosensory motor area and cerebellum, hippo-
campus/parahippocampal gyrus, and cerebellum became
weaker after increasing exercise fatigue. At rest, the brain of
the subjects formed a stable network system centered on the
cerebellum, and the connection function decreased due to
burnout and boredom. In short, there are differences in the
effects of physical fatigue caused by piano teaching on
psychological cognition, which may be related to exercise
program, observation place, and detection method.

2. Methods

2.1. Participants. Based on the principle of research con-
venience, the piano teachers in H County colleges and
universities are selected as the investigation object.

2.2. Process. In this study, 190 questionnaires were issued
and 190 were recovered by random sampling. (e recovery
rate is 100%. Among them, 180 effective questionnaires were
used, and the effective rate was 94.7%.

2.3. Research Design. Master the basic information of
teachers such as gender, position, school type, school year,
region, and income. (ere are 10 questions in this ques-
tionnaire, and there are several alternative answers after each
question. Choose the answer that is consistent with the
actual situation and the answer consistent with the situation
of yourself. (is paper uses the questionnaire of Andrews
and wig from foreign countries to measure the overall oc-
cupational happiness of teachers [19]. (e questionnaire has
been evaluated highly internationally, and its reliability and
appropriateness reach about 0.7. In this paper, the use of this
intuitive graphic option avoids text deviation and improves
the accuracy of the survey.

In order to promote the correctness of the investigation,
this questionnaire specifically raises 30 specific questions
and provides some answers to certain factors so as to better
investigate the factors affecting the career happiness of
university music teachers [20]. (at is, it is divided into
complete consistency, more consistent, unclear, no complete
consistency, and complete inconsistency. (e questioner
uses the interview method to ask the teacher’s occupational
happiness question. In order to supplement the investigation
of the influencing factors of the teacher’s occupational
happiness, let the teacher talk about his own ideas and
suggestions so as to obtain a more accurate analysis.

2.4. Data Analysis. In this survey, the collected question list
will be counted and processed scientifically through Excel
and SPSS11.0 and analyzed and discussed by the analysis and
processing of the collected data. Finally, based on ergo-
nomics, the paper explores the relationship between
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alleviating the burnout of piano guidance and the happiness
of teachers and makes a deep analysis.

3. Results

3.1. Analysis of Teachers’ Subjective Occupational Happiness.
Table 1 shows the statistical results of teachers’ subjective
occupational well-being towards their current work attitude.
On the surface, 4.6% of teachers feel very happy. 34.6% of the
teachers were happy, accounting for 39.2% of the total. 13.1%
of the teachers were not very happy; 7.3% were unhappy;
these two accounted for 20.4% of the total; the remaining
40.4% felt very ordinary.

(e image description of teachers’ subjective profes-
sional well-being survey is shown in Figure 1.

3.2. Subjective Factor Analysis. Table 2 shows the statistical
results of teachers’ response to whether they are satisfied in
the workplace. 52.7% of the teachers are dissatisfied and
basically dissatisfied in the workplace. In the process of
work, 47.3% of teachers are always happy.

As shown in Table 3, the qualifications of music edu-
cation managers based on ergonomics are not unified. Only
three of them are high, and themoderate talents are the main
ones, which has a certain impact on the popularization of
music culture.

3.3. Objective Factor Analysis. In Table 4, “1” refers to
teachers under 30 years old, “2” refers to teachers over
45 years old, and “3” refers to teachers over 46 years old.
According to the table data, teachers under the age of 30
have the lowest professional well-being, with an average
score of 2.286, while teachers over the age of 46 have an
average score of 4.571. Second, the occupational well-being
of 45-year-old teachers is also very high, with an average of
3.774 years old, but slightly lower than that of teachers over
46 years old.

(e image description of the age difference of teachers’
professional well-being is shown in Figure 2.

(e average score and standard deviation of 180 effective
question tables are investigated and analyzed, and a pre-
liminary understanding of the status and characteristics of
teachers’ working fatigue is obtained. (e specific results are
shown in Table 5. When answering the questionnaire, use 5
grades of the scoring system. In this system, 1 is absolutely
not, 2 is less than once a month, 3 is at least once a month,
and 4 is at least once a week at least once a day. From Table 5,
we can see that the overall situation of teachers’ burnout is
more than once a month, which shows that the teachers’
burnout is in the middle and high level.

It can be seen from Table 6 that there is an obvious
relationship between job burnout, job happiness, and
turnover intention. In other words, there is a significant
negative relationship between job burnout and job happi-
ness and a significant positive correlation between job
burnout and turnover intention. (ere is a significant
negative relationship between job happiness and turnover
intention.

Table 1: Questionnaire of teachers’ subjective occupational
happiness.

Your evaluation of your current job Frequency Percentage
Very happy 12 4.60
Relatively happy 90 34.60
General 105 40.40
Less happy 34 13.10
Very unhappy 19 7.30
Total 260 100.00

19,7%

The survey of teachers’ subjective professional
well being

12,5%

34,13%
90,35%

105,40%

Special happiness
More happy
Commonly

Less happy
Very unhappy

Figure 1: A survey of teachers’ subjective professional well-being.

Table 2: Statistics of teachers’ subjective feelings about work.

At work, you feel happy Frequency Percentage
Totally suitable 11 4.20
More in line with 112 43.10
Doesn’t match 106 40.80
Totally inconsistent 31 11.90
Total 260 100.00

Table 3: Analysis on the qualification of piano teaching staff from
the perspective of ergonomics.

Category Statistics Number of people

Age structure

50–59 years old 14
40–49 years old 7
30–39 years old 18

Under 30 15

Title structure

Ortho height 3
Subtropical high 18

Lecturer 17
Teaching assistant 14
Teaching assistants 3

Academic structure
Postgraduate 23
Undergraduate 24

Specialist 9
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Table 6 shows the relationship between job burnout and
job happiness. Seven aspects of job happiness (job value,
welfare, development prospects, environmental control, self-

acceptance, interpersonal relationship, and self-discipline),
teachers’ scores and the total scores of job happiness and job
burnout (physical job burnout, mental job burnout, and

Table 4: Age differences of teachers’ professional well-being.

N Average Standard deviation
95% confidence interval of

average value Minimum value Maximum value
Lower limit Upper limit

1 86 2.286 0.673 2.076 2.495 1.0 3.0
2 108 3.774 0.576 3.615 3.932 3.0 5.0
3 14 4.571 0.534 4.077 5.066 4.0 5.0
Total 208 3.216 1.611 3.017 3.414 1.0 5.0

Max

Min

Mean

Age differences of teachers’ professional
well being

6
5
4
3
2
1
0

Upper limit

Std

Lower
limit

1
2
3

Figure 2: Age differences of teachers’ professional well-being.

Table 5: Status quo of piano teaching fatigue based on ergonomics.

Standard deviation (SD) Average (M) Number of items (n) Average score of each question (m)
Physical work fatigue 3.463 20.22 6 3.370
Psychological work fatigue 3.585 19.34 6 3.224
Emotional work fatigue 2.932 18.57 6 3.092
General questionnaire 5.004 58.01 18 3.223

Table 6: Analysis of the relationship between piano teaching fatigue and teachers’ happiness.

Physical
work fatigue Psychological work fatigue Emotional work fatigue Total score Turnover intention

Work value −0.109 −0.213 −0.202 −0.167 −0.297
Welfare −0.157 −0.243 −0.217 −0.190 −0.352
Prospects −0.156 −0.17 −0.214 −0.186 −0.217
Environmental control −0.309 −0.215 −0.296 −0.221 −0.186
Self-acceptance −0.068 −0.024 −0.232 −0.177 −0.277
Interpersonal relationship −0.245 −0.212 −0.317 −0.243 −0.408
Autonomy −0.054 −0.258 −0.061 −0.167 −0.238
Total score for job well-being −0.321 −0.225 −0.212 −0.245 −0.099
Turnover intention 0.277 0.138 0.355 0.237
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emotional job burnout) [21], excluding self-discipline and
physical job burnout, teachers’ scores and the total scores of
job happiness and job burnout (physical, mental, burnout).
(e relationship between self-discipline and emotional job
burnout is not obvious. (e rest has a negative correlation,
and the correlation coefficient has reached a statistically
significant level.

3.4. Frequency Table of Ways to Relieve Teachers’ Work
Fatigue. After classifying the collected questionnaires, the
coping methods to reduce work fatigue are summarized and
listed in Table 7 according to the frequency.

4. Discussion

4.1. Job Fatigue Is Related to Teachers’ Well-Being and
Turnover Intention. Subjective well-being and teachers’
turnover intention are the variables of job burnout. (rough
this study, we can find that the rationality and applicability
of the concept of job burnout are influenced by turnover
intention. (rough the relevant investigation, we found that
there is a correlation between teachers’ work fatigue and
work happiness. Seven aspects (work value, welfare, de-
velopment prospects, environmental control, self-accep-
tance, interpersonal relationship, self-discipline) [22] were
used to measure job happiness and job burnout (physical
burnout, spiritual burnout, emotional burnout). (ere was
no significant relationship between self-discipline and
physical burnout except the total scores of self-discipline and
emotional burnout. (e other factors are negatively corre-
lated with it, and the correlation coefficient is statistically
significant.

(ere is a relationship between teachers’ job fatigue and
turnover intention. Teachers’ turnover intention is related to
all aspects of job burnout (physical job burnout, psycho-
logical job burnout, emotional job burnout) [23]. (e
correlation coefficient is statistically significant. (ere is a
negative correlation between teachers’ turnover intention
and job happiness, between the seven dimensions of job
happiness (work value, welfare, development prospects,
environmental control, self-acceptance, interpersonal rela-
tionship, self-discipline) and teachers’ job happiness, and
between teachers’ turnover intention (physical work fatigue,
psychological work fatigue, emotional work fatigue). (e
correlation coefficient is statistically significant.(ese results
show that job burnout plays an important role in teachers’
job happiness and turnover intention [24].

(e results show that job burnout has a negative pre-
dictive effect on teachers’ work, and a positive predictive
effect on teachers’ turnover intention. (erefore, if enter-
prises want to improve teachers’ job happiness and reduce
teachers’ turnover intention, they can consider it from the
perspective of reducing teachers’ job fatigue.

4.2. +e Professional Well-Being of Piano Teachers Has Sig-
nificant Differences. (e happiness of female teachers is
higher than that of male teachers. One of the reasons is that
at this stage of society, the demand for men is much higher

than that of women. For example, men’s wages are higher
than women’s, and men’s working conditions are generally
worse than women’s. Another reason is the decision and
influence of the concept of ancient Chinese traditional
culture [25]. In traditional China, it is generally believed that
songs are not performed by boys but by girls. Music teachers
must also be women. In this way, male teachers are not
recognized by society, resulting in their own cognitive bias
for their own identity.

Teachers under 30 have the best professional happiness.
(is is because young music teachers who have just grad-
uated from universities and other roles have become
teachers. (ey have a strong sense of freshness and pride,
and they are very enthusiastic. (e work of teachers is also
very challenging, so it is easy to meet [26].

(e higher the level of education, the lower the hap-
piness of teachers. (is is because, although the education
background of teachers is low, their position is more correct,
but they are most concerned about education, and they are
also very competent in education business and satisfied with
education. Teachers with higher education levels will have
more expectations for work, which makes it difficult to get
happiness.

Music teachers with the highest professional title have
the strongest professional happiness, the second teacher with
the lowest professional title, and the teacher with the middle
professional title is between the lowest and the highest. For
senior teachers, they are conscientious and responsible for
their work, have a strong professional ability, have a higher
status and understanding in society, and can win the respect
and support of students and parents [27]. Wages and welfare
are also guaranteed. (e most important thing is to treat life,
world outlook, and values correctly. (at is to say, they have
self-knowledge and have higher happiness. Teachers with
primary professional titles, who have just taken office, have
enthusiasm, are interested in identity changes, have a fresh
sense, and their positioning is very correct, so happiness is
very high [28]. Instead, if they are intermediate teachers,
they have a rich educational experience, but they are older
and have a lower sense of professional happiness due to their
lazy education. (erefore, schools and governments should
create a platform for teachers to improve their education

Table 7: Frequency of ways to relieve teachers’ fatigue.

Solution Frequency
Do sports 87
Objects (towels, etc.) relieved 35
Drink relief 134
Increase rest time 125
Distract attention from playing games 24
Ease 67
Improve lifestyle (more baths, etc.) 43
School organizes outdoor activities 105
School organization party 98
Schools send out more condolences 76
School lunch increases nutrition 69
Humanization of the school system 129
Others (basking in the sun, etc.) 109
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level, constantly strive to inject positive energy into edu-
cational activities, and increase opportunities for teachers to
continue research and further research.

(e smooth development of educational activities is
inseparable from teachers, and the educational activities of
schools are closely related to teachers. Teachers’ high vo-
cational happiness can improve the quality of education to
the greatest extent and enable students to grow up com-
prehensively [29]. In order to reflect the current situation of
music teachers’ professional happiness in a certain region,
this paper will investigate and study the current situation of
music teachers’ professional happiness in some regions. A
survey was conducted in a certain area by questionnaire. It
provides the practical foundation for music teachers to
obtain professional happiness.

4.3. Factors Affecting Teachers’ Happiness. From the per-
spective of the whole social system, it is necessary to improve
the economic treatment and social status of teachers. Eco-
nomic treatment and social status are the important con-
ditions and decisive factors to determine teachers’
happiness. In essence, the direct reason for the decline of
college music teachers’ happiness is the widespread preju-
dice to overload work and society. Because of the particu-
larity of the professional field, music teachers usually carry
out school year music courses separately, and sometimes all
music courses in the whole school will be implemented. (is
will bring great problems and pressure to music teachers in
universities.

(e current education reform originally put students
aside but ignored the cultivation of teachers. (e teacher’s
mood was not carefully considered. Music teacher is an
awkward social role among teachers. Although university
music teachers are engaged in heavy education and man-
agement work, their wages are still low. Needless to say, the
benefits of welfare are out of proportion to their work in-
tensity. (e material basis determines the superstructure.
Similarly, the basic prerequisite for teachers to achieve
professional happiness is to have a specific material basis.
(erefore, it is very necessary for teachers to create necessary
material conditions and corresponding social status. Under
the background of the market economy, the economic
treatment of teachers must determine their professional
happiness. (erefore, the most basic thing to really improve
the happiness of teachers is to improve the economic and
welfare treatment of teachers.

As a national central government, the education de-
partment should increase financial support, and the national
government should formulate appropriate measures to
ensure teachers’ wages and gradually increase teachers’
wages and social welfare. We should conscientiously im-
plement the national financial expenditure and narrow the
wage gap between teachers in different regions. Government
departments continue to guarantee teachers’ wages, but local
autonomous bodies can also increase financial expenditure
in order to increase teachers’ wages. A powerful country
must strengthen education. In order to strengthen educa-
tion, it is necessary to increase investment in education. (e

top priority is to effectively improve teachers’ wages and
social low level.(e state and government should narrow the
wage gap of teachers in different regions through policy
guarantees, and try their best to narrow the wage and subsidy
gap of teachers in county-level cities, big cities, and local
areas. To really improve the social status of teachers, so that
teachers can feel their own value in the actual educational
activities, so as to engage in educational activities at ease.

Society should give music teachers a relaxed environ-
ment, more understanding and support, less pressure and
reprimand, and a reasonable and fair evaluation. Music
teachers are not important to ordinary people. In fact, music
teachers in universities are quasi-subject teachers. Music
teachers are a troublesome social role among teachers, which
generally leads to their low sense of self-existence and
professional identity. So what do you say about professional
happiness? Society should pay more attention to music
teachers, treat their profession fairly, and create a good
atmosphere of national trust. Let music teachers find their
own professional identity in this atmosphere, urge teachers
to regard education as their lifelong career pursuit, and let
teachers get countless happiness in this professional edu-
cation work.

Society needs to set correct and reasonable expectations
for teaching staff. Students, families, and society should treat
their responsibilities correctly, and teachers should not be
excessively held responsible. Because education is not om-
nipotent, the cultivation of students is formed by the joint
action of various facts, not only depending on teachers, but
also the society should form the correct direction of teacher
evaluation. (erefore, students, parents, schools, and society
should have reasonable expectations for teachers, not too
harsh. As social media, we cannot exaggerate individual
phenomena unilaterally or convey negative energy to so-
ciety. We must report it actively and objectively. Now some
media exaggerate individual teachers’ improper behavior to
exaggerate the evaluation, which has a very bad impact on
the society and even distorts the correct evaluation of
teachers. Education reform is vigorously carried out
throughout the country. Strengthening publicity, delivering
positive energy to society, and forming a correct social at-
mosphere can gradually change people’s wrong ideas.

4.4. Suggestions for RelievingWork Fatigue in Piano Teaching.
In recent years, enterprises have paid more and more at-
tention to the fatigue of teachers’ work, but there is still
much room for improvement. (erefore, business operators
must take measures to solve these problems, including or-
ganizing more outdoor activities, such as going out, dinner,
singing, and so on, and establishing effective reward and
incentive mechanism. For example, when teachers are
praised publicly, part of the bonus is used to comfort them,
various bonus systems are set up, and more attention is paid
to teachers’ life and needs, so that teachers’ life trends can be
understood in detail. According to the operation of enter-
prises, within the limited scope of rights, teachers’ personal
requirements should be properly met, and teachers’ interests
should be maximized. In the daily work meal, give teachers
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continuous and reasonable nutrition distribution. Improve
the company system, reduce inefficient, repetitive work, and
effectively reduce the workload of teachers. (e practice of
“taking care of teachers” is rooted in the hearts of the people
so that teachers can really feel the top-down care and respect,
reduce the imbalance of teachers, and improve the happiness
of teachers’ work. Only when teachers feel the concern and
respect of the company, can teachers have the best state in
their work and will not bring too much pressure on
themselves. (is can not only improve teachers’ working
environment, reduce work fatigue, but also improve en-
terprise efficiency, increase teachers’ sense of happiness,
reduce teachers’ desire to leave, improve teachers’ sense of
belonging, improve enterprise culture, and strengthen en-
terprise unity.

Most of the fatigue of teachers’ work is related to their
own cognition. Teachers can take various countermeasures
to reduce and eliminate the fatigue of work. (e general
methods used are as follows: a combination of work and rest.
Many people believe that when you work, you have to work
crazily, and you will indulge in it when you rest and play. In
fact, I do not recommend this approach. (e best way to live
a day is to learn how to combine work and rest. Work should
be arranged in a reasonable time and priority, pay attention
to rest, not to work in your life to rest. Usually, you can take
part in sports activities such as running, swimming, playing
ball, walking to ensure the rest time. Whether it is work or
play, adults should ensure 7 hours of sleep, preferably not to
take up sleep time. (e best way to eliminate mental fatigue
is to have plenty of sleep. Study work reasonable arrange-
ment. Work and learning are the same, but both need to pay
attention to the methods. As long as you have mastered the
working methods, you can use less energy to do more, which
can improve the efficiency of work and not overwork. In-
terpersonal communication also needs to be noted that
people are social animals, and we can be supported and
happy in society. When we have a good interpersonal re-
lationship and work fatigue, chatting with friends and rel-
atives helps to regulate and eliminate mental fatigue.
Develop your own interests and hobbies. Whether it is
concerned about work or ordinary concern for leisure and
entertainment, it needs to be cultivated. It is not possible to
be bored with the work of interest. Interest outside of work
can also help relieve mental fatigue. When working very
tired, you can rest properly, drink water, play games, read
books, and distract your attention in order to alleviate the
fatigue of work.

5. Conclusion

(rough investigation and analysis, this study shows that
there is no obvious correlation between teachers’ profes-
sional happiness and their education background, profes-
sional title, school type, and educational experience.
Teachers’ professional happiness is obviously related to
gender, age, teaching subjects and grades, school obligations,
income, and other factors. In order to change the current
situation, there are two main aspects to promote teachers’
professional happiness. First, society should make a

reasonable and fair evaluation of teachers; schools should
take reasonable and objective measures, standardize the
system and culture, and use ergonomics to improve teachers’
happiness. (e other is to improve teachers’ own quality and
psychological quality and improve their subjective sense of
happiness. Although the posture of playing the piano should
not be the focus of piano guidance, it is the basis of healthy
piano playing. If the piano teachers can guide the learning of
piano with the attitude of ergonomics in the basic piano
education, reduce the phenomenon of giving up piano due
to work fatigue so that more teachers can participate in
music practice, improve the quality of music, and then get a
sense of happiness. In future research, I will continue to pay
attention to the cutting-edge theory of ergonomics and strive
to obtain more experimental data to build a framework for
the improvement of teachers’ well-being.
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Objectives. )e study aim was to evaluate the empowerment of primary healthcare providers on the prevention and management
of dental or oral health issues among postchemotherapy (PC) patients, in selected rural regions, India, during a pandemic.
Methods. Initially, 240 PHPs were recruited by convenient and snow ball sampling with 90.3% response rate. A descriptive, cross-
sectional study was adopted using a self-administered questionnaire with 5 sections: demographics, identification of dental/oral
health issues, knowledge, attitude, and practice on prevention and management of dental/oral health problems in PC patients.
Statistical Packages for Social Sciences (SPSS) version 23.0 was used for statistical analysis. Results. )e overall knowledge was
better among nurses (64.56%), followed by pharmacists (54.5%). 81.65% of PHPs were willing to learn more and expressed the
need for collaboration with dentists. In the past 3 months, 18.81% of them had PC patients with dental/oral health issues, but only
3.5% of nurses and 0.8% of pharmacists treated them. )e logistic regression model revealed higher scores in mucositis/mucosal
pain (OR� 1.41), altered taste sensation (OR� 1.34), sensitive gums (OR� 1.71), and dental caries (OR� 1.32) domains (p< 0.05).
)ose who had readiness to learn (OR� 5.37), nurses and pharmacists, and having less years of experience (OR� 1.31) and higher
degree (OR� 1.4) had a positive attitude (p< 0.05). Conclusion. PHPs had limited empowerment in terms of knowledge and
practice but showed a positive attitude toward the prevention and management of dental/oral health issues of PC patients. For
better practice, continuing education and collaboration with dental professionals is essential.
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1. Introduction

Cancer is the second leading cause of mortality in developed
countries, trailing only cardiovascular diseases. It is still a
major public health concern. Oncology management en-
compasses a wide range of treatments addressing the pre-
ventive, curative, and rehabilitative aspects of cancer.
Chemotherapy is one of the most effective treatment options
[1]. Advances in cancer treatment have resulted in the longer
survival of these patients. Nonetheless, the side effects of
cancer therapies continue to be a major concern, as they may
limit the effectiveness of the treatment and have a negative
impact on the quality of life both during and after therapy.

)e extent of chemotherapeutic agents’ oral toxicity
appears to be related to the dose and frequency of admin-
istration. )ey can cause direct damage to the soft and hard
tissues of the oral structures, and their systemic toxicity can
cause indirect damage. )ese oral complications, whether
acute or chronic, can occur during or after cancer treatment.
Many drugs target rapidly proliferating cells; however, they
also have the same effect on rapidly proliferating normal
tissues, such as the oral mucosa, and destroy the mucosal
layer’s basal cells. )eir replacement or turnover is ham-
pered, resulting in mucosal ulceration and decreased salivary
function [2–4]. )ere is an indirect toxic effect that is caused
outside the oral cavity such as myelosuppression or the
destruction of immune cells. In general, more than 30–35%
of cancer patients will experience mucositis, altered taste,
xerostomia, sensitive gums, dental caries, speaking diffi-
culties, and jaw pain [5, 6]. )ese side effects can have an
implication on the patients’ quality of life and as a whole
clinical outcome.

)e Global Burden of Disease Study (2017) reported that
oral diseases affect 3.5 billion people worldwide. )e
prevalence of dental caries in patients who undergo che-
motherapy was 37.3%. )e oral cavity is extremely vul-
nerable to the direct and indirect toxic effects of
chemotherapy due to the high cellular turnover rate, mi-
croflora, and oral tissue trauma associated with daily oral
functions [7]. )e estimated prevalence of oral complica-
tions ranges from 31 to 93% [8].

Effective oral health management prior to, during, and
after treatment is therefore critical to improving patient
well-being [9]. Each health professional engaged in the
cancer care continuum ought to be aware of such specific
oral health adverse reactions and be able to give the nec-
essary precautions to avoid them. In 2020, an enigmatic
virus known as SARS-CoV-2 confronted the medical
community and wreaked havoc all over the world.
According to the recently published data, COVID-19 pa-
tients have been prioritized over other patients, including
cancer patients, due to the unforeseen conditions of the
pandemic. )e COVID-19 pandemic had a wide-ranging
impact on healthcare services, beginning with disrupting
regular patient flow to treatment centers, stressing and in-
timidating healthcare resources, and leading to the de-
ployment of additional protective measures and social
distancing with increased use of telehealth and virtual
medicine. Access to healthcare and clinical services became

difficult for cancer patients as well during the COVID-19
pandemic [10].

Due to the above-mentioned unprecedented circum-
stances, dental therapies have been halted in a lot of
countries due to the role of saliva and aerosols in the spread
of COVID-19. )is has resulted in a disruption in the al-
location of dental care to all patients, including post-
chemotherapeutic patients, for whom it is absolutely vital
[11]. More importantly, postchemotherapeutic patients
must have oral re-examinations every month for the first
three months, then once in three months during the first
year, and then every six months for the next three years. In
this situation, the role of primary healthcare centers (PHCs)
in providing adequate support for postchemotherapeutic
oral ailments is critical.

In fact, in developing countries such as India, PHCs
represent the first tier in healthcare system, providing a
range of essential outpatient services to people living in the
rural, suburban, and hard-to-reach areas. During the
COVID-19 pandemic, the preparedness of PHCs in pro-
viding safe, patient-centered care and meeting the current
health needs of the population is crucial. Hence, determining
the empowerment of primary healthcare providers (PHPs)
in terms of knowledge, attitude, and practice on the pre-
vention and management of dental or oral health issues
among postchemotherapy (PC) patients is the need of the
hour.

2. Methods

2.1. ResearchApproach andDesign. )e research approach is
quantitative. A descriptive, cross-sectional study was
adopted for determining the empowerment of Primary
Healthcare Providers (PHPs) in terms of knowledge, atti-
tude, and practice on the prevention and management of
dental or oral health issues among postchemotherapy (PC)
patients.

2.2. Population and Setting. PHPs working in the rural re-
gions of Tamil Nadu, India, were the population of the study.
)ree rural districts were selected and PHPs working in
PHCs and subcenters were selected as samples for the study.

2.3. Sample Size and Sampling Process. )e nonprobability
convenient sampling technique was adopted to obtain
samples from the three rural districts of Tamil Nadu, India.

)e minimum suggested sample size was computed by
Raosoft, an online sample size calculator having the overall
population (approx. 681 PHPs) of three districts, a 95%
confidence with margin of error as 5%, and the expected
response rate of 60%. )e calculated sample size was 240.
Initially, 3 PHCs of each district were visited by one of the
investigators personally to select the samples and the snow
ball sampling technique was used to contact the rest of the
participants. Registered nurses, pharmacists, and laboratory
technicians who were willing to participate in the study were
included in the study. PHPs who had basic professional
training of less than 2 years were excluded from the study.
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2.4. Data Collection Tools/Instruments. )e self-adminis-
tered tool consisted of 4 sections.

2.4.1. Section 1. Section 1 describes the demographic data of
the participants.

2.4.2. Section 2. Section 2 describes a checklist for the
identification of dental/oral health issues of post-
chemotherapeutic patients.

2.4.3. Section 3. Section 3 describes knowledge on the
prevention and management of dental/oral health problems
of postchemotherapeutic patients. Among the dental and
oral health problems, the most common and vital issues,
such as mucositis/mucosal pain, dysgeusia/hypogeusia/al-
tered taste sensation, xerostomia/dry mouth/hyposalivation,
sensitive gums, and dental caries, were included in the
knowledge questionnaire. It included 15 multiple-choice
questions and each question had the score of “1” for the
correct answer and “0” for the wrong answer.

2.4.4. Section 4. )e attitude of the PHC providers toward
the prevention and management of dental/oral health
problems was assessed in this section. Participants assessed
their attitude by themselves on a 5-point scale, with strongly
agree − 5 to strongly disagree − 1. )e participants’ attitude
was assessed by the mean scores of the 5 statements.

2.4.5. Section 5. )e practice of PHC providers toward the
prevention and management of dental/oral health problems
of PC patients was evaluated with seven “yes” or “no”
questions.

2.5. Reliability and Validity. )e content validity of the tool
was obtained from five experts in Nursing and one general
physician and a Dental Specialist. )e reliability of the tool
was assessed by a pilot study by Cronbach’s Alpha test
(internal consistency) and the r value is 0.813, which was
found to be highly reliable. )e data were collected from the
participants by electronic media such as WhatsApp, e-mail,
and Instagram from February to April 2021. )e PHPs were
circulated with a Google Docs questionnaire and reminders
were given thrice to complete and return the docs. Out of the
240 PHPs, 218 (90.8%) participants returned the completed
tool.

2.6. Ethical Consideration. Official permission from the
Medical Directors of the PHCs as well as ethical permission
from the Institutional Ethical Committee with IEC/LCN/
2021 was obtained. Consent from the participants was
collected before starting the study by explaining the aim of
the study, their role, confidentiality of the information, and
their right to depart from the study at any point of data
collection. )e participants were given a soft copy of the
study material after the data collection period in the form of

a power point presentation on the prevention and man-
agement of dental/oral health among postchemotherapy
patients for enhancing their knowledge on the same.

2.7. Statistical Analysis. )e data were processed and ana-
lyzed by the SPSS software using descriptive and inferential
statistics. Descriptive statistics, χ2 tests (for categorical
variables), and regression analysis were used to compare
knowledge, attitude, and practice with demographics by
SPSS 23.0 for Mac. p< 0.05 was considered to be significant
in this study.

3. Results

3.1. Demographic Data of the Study Participants. )e col-
lected data from 218 PHPs were tabulated and the socio-
demographic features of the study participants were
tabulated in Table 1. Out of 240 PHPs, 218 responses were
received with a response rate of 90.83%. Most of the par-
ticipants (63.3%) were females and 23.4% of the participants
were aged between 20 and 25 years. About 51.38% were
nurses, 32.57% were pharmacists, and 16.05% were lab
technicians. Among the PHPs, almost half (48.17%) of them
had a diploma degree, and a small minority (6.42%) held
postgraduate qualifications. )eir work experience was
variable, ranging from less than one year to greater than 10
years. More than half (53.67%) of them were getting 50 to
100 patients per day and more than two-thirds (77.99%) do
not get any patients with postchemotherapy treatment.
Among the PHPs, 18.81% of them had treated PC patients
with dental or oral health issues.

3.2. PHPs’ Knowledge on Dental- and Oral-Related Health
Issues among PC Patients. Among the PHPs, most of them
(88.53%) identified cachexia as one the major health issues
among postchemotherapy patients followed by dental caries
(85.78%). )e least identified problem was mastication/jaw
pain(26.15%) (Table 2).

)e overall level of knowledge on dental or oral health
was better among nurses (64.56%), followed by pharmacists
(54.5%); lab technicians scored less (30.03%) comparatively.
However, pharmacists had better knowledge (65.2% vs
63.0% and 27.7%) on mucositis/mucosal pain among the
PHPs (Table 3).

3.3. PHPs’ Attitude onDental- andOral-RelatedHealth Issues
among PC Patients. Figure 1 shows the PHPs’ attitude to-
ward the dental/oral healthcare among PC patients. Among
these, 178 PHPs expressed positively of their willingness to
learn more and also opined that having collaboration or
telemedicine facility with dentists will enhance the PHPs’
knowledge and skills to manage the dental/oral health of PC
patients (151 PHPs). About the negative attitude, 125 PHPs
had a negative opinion to handling the PC patients’ dental/
oral health issues effectively. )is may occur due to inad-
equate knowledge and practice experience while handling
PC patients with oral health problems.
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Table 1: Demographic data of the PHPs.

Variables No. %
Age (years)
20–25 51 23.4
26–30 40 18.3
31–35 69 31.7
>36 58 26.6

Sex
Male 80 36.7
Female 138 63.3

Work experience
Less than 1 year 84 38.5
1–3 years 77 35.3
4–6 years 37 17.0
7–9 years 11 5.1
≥ 10 years 9 4.1

Profession
Nurses 112 51.4
Pharmacists 71 32.6
Lab technicians (LTs) 35 16.1

Level of education
Diploma 105 48.2
Bachelor’s degree 99 45.4
Master’s degree 14 6.4

Approximate number of patients per day
<10 51 23.4
10–50 117 53.7
51–100 42 19.3
>100 8 3.7

Do you get any patients with postchemotherapy treatment?
Yes 48 22.0
No 170 78.0

If yes, did any of them attend the PHC with dental or oral health problems in the past 3 months?
Yes 41 18.8
No 177 81.2

Table 2: Identification of dental- and oral-related health issues among PC patients.

S. no. Dental/oral problems of PC patients Yes %
1 Mucositis/mucosal pain 137 62.84
2 Dysgeusia/hypogeusia/altered taste sensation 116 53.21
3 Xerostomia/dry mouth/hyposalivation 142 65.14
4 Sensitive gums 153 70.18
5 Dental caries 187 85.78
6 Oral candidosis 121 55.51
7 Bacterial sialadenitis 89 40.83
8 Cachexia 193 88.53
9 Trismus/fibrosis 94 43.12
10 Mastication/jaw pain 57 26.15

Table 3: Level of knowledge of PHPs on dental and oral health among postchemotherapy patients.

Knowledge Nurses (%) Pharmacists (%) Lab technicians (%)
Mucositis/mucosal pain 63.0 65.2 27.7
Dysgeusia/hypogeusia/altered taste sensation 63.3 41.8 21.37
Xerostomia/dry mouth/hyposalivation 69.1 61.4 19.1
Sensitive gums 66.4 51.8 38.8
Dental caries 61.0 52.3 43.2
Overall knowledge 64.56 54.5 30.03
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3.4. PHPs’ Practice on Prevention andManagement of Dental
and Oral Health Problems among PC Patients.
Determining the practice of PHPs toward the prevention
and management of dental/oral health problems of PC
patients reveals that though 18.81% of them had PC patients
with dental/oral health issues in the past 3months, 65.1% of
the nurses, 71.4% of the pharmacists, and 89.3% of the lab
technicians never treated or counselled the PC patients
(Table 4). Only 3.5% of the nurses and 0.8% of the phar-
macists treated PC patients dental/oral issues often.

3.5. Multivariate Analysis. All variables were used in their
continuous form except for profession, readiness to learn,
and qualification. Goodness of fit with the Hosmer and
Lemeshow test, (HL test) p- value� 0.13.

After controlling the demographic data of the PHPs, the
logistic regression model revealed higher scores in the
mucositis/mucosal pain (OR� 1.41, 95% CI: 1.13–1.61), al-
tered taste sensation (OR� 1.34, 95% CI: 1.02–1.62), sen-
sitive gums (OR� 1.71, 95% CI: 1.13–1.47), and dental caries
(OR� 1.32, 95% CI: 1.27–1.52) domains with p< 0.05.)ose
who had greater readiness to learn more (OR� 5.37, 95% CI:
4.21–7.78) and nurses and pharmacists, i.e., the profession,
were associated with a positive attitude toward the pre-
vention and management of dental/oral health problems of
PC patients (Table 5). Nurses and pharmacists with less years
of experience (OR� 1.31, 95% CI: 1.43–3.11) and those who
had higher degrees (OR� 1.4, 95% CI: 1.47–2.27) also had a
more positive attitude toward the prevention and man-
agement of dental and oral health problems of PC patients
than did those with a lower qualification (p< 0.05).

4. Discussion

)e part of the oral cavity is teeth and gums which allows us
to speak, smile, and chew. Cavities (tooth decay), gum
(periodontal) disease, and oral cancer are some of the most

common diseases affecting our oral health. Oral health is
included as one of the 23 leading health indicators in Healthy
People 2030. According to the World Health Organization
(WHO), oral health is an important component of overall
health and quality of life, and improving people’s oral health
around the world can improve their quality of life [12]. Good
lifestyle choices, earlier diagnosis, and improved access to
dentists during the pandemic are some of the key challenges
in combating dental or oral issues of postchemotherapy,
according to the State of Mouth Cancer UK Report 2020/21
[13].

In general, treating malignant diseases affects the mouth
both directly and indirectly through effects on immune
function or other systemic side effects. Pain, mucositis,
salivary gland dysfunction, changes in taste, infections,
difficulty in swallowing, fibrosis, soft tissue and/or bone
necrosis, exacerbation of dental and periodontal diseases,
and recurrent or secondary malignancy are all common oral
complications [14]. Cancer survival has improved in recent
decades as a result of evolving etiologies and treatment
advancements, and the population of cancer survivors
continues to grow [15]. )is growing number of survivors
presents new challenges, particularly in the care of patients
with complex medical, oral/dental, and psychosocial needs.
Oral complications in this population typically necessitate
multidisciplinary collaboration among various professionals
and healthcare providers. Primary healthcare professionals,
such as nurses, pharmacists, and lab technicians, are “change
agents” at the community level, and can thus collaborate to
effectively implement oral health promotion strategies, with
a key role in early prevention and referral oral health
services.

4.1. Knowledge. )e current study found that PHPs had a
low level of oral health knowledge, as most of them could
identify only dental caries as the major issue of PC patients.
Other dental or oral issues such as mucositis/mucosal pain,

0 50 100 150 200

Promotion of Dental and oral health is an important
part of the PHPs

Have willingness to learn more about prevention and
promotion the dental and oral health of PC patients

�e PHPs will be able to handle the PC patients oral
or dental health issues effectively

During this pandemic, it is also one of the important
priority for the PHPs to prevent and promote the

dental and oral health of PC patients

Having collaboration or telemedicine facility with
dentists will enhance the PHPs knowledge and skills,

to manage the dental and oral health of PC patients

Negative Attitude
Positive Attitude

Figure 1: PHPs’ attitude toward the dental/oral healthcare among PC patients.
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dysgeusia/hypogeusia/altered taste sensation, xerostomia/
drymouth/hyposalivation, jaw pain, etc. were least identified
(Table 2). )e overall level of knowledge on dental or oral
health was better among nurses (64.56%), followed by
pharmacists (54.5%); lab technicians scored less (30.03%)
comparatively. However, pharmacists had better knowledge
(65.2% vs 63.0% and 27.7%) on mucositis/mucosal pain
among the PHPs (Table 3). Another study found similar
results among primary care providers [16]. Wooten et al.
reported that nurses have limited knowledge of oral health in
a study of nurse practitioners’ knowledge, opinions, and
practice behaviors regarding oral disease and its outcomes
[17].

Although theWHO recommends embedding oral health
advancement with general preventive medicine and pro-
viding expert and policy support to nations to achieve this
goal [18], our study found that primary healthcare providers
receive limited training in this area [19, 20], notably in
patients with postchemotherapy issues. )is finding is also
consistent with primary care healthcare professionals’ lack of
knowledge of pediatric OHC in a public healthcare setting in
Tehran [16].

)e WHO emphasized the importance of providing oral
healthcare in developing countries as part of the primary
healthcare programs [18]. During this COVID-19 pandemic,
PHPs may be the only reliable source of oral health pre-
ventive care for PC patients, especially given the limited
contact with oncology or dental professionals. PHPs can
help diagnose oral health issues in their early stages and
preclude their systemic effects in immunocompromised PC
patients if they are given appropriate training in this field.
According to studies, these PHPs have a significant impact
on preventive activities and are a potential target for edu-
cational interventions [21–23].

4.2. Attitude. About the PHPs’ attitude, most of them
expressed positively toward their willingness to learn
more and expressed the need for collaboration or tele-
medicine facility to manage the dental and oral health of
PC patients. Nearly half of them had a negative opinion on
handling PC patients’ oral or dental health issues effec-
tively (Figure 1). )is may be due to the fact that they
might have inadequate knowledge and practice experience
of PC patients dental or oral health issues. )e above
attitude finding could be related to the PHPs’ awareness of

their lack of field knowledge. Our findings highlight the
importance of adequate training and guidance for PHPs, a
process that has proven effective to provide oral health
promotion and disease prevention activities. Hence,
primary healthcare professionals can make a team effort to
effectively implement dental and oral health promotion
approaches to PC patients.

4.3. Practice. Determining the practice as a part of em-
powerment of the PHPs toward the prevention and man-
agement of dental and oral health problems of PC patients
reveals that though 18.81% of them had PC patients with
dental or oral health issues in the past 3 months, Only 3.5%
of the nurses and 0.8% of the pharmacists treated these
patients’ dental or oral issues often (Table 4). )e results of a
systemic review reported some empirical evidence that a
dental health awareness campaign for care home nurses
could enhance the nurses’ oral healthcare knowledge and
attitude [24]. If the PHPs’ knowledge improves and gains
positive attitude, this will enhance their practical skills as
well. Because knowledge and attitude are directly interre-
lated to practice, there was a significant strong correlation
between PHPs’ knowledge and their attitude and practice
[25–27].

4.4. Multivariate Analysis. )e multivariate analysis shows
that PHPs with higher knowledge scores, particularly in the
mucositis/mucosal pain and dental domains, as well as those
who were more willing to learn more about oral health had
more positive attitudes toward the prevention and man-
agement of dental and oral health problems of PC patients
(Table 5). Nurses and pharmacists with less years of expe-
rience and those who had higher degrees had a more positive
attitude toward the prevention and management of dental
and oral health problems of PC patients than did those with
a lower qualification. Obtaining a higher degree may have
improved their training, possibly due to their ability to
search for the required information. In contrast to this study,
the study by Rabiei S et al. [16] reported that nurses with a
lower education (OR� 1.9) had a more positive attitude
toward oral healthcare. Our findings call for training and
continuing education for primary care providers about the
oral health issues of PC patients, especially during this
pandemic.

Table 5: Factors associated with PHPs’ attitudes (positive/negative) toward the prevention and management of dental/oral health problems
of PC patients controlling the demographic data by a logistic regression model.

B. S.E. Sig OR 95% CI for OR
Lower Upper

Mucositis/Mucosal pain 0.21 0.65 0.021 1.41 1.13 1.61
Altered taste sensation 0.31 0.07 0.000 1.34 1.02 1.26
Xerostomia/dry mouth/hyposalivation 0.09 0.04 0.173 1.03 0.91 1.31
Sensitive gums 0.13 0.06 0.023 1.17 1.13 1.47
Dental caries 0.16 0.21 0.05 1.32 1.27 1.51
Profession 0.7 0.31 0.000 1.59 1.09 2.43
Readiness to learn 1.970 0.22 0.000 5.37 4.21 7.78
Qualification 0.643 0.29 0.000 1.81 1.39 2.74
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5. Clinical Relevance

5.1. Scientific Rationale for Study. PHPs not only play a role
in the promotion of health, but also have a vital role in four
levels of preventive care such as primordial, primary, sec-
ondary, and tertiary. In this scenario, information on the
empowerment of PHPs in the dental/oral care of PC patients
is still limited. In pandemic situations, especially in devel-
oping countries, the role of PHCs is important.)ough their
empowerment of knowledge in the dental/oral care of PC
patients is a choice and cannot be ignored, this necessity
provoked us to do the current study.

5.2. Principal Finding. )e evidence for the role of PHPs in
the oral care of PC patients is still limited in terms of
knowledge, attitude, and practice on dental and oral health
issues of PC patients.

5.3. Practical Implications. It is crucial that dental and oral
health issues of PC patients be addressed during PHC visits
to reduce the impact of these conditions on patients’
morbidity, mortality, and quality of life, especially during
this pandemic when there are limited points of referral or
care. An educational intervention and continuous rein-
forcement on identification and management of these issues
in collaboration with dental specialists, for the PHPs, can
significantly reduce patients’ agony, related morbidity as
well as improve their quality of life.

6. Recommendations

(i) A similar study with larger samples in a wider
population can be done

(ii) To improve the knowledge and skills of the PHPs;
educational or training sessions with recent updates
on research should be done to improve the quality of
life of PC patients

7. Conclusion

Our study found that PHPs had limited empowerment with
low level of knowledge in dental or oral health issues of PC
patients while also displaying a generally positive attitude
and a noteworthy readiness to obtain more training in this
field. )e findings of our study highlight the critical need for
appropriate training and encouragement, particularly
among PHPs working in PHCs, to promote oral health and
provide appropriate conditions/care for PC patients.
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Purpose. To explore the e�cacy of crizotinib combined with chemotherapy in treating advanced non-small-cell lung cancer
(NSCLC) and its e�ect on patients’ quality of life (QOL) and adverse reaction rate (ARR).Methods. 90 advanced NSCLC patients
admitted to our hospital (from 01, 2019 to 01, 2020) were chosen as the research objects and randomly split into the control group
(CG) and experimental group (EG) by �ipping a coin, with 45 cases each. Chemotherapy was performed to CG, and the crizotinib
treatment was introduced to EG on this basis, so as to compare their clinical e�cacy, ARR and 3-year survival rate, and QOL
before and after intervention by the Generic Quality of Life Inventory-74 (GQOLI-74). Results. Compared with CG, EG after
treatment obtained obviously higher total clinical e�ective rate (P< 0.001), lower total ARR (P< 0.05), higher GQOLI-74 scores
(P< 0.001), and higher 3-year survival rate (P< 0.05). Conclusion. Combining crizotinib with chemotherapy to advanced NSCLC
patients can e�ectively improve the patients’ level of quality of life, prolong the long-term survival rate, and present a better e�ect
than single chemotherapy. Further study is conducive to establishing a better treatment scheme for advanced NSCLC patients.

1. Introduction

Lung cancer is currently the most common primary ma-
lignancy of the lung, originating from the bronchial epi-
thelium [1, 2]. In recent years, lung cancer has seen a rapid
increase in both prevalence and mortality in industrially
developed countries [3]. According to statistics, lung cancer
currently accounts for approximately 8.5% of all malig-
nancies, and approximately 1.6 million people died of it
around the world in 2012 [4, 5].  e lethality rate of lung
cancer is also the highest among clinical malignancies at
present, seriously threatening the life safety and reducing the
quality of life (QOL) of patients [6, 7]. Currently, the
pathogenesis of lung cancer has not been clari¦ed, and most
scholars believe that it is mostly related to smoking, stone

sponges, ionizing radiation, and so on. Early lung cancer has
no speci¦c clinical conditions and is not easily sensed by
patients, so usually the disease has progressed to the middle
to late stage once diagnosed. According to the di�erentiation
degree, it can be classi¦ed into small-cell lung cancer versus
non-small-cell lung cancer (NSCLC). NSCLC refers to
malignant tumors derived from the mucosal epithelium of
organs, which mostly arise in the middle-aged and senior
people and show the youth-oriented tendency [8, 9].  e
clinical symptoms of advanced NSCLC include chest pain,
cough, hemoptysis, and dyspnea, and in severe cases, even
metastatic sites and other symptoms occur. At present, the
main clinical treatments for NSCLC are radiation therapy,
chemotherapy, targeted therapy, and surgical resection, but
single chemotherapy has some limitations and can only kill a
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certain amount of cancer cells, resulting in poor treatment
effect, which, combined with its greater general toxicity, is
difficult in satisfying the clinical needs [10, 11]. It has been
found that the introduction of crizotinib based on che-
motherapy can largely alleviate the clinical symptoms of
patients and enhance the body’s immune function, which
has a significant efficacy in the treatment of advanced
NSCLC. +erefore, to further explore the efficacy of cri-
zotinib combined with chemotherapy in treating advanced
NSCLC and the effect on patients’ QOL and ARR, 90 ad-
vanced NSCLC patients admitted to our hospital (from 01,
2019 to 01, 2020) were chosen as the research objects, with
the results summarized as follows.

2. Materials and Methods

2.1. General Information. 90 advanced NSCLC patients
admitted to our hospital (from 01, 2019 to 01, 2020) were
chosen as the research objects and randomly split into the
control group (CG) and the experimental group (EG) by
flipping a coin, with 45 cases each.

2.2. Inclusion Criteria. ① Patients’ survival was over 3
months after pathological diagnosis;② the patients had no
history of external injury or surgery within one month; ③
the study was approved by the Hospital Ethics Committee
(approval no. 2020HC12LS001), and the patients and their
family members understood the study purpose and process
and signed the informed consent; ④ the patients had not
received crizotinib treatment before; ⑤ the study met the
World Medical Association Declaration of Helsinki [12];⑥
the patients were diagnosed with advanced NSCLC after
pathological and laboratory examinations; and ⑦ the pa-
tients hadmeasurable lesions after CTorMRI scan, and their
clinical manifestations included hemoptysis, dyspnea, and
loss of appetite.

2.3.ExclusionCriteria for thePatients. ① Severe brain, heart,
kidney, and other organic diseases; ② allergy to the drugs;
③ other primary malignant tumors;④ pregnant or lactating
women;⑤ confirmed interstitial fibrosis or interstitial lung
disease; ⑥ mental disorders; and ⑦ nervous system me-
tastasis and complicated severely impaired bone marrow
haematopoietic function.

2.4. Methods. Patients in CG received chemotherapy. +e
patients were given 1,000mg/m2 of gemcitabine (manu-
factured: Jiangsu Hansoh Pharmaceutical Group Co., Ltd.;
NMPA Approval No. H20030104; specification: 0.2 g) by
intravenous infusion for 30min per week for consecutive
three weeks, and then the administration was stopped for a
week. Such a course was repeated every four weeks. In
addition, carboplatin (manufactured: Yunnan PHYTO
Pharmaceutical Co., Ltd.; NMPA Approval No. H10950274;
specification: 50mg) was added on such basis, which was
dissolved with 5% glucose (concentration: 10mg/mL) and
added to 250mL–500mL of 5% glucose injection for

intravenous infusion, and the frequency was once per three
to four weeks.

Additionally, patients in EG orally took crizotinib
(manufactured: Pfizer Manufacturing Deutschland GmbH;
Approval No. H20130076; specification: 200mg× 60 s), with
the dosage of 250mg each time and twice a day.

+e treatment duration of both groups was 60 days.

2.5. Observation Indicators. +e clinical efficacy before and
after treatment was compared between the two groups.
Complete response (CR) referred to all measurable lesions
disappeared and the diameter of all pathologic lymph
nodes was reduced to less than 10mm for over four weeks;
partial response (PR) referred to ≥30% decrease SLD (the
sum of the longest diameters) of all targeted lesions for
more than 4 weeks; stable disease (SD) referred to no PR −

no PD (progressive disease), and PD referred to ≥20%
increase SLD compared with the smallest SLD in the
study, or a 5mm increase of SLD or one or more new
lesions.

TER � CR + PR, (1)

where TER� total effective rate; CR� complete response;
and PR� partial response.

Follow-up was conducted on all patients by means of
telephone, WeChat, and interview for 7 times (once every
three weeks) to record their adverse reaction rate (ARR) in
detail. +e adverse reactions included neurological abnor-
malities, gastrointestinal reactions, skin abnormalities, vi-
sion abnormalities, and liver function damage.

Patients QOL after the intervention was evaluated by re-
ferring to the Generic Quality of Life Inventory-74 (GQOLI-
74) Scale [13], covering social function (social support, inter-
personal skills, work and study, entertainment, marriage and
family), physical function (sleep and vitality, physical dis-
comfort, feeding function, sexual function, mobility and sen-
sation function), psychological function (mental strain,
negative emotions, positive emotions, cognitive function, and
self-esteem), and material life (housing, social service, living
environment, and financial situation). +e total score was 100
points, with higher scores indicating better QOL.

+e 3-year survival rates of the two groups were cal-
culated by outpatient service and telephone followup.

2.6. Statistical Analysis. In this study, the data processing
software was SPSS20.0, the picture drawing software was
GraphPad Prism 7 (GraphPad Software, San Diego, USA), the
items included were enumeration data and measurement data,
the methods used were X2 test, t-test, and normality test, and
differences were considered statistically significant at P< 0.05.

3. Results

3.1. General Information. No significant between-group
differences were presented in the age, gender, BMI, duration
of disease, SAS scores, SDS scores, disease stage, or place of
residence of patients (P> 0.05), which were comparable, see
Table 1.
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3.2. Clinical Efficacy. After treatment, the total clinical ef-
fective rate of EG was obviously higher than that of CG
(P< 0.05), see Table 2.

3.3. ARR. After treatment, the total ARR of EG was obvi-
ously lower than that of CG (P< 0.05), see Table 3.

3.4. GQOLI-74 Scores. After treatment, the GQOLI-74
scores of EG were significantly higher than those of CG
(P< 0.05), see Figure 1.

3.5. Long-Term Survival Rate. +e study results showed that
the median survival time of patients in EG was 21 months,
with 41 survived cases and 91.11% of survival rate (41/45),
and the median survival time of patients in CG was 18
months, with 27 survived cases and 60.00% of survival rate
(27/45). +e 3-year survival rate of EG was obviously higher
than that of CG (P< 0.05), see Figure 2.

4. Discussion

NSCLC has a high mortality rate and an incidence rate
accounting for 80% of lung cancer patients, which greatly
endangers the life health and reduces the QOL of patients
[14]. In addition, most patients tend to be at an advanced
stage at the time of diagnosis because early NSCLC tumors
do not involve the trachea, bronchial mucosa, sur-
rounding blood vessels, and pleura and have no specific
symptoms, thereby delaying the diagnosis to a large ex-
tent. At present, the clinical treatment modality for ad-
vanced NSCLC is mainly chemotherapy, which aims to
inhibit tumor cell proliferation and control tumor growth.
However, most advanced NSCLC patients are elderly, a
group usually has multiple chronic diseases and poor body
resistance, so they may obtain certain therapeutic effects

but less than ideal remission rates and survival rates [15].
In chemotherapy, gemcitabine is metabolized to active
diphosphate (dFdCDP) and triphosphate (dFdCTP)
through the action of intracellular transnucleoside kinase,
and dFdCDP and dFdCTP inhibit DNA synthesis through
two mechanisms of action to achieve the cytotoxic effect of
gemcitabine. Carboplatin, whose mechanism of action is
similar to that of cisplatin, is a metal coordinating agent
and targets the DNA of proliferating cells, which has a
similar role of alkylating agent bifunctional groups and
can bind the intracellular base, enable DNA molecular
intra- and interchain cross bonds and changes of DNA
chemical structure, thus affecting cell replication. Such
chemotherapy has lower safety, for it can cause greater
damage to both the tumor cells and normal cells, so it is
aimed at prolonging the patients’ survival time and im-
proving QOL in the clinic [16]. As a clinically common
antitumor drug, crizotinib has optimal efficacy, low tox-
icity, and high safety, which can not only inhibit ROS1,
EML4-ALK, and other signaling pathways but also sup-
press tumor cell growth and prevent tumor formation
[17]. In this experiment, EG was treated with crizotinib
combined with chemotherapy and obtained a clinical
overall response obviously higher than CG (P< 0.05),
indicating that compared with the single treatment mo-
dality, the combined treatment presented a significant
clinical treatment effect. Besides, chemotherapy treatment
is less safe and causes adverse effects that lead to a serious
impact on patients’ QOL, while also reducing their
treatment compliance, resulting in more negative emo-
tions and adversely affecting the prognosis. +erefore,
combining crizotinib with chemotherapy can accelerate
the apoptosis of tumor cells, hinder the formation of
tumors, inhibit the ALK and ROSI genes, and ensure a
higher safety, which is easily accepted by clinical patients.
+e experiment demonstrated that the GQOLI-74 scores
of EG were significantly higher than those of CG

Table 1: Patients’ general information.

EG (n� 45) CG (n� 45) x2 or t P

Age (years old) 0.115 0.909
65.25± 3.32 65.33± 3.29

Gender 0.047 0.829
Male 28 (62.22) 27 (60.00)
Female 17 (37.78) 18 (40.00)

BMI (kg/m2) 1.119 0.266
26.27± 1.59 25.89± 1.63

Duration of disease (months) 0.041 0.968
3.12± 1.21 3.13± 1.11

SAS score (points) 1.533 0.129
47.33± 0.51 47.17± 0.48

SDS score (points) 0.258 0.797
52.13± 1.61 52.21± 1.32

Disease staging 0.062 0.803
IIIb 35 (77.78) 34 (75.56)
IV 10 (22.22) 11 (24.44)

Place of residence 0.050 0.822
Urban area 31 (68.89) 30 (66.67)
Rural area 14 (31.11) 15 (33.33)
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(P< 0.05), indicating that crizotinib combined with
chemotherapy could effectively improve QOL for ad-
vanced NSCLC patients. In addition, the combined
treatment led to a significantly higher median survival
time and a 3-year survival rate in EG (P< 0.05), implying
that it could obviously prolong the survival time and
improve the survival rate for patients. Also, the study
results presented that the total ARR of EG was obviously
lower than that of CG (P< 0.05), which was consistent
with the founding of Van den Berg [18] et al. In their

article, it was pointed out that “the difference in the ARR
between the observation group and the control group was
significant (8.33% vs 33.33%, P< 0.05),” which fully
demonstrated that compared with the single treatment,
the combined treatment of crizotinib and chemotherapy
was safer.

5. Limitation of the Study

+is study also has some shortcomings. As a retrospective
study, it conducted both qualitative analysis and quantitative
analysis, but the results related to treatment effect and ARR
of EG were less accurate than in the clinical observational
study. In addition, the small number of selected cases may
lead to bias in the research results. Also, the cases selected
were patients treated in our hospital, so the source of cases
lacked diversity, and study design should be completed in
the future. +erefore, multicenter, prospective, and large-N
studies should be conducted in the future to promote the
precision of results.

Table 2: Between-group comparison of clinical efficacy (n (%)).

Group n CR PR SD PD Total effective rate
EG 45 22.22% (10/45) 37.78% (17/45) 17.78% (8/45) 22.22% (10/45) 60.00% (27/45)
CG 45 6.67% (3/45) 15.56% (7/45) 31.11% (14/45) 46.67% (21/45) 2.22% (10/45)
x2 13.264
P <0.001

Table 3: Between-group comparison of ARR (n(%)).

Group n Neurological
abnormalities

Gastrointestinal
reaction

Skin
abnormalities

Vision
abnormalities

Liver function
damage

Total incidence
rate

EG 45 2.22% (1/45) 2.22% (1/45) 0.00% (0/45) 0.00% (0/45) 0.00% (0/45) 4.44% (2/45)
CG 45 6.67% (3/45) 4.44% (2/45) 4.44% (2/45) 2.22% (1/45) 4.44% (2/45) 22.22% (10/45)
x2 6.154
P P< 0.05
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Figure 1: Between-group comparison of GQOLI-74 scores (x± s).
Note: the horizontal axis indicated before and after treatment, and
the vertical axis indicated the GQOLI-74 score (points). Before and
after treatment, the GQOLI-74 scores of EG were 45.55± 5.31 and
82.75± 7.35, respectively. Before and after treatment, the GQOLI-
74 scores of CG were 45.77± 5.32 and 62.77± 6.41, respectively. ∗
indicated that the GQOLI-74 scores of patients in EG before and
after treatment were significantly different (t� 27.521, P< 0.001); ∗∗
indicated that the GQOLI-74 scores of patients in CG before and
after treatment were significantly different (t� 13.690, P< 0.001);
and ∗∗∗ indicated that the GQOLI-74 scores of patients in both
groups after treatment were significantly different (t� 13.743,
P< 0.001).
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Figure 2: Between-group comparison of patients’ long-term
survival rates. Note: the horizontal axis indicated the survival time
(months), and the vertical axis indicated the survival rate (%). +e
black line and the light gray line indicated the survival curves of EG
and CG, respectively.
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In chorus activities, the conductor leads chorusmembers to recreatemusic works. If you want to interpret music works perfectly with
sound, emotion and emotional expression are particularly important. In this paper, a cloud HBD (health big data) integration system
based on ensemble learning is designed to realize the high-efficiency and high-precision integration of HBD. An emotional speech
database containing three emotions such as pleasure, calmness, and boredom is established, and the corpus problems such as
emotional feature analysis and extraction needed for chorus emotion recognition research are solved. It also studies the classification
and decision-making in emotional changes, and a DBN (deep belief network) chorus emotion recognition algorithm based on
multiple emotional features is proposed. Feature DBN (Deep Belief Network) Chorus Emotion Recognition Algorithm &is paper
extracts various robust low-level features according to different features’ ability to describe emotions and then feeds them into the
DBN network to extract high-level feature descriptors. &en, the classification results of ELM (extreme learning machine) are voted
and fused with the idea of ensemble learning, and the effectiveness of the algorithm is proved on three public datasets.

1. Introduction

Chorus is a collective artistic activity, which emphasizes the
commonality and unity of performers. When it comes to
unity in chorus, it means not only breathing, articulation,
articulation, speed, timbre, volume, and movement but also
the unity of emotion and emotional expression [1]. Because
in rehearsal and performance, in order to make the ex-
pressive force of chorus more perfect, we should not only
train basic skills but also be good at mobilizing and unifying
the emotions and feelings of chorus members, thus forming
the resultant force of collective singing. However, while
emphasizing the common features, we often ignore an
important issue in music art: emotional expression [2]. &is
makes the supposed beautiful voice and ideological con-
notation lack verve and artistic appeal.

Information technology and Internet technology have
been widely used in the field of intelligent medical care,
and big data provides an opportunity to deeply explore the
value of data in the field of intelligent medical care and

health. Literature [3] looks at the scenarios and advan-
tages of the application of IoT (Internet of &ings), cloud
computing, and big data in smart medical health. Liter-
ature [4] expounds on the technical route of big data in the
field of intelligent medical health from the perspective of
methodology. Literature [5] puts forward the life cycle
model of smart medical big data and discusses the goals
and measures of smart medical big data governance.
Literature [6] puts forward a universal intelligent medical
information management and service system, and points
out the key problems and future research directions of
universal intelligent medical computing. Literature [7, 8]
put forward a classification method with pitch frequency
related information as its main feature, analyze and study
four emotional states: fear, anger, sadness, and pleasure,
and point out in its research report that the maximum,
minimum, and median pitch frequencies are prominent
features in speech emotion recognition. Literature [9] in
its experimental research, the cepstrum coefficient feature
is used as the emotional feature to classify three kinds of
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emotions, namely sadness, anger, and calmness, and the
recognition rate is about 64%, while the accuracy rate of
voice samples used by the subjective judgment of people is
only 70%. On the basis of statistical analysis of acoustic
features related to duration, energy, fundamental fre-
quency, and formant construction of continuous pro-
nunciation, it is proposed that the difference in feature
vector between emotional speech and calm speech is taken
as an emotional feature vector. Literature [10–12] use
principal component analysis to classify pleasure, sur-
prise, anger, and sadness, and the recognition rate is close
to 80%. By analyzing the big data of health intelligent
medical care, we can find out the correlation and trend
among the data, which is helpful to improve the health
service and disease exploration process, to conduct dis-
ease diagnosis and treatment more scientifically, to im-
prove the efficiency and quality of health intelligent
medical care services, and to continuously meet diversi-
fied health needs [13]. However, the application of big
data in the field of intelligent medical health is still in its
infancy, and there is still a lack of general big data
framework and standards, which leads to the inability of
large-scale application across industries and regions, and
the inability to really play the role of big data.

Emotion is an important instinct of human beings. Like
rational thinking and logical reasoning ability, it plays an
important role in people’s daily life, work, communication,
transaction processing, and decision making. Based on
HBD (health big data), this paper is applied to the emotion
recognition of choir for the first time and identifies six basic
human emotions, such as joy, anger, surprise, sadness, fear,
and calm.&e chorus emotion recognition algorithm based
on multifeature DBN has the advantages of fast conver-
gence speed, high robustness, and strong global searching
ability so as to optimize the connection weights of the
neural network. It can not only give full play to the gen-
eralization ability of the neural network but also improve
the convergence speed and learning ability of the neural
network.

2. Research Method

2.1. HBD Integration System

2.1.1. System Architecture. In some chorus competitions and
performances, we hear neat, unified, and beautiful voices
without sincere feelings, and the facial expressions of the
chorus members are not rich enough, which makes people
feel the fly in the ointment. If you want to truly achieve
harmony of voice and emotion, you must do a good job of
second creation; then, the singer’s ideological height, life
experience, and artistic accomplishment play a leading role.
An excellent chorus player should have rich cultural con-
notations and literary and artistic accomplishments besides
music knowledge and high singing skills. To build a cloud-
based HBD integration system, the framework diagram is
shown in Figure 1.

&e management layer, big data analysis layer, whole
cloud HBD integration layer, and whole cloud HBD

resource layer constitute a whole cloud HBD integration
system. &e four layers cooperate with each other to realize
the collection, analysis, storage, and operation of the whole
cloud HBD.

&e interface for users to regulate and use the integrated
system is the management operation layer, and the man-
agement, regulation, protection, and use of the whole cloud
HBD integrated system are realized through the operation of
the administrator on this layer [14].

&e integrated HBD is stored in the temporary database
and metadata of the cloud-wide HBD resource layer and
then stored in the cloud-wide HBD integration layer, which
is applied to practical application software to complete the
integration of cloud-wide HBD based on integrated learning
so as to ensure that the cloud-wide HBD resources have
higher value embodiment and manageability when inte-
grated [15, 16].

2.1.2. HBD Prediction Method. As chorus art is a form of
collective singing, most chorus training emphasizes the
common factors of chorus, such as the unity of strength,
sound, and expression, to form the resultant force of
collective singing. However, while emphasizing gener-
ality, emotional expression in music art is often
neglected. &is makes the sound that should be beautiful
and full of ideological connotation lack charm and artistic
appeal.

Health informatization has become the core power of
innovation and development in the field of big health.
Various information systems provide convenient services
for the daily work of health and smart medical institutions
and at the same time effectively improve their data collection
and storage capabilities. Many dynamic nonlinear features
are hidden in one-dimensional health sign data, which
makes them nonstationary, complex, and unpredictable
time series data.

Time series data refers to a series of data values indexed
by time. It is common to sample at continuous and equally
spaced moments to form a time series. &e biggest feature of
time series is uncertainty. However, there is a certain
mapping relationship within the data. Using intelligent
analysis and prediction methods to solve this specific rela-
tionship and dig out the potential laws can effectively grasp
the future trend of the system.

From a qualitative point of view, if the system param-
eters and external conditions do not change, then the
sampled sequence is stable. However, this kind of analysis is
not reliable, and it needs certain statistical characteristics for
auxiliary inspection.

For anym time series data Yt , if its subset Yt1
, . . . , Ytn

 

and subset Yt1+m
, . . . , Ytn+m

  are the same, then Yt  is
strictly stationary. &e data with strict stationarity have no
changing trend. In fact, this kind of data does not exist.
Generally, the so-called stationary time series data are weak
stationary time series data.

&e expectation, variance, and covariance of weakly
stationary time series data Yt  do not change with time [17].
&at is,
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E yt(  � μ,

Var yt(  � σ2,

Cov yt, ys(  � f(t − s).

(1)

After the time series has passed the stationarity check,
the prediction model can be constructed through the rele-
vant fitting model. For nonstationary time series data, it is
necessary to process the stationarity and then rebuild the
model.

&e SARSA (state action reward state action) learning
method is a complete state-action transition.When updating
the current state action [18], this method does not use the
state value function at the next moment but randomly selects
actions to update the current state-action space according to
a certain probability value and determines the execution
action at the next moment when updating, which is the core
of the SARSA method [19].&e mathematical expression is
described as follows:

Q(s, a)←Q(s, a) + α r + cQ s′, a′(  − Q(s + a) . (2)

In the above formula, (s, a) represents the state action at
the current moment, (s′, a′) represents the state action at the
next moment, r is the reward obtained after executing the
action a, and α is the step size.

In this paper, a deep reinforcement learning method of
SARSA based on “in-strategy” is proposed. &e method
proposed in this chapter is used to calculate the optimal
decision. Let the current state be s, ε − greedy as the se-
lection strategy, the action be a, the current action report be
r, and the next state be s′. &en, the current action value
function Q(s, a) is described as

Q
∗
(s, a) � E r + cQ s′, a′( |s, a , (3)

in which Q∗(s, a) represents the optimal value of the
current value function, and a′ represents the optimal
action selection at the next moment. Combined with
CNN (convolutional neural network), if the network
parameter is λ, the loss function in the j th iteration is
defined as

Lj λj  � yj − Q s, a; λj  
2
, (4)

in which yj � r + cQ(s′, a′; λj−1). By the differential
solution of formula (4), the gradient of loss function can be
obtained as follows:

∇Lj λj  � r + cQ s′, a′; λj−1  − Q s, a; λj  ∇Q s, a; λj . (5)

&e deep reinforcement learning process and its data
flow based on the improved SARSA can be obtained from
the formula above.

2.1.3. HBD Interpretation. In order to improve the accuracy
and stability of the one-dimensional health sign data pre-
diction model based on deep reinforcement learning, the
data interpretation process shown in Figure 2 is designed.

Chorus health data analysis and processing system based
on big data can provide health management services for
chorus members. &rough physical measurement, we can
learn about chorus members’ physical health status, build an
interactive basic service and medical ecological platform
[20, 21], and realize interactive sharing of key information
between the system and the platform so as to provide ef-
ficient personalized physical health services for chorus
members and promote optimal management of chorus
members’ self-health [22].

Because of the multifarious types of indicators, the in-
terface display analysis is based on the body mass index. &e
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Figure 1: Framework diagram of HBD integration system.
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function module of weight increase is to increase the
physical indicators of chorus members, set the corre-
sponding threshold range reasonably, and dabble in data
evaluation standards. In the system, the chorus’s physical
measurement data, that is, the score calculation, are mainly
based on individual indicators and weights, or grades’
scoring items and scoring weights, so as to obtain the
chorus’s total score.

2.2. Emotion Recognition of Chorus Staff. Emotion accom-
panies every moment of human life. About 38% of the
information transmitted during human communication is
carried by emotions. When people have a natural oral
conversation, they not only convey the voice but also

convey the speaker’s emotional state, attitude, and
intention.

&e application of “emotion” in chorus can not only
resonate with chorus members and audience but also realize
the artistry of the chorus. In essence, emotional unity is a
part of chorus unity. In the process of chorus rehearsal, we
must follow the principle of chorus unity. &e realization of
chorus unity plays a very important role in the whole chorus
rehearsal process.

In the process of chorus rehearsal, the chorus members
should deeply understand the connotation of music and fully
reflect the different attributes of each song so as to realize the
resonance between the chorus members and the audience.
Only in this way can we give full play to the artistry of chorus
and achieve a perfect artistic realm.

&is study mainly studies the algorithm of chorus
emotion recognition. With the help of the excellent per-
formance of neural network technology and the comple-
mentarity between different voice features, the idea of
ensemble learning is introduced to complete the task of voice
signal recognition under different emotions.

2.2.1. Emotional Feature Analysis. In chorus rehearsal, the
commander should command the chorus’s singing work on
the one hand and interpret the music works on the other
hand. Before chorus rehearsal, the commander should fully
do desk work, get a deep understanding of the works of
singing tracks and the background of the times, content
forms, and cultures in which the singing tracks are pro-
duced, and put himself in another’s shoes, understand the
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Figure 2: Data interpretation process.
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aesthetic requirements of songwriters for music, and realize
the recreation of music on this basis.

Speech energy is one of the most important features in
prosody, which is mainly determined by the vibration
amplitude of the signal and reflects the strength of sound. In
real life, people can feel that when a person expresses sad
feelings, his voice is generally vague and low, while when he
expresses happy and angry feelings, his voice is generally
loud and bright. &erefore, different emotional voices have
obvious differences in speech energy characteristics.

In view of which features in speech signals can effec-
tively reflect emotion, researchers have carried out a lot of
research from the perspectives of psychology and phonetic
linguistics, but at present, they pay most attention to two
types: prosodic features and sound quality features. &is
kind of feature and its derived parameters are most widely
studied and applied in chorus emotion recognition. Sound
quality features mainly refer to the timbre and spectrum of
speech, so they are also called segmental features, which
reflect the change of glottal wave shape during pronun-
ciation (Figure 3).

If music only has notes and rhythms, it is just a shell.
Only by giving rich emotions, the expression of music can be
fuller and more perfect. Emotion and emotional expression
run through the chorus. As chorus conductors, we should
fully realize the importance of emotions and emotional
expressions when interpreting chorus works and be good at
unifying the emotions of members in the chorus process so
as to make the chorus art more perfect.

Prosodic features and phonetic features are not isolated.
Literature [23, 24] show that there is a certain correlation
between prosodic features of speech signals and three
emotional dimensions (valence dimension, activation di-
mension, and control dimension). Among them, the acti-
vation dimension is obviously related to prosodic features,
and emotional states with similar activation dimensions
have similar prosodic features, which are easy to be con-
fused. By judging voiced and unvoiced speech signals, un-
necessary calculation of the autocorrelation function of
unvoiced frames can be effectively eliminated, and the
calculation amount of pitch detection can be reduced.

&e purpose of pitch detection preprocessing is to im-
prove the accuracy of pitch detection by the autocorrelation
method, which mainly includes band-pass filtering and
nonlinear transformation. &is paper only introduces the
nonlinear transformation method. Commonly used non-
linear transformation methods include center clipping and
three-level clipping. In this paper, the towel-center wave
elimination method is adopted, and formula (6) is used as
the central clipping function expression:

y(n) �

x(n) − L, x(n)>L,

0, |x(n)|≤ L,

x(n) + L, x(n)< − L,

⎧⎪⎪⎨

⎪⎪⎩
(6)

where y(n) is the output of the central clipping function, and
x(n) is the input, which is the amplitude of n sample points
in a frame of speech signal, and is the clipping level, which is
a constant related to the maximum amplitude of the current

frame. Usually, 60%–70% of the maximum amplitude is
taken, and this paper takes 0.68.

&e function definition of three-level clipping is

y(n) �

1, x(n)>L,

0, |x(n)|≤L,

−1, x(n)< − L.

⎧⎪⎪⎨

⎪⎪⎩
(7)

Comparing the expressions (6) and (7), it can be seen
that the three-level clipping is a correction based on the
central clipping, and the sample points exceeding the
clipping level are assigned as 1 or -1, which can effectively
reduce the multiplication in the calculation process of the
autocorrelation function.

In order to analyze the relationship between formant-
related features and emotional state, we extracted the first
formant one by one from the emotional voice database. On
this basis, the statistical characteristics of the first formant
in different emotional states are statistically analyzed.
Figure 4 shows the statistical analysis results of the mean
value, dynamic range, and change rate of the first resonance
peak.

It can be seen from the figure that the mean value of the
first formant of pleasure and boredom is higher than that of
the dynamic range, while the change rate is
pleasure< calm< boredom, and the difference between the
change rates of boredom and pleasure emotions is obvious.

2.2.2. Emotion Recognition of Chorus Based on Multifeature
DBN. People can fully express their true feelings and
thoughts through music. Emotion can be said to be the basic
attribute of music. If a song lacks emotional integration,
even if it has the best singing skills, it will be difficult for the
audience to resonate with it. As music performers, musicians
should fully tap the emotions in music, accurately under-
stand the author’s thoughts and feelings, and on this basis,
organically integrate their feelings with music and recreate
chorus music. Only in this way we can fully express the
image that music wants to create and arouse the audience’s
resonance.

In this paper, we consider adopting the method of deep
learning, extracting higher-level descriptors to represent
more abstract concepts, and extracting more robust feature
parameter factors through the multilevel representation of
speech signals. &e deep learning method has created the
latest records in image processing, target location, detection,
and other recognition and classification tasks, and DBN is
one of the most representative networks.

&e Boltzmann machine is an early component of the
neural network, and its neurons are divided into two parts:
explicit layer and implicit layer.&e explicit layer is the input
and output layer, which indicates the transmission of data,
while the hidden layer is equivalent to the need to adjust the
data in the transmission process, adding weight. &e stan-
dard Boltzmann machine is a fully connected graph, and the
complexity of the training network is very high.&erefore, in
practice, the RBM (restricted Boltzmann machine) shown in
Figure 5 is usually used for simplification.
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&e construal divergence (CD) algorithm is often used to
train constrained Boltzmann machines. Assuming that there
are d neurons in the explicit layer and q neurons in the hidden
layer in the network, let v and h represent the state vectors of
the explicit layer and the hidden layer, respectively; then, be-
cause there is no connection in the same layer, there are

P(v|h) � 
d

i�1
P vi|h( ,

P(h|v) � 

q

j�1
P hj|v .

(8)

&e connection weight update formula is

Δw � η vh
T

− v′h′
T

 . (9)

DBN (deep belief network) is connected by multiple
RBM stacks, which can be trained effectively in a hierarchical
way. &erefore, DBN has a strong learning ability and can
learn high-level feature descriptors which are beneficial to
the emotional recognition of chorus, as shown in Figure 6.

Firstly, it trains the first RBM with training samples and
then uses the output of the first RBM as the input of the
second RBM. Similarly, the output of the second RBM is
used to train the third RBM. After each layer is pretrained,
the whole network is trained by the BP algorithm.

In this way, we can build a deep network model and then
use the network model to obtain more robust high-level
feature descriptors from low-level features.

In order to extract higher-level feature descriptors in
speech emotion and ensure the diversity of base classifiers,
inputting multiple features into the DBN network can solve
the above problems. &erefore, this paper proposes a
multifeature DBN method for chorus emotion recognition,
which is composed of multifeature selection, DBN, and ELM
(extreme learning machine) within the framework of set
learning. &e system framework is shown in Figure 7.

In this paper, we need to use spectrum sequence context
(SSC) feature, power-normalized cepstral coefficient
(PNCC), rhythm (Rhys) feature, Mel cepstrum coefficient
(MFCC), and perceptual linear prediction (PLP), and then
input these multiple features into the DBN network after
feature selection so as to extract higher-level feature de-
scriptors and create a better classifier.

Traditional hand-designed features do not perform well
in emotion recognition tasks, mainly because they are low-
level features, and it is difficult to fully describe the deep-
seated information hidden in emotions [25]. &erefore, with
the help of deep learning methods, a variety of traditional
features are integrated with the DBN network to achieve
better recognition results in emotion recognition tasks.

3. Discussion and Analysis

3.1.Comparisonof PredictionResults. Based on the historical
blood pressure data in the database of Literature [22], 221
experimental individuals, aged between 60 and 75 years,
were preliminarily screened out. Predicting the blood
pressure trend of these kind of people can help them control
their blood pressure, guide their medication, and provide
early risk warnings for some diseases.

Figure 8 shows the comparison between the actual value
of blood pressure time series data and the prediction result of
the model, and Figure 9 shows the error prediction model.
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Figure 5: Restricted Boltzmann machine.
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It can be seen from Figures 8 and 9 that the ARIMA-
SVM model has higher prediction accuracy than the tra-
ditional ARIMAmodel and overcomes the limitations of the
single model. Q-learning-based deep reinforcement learning
and SARSA-based deep reinforcement learning are superior
to the former two in high-dimensional spatial prediction, so

the prediction accuracy is higher than the former two. Es-
pecially, the deep reinforcement learning method based on
SARSA learning can fully express the hidden information in
the original time series data of blood pressure.

3.2.EfficiencyofHBDIntegration. When the storage capacity
of experimental big data is increasing, the two systems in-
tegrate the HBD efficiency of experimental logistics com-
panies. &e results are shown in Figure 10.
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Figure 7: Flowchart of chorus emotion recognition based on multifeature learning.
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As can be seen from Figure 10, this system is highly
efficient in integrating the whole cloud HBD.

&e results of testing the concurrency of HBD integrated
in this paper are shown in Figure 11.

According to the analysis of Figure 11, with the increase
of time, the system in this paper is much larger than the HBD
integration system based on IoT in processing the whole
cloud HBD, which shows that the system in this paper has
higher performance in processing the whole cloud HBD.

3.3. Analysis of Chorus Emotion Recognition. In order to
verify the effectiveness of the spectral context features
proposed in this paper in chorus emotion recognition, we
compare the classical MFCC features and the combination

of MFCC and delta features with the spectral context fea-
tures on Berlin Emo-DB, SAVEE, and CASIA datasets,
respectively. ELM classification is adopted in the classifier,
with the number of hidden nodes being 6,000 and the ac-
tivation function being hardlim. Figure 12 shows the
comparison of the emotion recognition accuracy of different
classifiers (speaker dependent).

In Figure 12, we compare the algorithm in this paper
with KNN, SVM, ELM, single-layer DBN network (SLDBN),
and double-layer DBN network (DLDBN). &e experi-
mental results show that the accuracy of the algorithm in this
paper is greatly improved than the above methods, which
shows that the algorithm in this paper can more effectively
classify and recognize speech emotions.

In this experiment, 8 chorus samples were randomly
selected from the Berlin Emo-DB dataset as the training set
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and the remaining 2 chorus samples as the test set. In order
to avoid the error caused by the randomness of samples, we
chose to repeat the experiment 5 times and calculate the
average recognition accuracy. Figure 13 shows the com-
parison of emotion recognition accuracy of different clas-
sifiers (speaker independent).

&rough Figure 13, we find that in the speaker inde-
pendent experiment, the algorithm in this paper is compared
with KNN, SVM, ELM, single-layer DBN network (SLDBN),
and double-layer DBN network (DLDBN). &e experi-
mental results show that the algorithm in this paper is better
than the above methods. Both have improved, indicating the
effectiveness of the algorithm in this paper for the emotion
recognition of chorus personnel.

4. Conclusion

If music only has notes and rhythm, it is just an empty shell.
Only by giving rich emotions can the expression of music be
fuller and more perfect. Emotion and emotional expression
run through the chorus. &e research work of emotional
feature analysis and extraction is carried out in the estab-
lished emotional voice database, and the changing rules of
energy, fundamental frequency, formant, and other features
in different emotional states are observed and analyzed.
According to the statistical analysis results, the global sta-
tistical emotional features with emotional discrimination are
selected and extracted. In this paper, according to the dif-
ferent abilities of different features to describe emotions,
various robust low-level features are extracted, and then they
are fed into the DBN network to extract high-level feature
descriptors. &en, the ELM classification results are voted
and fused with the idea of ensemble learning, and the ef-
fectiveness of the algorithm is proved on three public
datasets.
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&e data used to support the findings of this study are in-
cluded in this paper.
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Objective. To understand the impact of alternate warm and cold therapy (AWCT) on uricemia, sleep, pain, functional ability, and
quality of life in gout patients.Methods. A quasiexperimental, nonequivalent control group, pre and posttest design was adopted
among 120 gout patients. *e data were collected on demographics, comorbidities, pain level, joint swelling/joint tenderness,
patient global assessment of response to treatment (PGART), health-related quality of life (HRQoL) with SF-36, sleep quality by
Pittsburgh SleepQuality Index (PSQI), and serum uric acid and assessed. Descriptive and inferential statistics were used to analyze
the data. Results. Patients had mean age of 58 and 61 years, mean number of comorbidities was 1.8 and 1.4, as well as presence of
arthritic comorbidities except gout was 1.1 and 0.8 among study and control group participants, respectively. Pain (p< 0.001),
PGART (p � −0.01), HRQoL, sleep quality, and level of SUA (mg/dl) improved significantly (p< 0.01) among the study group
over study periods. It affirms that the AWCT is effective in reducing pain, functional disability, and SUA, as well as improving the
sleep quality and HRQoL of the gout patients. *ere was a reduced incidence of gout flares (p< 0.001), and taking additional
medicines for pain (p< 0.01) was statistically significant among study participants. Except social functioning, other domains of
health were significantly (p< 0.05) affected by the comorbidities like hypertension, diabetes, heart disease, renal disease, and
asthma/chronic obstructive pulmonary disease. Conclusions. Gout is independently associated with higher medical and arthritic
comorbidity, and AWCTcan be better and cost-effective alternative therapy for gout patients. In addition, it may lead to improved
cardiac function, hypertension, and renal insufficiency.
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1. Introduction

Gout is the most common form of inflammatory arthritis
globally which is a metabolic disease marked by recurrent
episodes of acute arthritis caused by inflammation caused
by the formation, deposition, and release of monosodium
urate crystals in one or more extremity joints [1–3]. It is the
most common type of inflammatory joint disease in men
over the age of 40, and it can affect women after menopause
[4, 5]. Epidemiologic studies confirm a global distribution
[5], with an estimated prevalence of 5.1 million people in
the United States [6].

Gout is a common chronic crystal deposition disorder
that affects 1–6.8% of the population, depending on the
population studied. Serum uric acid (SUA) levels have been
found to be high throughout the world, including the
Philippines and Seychelles: 25%, USA: 21–22%, Japan:
20–26%, Indonesia: 18%, Russia and Nigeria: 17%, Brazil:
13%, Turkey: 12%, Taiwan: 10–52%, *ailand: 9–11%,
Mexico: 11%, Sweden: 10–16%, Italy: 9–12%, Iran and Saudi
Arabia: 8%, China: 6–25%, Spain: 5–11%, and South Korea:
5–25.8% [7].

Over the last 5–10 years, hospitalizations for gout have
increased by 50–100% in the United Kingdom, the United
States, and Sweden [8–11]. In these countries, gout now
induces more hospitalizations than rheumatoid arthritis,
and hospitalizations for gout increased more than for other
rheumatological conditions between 2007 and 2012 [8].

*e prevalence of self-reported, health professional di-
agnosed gout was 3.9% in the 2015–2016 National Health and
Nutrition Examination Survey (NHANES), a stratified,
multistage sample representative of the U.S. adult population
[12]. Gout is also commonly associated with comorbidities
such as cardiovascular disease (CVD), chronic kidney disease
(CKD), obesity, and other conditions. As per a retrospective
study in India, hyperuricemia (H.U.) was found in 33.6% of
diabetics, 35.1% of hypertensives, and 34.4% of diabetic hy-
pertensives, with the overall incidence of H.U. in patients
attending screening programs being 25.8% [7].

Furthermore, cohort studies in the United States, Tai-
wan, and the United Kingdom have discovered that gout is
linked to an increased risk of developing atrial fibrillation,
obstructive sleep apnea (O.S.A.), venous thromboembolism
(V.T.E.), and pulmonary embolism [13–19].*e frequency of
gout attacks usually increases with time in untreated pa-
tients. Hence, understanding trends in gout prevalence is
critical for adequate global healthcare resource planning, not
least even though gout can be “cured” with readily available
and low-cost therapies.

*ere is a scarcity of information available on alternative
therapies for the management of gout in the Indian pop-
ulation and its relationship with uricemia, pain, sleep,
functional ability, and HRQoL. As a result, the current study
was designed to evaluate the effect of alternating warm and
cold therapy (AWCT) on uricemia, sleep, pain, functional
ability, and quality of life (USPFQoL) gout patients: a path
forward among Indian populace.

2. Methods

2.1. Research Approach and Design. For this study, quanti-
tative research approach with a quasiexperimental, non-
equivalent control group, pre and posttest design was used;
only the experimental group received the intervention, while
the control group received no intervention.

2.2. Participants and Setting. *e study participants were
both men and women diagnosed with gout and who were
admitted as in patients for a minimum of 10 days and who
agreed to participate in the study. Patients with illnesses such
as open wounds and diabetic foot ulcers, peripheral vascular
diseases, absence of tophi, and patients who are receiving
physiotherapy were excluded from the study. *e study was
conducted in two orthopaedic hospitals, and one setting was
used for the intervention group, and the other was for the
comparison group to avoid contamination.

2.3. Sample Size and Sampling Process. *e minimum rec-
ommended sample size was 60, as calculated by Raosoft’s
online sample size calculator, with a 95% confidence level
and a 5% margin of error. In the first and second hospitals,
104 and 121 chronic gout patients were admitted during the
study period. Among them, 120 samples were chosen by the
nonprobability convenient sampling technique and dis-
tributed for experimental (60 participants) and control
group (60 participants).

2.4. Data Collection Tools/Instruments. *e data were col-
lected on demographics and history of comorbidities, pain
level using 10 points numerical scale, joint swelling/joint
tenderness with a 4-point scale (0� none to 3� bulging
beyond joint margins), and patient global assessment of
response to treatment (PGART). *e PGART was rated by
patients using the visual analogue scale (VAS), a 15 cm
horizontal line with marked anchors: 0� very well and
100� very poor. With these anchors, patients were asked to
respond to the following: “Given all of the ways gout affects
you, rate your performance on the following scale by placing
a mark on the line.” *e health-related quality of life
(HRQoL) was assessed, and the Medical Outcomes Study
Short Form-36 (SF-36) consists of eight scaled scores, which
are the weighted sums of the questions in their section.
Assuming that each question carries equal weight, each scale
is directly transformed into a 0–100 scale. *e lower the
score, the greater the disability, and the higher the score, the
better the health. *e SF-36 is a 36-item scale that assesses
eight domains of health: physical functioning (10 compo-
nents), physical role limitations (four elements), bodily pain
(two elements), general health perceptions (five elements),
energy/vitality (four elements), social functioning (two
components), emotional role limitations (three elements),
and mental health (five elements). Using the Pittsburgh
Sleep Quality Index (PSQI), sleep quality was assessed.
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Serum uric acid (uricase method) was measured. A high
serum uric acid level is currently defined as a value of at least
6.8mg per dl (405 μmol per L). *ese data were collected
based on the core domains on that outcome measures in
rheumatology (OMERACT) [20].

2.5. Assessment. Subjects completed and returned gout
symptom diaries between follow-up visits, which the in-
vestigators reviewed at the next visit. *e journals contained
information such as the frequency, dates, duration, and
severity of flares; the joint(s) affected; medications (both
prescribed and over-the-counter); and whether the gout
attack required a medical office contact or visit.

2.6. Intervention. Control group participants received
standard care and consistent advice on diet, exercise, and
weight management. *e intervention group was given
routine care and alternate warm and cold therapy twice a
day, once in the morning and once before bedtime.Coconut
oil was first applied to the lower legs and feet/the affected
joints in the arm. *e subjects subsequently plunged their
toes and then both feet/arms, into 38° water, which was then
adjusted to a comfortable temperature near 42°. *e basin
was covered with a plastic bag, as were the participants’ legs/
arms up to their knees/elbows. To allow the individual to
maintain a comfortable position, a blanket and a pillow was
placed beneath the knees/arms and the basin. For 4 minutes,
the feet/arms were immersed. *e feet/arm was then applied
with cold therapy for 30 s until completing 5 cycles. *en,
the feet/arms were cleansed with a foaming body shampoo
and cotton gloves and dried dry with a towel.*e complete
procedure took 30min and comprised a 5-minute oil rub,
followed by 20 minutes of AWCT. To keep the techniques as
equal as feasible, all AWCT were provided by the same
person.*is intervention was given for 7 days during their
hospitalization, and the participants were advised to follow
the same in the home after discharge in 5 days/week for one
month. *e baseline data and post hoc after one week and
one month were assessed for both the control and study
groups. Figure 1 shows the CONSORT diagram.

2.7. Ethical Consideration. Official permission to conduct
the study and ethical approval was obtained from the In-
stitutional Ethical Committee with ICE/LCN/2021–10 dated
20.09.2021. Consent from the participants was collected after
explaining the aim of study, their role, confidentiality of the
information, and their right to depart from the study. No
harm certificate was obtained from an orthopaedician for the
intervention. *e control group also ensured that they were
following the standard care protocol of the gout treatment.
Confidentiality and beneficence were assured throughout
the study period.

2.8. Statistical Analysis. *e data were processed and ana-
lyzed by SPSS software using descriptive and inferential
statistics. Analysis of data was by intention-to-treat. Analysis
of variance was used to examine the main effects of AWCT

among the two groups on the dependent variables. *e t-test
was used to compare differences between group means.
Multiple regression analysis was used to examine the effect
of AWCTand comorbidity on health-related quality of life in
gout patients. All statistical tests used a significance of 0.05.

3. Results

*e characteristics of study participants are given in Table 1.
Most of the demographic and clinical characteristics were
similar with study and control group, which is shown in the
“Goodness of fit” test. Patients had a mean age of 58 and 61
years, 43 and 38 were men among study and control groups,
respectively. Mean number of comorbidity was 1.8 and 1.4,
as well as presence or absence of arthritic comorbidities
except gout was 1.1 and 0.8 among study and control group
participants, respectively.

As given in Table 2, the average pain score in baseline,
after one week, and one month improved from 8.8 to 5.7 and
8.6 to 6.9 among the study and control groups, which is
statistically significant at p< 0.001 among the study
group.*ere were no differences between the mean values
before AWCT in the score of joint swelling/joint tenderness
among the control group. In the experimental group, the
PGART score was decreased after the AWCT in the first
week (74 (SD, 3)) and after one month (67 (SD, 6)),
p � −0.01). Similarly, HRQoL, sleep quality, and level of
serum uric acid (mg/dl) was improved significantly
(p< 0.05) among study group participants, but there was no
significant difference in the control group.

Table 3 provides the multivariable-adjusted effect of
AWCT in gout patients. A multivariable model controlled
the age, employment status, marital status, gender, educa-
tion level, current medications, comorbidities, and arthritis
comorbidity other than gout. Among the variables studied,
there was a reduced incidence of gout flares (p< 0.001), and
taking additional medicines, both prescribed and over-the-
counter medications for pain (p � 0.01), was statistically
significant among study participants. *e number of joint(s)
affected and hospital visits was not related significantly.

*e effect of comorbidities on health-related quality of
life in gout patients is given in Table 4 and Figure 2. *e age,
employment status, marital status, gender, education level,
current medications, uric acid levels, and arthritis comor-
bidities other than gout were all controlled in a multivariable
model. In this analysis, except social functioning, other
seven domains of health status such as physical functioning,
physical role limitations, bodily pain, general health per-
ceptions, energy/vitality, emotional role limitations, and
mental health were significantly (p< 0.05) affected by the
comorbidities of the participants such as hypertension, di-
abetes, heart disease, renal disease, and asthma/chronic
obstructive pulmonary disease.

4. Discussion

In the present study, 225 gout patients were screened.
Among them, 120 samples were chosen by the non-
probability convenient sampling technique and distributed
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for experimental (60 participants) and control groups (60
participants) from two hospitals. *e AWCT was given
seven days during hospitalization and advised to follow the
same at home for one month in the study group. *e
participants had 1.8 and 1.4 mean comorbidity and presence
or absence of arthritic comorbidities, except gout was 1.1 and
0.8 among study and control group participants. A large
study looked at the temporal relationships between the
occurrence of comorbidities before and after gout diagnosis
using data from the U.K. Clinical Practice Research Datalink
(CPRD) [21–25]. *is study confirmed the well-known

association of gout with subsequent CVD and renal disease
and hypertension, hyperlipidaemia, CVD, and renal disease
as risk factors for gout. Cohort studies from the United
Kingdom, the United States, and Canada have also validated
the bidirectional relationship between gout and CKD, with
CKD predisposing to gout, which increases the risk of CKD
progression [26–28]. *ese findings show that gout can lead
to these comorbidities or these comorbidities leads to gout.
Hence, identifying and treating gout may be an excellent
strategy to prevent the occurrence of these illnesses and can
help to reduce the disease burden globally.

Table 1: Demographic and clinical data of study and control group participants.

Variables Study group Control group P value
Age (in years), mean (SD) 58 (16) 61 (13) <0.001
Employment status
Employed 31 27 <0.001
Unemployed 18 19 <0.001
Retired 11 11 <0.001
Unknown 0 3 <0.001
Married 36 44 <0.001
Male 43 38 <0.001

Education level
Less than 8th grade 25 21 <0.001
High school 8 14 <0.001
Higher secondary 13 7 <0.001
College 14 18 <0.001
Comorbidity 1.8 (1.3) 1.4 (1.7) <0.001
Presence or absence of arthritic comorbidities except gout 1.1 (0.7) 0.8 (0.6) <0.001

Assessed for Eligibility (n = 225)

Included (n = 120)

38-Excluded
47-Not willing
12-Declined after baseline
8-not met inclusion criteria

Control Group (n = 60)
the routine protocol of Gout treatment

Follow up Assessment–1 week and 1 month
Ensured to follow standard protocol

Completed the Assessment (n = 51)
7-discontinued
2-lost follow up

Study Group (n = 60)
Alternate Warm and Cold therapy (AWCT)

Follow up Assessment–1 week and 1 month
Ensured to follow the AWCT on alternate

days through phone call remainders

Completed the course of intervention (n = 53)
5-discontinued
2-lost follow up

Intention–to–treat analysis (n =60) Intention–to–treat analysis (n =60)

Figure 1: CONSORT diagram.
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As given in Table 2, pain (p< 0.001), PGART
(p � −0.01), HRQoL, sleep quality, and level of SUA (mg/dl)
improved significantly (p< 0.01) among study group par-
ticipants, but there was no significant difference in the
control group over study periods. It confirms that the
AWAT effectively reduces pain, functional disability, and
SUA and improves sleep quality and HRQoL in gout pa-
tients. According to Yamamoto and Nagata’s study on
physiological and psychological assessment of the wrapped
warm footbath as a complementary nursing treatment to
induce relaxation in patients with incurable cancer, the
wrapped warm footbath reduced significantly sympathetic
activity in hospitalized cancer patients, which can enhance
relaxation and appears to provide pain relief as well as
enhanced comfort [29].

Furthermore, a pilot study found a significant antihy-
pertensive effect after 20 minutes of the steam spa. *e
hypotensive effect could be attributed to improved vascular
endothelial function; nitric oxide produced by vascular
endothelial cells causes vascular smooth muscle cells to relax
[30, 31]. *ough it is not the scope of the present study, this
is a more significant finding as most of the study participants
had the comorbidity of hypertension. *is AWCTmay help
them reduce their blood pressure, and the effect on gout as
its impact is bidirectional.

Functional disability [32], impairment of health-related
quality of life (HRQoL), and increased mortality have all
been reported in gout patients [33]. As a result, gout has
emerged as a significant public health concern. *e KING
study data confirm the impact of gout on disability and

Table 2: Changes in the clinical data of study and control group participants over study periods.

Dependent variables: mean (SD) Group Baseline 1 week 1 month P value

Pain score AWCT 8.8 (0.8) 6.3 (1.1) 5.7 (0.9) 0.001
Control 8.6 (1.2) 7.1 (1.3) 6.9 (1.02) 0.06

Joint swelling/joint tenderness AWD 2.1 (0.4) 1.67 (0.13) 1.1 (0.3) 0.001
Control 2.3 (0.2) 2.0 (0.7) 2.1 (0.5) 0.551

Patient global assessment of response to treatment (PGART) AWD 81 (7) 74 (3) 67 (6) −0.01
Control 79 (11) 76 (9) 80 (4) −0.971

HRQoL AWD 57 (16) 61 (11) 69 (7) 0.01
Control 54 (13) 57 (17) 56 (15) 0.819

Sleep quality AWD 16 (3.1) 14 (1.8) 11 (0.5) 0.01
Control 15.4 (4.3) 14.7 (1.8) 15.0 (0.9) 0.907

Serum uric acid (mg/dl) AWCT 9.9 (1.4) 8.1 (0.9) 7.2 (1.1) 0.05
Control 9.67 (2.1) 8.7 (1.8) 8.13 (2.2) 0.653

Table 3: Multivariable-adjusted effect of AWCT in gout patients.

Multivariable adjusted
Study Control P value Difference (%)

Incidence 2.69 (2.3–2.7) 3.52 (3.20–3.67) 0.001 34.11
No. of joint(s) affected 1.52 (1.45–1.58) 1.66 (1.27–2.05) 0.06 9.21
Taking additional prescribed and over-the-counter medicines 1.36 (1.48–1.83) 2.07 (1.82–2.33) 0.01 9.52
Hospital visits 2.08 (1.1–2.15) 2.3 (1.34–2.8) 0.21 16.21
Results are shown as mean (99% confidence intervals). Age, employment status, marital status, gender, education level, current medications, comorbidity, and
arthritis comorbidity other than gout were all controlled in a multivariable model.

Table 4: Multivariable-adjusted effect of comorbidity on health-related quality of life in gout patients.

Multivariable adjusted
Study Control P value

Physical functioning (P.F.) 51.6 47.3 0.01
Role physical (R.P.) 47.3 44.1 0.05
Bodily pain (B.P.) 49.3 43.6 0.001
General health (G.H.) 54.3 45.7 0.01
Vitality (VT) 43.9 40.8 0.05
Social functioning (S.F.) 68.3 67.9 NS
Role emotional (RE) 53.6 42.4 0.01
Mental health (MH) 73.1 66.9 0.05
Physical component summary (P.C.S.) 36.1 32.4 0.05
Mental component summary (M.C.S.) 51.8 42.1 0.01
Age, employment status, marital status, gender, education level, current medications, uric acid levels, and arthritis comorbidity other than gout were all
controlled in a multivariable model.
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provide evidence for an independent association of gout and
gout-related features with functional outcome and HRQoL.
*is finding supports the need for better gout treatment [34].
As a nonpharmacological, safe, and simple application, foot-
baths can improve postmenopausal women’s quality of life and
prevent problems caused by insufficient sleep quality [35].

All study group patients reported significant pain relief
in our preliminary investigation into whether patients re-
ceiving AWCT would report pain relief (p< 0.001). An
increase in parasympathetic activity and a decrease in
sympathetic activity would be expected to accompany pain
relief-induced relaxation. *e cause of the low parasym-
pathetic activity is unknown. Still, the reduction in sym-
pathetic nerve activity in patients may be due to the effects of
soaking in warmwater, alternate cold application, and tactile
stimulation frommassage [29].*is pain relief improved the
sleep quality, functional ability, and HRQoL of the study
group gout patients. However, efferent sympathetic nerve
activity is increased by negative feelings in various pain
disorders. Accordingly, it is supposed that the reduction in
sympathetic nerve activity found in our subjects is the
primary mechanism underlying both the relaxation and pain
relief effects reported. Negative feelings or depression in
patients, usually seen in chronic pain disorders, on the other
hand, increase efferent sympathetic nerve activity. As a
result, it is assumed that the decrease in sympathetic nerve
activity observed in our subjects is the prime mechanism
underlying both the reported improved sleep quality and
pain relief effects.

Insomnia is a common sleep disorder in adults that can
have various negative health effects.*e total annual cost of
direct and indirect insomnia healthcare costs has been
estimated at USD 100 billion. Adding to the societal ex-
penditure, insomnia harms patients’ quality of life (QoL),
including impaired social and occupational functioning or
productivity and impaired cognition or mood. Insomnia
can also worsen and increase morbidity and complications
from psychological disorders like depression and have

severe consequences like an increased risk of suicide
[36, 37]. Hence, improving sleep quality is a significant
investment in the perspective of the patients and the na-
tion’s economy.

In 85–90% of people, hyperuricemia is the major con-
tributor to gout due to under excretion of urate. Sweat fluid
comprises sodium chloride, potassium, and nitrogen me-
tabolites like urea, ammonia, uric acid, and creatinine [38].
Besides, reduced sympathetic nerve activity results in in-
creased renal excretory function by affecting the renal
vasculature, the tubules, and the juxtaglomerular granular
cells and impaired arterial baroreflex regulation. *e sig-
nificant reduction in SUA in the study groupmay be because
of this effect, and AWCT increased sweat and thirst, con-
sequently increasing fluid intake. *e cold application in-
creases the voiding sensation, thus enhancing the uric acid
elimination in urine and sweat. However, further studies are
required to investigate this supposition further.

5. Clinical Relevance

*is study results can help healthcare professionals gain
greater insight into alternative therapy for gout patients
suffering from pain, sleep disturbance, reduced functional
ability, and HRQoL. *is technique can be used at home to
alleviate problems, enhance their overall quality of life, and
reduce healthcare costs, and this can provide an avenue for
further research studies.

6. Conclusion

To summarize, the AWCT holds promise as a comple-
mentary intervention for inducing sleep, pain relief, and as a
result, improved functional ability, HRQoL, and uric acid
elimination in gout patients. As a result, the AWCT should
be a proper adjuvant alternative method for gout patients. In
addition, it may lead to improved cardiac function, hy-
pertension, and renal insufficiency.
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Figure 2: Effect of comorbidities on health-related quality of life in study and control groups.
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'e COVID-19 has resulted in one of the world’s most significant worldwide lock-downs, affecting human mental health.
'erefore, emotion recognition is becoming one of the essential research areas among various world researchers. Treatment that is
efficacious and diagnosed early for negative emotions is the only way to save people from mental health problems. Genetic
programming, a very important research area of artificial intelligence, proves its potential in almost every field. 'erefore, in this
study, a genetic program-based feature selection (FSGP) technique is proposed. A fourteen-channel EEG device gives 70 features
for the input brain signal; with the help of GP, all the irrelevant and redundant features are separated, and 32 relevant features are
selected. 'e proposed model achieves a classification accuracy of 85% that outmatches other prior works.

1. Introduction

Due to the COVID-19 epidemic, all the governments in the
world have to impose a lockdown. 'is strictness, however,
affects the emotions of the people, and lots of people are
feeling emotional imbalance [1]. 'e people are experiencing
negative emotions, and their health and performance are
degrading day by day. Emotion and mental awarenesses have
become the primary concern for all the governments in the
world because a lot of people are feeling stressed and alone [2].

To address the challenge as mentioned above, lots of
researchers are applying classification algorithms to un-
derstand the emotion of the people [3]. Humans cannot
classify these types of emotions; whereas, these classifiers can
do this task very efficiently [4]. Recently, many expert
systems and machine learning tools are gaining importance
for the classification of medical data because they can learn

from experience, past patterns, and examples [5–7]. Also, a
more detailed medical data examination can be done in a
shorter time with a reduced number of errors [8–10].
However, the problem with many features is that they are
redundant. Because of that, they increase the error rather
than reducing it [11, 12]. Feature selection can address this
problem by selecting only relevant features for classification
[13–15]. 'is improves the performance of the classifiers by
removing similar features, shortening the training time. 'e
techniques like evolutionary algorithms are gaining im-
portance in feature selection because they can efficiently
search the entire search space. 'ere are few evolutionary
algorithms, but genetic programming has shown good re-
sults on classification problems. Another advantage of using
GP is that the classifier of GP has a tree structure [16], so we
can recognize the features present in the best classifier. 'is
will help, especially in the case of medical diagnosis, because
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we can determine which features are more important. In the
last decade, there have been several reports on applying GP
techniques to a range of medical data classification problems
[17–19].

However, in this study, the genetic programming-based
feature selection (FSGP) technique is proposed. It helps to
improve the classification accuracy of the emotion recogni-
tion dataset by removing redundant and irrelevant charac-
teristics in a single GP life cycle. An EEG dataset is created
using brain signals [20]. 'e proposed algorithm yielded an
accuracy of 85% for 80–20 training-testing partition. 'e
results show that our approach works well with the EEG
database and reduces the number of features with increased
classification accuracy, confirming that it can be an excellent
alternative to the well-known expert system and machine
learning methods. 'e goal of our algorithm would be to
correctly classify the samples as positive and negative emo-
tions with an optimal number of features. 'e following few
points highlight the difference between the current study and
the existing ones in the literature. (i) How we can reduce the
number of features and simultaneously increase the classi-
fication accuracy in a single genetic programming life cycle.
(ii) 'e present study contains the result on the emotion
recognition dataset created using the 14-channel EEG device.
(iii) A reduced number of features are also presented along
with the classification accuracy.

'e rest of the study is described as follows: Section 2
gives the device and dataset description, Section 3 tells about
the proposed algorithm, Section 4 presents the result of the
proposed algorithm, and Section 5 compares the proposed
algorithm with other machine learning algorithms.

2. Methods and Materials

'is part provides information about the device, dataset
used, and the classification algorithm.

2.1. Device Description. Emotiv EPOC is a 14-channel
wireless headband for collecting brain signals shown in
Figure 1. It is a portable device that has 14 electrodes fol-
lowing the American EEG Society Standard, as shown in
Figure 2. 'is device can collect raw EEG data and generate
the features from the signals.'e total number of signals this
device generates is 70. 'e five features are from every 14
channels, so 70 features.

'e EEG signals are generated as a person experiences
different emotions or feelings when exposed to situations or
scenarios through visual content. We recognize an indi-
vidual’s emotions by analyzing brain waves while watching
emotional or situational materials and classify the emotions
into two classes, i.e., positive and negative. 'e elicitation
materials included around 60 videos, which depict the
dramatic person’s predefined personality traits and are
therefore recognized as the ground truth of this work’s
experimental procedure.

2.2. Dataset. Fifty (25 males and 25 females) nonclinical
participants were considered for this research.'e study was

volunteered by participants, and an informed consent form
was also concluded. All nonclinical participants from var-
ious cultures and education classes were Hindi speaking.
However, 5 data samples were dropped as a result of failure
in equipment or excessive EEG signal artifacts in the final
analysis. 'e age group of participants is divided into three
age groups as 15–20 years, 21–26 years, and 27–35 years.

3. Proposed Method

For this research, fifty (25 males and 25 females) nonclinical
participants involved. Participants volunteered for the study,
and an informed consent form was also concluded—all non-
clinical participants from various cultures and education classes
were Hindi speaking. However, 5 data samples were dropped
due to failure in equipment or excessive EEG signal artifacts in
the final analysis; in total, 45 participants were considered for
this research.

3.1. Initialization and Fitness. We generate the initial pop-
ulation using all features in the feature set and terminals in
the terminal set.'e ramped half and half method is used for

Figure 1: 14-channel Emotiv EPOC.
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Figure 2: American Society Standard for putting 14-channel
electrodes.
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initializing the population. We maintain the structural di-
versity of the people through all generations. To keep the
variety, all the individuals are compared to ensure that no
similar trees are generated. After generating the diverse
initial population, we calculate the fitness of all the trees
using the emotion recognition dataset. During training the
individuals, we calculate the fitness using the training
dataset.

3.2. Feature Selection. After evaluating the fitness of the
classifiers, we perform our feature selection process. In this,
we calculate the average fitness of the classifiers in the
generation. After that, we select those classifiers whose
accuracy (fitness) is more significant than average accuracy
and named them Cgaa classifiers (classifier having accuracy
greater than average accuracy). 'en, we assign the weights
to the features present in Cgaa classifiers. Initially, the weight
of all the features is 0; then, we evaluate the number of times
any feature is present in these Cgaa classifiers.'e number of
times the feature is present in the Cgaa classifier is the weight
of that feature. 'is process is repeated for all the features,
and their weights are evaluated. We repeat this process for
50% of the generation and evaluate the weight of all the
features present in Cgaa classifiers. After getting the weight
of all the features, we calculate their average. 'ose features
whose weights are more significant than average weight is
selected, and we named them suboptimal features (Fso).
'en, we got two subsets of features: those whose weight is
more significant than average weight (Fso) and those whose
weight is not greater (Fno).

In the next generation, we replace all the (Fno) features
with (Fso) features. To replace the (Fno) features with (Fso)
features, we apply a modified mutation technique, in which
we replace the single (Fno) feature with a single (Fso) feature
randomly chosen from the (Fso) subset. 'en, we compare
the fitness of the newly generated tree with its parent. If the
fitness of the tree is increased, then we stop; otherwise, we
repeat this process till we get better offspring than a parent.
In this way, all the unwanted (Fno) features are replaced by
(Fso) features. 'en, we allowed the GP life cycle to run till
the last generation and obtain the best classifier in terms of
fitness, and the features present in the best classifier are the
optimal feature set. 'e advantage of this method is that we
had done the feature selection and classification in one run
of GP. 'e other benefit is that our process does not suffer
from overfitting problems as happens in the case of wrapper
approaches because of applying a similar algorithm two
times, the first time for feature selection and the second time
for classification. 'e flowchart of the proposed work is
shown in Figure 3.

3.3. Genetic Operators. 'e three operators of genetic pro-
gramming are applied to generate the following populations.
Reproduction copies the best individual to the next gen-
eration. Crossover and mutation operators are improved to
reduce the possibility of sending the lower fitness individuals
to the next generations. 'e hill-climbing crossover and
mutation operators [16] are used in this work. After doing

the crossover and mutation, the offsprings are compared
with their parents, and if their fitness is better than the
parents, only the child is transferred to the next generation.
Due to this property only, the exploitation of the solution is
maintained.

3.4. Termination Criteria. 'e GP process is terminated as
soon as the fitness reaches 100% accuracy.

4. Results

In this section, the FSGP model results are examined. 'e
computer configuration consists of 64GB RAM-based Py-
thon (3.8) for incorporating FSGP, GPmtfs, and another
existing approaches, i.e., neural network, genetic pro-
gramming, random forest, and SVM.'ese algorithms were
applied to the EEG dataset for emotion recognition. Ex-
perimentation is carried out on the datasets with the pa-
rameters as given in Table 1.

In this study, the dataset is separated into two parts, i.e.,
in training and test sets. 'ey are divided into different
partitions to compare the training-testing outcomes to
existing literature.

'e performance assessment is conducted using a hold-
out 80–20 validation scheme. In the 80–20 partition scheme,
we have divided the dataset into two parts; the first part
consists of 80%, which is used for training the model and the
second part consisting of 20% is for model testing. 'e
proposed FSGP and GPmtfs architecture were evaluated by
calculating the performance metrics such as sensitivity,

Participants
invited

Wear 14 Channel
EEG device

Get use to device
and environment

Neutral videos
shown to ease and

relax

Emotion Classification

Feature Selection
technique applied using

GP

Features Extracted

Participants watching
emotion videos wearing
14 channel EEG device

Figure 3: Flowchart of the proposed work.
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precision, and specificity values and are given in Table 2, and
their mathematical expressions are given as follows.

Recall �
TP

TP + FN

Precision �
TP

TP + FP

Specificity �
TN

TN + FP
.

(1)

where TP is true positive, TN is true negative, FP is false
positive, and FN is false negative.

In this section, we present the experimental results to test
the behavior of the proposed genetic programming-based
feature selection (FSGP) model, as well as to compare it with
the classical multitree genetic programming-based FS
(GPmtfs) model [14].'e results of classification accuracy of
both themodels are given in Table 3, with 80–20 training and
testing data for the emotion recognition dataset. It is clear
from the results that the FSGP model outperforms the
classical GPmtfs in terms of classification accuracy for 80–20
training-testing data. It is also clear from the result that the
average number of features selected by the FSGP model is
less than the GPmtfs model, which shows that replacing the
unwanted features in the middle stage with suboptimal
features helps select the optimal set of features and improves
the accuracy. Classification accuracy achieved by the FSGP
model for 80–20 training-testing samples is 85% with 32
average number of features for the EEG dataset, which is
very remarkable. It shows that the FSGP model has good
adaptation generation capability and can select the optimal
number of features if proper training data are provided. 'e
result confirms the importance of appropriate training data
for selecting the optimal features from the dataset.

'is concludes that our FSGP can reduce the number of
features with improved accuracy and show the important
features in the dataset. 'us, our model can be a beneficial
tool for physicians to diagnose the patient.

'e GPmtfs model’ maximum, average, and minimum
classification accuracies for 80–20 training-testing partition
achieved are 75%, 71%, and 68%, respectively.

'e FSGP model’ maximum, average, and minimum
classification accuracies for 80–20 training-testing partition
achieved are 85%, 82%, and 80%, respectively.

Table 4 provides the accuracy of the FSGP model on a
different number of fitness evaluations. It is clear from the results
that the model gives the best accuracy at 80000 fitness evalu-
ations. 'e accuracy below those numbers is inferior, and after

80000 fitness evaluation, the accuracy is not improving. 'is
suggests that our model converges at 80000 fitness evaluations.

Figure 4 shows the comparison of the accuracy of
GPmtfs and FSGP on a different number of evaluations.
Both algorithms do not seem to produce good results when
the number of fitness evaluations is less. On increasing the
fitness evaluations, the accuracy of both models increases;
however, FSGP outperforms GPmtfs on every comparison.
Both the models converged around 80000 fitness evaluations
and marked their complete accuracy.

Figure 5 shows the accuracy and features of the FSGP
model on a different number of fitness evaluations. 'e red
line indicates the accuracy, and the blue line shows the
features. It is clear from the figure that the FSGP model has
the highest accuracy and the lowest features at 80000 fitness
evaluations. 'e optimal number of fitness evaluations for
the FSGP model is 80000 for emotion recognition data. 'is
fitness evaluation gives the highest accuracy with an optimal
number of features.

Table 5 provides the classification accuracy in the form of
confusion matrix. It is clear from Table 5 that the sum of true
positive and true negative is much better for FSGP as
compared to GPmtfs. 'is again confirms the superiority of
FSGP over GPmtfs. 'e Mann–Whitney confirms the sta-
tistical difference in result given in Table 6. 'e solution
produced by our FSGP model is statistically different from
the GPmtfs model for 80–20 training-testing partition for
the emotion recognition dataset.

5. Discussion

'is section compares the proposed model with the standard
machine learning algorithms. 'e conventional algorithms

Table 1: Parameter and values for the GP model.

Parameter Value
Crossover probability 60%
Reproduction probability 20%
Mutation probability 20%
Population size 100
Initialization method Ramped half and half
Initial maximum depth of a tree 10
Initial minimum depth of a tree 5

Table 2: Comparison of performance measures.

Method Sensitivity (%) Precision (%) Specificity (%)
Mean ± std Mean ± std Mean ± std

GPmtfs 70.29 ± 3.16 78.50 ± 3.42 76.47± 2.36
FSGP 84.29 ± 1.16 86.50 ± 1.42 87.47 ± 2.36
Bold shows the maximum values.

Table 3: Classification accuracy comparison of GPmtfs and FSGP
models for the emotion recognition dataset.

Method No. of features
Accuracy

Max Avg Min
GPmtfs 42 75 71 68
FSGP 32 85 82 80

Table 4: FSGP model accuracy on different numbers of fitness
evaluations.

Number of fitness evaluations Accuracy (%)
50000 66
60000 68
70000 75
80000 85
90000 84
100000 84
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are also implemented using the same set of EEG features
used to develop the proposed model. Table 7 provides the
classification accuracy comparison of the proposed models
on the 80–20 partition scheme.

5.1. Comparison. Various works from different authors on
emotion recognition datasets are given in Table 7. Our
proposed approach, FSGP, in which we have simultaneously
done the feature selection and classification, is noteworthy in
terms of classification accuracy than other approaches.
Observations also show that our method removes the re-
dundant and irrelevant features and finds the optimal
number of features to classify the emotion recognition data.

'e neural network, random forest, genetic program-
ming, and SVM are the other state-of-the-art approaches
used. To guarantee that the conclusions and comparisons
given are explicit and accurate, the setting of parameters for
all these classifiers has been implemented using the same
method. It is evident from Table 7 that in the FSGP model,
the classification accuracy was superior to all the other
models for 80–20 training-testing partition. 'e second-best
classification accuracy after FSGP is of genetic program-
ming, and for the 80–20 training-test partition, the overall
accuracy is 79%. Table 2 provides the values of FSGP and
GPmtfs for 80–20 data partitioning scheme for sensitivity,
precision, and specificity. It is clear from the result that FSGP
outperforms the GPmtfs in all aspects.

Table 6provides the two-tailed Mann–Whitney test which
shows the statistical result disparity [21]. 'e p value is com-
puted using the Mann–Whitney test. If the p value is more
significant than 0.05, the results do not alter considerably;
nevertheless, if the p value is smaller than the value 0.001, the
results are highly effective. 'e findings in Table 6 show that
FSGP model results are statistically separate from GPmtfs for
the 80–20 training-testing split. 'e results show a significant
difference when these classifiers’ p values are compared to
FSGP.According to the evaluation findings, the suggested FSGP
model for performance analysis of two classes of emotion, i.e.,
positive and negative classification, produces accurate output.

6. Conclusion

Anovel approach for emotion recognition has been explored to
extract important features and improve accuracy. 'is is done
by removing the redundant and irrelevant features during 50%
of the generation and forming a subset of suboptimal features
rather than finding the optimal features that increase the
classifier’s accuracy after complete generation. Several exper-
iments have been conducted with the proposed method, and a
comparison has been presented with the classical GPmtfs
model. 'e collected EEG dataset was used in this study.

Data Availability

'e data used to support the findings of this are available
from the corresponding author upon request.
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Table 5: Confusion matrix of GPmtfs and FSGP models for the
emotion recognition dataset.

GPmtfs FSGP
FP FN FP FN

TP 42 75 71 68
TN 32 85 82 80

Table 6: P value for FSGP.

Method Partition P value
FSGP 70–30 2.871× 10−11

Table 7: Classification accuracy comparison of existing approaches
and MLSTM_3 classifier for two class of emotion classification to
analyze the mental state during pandemic.

Method Partition Accuracy (%)
Max

Neural network 80–20 74
Random forest 80–20 70
Genetic programming 80–20 79
SVM 80–20 76
FSGP 80–20 85
Bold shows the maximum value of accuracy.
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Objective. To explore correlations between serum thyroid-stimulating hormone (TSH) concentration within the normal range and
insulin resistance and its possible mechanism in incipient type 2 diabetes in elderly patients. Methods. 453 elderly patients with
type 2 diabetes were divided into four groups by the quartile of TSH. Body mass index (BMI), waist-to-hip ratio (WHR), fasting
plasma glucose (FPG), fasting insulin (FINS), homeostasis model assessment of insulin resistance (HOMA-IR) and homeostasis
model assessment of insulin secretion (HOMA-β), blood lipids, and other indicators were compared among all groups, and
correlation and regression analysis were conducted. 3T3-L1 preadipocytes were induced into mature adipocytes in vitro, and
di�erent concentrations of bovine TSH were used to stimulate adipocytes. �e levels of TNF-α in the culture medium were
detected by ELISA. Results. (1) With the increase of TSH, TC showed an increasing trend. Compared with the G1 group
(4.80± 1.08), G2 group (5.13± 1.16), G3 group (5.14± 1.39), and G4 group (5.38± 1.16), the di�erence was statistically signi�cant
(P< 0.05 or P< 0.01). �e LDL also showed an increasing trend. Compared with the G4 group (3.47± 0.89), the G1 (3.12± 0.82)
and G2 groups (3.14± 1.05) had a lower LDL, and the di�erence was statistically signi�cant (P< 0.01).�e BMI increased between
the G4 group (26.7± 3.97) and the G1 group (25.6± 3.54), and the di�erence was statistically signi�cant (P< 0.05). (2) �e serum
TSH level was positively correlated with FPG, FINS, HOMA-IR, TC, and LDL (R� 0.292, 0.271, 0.394, 0.195, and 0.178, all
P< 0.01). (3) TSH is the dependent variable, other indicators are independent variables, and multiple stepwise regression analysis
is performed; the results show that only HOMA-IR, TC, and LDL enter the regression equation. (4) �e TSH stimulated TNF-α
secretion of 3T3-L1 adipocytes in a dose-dependent manner. Conclusion. �e TSH level was positively correlated with the insulin
resistance and LDL in the elderly incipient type 2 diabetic patients. Higher levels of TSH may be involved in the development of
insulin resistance in the elderly incipient type 2 diabetic patients.

1. Introduction

Type 2 diabetes mellitus (T2DM) is the most common type
of diabetes in China, the majority of T2DM patients are
middle-aged and elderly people, and the incidence is in-
creasing year by year. Insulin resistance is the main path-
ophysiological basis of T2DM. In recent years, with the
continuous in-depth research on the mechanism of insulin
resistance, the role of thyroid-stimulating hormone (TSH) in
the occurrence of insulin resistance has attracted much

attention. �e TSH binds to TSHR on the surface of adi-
pocytes, then activates cyclic adenosine monophosphate-
protein kinase A (cAMP-PKA) pathway, activates tumor
necrosis factor-α (TNF-α) gene transcription and secretion
of TNF-α, and further downregulates the expression of
insulin receptor substrate-1 (IRS-1), which plays a role in
insulin resistance. At present, under the premise of normal
thyroid function, there are still few reports on the role of
TSH in the onset of elderly type 2 diabetes patients. �is
study took newly-onset elderly type 2 diabetes patients as the
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research object and explored the correlation between serum
TSH levels and insulin resistance and other metabolic in-
dicators within the normal reference value range, in order to
further understand the relationship between TSH and el-
derly type 2 diabetes and discuss its possible mechanism.

2. Method

2.1. Patients Test Indicators. From December 2018 to June
2020, 453 elderly patients with type 2 diabetes were enrolled
in the study, who were first diagnosed during hospitalization
in our hospital, aged 60 to 90 years old, with an average of
70.36± 7.19 years old. Among them, 236 were males and 217
were females. +e diagnostic criteria for type 2 diabetes are
in line with the 2013 American Diabetes Association (ADA).
Diabetes is diagnosed by the following factors: fasting blood
glucose ≥7.0mmol/L and/or 2 h postprandial blood glucose
≥11.1mmol/L [1]. None of the selected patients received any
hypoglycemic drugs outside the hospital. Exclusion criteria
for the patients include the following: patients with acute
infection, diabetic hyperosmolar coma, diabetic ketoaci-
dosis, acute and chronic heart failure, liver and kidney in-
sufficiency, acute stroke patients, and patients with
abnormal thyroid function during medication treatment.

Normal thyroid function is defined as TSH levels within
0.27–4.2mIU/L, FT3 and FT4 are within the laboratory
reference range (FT3 is 3.28–6.47 pmol/L and FT4 is
7.64–16.03 pmol/L). According to the patients’ serum TSH
levels, they were divided into four groups as follows: G1
group (TSH is 0.37–1.17mIU/L), G2 group (TSH is
1.18–1.67mIU/L), G3 group (TSH is 1.68–2.45mIU/L), and
G4 group (TSH 2.46–4.20mIU/L). +is study was approved
by the Ethics committee of Zhu Xianyi Memorial Hospital,
Tianjin Medical University. All patients signed the informed
consent.

2.2. Detection of Indexes. Research subjects need to wake up
in the morning, fasting, barefoot, and only wear underwear
to measure height, weight, waist circumference, and hip
circumference and calculate body mass index (BMI) and
waist-hip ratio (WHR); at rest, the blood pressure (BP) was
measured twice in the sitting position, and the average value
was taken; fasting venous blood was taken, and biochemical
indicators such as liver function, renal function, and blood
lipid were measured by an automatic biochemical analyzer,
and fasting plasma glucose (FPG) was determined by glucose
oxidase method, and TSH, free triiodothyronine (FT3) and
free thyroxine (FT4), fasting serum insulin (FINS), and
glycosylated hemoglobin (HbA1c) were determined by
chemiluminescence assay; using homeostasis model as-
sessment for insulin resistance (HOMA-IR): HOMA-
IR� FPG (mmol/L)× FINS (mIU/ml)/22.5 [2]. +e ho-
meostasis model was used to evaluate the insulin secretion
index (HOMA-β): HOMA-β� 20× FINS/(FPG-3.5) [3].

2.3. Culture and Induced Differentiation of 3T3-L1
Preadipocytes. +e cells were inoculated in a cell culture
flask at a cell density of 1.5×104/cm2, and the cells were

placed in a high-sugar DMEM medium containing 10% calf
serum at 37°C and 5% CO2 cell incubator for cultivation.+e
medium was changed every two days. When the cells grew to
60–70% confluence at the bottom of the culture flask in
about 3-4 days, the cells were replaced with DMEM high
glucose medium containing 0.5mM IBMX, 1.0M insulin,
0.25M dexamethasone, and 10% FBS for 2 days (48 h).
IBMX and dexamethasone were removed so that the
complete medium contains only 1.0M insulin. After 2 days,
the medium was changed, and the insulin was removed. A
complete medium is used without any inducer. +e medium
was changed every 2 days, and the differentiation was 8–10
days. Oil red O staining identification of induced differ-
entiation 3T3-L1 cells was carried out.

2.4. Elisa Assay. After stimulation with different concen-
trations of bovine TSH (0.01mIU/ml, 0.1mIU/ml, and
1mIU/ml) for 4 hours, the culture medium was collected
strictly in accordance with the ELISA kit instructions. +e
enzyme-linked immunosorbent assay (ELISA) method was
used to detect the concentration of TNF-α in the culture
medium.

2.5. Statistical Methods. SPSS 20.0 software is used for
statistical analysis. +e data are represented by “”. Non-
normally distributed data are logarithmically transformed.
Comparison between groups is performed by the analysis of
variance. Pairwise comparison is performed by the LSD test.
Correlation analysis is performed by the Pearson linear
correlation analysis. Multivariate stepwise regression anal-
ysis was performed. +e test level was α� 0.05. P< 0.05
indicated that the difference was statistically significant.

3. Results

3.1. Comparison of General Information of Patients. +ere
were no significant differences in gender, age, systolic blood
pressure, diastolic blood pressure, BMI, WHR, liver func-
tion, renal function, FT3, FT4, triglyceride (TG), and high-
density lipoprotein (HDL) among 4 groups (P> 0.05). With
the increase of TSH, the TC showed an increasing trend.
Compared with the G1 group, G2 group, G3 group, and G4
group, the difference was statistically significant (P< 0.05 or
P< 0.01). +e LDL also showed an increasing trend.
Compared with the G4 group, the G1, G2, and G3 groups,
the difference was statistically significant (P< 0.01). As the
TSH level increased, BMI of G1, G2, G3, and G4 groups also
showed an upward trend, and the difference between the G4
and G1 groups was statistically significant (P< 0.05) (see
Table 1).

3.2. Comparison of TSH Levels and Related Indicators of
Glucose Metabolism in the Normal Range of Elderly Patients
with Incient Type 2 Diabetes. +ere was no statistically
significant difference in LnHOMA-β and HbA1c between
groups of patients (P> 0.05). With the increase in serum
TSH levels, FPG, FINS, and HOMA-IR all showed an
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upward trend. +e pairwise comparison of G1, G2, and G3
groups showed no statistically significant difference
(P> 0.05), while the comparison of the G4 group with G1,
G2, and G3 groups showed statistically significant difference
(P< 0.01), as shown in Table 2.

3.3. Correlation Analysis of Serum TSH Levels and Related
Indicators. Correlation analysis of research subjects showed
that serum TSH levels were positively correlated with FPG,
FINS, HOMA-IR, TC, and LDL (R� 0.292, 0.271, 0.394,
0.195, and 0.178, all P< 0.01), and no correlation was found
with HOMA-β, age, BMI, WHR, TG, HDL, SBP, DBP, and
HbA1c, as shown in Table 3.

3.4. Multiple Stepwise Regression Analysis. Using TSH as the
dependent variable, using FPG, FINS, HOMA-IR, TC, and
LDL as independent variables, multiple stepwise regression
analysis was performed. +e results showed that HOMA-IR,
TC, and LDL entered the regression equation; HOMA-IR,
TC, and LDL were independently correlated with TSH. +e
regression equation was as follows:
Y� 0.393 + 0.187X1 + 0.103X2 + 0.092X3 (X1: HOMA-IR;
X2: TC; X3: LDL; P< 0.05).

3.5. Culture and Induced Differentiation of 3T3-L1
Preadipocytes. +e morphology of mouse 3T3-L1 pre-
adipocytes and fibroblasts is similar, as shown in Figures 1(a)
and 1(b). After induction to the 10th day, lipid droplets of
varying sizes were seen in most of the cells, and the cell
volume increased to fill the intercellular space. After oil red
O staining, there are bright red particles in the cytoplasm of
induced differentiated mature adipocytes. After hematoxylin
counterstaining, the nucleus was blue and deviated from the
center of the cell. Observed under a 10x light microscope,
randomly counted the proportion of adipocytes in the total

number of cells in 10 nonrepetitive fields, and more than
95% showed adipocyte phenotype, which was further con-
firmed to be mature adipocytes.

3.6. Effect of TSH on the Secretion of TNF-α in 3T3-L1
Adipocytes. +e 3T3-L1 adipocytes were stimulated with
different concentrations of bovine TSH to induce differ-
entiation and mature 3T3-L1 adipocytes for 4 hours, and the
TNF-α level in the culture medium was detected. +e results
showed that, with the increase of TSH stimulation con-
centration, the TNF-α level showed an upward trend, and
the difference was statistically significant as shown in
Figure 1(c).

4. Discussion

Insulin resistance is an important pathophysiological basis
for the occurrence of T2DM. +e previous research centers
on the pathogenesis of diabetes, most of the focus was on the
secretion of inflammatory factors from adipocytes to cause
insulin resistance, and then diabetes, ignoring that factors
other than inflammatory factors would also participate in
the occurrence of insulin resistance and metabolic disorders.
In the past, thyroid disease was considered to be an en-
docrine metabolic disease independent of diabetes. In recent
years, the relationship between TSH and diabetes and dia-
betic ischemic heart disease has gradually attracted atten-
tion. A large number of studies have shown that [4–6],
diabetic patients, especially combined among diabetic pa-
tients with cardiovascular disease, the prevalence of ab-
normal thyroid function is significantly higher than that of
nondiabetic patients.

In recent years, research on TSH levels and insulin re-
sistance in people with normal thyroid function has grad-
ually attracted attention. A study by Roos et al. on 2703
patients without thyroid disease and diabetes showed that

Table 1: Comparison of clinical characteristics of different TSH patients.

Group G1 (TSH 0.37–1.17mIU/L) G2 (TSH 1.18–1.67mIU/L) G3 (TSH 1.68–2.45mIU/L) G4 (TSH 2.46–4.20 mIU/L)
N ((F/M)) 113 (51/62) 113 (52/61) 113 (59/54) 114 (56/58)
Age (year) 70.0± 7.09 70.6± 6.98 70.8± 8.08 70.1± 6.58
WHR (g/cm2) 0.91± 0.08 0.92± 0.07 0.93± 0.07 0.91± 0.08
BMI (kg/m2) 25.6± 3.54 25.8± 3.63 26.5± 3.57 26.7± 3.97a
SBP (mmHg) 127± 15.7 127± 14.1 129± 14.0 126± 13.8
DBP (mmHg) 77.6± 9.69 75.6± 10.5 77.5± 9.91 77.0± 8.92
TG (mmol/L) 1.90± 1.33 2.14± 1.54 2.10± 1.24 2.08± 1.33
TC (mmol/L) 4.80± 1.08 5.13± 1.16a 5.14± 1.39a 5.38± 1.16b
LDL (mmol/L) 3.12± 0.82 3.14± 1.05 3.27± 0.90 3.47± 0.89bd
HDL (mmol/L) 1.33± 0.42 1.25± 0.29 1.26± 0.32 1.25± 0.28
FT3 (pmol/L) 10.8± 6.25 10.1± 6.54 10.2± 6.50 9.53± 5.41
FT4 (pmol/L) 12.1± 6.09 12.0± 6.67 11.6± 6.65 12.6± 5.67
ALP (U/L) 69.5± 15.7 71.4± 18.4 71.9± 19.6 73.3± 18.8
GGT (U/L) 35.2± 20.9 33.6± 20.9 32.8± 20.4 32.3± 18.8
ALT (U/L) 29.6± 18.6 26.3± 15.1 26.5± 16.6 27.3± 17.5
AST (U/L) 23.1± 13.3 20.8± 9.31 22.6± 13.8 20.9± 9.52
BUN (mmol/L) 5.60± 1.30 5.44± 1.32 5.45± 1.36 5.45± 1.64
Cre (umol/L) 67.2± 14.6 63.8± 15.4 64.3± 14.5 66.1± 20.6
UA (umol/L) 307± 96.5 305± 87.9 314± 92.5 312± 93.5
Note. Compared with G1, aP< 0.05, bP< 0.01; compared with G2, cP< 0.05, dP< 0.01; and compared with G3, eP< 0.01.
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serum TSH levels were significantly positively correlated
with HOMA-IR [7]. Jayanthi R et al. found that serum TSH
levels were positively correlated with plasma insulin level
and significantly negatively correlated with the insulin
sensitivity index with 530 normal, overweight, and obese
adults [8]. Similarly, we also found in the previous study that
the serum TSH level of T2DM patients was significantly
higher than that of the normal control group [9]. In our
previous study on diabetic rats, we found that the serum
TSH level was negatively correlated with the insulin sen-
sitivity index [10]. Preliminary research suggests that the
TSH may be involved in the occurrence of insulin resistance
and further development of type 2 diabetes. At present, the
correlation between TSH and insulin resistance in elderly
T2DM patients is still rarely reported. +is study took newly
onset elderly patients with type 2 diabetes as the research
object, explored the correlation between serum TSH and
insulin resistance and related metabolic indicators within
the normal reference value range, and explored whether
TSH is associated with the occurrence of newly onset elderly
T2DM insulin resistance and abnormal lipid metabolism so
as to provide a basis for further clinical treatment.

+e results of this study suggest that, with the increase in
serum TSH levels, BMI, TC, LDL, FINS, and HOMA-IR all
showed an upward trend, while HOMA-β showed a
downward trend, the TSH was within the normal range, and

FNS and HOMA-IR are positively correlated in newly onset
elderly patients with type 2 diabetes. Further cytological
studies have shown that the TSH can stimulate 3T3-L1
adipocytes to secrete TNF-α in a dose-dependent manner
(P< 0.05) and TSH can increase the activity of NF-lB. As
can be seen from the gel electrophoresis pattern, the NF-lB/
DNA probe binding bands gradually increased with the
increase of TSH stimulation concentration. +is effect was
inhibited by a PKA inhibitor (H89).+e possible mechanism
is analyzed as follows: (1) our previous research results
confirmed that there is the expression of thyroid-stimulating
hormone receptor (TSHR) on the surface of adipocytes, TSH
binds to TSHR on the surface of adipocytes, then activates
the cyclic adenosine monophosphate-protein kinase A
(cAMP-PKA) pathway [11–13], activates tumor necrosis
factor-α (TNF-α) gene transcription and secretion of TNF-α,
further downregulates the expression of insulin receptor
substrate-1 (IRS-1), and interferes with the normal tyrosine
phosphorylation of IRS-1, which plays a role in insulin
resistance; (2) insulin resistance can lead to a compensatory
increase in early insulin levels, and insulin increases TSH
levels by affecting the level of leptin [14]; (3) overweight and
obesity are one of the important causes of insulin resistance.
+is study found that, with the increase of TSH level, the
BMI of patients showed an increasing trend, and the dif-
ference between the G4 group and the G1 group was
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Figure 1: Culture and induced differentiation of 3T3-L1 preadipocytes. (a) 3T3-L1 preadipocytes (×100). (b) 3T3-L1 adipocytes (×100). (c)
Different concentrations of TSH stimulated the level of TNF-α in the culture medium of 3T3-L1 adipocytes. ∗P< 0.05 and ∗∗P< 0.01.

Table 2: Comparison of related indicators of glucose metabolism in different TSH patients.

Group G1 TSH 0.37–1.17mIU/L G2 TSH 1.18–1.67mIU/L G3 TSH 1.68–2.45mIU/L G4 TSH 2.46–4.20mIU/L
N ((F/M)) 113 (51/62) 113 (52/61) 113 (59/54) 114 (56/58)
FPG (mmol/L) 8.42± 2.31 8.20± 2.24 8.37± 1.96 10.4± 3.09bde
FINS (mIU/L) 9.03± 3.18 9.15± 5.02 9.24± 4.05 11.8± 4.27bde
HOMA-IR 3.34± 1.39 3.30± 2.03 3.42± 1.71 5.37± 2.46bde
LnHOMA-β 3.65± 0.66 3.63± 0.80 3.61± 0.71 3.57± 0.61
HbA1c 8.76± 2.05 9.02± 2.11 8.90± 1.97 8.70± 1.95
Note. Compared with G1, aP< 0.05 and bP< 0.01; compared with G2, cP< 0.05 and dP< 0.01; and compared with G3, eP< 0.01.

Table 3: Correlation analysis of serum TSH level.

Statistics FPG FINS HOMA-IR TC LDL
r 0.292 0.271 0.394 0.195 0.178
P <0.001 <0.001 <0.001 <0.001 <0.001
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statistically significant (P< 0.05). +e reason may be that
obesity leads to leptin resistance, resulting in serum leptin
excess, which upregulates the expression of thyrotropin-
releasing hormone and further increases serum TSH level
[15, 16]. All of these mechanisms can lead to elevated TSH to
further aggravate the occurrence of insulin resistance.

+is study further found that the TSH is positively
correlated with TC and LDL in the normal range. +is may
be because TSH directly acts on TSHR on liver cell mem-
branes and stimulate cyclic adenosine mono-acyl-CoA re-
ductase, and it also promotes cholesterol synthesis through
the cyclic adenosine monophosphate/protein kinase A/cy-
clic adenosine phosphate response element-binding protein
(cAMP/PKA/CREB) signaling system [17, 18]. Abnormal
blood lipid metabolism may further damage the body’s
defense against oxidative stress, cause damage to the
function of vascular endothelial cells and accelerate the
formation of atherosclerosis, and increase the risk of car-
diovascular disease.

To sum up, in the newly onset elderly type 2 diabetes
patients with normal thyroid function, serum TSH levels are
positively correlated with TC and LDL, and higher TSH
levels within the normal reference value range may play a
promoting role in the occurrence and development of in-
sulin resistance through the abovementioned mechanisms.
+e elevated TC and LDL further participate in the path-
ological process of atherosclerosis occurs and increase the
risk of cardiovascular disease in elderly patients with type 2
diabetes.

+erefore, it is necessary to strengthen thyroid function
in elderly patients with type 2 diabetes. Monitoring and
timely attention to the risk factors related to cardiovascular
disease in patients with normal thyroid function and high
serum TSH levels will play a positive role in preventing and
delaying the occurrence of cardiovascular complications in
elderly patients with type 2 diabetes.

+erefore, monitoring of thyroid function in elderly
patients with type 2 diabetes should be strengthened, and
timely attention should be paid to the risk factors related to
cardiovascular disease in patients with normal thyroid
function and high serum TSH levels, which will play a
positive role in preventing and delaying the occurrence of
cardiovascular disease in elderly patients with type 2
diabetes.

Data Availability

+e data used to support the findings of this study are
available on reasonable request from the corresponding
author.
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Internet of (ings (IoT) is a successful area for many industries and academia domains, particularly healthcare is one of the
application areas that uses IoT sensors and devices for monitoring. IoT transition replaces contemporary health services with
scientific and socioeconomic viewpoints. Since the epidemic began, diverse scientific organizations have been making accelerated
efforts to use a wide range of tools to tackle this global challenge and the founders of IoTanalytics. Artificial intelligence (AI) plays a
key role in measuring, assessing, and diagnosing the risk. It could be used to predict the number of alternate incidents, recovered
instances, and casualties, also used for forecasting cases. Within the COVID-19 background, IoT technologies are used to minimize
COVID-19 exposure to others by prenatal screening, patient monitoring, and postpatient incident response in specified procedures.
In this study, the importance of IoT technology and artificial intelligence in COVID-19 is explored, and the 3 important steps
discussed such as the evaluation of networks, implementations, and IoT industries to battle COVID-19, including early detection,
quarantine times, and postrecovery activities, are reviewed. In this study, how IoT handles the COVID-19 pandemic at a new level of
healthcare is investigated. In this research, the long short-term memory (LSTM) with recurrent neural network (RNN) is used for
diagnosis purpose and in particular, its important architecture for the analysis of cough and breathing acoustic characteristics. In
comparison with both coughing and respiratory samples, our findings indicate poor accuracy of the voice test.

1. Introduction

COVID-19 has been reported as a global epidemic by the
World Health Organization (WHO), and it travels out across
globe. 8.8 million cases were registered globally on June 30,
2020. With a record of 2.64 million cases and 128 lakhs of
accidents, the United States is perhaps the most afflicted
country in the region [1–3]. Health practitioners face many

challenges such as identify signs, diagnose the condition, and
take decisions. To overcome these problems, they use com-
puter programs; they battle to ensure the virus identification,
which is successful in this situation. In current trends, AI is a
rising innovation; it is close to the intellect of man.

(e human brain system illustrates the complex issues,
but the lot of concerns increases the cost of solving that issue.
AI is capable to concurrently quantify a range of issues and
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remedies. Many people just assume that AI is just about
automation, but it is a computer that imitates human
consciousness [4]. IoT connects the people worldwide for
transmitting the data to the adjacent devices and systems [5].
(e issue is a human who uses some sensors can be tracked
regular with automatized devices. Original accusations are
written to the framework [6]. IoT device operates with the
technology and electronic hardware on the network ac-
cessible connected devices for the integrated devices. In
recent times, IoTdesigned a new area of research, specifically
in the field of medical services, as a modern subject of study
in a broad array of academia and business. IoTdevelopment
form, i.e., healthcare reform systems combine technical and
socioeconomic resources [7]. It progresses from the tradi-
tional to much more adapted treatment programs wherein
patients could be more easily spotted, managed, and tracked.

IoT is an emerging technology that consists of the set of
links provided to interconnects with anything, anywhere, any
connection, any device, and any period. IoT technology may
affect the whole company range, since every device and entity
in the digital Internet network might be identified as having
huge benefits. Such benefits often include enhanced con-
nection between services, devices, and systems that go be-
yond the machine status [8]. IoTdelivers suitable solutions to
a variety of software and systems. Pollution control, wear-
ables, issues in traffic, defense, intelligent infrastructure,
transit, disaster aid, healthcare, and commerce are the ex-
amples for IoT. Doctors and community care are one of the
most intriguing areas of IoT applications. IoT can generate
treatment services such as workout, geriatric therapy, remote
monitoring systems, and chronic illness administration.

(e emphasis can be made by an IoT framework, in-
tegrated with AI. Enhance social protection by using
monitoring technologies, image-recognition technology,
and the use of AI-enabled software and networks to provide,
distribute, trace, and control people’s access to the public
places [6]. Usually, an IoT health service consists of several
server-linked detectors. It provides real-time environmental
or user tracking. In an epidemic, AI-assisted detectors can
also be used to focus on indicators such as body temperature,
respiratory rate, and cough habits of individuals.

A further helpful function might be monitoring people’s
geolocation. (e difference between people could provide
helpful info during epidemic of a deadly virus [4]. We will
get a fair estimation about how much people share while
moving in public spaces using technology like Ethernet.

It is also important to understand the protection and
information security extensively during the implementation
of certain applications in order to avoid the misuse of
confidential data [5]. Authorities may continue to be using
these resources and knowledge to continuously observe the
actions of individuals after an epidemic. (e healthcare
sector has long been one of the major areas of application for
the IoT. Based on the latest developments in AI andmachine
learning, eHealth has recently risen to greater heights. (e
COVID-19 pandemic strategy has provided shudders from
several angles across the globe, such as its ability and de-
liverable, rapid reaction, connected information, and
assessment.

(e area of eHealth used by IoTand AI to healthcare has
mainly become interdisciplinary and offered new horizons
to problems during the COVID-19 pandemic [9]. In con-
trast, technology fields such as IoTand AI have been strongly
encouraged to offer rapid and effective medical services,
particularly with a view to COVID-19, frequently to auto-
mate and facilitate various activities for health professionals.

AI algorithms in particular forecasts play an important
role in the study of epidemics. With enormous information
on this pandemic, the machine learning methods assist to
discover ways to prevent the transmission of the virus from
taking prompt action [10]. (is search uses the machine
learning and deep learning methods to monitor everyday
behavior in anticipation of COVID-19’ future cross-country
accessibility utilizing the official open information source in
real-time. (ese models can predict the near future and help
to reduce the harmful consequences of COVID-19. (e
advent of AI revolutionizes every social and personal sector.
AI is designed to behave like a human brain and to mimic its
processes of thinking that automate different jobs.

AI is data-driven andmakes choices based on the data on
which it has been trained. AI is needed to cope with the
present epidemic since it has the advantage over the pre-
viously mentioned conventional methods. Although AI
cannot supplant physicians, it helps them tomake diagnostic
choices efficient and accurate. Techniques may be used to
change the healthcare sector. In pandemic conditions, the
healthcare system is overburdened with the enormous
number of patient demands, and AI can support them as
quickly as practicable with minimal cost for diagnosis and
treatment. AI algorithms, such as sensors and cameras, may
be readily incorporated into the current infrastructure to
automate the contact tracking process. AI helps to do
simulations for the prospective medication during the
vaccine development process to estimate its efficacy.

(e WHO has reported the pivotal symptoms of
COVID-19, including body pains, increased heart rate,
strong coughing, and severe breathing difficulties [11].
Scientists believe that the respiratory system’s audio noises
may be identified and examined for the disease’s existence.
(e absurd and stepped-up proliferation of the COVID-19
virus has led to enormous cooperation across many sectors
to regulate and prevent the propagation of the virus on a
daily basis. In addition, the solution will participate in the
fight against COVID-19 in an innovative and the current
manner by integrating AI and deep learning algorithms in
the digital health district. (ere have been enormous exe-
cutions of AI along with the techniques of deep learning
(DL), which can be rational during the initial detection and
monitoring processes of COVID-19 through the analysis of
extracted features of coughing, breathing, and speech using
the recurrent neural network (RNN) for coughing,
breathing, and speech.

2. Review of Literature

Brem et al. [12] infection predictor to reduce the threat
of predictive modeling with regard to sustainability variables
has been introduced. (ey also developed to predict the
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hazards to the effects of chronic and to identify complica-
tions by using SVM classifications to identify the health
conditions. Wu et al. [13] introduced a methodology for
heart disease diagnosis to solve the medical challenges such
as irregular heartbeat. To do this, they use the naive Bayesian
method. (is intelligent device evaluates and classifies data
gathering. Rahman et al. [14] computerized improved
teaching approach implemented including IoT computers.
(ey used identities to classify the students’ intelligibility
and standard. (is approach helps the students to evaluate
without any public health consequences. Javaid et al. [15]
suggested a framework to describe the geographic distri-
bution of COVID-19 disease outbreaks.

Bayindir [16] suggested any IoT application to fight
COVID-19. Javaid et al. [15] discussed how various 4.0
industries (e.g., IoT and artificial intelligence) might con-
tribute to decrease the disease spread. Mokbel et al. believed
that interaction tracking should be the duty of the utilities
and offer a largely automated contact tracking design that is
not dependent on user participation. Nasajpour et al. [17]
discussed various IoT devices in three major phases: diag-
nosis, isolation, and healing. (e application of ML, AI, and
other intelligent methods for COVID-19 prognostics is
discussed recently.

Dong and Yao [18] discussed about the promising IoT-
based approaches to fight COVID-19 that have been de-
veloped. (ey provide a thorough investigation of current
IoT systems at various levels, such as perception layers,
network layers, and fog and cloud layers. (ey also explore
uses of IoT in the diagnosis of COVID-19 signs. A four-
layered architecture is built on the technology by IoT and
blockchain to assist combat COVID-19. (e chain-based
approach for ensuring the confidentiality and security of
physiological information exchanged between IoT nodes is
suggested. It also includes the several apps designed to
identify and trace the proposed approach with COVID-19.
IoT’s involvement is in the current digital healthcare system.
It also discusses the consequences of IoT-generated data that
permitted the healthcare system for policy-makers’ choices.
Additionally, current facilitators and obstacles to IoT-based
healthcare are also included.

(ey identified the capability of the wireless connection and
evaluated the network transfer to diagnose the area at greater
hazard. (ey will also obtain greater attempts to monitor the
spreading in some areas. Gupta and Johari [6] planned to
identify the resource field utilizing IoT sensors including
wireless communication technology 802.11 which was an IoT-
based control mechanism. (ey built a modeling approach for
tracking the small spaces. (e sensors in light lamps have been
fixed to track scheduling and the unnecessary use.

Siriwardhana et al. [4] addressed the production and
implementation of IoT-based technology to combat the
COVID-19 epidemic effectively. In particular, many sce-
narios and problems are raised, including how 5G and IoT
may be candidates for creative technologies in diverse fields
to tackle the pandemic. A systematic analysis has likewise
been proposed to minimize the contribution made by big
technological innovations including such 5G, artificial in-
telligence, UAV, Internet of (ings, and blockchain.

Hussain et al. [5] emphasized using AI to tackle the
epidemic COVID-19. (is research offered an outline of
different cognitive technologies for various types of epi-
demics dependent on clinical experience.(e study classifies
the current AI strategies in medical studies analyzes into
neural systems, classical vector assistance, and pervasive
processing. Last, a thorough explanation was given about the
benefits of AI in the fight against related viruses.

Wu et al. [13] suggested a combined protection and
health surveillance framework for IoT. (e purpose was to
increase safety in the open air. (e framework contains two
layers: one for gathering user information and the other for
aggregating information gathered and over the Web.
Wearable systems have been used to collect the public safety
metrics and consumer health signs.

Afshar et al. [19] claimed that many research studies
have been carried out in support of automatic diagnosis and
screening of COVID-19. In the eHealth sector, AI can be
gripped and pushed to help identify COVID-19 early by
monitoring these three major sound systems, including
cough, breath, and speech. In addition, pulmonary noises
may include many indicators of the health status of human
beings that can be identified and treated by the use of
machine learning techniques. Consequently, doctors and
experts have recently considered detecting COVID-19 from
lung noises since before the large epidemic of COVID-19.

3. Conceptual Framework

3.1. Artificial Intelligence for COVID-19 Pandemic. AI has
proven to be a scientific development. It is an incredibly
powerful method to solve the COVID-19 epidemic if ade-
quately used [5]. (e following are the few present and
ability for AI to support the officials in fighting successfully
the COVID-19 epidemic:

(i) Monitoring of illness
(ii) Risk forecasting
(iii) Monitoring of surgical examination
(iv) Healing studies
(v) Study and simulation of the virus
(vi) Site recognition
(vii) False news for breaking
(viii) Implement the steps to shut down

Many of the above methods are discussed in depth in the
following.

3.1.1. Monitoring of Illness. On December 31, 2019, a Tor-
onto-based city health firm, Blue Dot, announced an im-
minent coronavirus outbreak. (e Blue Dot AI system
includes various machines learning and natural language
processing (NLP) instruments to locate signs of infections
that are developing. (is ability allows Blue Dot to control
the SARS-CoV-2 spread and predict that it would evolve
long before pathologists. But this would not go so far as to
suggest that there was no human experience to do so as well.
Although your model of AI might forecast the epidemic,
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human knowledge of the model performance remained key.
Figure 1 shows the interfacing of AI for COVID-19
pandemic.

3.1.2. Forecasting of the Risk. An important field of study
was the use of prediction techniques to support hospital
resource planning. (e time-series analysis has been one of
the most common methods used to generate short-term
demand predictions since it offers thorough treatment for
seasonality and serial correlations. For example [16], the
prediction of short-term utilization of beds for various time-
series techniques and historical average models was assessed
[17]. Time-series techniques for predicting occupancy in an
urgent ward are analyzed and demonstrated that they can
offer meaningful data for up to one week. (ey exposed that
the model generates excellent predictions, but in a crisis, it
falls. On a separate line of research [20], patient-level data
were used in a computationally expensive model to antic-
ipate the demand at various hospital units.

3.1.3. Medical Diagnosis and Screening. Rapid COVID-19
diagnoses can permit authorities to take appropriate action
to restrict the greater dissemination of the infection. Al-
though, the scarcity of reagent kits internationally has
complicated the success of huge diagnostic imaging by the
officials. Most established AI techniques have been recast,
whilst others will be developed to reduce this issue.

3.1.4. Healing Studies. As new, the lack of appropriate virus
diagnostic and counseling procedures is one of the largest
challenges with SARS-CoV-2. However, AI is known to have
an achieve design to accelerate the manufacturing process by
evaluating the latest COVID-19 instances as well as ongoing
studies into viral infections. A variety of organizations and
research laboratories have also used AI to classify new
COVID-19 therapies. AI not only can speed things up in
clinical trials but can also help to diagnose the established
medicines.

3.1.5. Study and Simulation of Virus. Knowing the infection
is just the secret to establishing the appropriate cure of
COVID-19. Pathogens never replicate on their own, so that
they can generate versions of their DNA using cell mem-
branes. For this reason, an infection normally destroys the
cell wall through a Keychain system by connecting itself with
the host receptors. For most antibody substances, the op-
erational function is to avoid this by removing the cell
surface receptors. (erefore, researchers can design the
consensus that exists in developing the successful inhibitors.

3.1.6. Site Recognition. (e SARS-CoV-2 belongs to the
beta-CoV tribe of attention and respect. Genotypes of such
diseases usually consist of a combination of populations
(bats and rodents). To present, an unexplained element is the
biological host that made it easier to relay COVID-19 for
humans. To correlate the bacterial vector efficiently and for

recognition of differences among recognized viruses, ma-
chine learning algorithms have been used. (e study pro-
poses that the seasonal influenza species uses the decision
tree algorithm. (e SARS-CoV-2 can also be expanded to
incorporate these versions.

3.1.7. False News for Breaking. Currently, it is unpredictable
days since the COVID-19 epidemic have produced some
theories and explanations of deception. (ere has been a lot
of disinformation on social networking sites. Technology
firms including Google, YouTube, and Facebook have used
AI strategies to avoid the dissemination of such false in-
formation as well as provide checked facts. Both the net-
works have sought to filter the material with even the
smallest disinformation. In fact, YouTube has put in place
tough steps to gather some false video news.

3.1.8. Implement the Steps to Shut Down. A great several
nations around the globe are using AI to encourage social
dissociations and lock-up initiatives, including China, India,
the United States, and the United Kingdom. In China, Baidu
has established machine view (CV) operated infra-road
monitors to search public areas, making it one of the biggest
AI and network companies in the world. (ese devices not
only recognize individuals with elevated physical heat but
also distinguish residents who are not adopting the lock-
down steps using their built-in face recognition system. A
similar CV surveillance system was used to track the public
dissociating steps taken by masses in Oxford, England.

3.2. Internet of 9ings Presence in Procedures for COVID-19.
IoT offers strategically advanced forum for tackling the
COVID-19 epidemic which overcomes the big lock-up
difficulties [9]. (is system aims to collect up-to-date in-
formation and displays the important functions that IoT is
used during COVID-19 in the injured individual. IoT is
being used to collect the healthcare information from dif-
ferent infectious patients’ positions and to handle all the
information through virtual management platforms in the
first stage. (is system enhances information management
and coordination of the study. Figures 2 and 3 show in-
terfacing of IoT to tackle the epidemic of COVID-19.

Artificial
intelligence

Monitoring of
Illness

Implement the
Steps to Shut Down

False News for
Breaking Site Recognition

Study and
Simulation of the

Virus

Healing Studies

Monitoring and
Surgical

Examination

Forecasting

Figure 1: AI for COVID-19 pandemic.
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3.3. Impact of the COVID-19 Pandemic on the Global
Economy. Due to the absence of every clear care plan, the
greatest available method of protection against epidemic of
COVID-19 was established at the time [5]. Nevertheless, the
imperative of social distance forced policy-makers world-
wide to implement the lockdowns that have signaled a
significant split in the world economy. Both facilities that are
nonessential were obliged to close down. It led the supply
chain to destroy almost all businesses and thus to hazard
losing their homes for people around the world.

3.3.1. Automotive Industry. Due to tight locking policies in
many countries of the world, the car sector has undergone
huge infrastructure delays to combat the epidemic. With
social isolation imposed and people needed to stay at home,
the use of vehicles, both commercial and personal, has di-
minished worldwide. (e automobiles affiliated with es-
sential services are the only cars still in use.

3.3.2. Aviation Industry. Atmospheric sector has been hit
massively by the COVID-19 epidemic. (e affected coun-
tries including virtually all states were compelled to both
globally and domestically to implement a travel restriction.
Critical lines of distribution serving cargo and freight planes
are the only operational airways.

3.3.3. Tourism Industry. Since the epidemic of COVID-19,
the tourist industry was one of the hardest hit sectors. Tourist
industry sales make up to 10% of the worldwide GDP.

3.3.4. Construction Industry. Building businesses are ex-
pected to face serious disruptions and setbacks attributable
to COVID-19 epidemic in existing ventures. As a result of

the strict self-quarantine rules, most building companies will
have to suspend their nonessential activities before the
epidemic comes to an end. (is is expected to lead a massive
reprogramming of current programs that could lead to
serious damages.

3.3.5. Healthcare and Medical Industry. (e epidemic
COVID-19 has a major impact globally upon these healthcare
services, whereas the overeating induced by lockdown acts
and travel restrictions has impacted other industries finan-
cially, and the safety sector is far from stagnating. Worldwide
clinicians are now experiencing the need for COVID-19
patients to be managed by fans, intensive care units (ICUs),
and personal protective equipment’s (PPE).

3.4. Major Advantages of IoT for Pandemic COVID-19.
Alsaeedy and Chong [21] All extremely dangerous patients
are properly monitored via the Internet of (ings. (is
technology is used to estimate biometric problems, such as
hyperglycemia, pulse rate, and heart infections [22]. IoT is a
creative and powerful phase in the fight against the COVID-
19 epidemic and may make enormous problems during
lockdown. (is innovation is helpful in strengthening the
infected patient’s infinite data as well as other important
data. Figure 4 shows the main advantages of IoT in the battle
against COVID-19 pandemics.

3.5. Role of IoT Technologies and Tools in COVID-19
Pandemic. COVID-19 has a unique effect on society, and
the economy of the effect of this epidemic nowadays has
increased the use of numerous new technologies in com-
bination with other technologies such as AI, data man-
agement, and cloud. IoT is of tremendous help in this
disaster IoTs, utilized for epidemic monitoring. Important
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Figure 2: IoT tackles the epidemic of COVID-19.
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Figure 3: Increase IoT phase map to tackle the pandemic of COVID-19.
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IoT, AI, and big data innovations that assist with the
COVID-19 problem and the several problems stated in that
effort include telemedicine’s for the prevention and man-
agement of disease, the prevention of outbreaks and the
minimization or even stoppage of the transmission of the
virus, the use of drones to monitor for isolation, and mask
use. For COVID-19, primary IoTapplications are the online
clinics, remote consultations, fast screenings, and the smart
monitoring of sick individuals and virus prediction [21], the
real-time monitoring, patient monitoring, rapid diagnosis,
patient education, testing and tracking, protection, and
surveillance.(ere are additional concerns of confidentiality
and protection related to the use of CR. (e function of
IoMT in monitoring patients from a distant location, the
ordering of medical products, and the use of smaller devices
to communicate patient data to the authorities concerned [4]
focus on the peripheral system and improve quarantined
sufferers for different metrics such as respiratory rate, air
rate, and lung sound rate, tracking devices to identify in-
fections and monitoring for remote access and diagnosing
COVID-19 patients with mild symptoms and tele-health
innovations. (e function of IoT-based technologies in
COVID-19 and the existing IoT solutions for the fight
against COVID-19 were examined in three major stages;
they separated IoT solutions into primary prevention,
confinement period, and recovery. Each step was also shown
using IoT-enabled devices including IoT controls, wearable,
drones, robots, and smartphone apps.

Suraksha Kawach is an IoT device that is utilized by the
Defense Research and Development Organization (DRDO),
India, to monitor corona-affected individuals and to
monitor them. (is gadget may be used in the arm or knee
and is a GSM and GPS device for reliable monitoring in real-
time basis. (e prototype of Suraksha Kawach gadget is
shown in Figure 5(a).

In order to minimize healthcare personnel’ danger,
thermal sensors are used to monitor COVID-19 patients’
body temperature. Figure 5(b) shows the temperature sensor
of the sample. We have got wearable gadgets; next, these
sensors measure various parameters such as temperature,
heart rate, and pulse rate, and the measurement results may
be utilized for action as soon as possible. (ese devices have
an important role in containing COVID-19; the intelligent
band is one of the wearable devices, as shown in Figure 5(c).

3.6. Techniques Used for Coronavirus Sample Collection.
To prevent its fast spread, it is necessary to establish valid
and realistic medications to treat SARS-CoV-2 disease in
people.(e nucleic acid test (NAAT) is recommended by the
WHO which perhaps the most important model of SARS-
CoV-2 detection for the effective SARS disease.(ese studies
include the use of the nasopharyngeal swab procedure in
which the cleaning solution is used in a specimen. (is
contains a combination of mucus and saliva.

In the event of significant breathing problems, theWHO
advises that samples be taken from the nose and throat as
well. Such specimens are taken to a specialist lab, where the
polymerase chain reduction method is used to measure the
existence of viral RNA. Table 1 provides the various tech-
niques for coronavirus sample collection.

3.7. Using Artificial Intelligence to Detect, Respond, and Re-
cover from COVID-19. AI systems observed that the epi-
demic of an unpredictable form of disease in the Chinese
government before the world was ever conscious of the
danger faced by the coronavirus (COVID-19). With the
disease becoming a global epidemic, AI tools and techniques
should be used to encourage actions by policy-makers.
Furthermore, the health community and the society are
essential to plan and control any step of the crisis: identi-
fying, stopping, reacting to, and recovering and growing of
COVID-19. Figure 6 shows the use of AI to detect, respond,
and recover from COVID-19.

3.8. AI with IoT in Healthcare to Treatment of COVID-19.
Since the main report of the 2019 coronavirus infection
(COVID-19) in Wuhan, China, more than 200 countries and
locations have been affected worldwide. Science and tech-
nology take on an important role in this perplexing battle. For
example, as China began reacting to infection, it zeroed on
brain research by monitoring polluted ancient times moving
sick people, robots to convey food and medicines, autom-
atons to clean open spots, and by watching and transmitting
sound communication to the public to urge them to stay at
home. Man-made knowledge was widely used to identify the
new particles in transit to assist COVID-19. A number of
experts uses AI to find newmedicines and remedies alongside
certain software engineering analysts that focus on the
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Reduced chances of
mistakes

Lesser
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Effective
control

Enhanced
Diagnosis
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Figure 4: Major advantages of IoT for pandemic COVID-19.
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identification of compelling patients via the preparation of a
clinical image like X beams and CT filters [21].

In any case, computer-based intelligence follows the bands
to assist group the isolated rule. Advanced mobile telephones
and AI-enhanced heated cameras are being used to recognize
fever and tinged people [19]. Nations such as Taiwan have
combined the public knowledge based on clinical protection
with input from the migration and customs data collection,
thereby challenging the travel history and side effects of the
COVID-19 patients. In all, AI is used to identify, monitor, and
hypothesis flares and helps diagnose the illness.

It is used in the treatment of medical claims. Auto-
mobiles and robots are used to transport food and medi-
cines, just as they are used to sanitize public areas. AI helps
to create the medicines and COVID-19 antibodies using
super PCs [17]. (is present study focuses on the use of
human-made pushes in the fight against the coronavirus
epidemic. It provides an extensive review of the innovative
drivers utilized to reduce and conceal the significant impact
of the upheaval [5]. (e motivation of current study is not
only to assess the effect of presented methods but also to
suggest their use.

Table 1: Various techniques for coronavirus sample collection.

Technique Analysis
NC A collection of respiratory secretions from the back of the throat can be used for specific bacterial culture

NS (is approach includes having the breathing tube connected to a syringe, as opposed to nasopharyngeal swab procedure, for
the processing of specimens from the nasopharynx

ETA It is a bottom respiratory screening tool by means of a vertical pipe defined as bronchoscope that extracts the specimen from
the lungs

BAL A fiber-optical bronchoscope is transferred through nasal passage into the bronchoalveolary stress that after initiation of a
sterile saline solution, a sample was obtained

Blood test A pulse in the arm takes a blood sample

Screening Protection Retaliation Healing

Treatment
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Figure 6: Use of AI to detect, respond, and recover from COVID-19.
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4. Research Methodology

(eprogram process entails the primary analyses and checks
for modern sensors and intelligent systems. Research de-
signs with AI techniques are designed to define a mechanism
that underlies the number of environments in order to
overcome the difficulty of the problem. (e goal of the
project is to explore the various sensing devices to gather the
multiple information and utilizes the AI systems mostly on
data sources. (e key objective of the proposed work is to
gather information upon this thermal and breathing level of
the COVID-19 instances from various devices in real-time.
In the data preprocessing, the recorded actual statistics shall
be believed to reduce the error and extreme values from the
principal component analysis (PCA). (e third phase
resulted in classifying the COVID-19 instances into three
groups such as SIR, disease prone, affected and resuscitated
(SIR). (en, in the fourth stage, the deep, simple RNN
(recurrent neural network) predicts COVID-19 with past
health data. Figure 7 shows the flow diagram for detection of
COVID-19 using IoT and AI. (e four steps of the model
suggested are as follows:

(i) Data accession
(ii) Data accusation
(iii) Systemization
(iv) Forecasting

4.1. Recurrent Neural Network. (e RNN is a class of the
ANN that generates a graph structure for spatial and dy-
namic characteristics analysis. It assists to modeling the
sequence information from transmission systems. (e
prediction findings are identical to the human brains. (e
processing of knowledge is clear. Assume an easy and simple
given set of data feeding just one neuron. (e method
provides the performance in a typical neural net by in-
creasing the input with the mass and creates strategies. An
RNN returns this performance with the bunch of times. We
call timestamp of the period, and the output is entered for
the next multiplication of matrices. For illustration, the
system consisted of one neuron in the image. (e system
measures the input/weight mathematical operations and
applies nonlinearity with the enabling function. (e per-
formance at t− 1 would be the same. (is o/p is the i/p of the
multiplication of the 2nd matrix. Figure 8 shows the re-
current neural network.

(e proposed system consists of 6 neurons. Two im-
portant properties of the ANN are as follows.

(i) Data entered with the first weight set
(ii) Earlier production for a second weight collection

Notice that the quantities of the listed within the first
flow forward which are null, and we have no quality present.

4.2. SIR Model. (is framework is being implemented by
Kermack and McKendrick, and it consists of the various
classification COVID-19 situations, including such con-
firmed, contaminated, and rehabilitation instances. (e
disease deterministic method (Koike andMorimoto, 2018) is
being implemented. (e proposed method uses the SIR
model as follows:

(i) Suspected (S): patients immediately suspected of
disease by others

(ii) Infected (I): victims infected through whatever
requires

(iii) Victims healed by infection, and patients accused of
infection from others (R)

(e design of the outbreak is mathematically written as
follows:

ds

dt
� a − ds − λi + β,

di

dt
� λi − (d + m)i − T(i),

dr

dt
� mi − (d + β) + T(i),

(1)

where a signifies the number of patients being tested;
whereas i represent the relative state constant determined by
a1, a2, the infection rate b parameter calculate is the rate of
the victims not healed by loss of resistance, m is the normal
patient’s mortality rate, and T is a natural cure for the actual
individuals diagnosed.

5. Result Analysis and Discussion

(e table describes that the total population (sample size) of
227 among that population female population of 85
members and male population size of 135 members and
other population size of 7 members and 30 members are
below 18 years, between 19 and 30 years are 63 members,
between 31 and 59 years are 92 members, and above 60 years
are 42 members and 33 members having body temperature
below 370°C, and 194 members having the temperature
(380°C, 390°C, 400°C), and 123 members are infected with
COVID-19, and 123 members are in danger zone; they are
having different health abnormalities such as breathing
problems.

Figure 9 shows COVID-19 effected cases. Figures 10 and
11 show the problematic cases and nonproblematic cases.
Table 2 provides the forecasting of COVID-19 with the
selective analytical aspects. Table 3 provides the COVID-19
effected cases. Table 4 provides problematic cases. Table 5
provides nonproblematic cases.

8 Journal of Healthcare Engineering



0%

15%

85%

Covid-19 effected cases=123
problematic
Non- problematic

Figure 9: COVID-19 effected cases.

�ermometer �ermo Graphic
Camera

Acoustic Device in
Monitoring Respiratory

Rate

Arduino (IoT) Interfacing with Artificial intelligence

Data Pre-processing Phase

Suspected-Infected
-Recovered (SIR)

Recurrent Neural Network
(RNN)

Data
Accession

Data accusation

Systemization and
Forecasting

Figure 8: Flow diagram for detection of COVID-19 using IoT and AI.

n

(n-1)

Ot-1 Ot

It+1It-1 It

Ot+1

Enabling EnablingEnabling

Figure 8: Recurrent neural network.

Journal of Healthcare Engineering 9



Table 2: Forecasting of COVID-19 with the selective analytical aspects.

S. no. Population characteristics Classification Frequency bands described

1 Gender
Female Female� 85
Male Male� 135
Others Others� 7

2 Age

Below 18 Below 18� 30
Between 19 and 30 Between 19 and 30� 63
Between 31 and 59 Between 31 and 59� 92

Above 60 Above 60� 42

3 Temperature Below 37 Below 37� 33
Above 38, 39, 40 Above 38, 39, 40�194

4 Disease find COVID-19 COVID-19�123
Others Others� 104

5 Danger zone Breathing problem/no breathing problem Breathing problem� 18
No breathing problem� 105

Above-60
56%

30-59
33%

18-29
11%

Figure 10: Problematic cases.
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6. Conclusion

(e threat of the COVID-19 epidemic is still being faced by
the universe that attempts complemented by numerous
emerging innovations, including such IoT. (ese are being
made by AI to mitigate their impact. Holding that, we have
some recent observations of COVID-19 epidemic as the
basis for this study. (is study is initiated by an exhaustive
analysis of COVID-19, wherein we discuss its medical
characteristics, dissemination process, and the detection
techniques.

For the population analysis, the SIR disease process is
employed to identify the events under suspicion; the in-
formation is then fed into an LSTM RNN to estimate the
COVID-19 instances with past data contained in the secret
layer. (e two stable problems in electronic enforcement,
which requires adjustment, include confidentiality and faith.
(e migration of data also appears as an additional obstacle
to solve interference and complexity by replacing evolu-
tionary methods.
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Mental health essentially refers to a state of mind. It means that an individual can keep a good or normal state in behavior. It is not
only related to the overall development of the individual body and mind but also affects the construction of university teachers.
(is paper mainly studies the career development anxiety of music teachers in colleges and universities in China, analyzes its
causes, and puts forward corresponding countermeasures and suggestions to alleviate the pressure and promote the physical and
mental harmony of music teachers and the common growth of a good social atmosphere.(e purpose is to help music teachers in
colleges and universities better manage their mental health.(is paper collects the data of occupational stress andmental health of
164music teachers in many colleges and universities through the method of a questionnaire survey and processes the data with the
analysis formula of sample variance and standard deviation. (e analysis shows that a considerable number of the respondents
have career development anxiety.

1. Introduction

(e inequality between social progress and the reform of
professional titles in higher education has always been a
huge stone in the hearts of all teachers. In the past, we have
always unilaterally emphasized that teachers should have the
spirit of dedication but ignored the pressure they bear as a
special social group and the reasonable demands for normal
career development [1, 2].

After entering the new century, the research on the
occupational stress of primary and secondary school
teachers in China is gradually deepening, but the research on
the occupational stress of college teachers has not attracted
enough attention. Although university teachers do not face
the pressure of students’ entrance examinations, the students
they face have more mature personalities, and the form of
classroom teaching is more open. Students often put forward
some problems that teachers cannot explain in class. All of
these lead to the fact that college teachers are also suffering
from unimaginable social and psychological pressure [3].

According to the survey data, more than 72.3% of young
college teachers in China think that their work and academic

research pressure is too high, which makes them often fall
into more serious mental health problems [4]. In addition,
many colleges and universities in our country adopt the
incentive policy of “go or not”, which makes young teachers
in colleges and universities who are in deep trouble feel more
confused about their career prospects.

A work stress survey of young university teachers found
that the mental health of young university teachers has
deteriorated year by year. Especially in recent years, the
impact of pressure on young university teachers, such as low
wages, difficulty in buying a house, and difficulty in pro-
motion, has gradually increased.(e state of mental health is
getting more and more severe, as shown in Figure 1.

It can be seen from Figure 1 that the mental health index
of young teachers in colleges and universities decreases year
by year as the years increase. Taking 2015 as the best starting
point for health, by 2021, the average health index has
dropped by 30%. It can be seen that the mental health of
young music teachers in colleges and universities is dete-
riorating rapidly.

(e psychological state has an important influence on an
individual’s life and work. (e influence of teachers’ mental
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health on the sustainable development of education cannot
be ignored [5, 6]. To pay attention to their mental health, and
to achieve positive intervention on their mental health by
building a good career development space and strengthening
psychological counseling is a necessary way to improve the
working state of college teachers in China [6, 7]. (e mental
health of university teachers will not only affect their own
work and study but also bring great differences to students’
learning moods and even their cognition of the world. (ere
is an obvious positive relationship between the two. College
teachers with good mental health will make students feel
more sunshine in their studies and life, and vice versa [8, 9].
In many cases, these two opposite learning emotions will
accompany students throughout their lives. Human resource
management in colleges and universities, as an important
entry point to improving the professional development
space of college teachers, should not only focus on the
teaching work and academic achievements and other hard
indicators, but also expand to include the guidance and
intervention of teachers’ mental health so as to create a more
three-dimensional and comprehensive work system of
teachers’ mental health and help college teachers to work
more actively and effectively and improving their healthy
psychological state to carry out education and teaching
work. [10, 11].

As a nonmusic college, music teachers are a relatively
special group. (ey are more in line with the perceptual
cognition of university teachers: brilliant and easy to work
with. As a result, their career development anxiety is more
easily ignored by society [12, 13]. Paying attention to the
mental health regulation of this group not only helps to solve
the mental health problems they are facing, but also has a
very important reference value for the mental health reg-
ulation of the whole team of university teachers.

2. Professional Development Anxiety and
Psychological Adjustment of College
Music Teachers

2.1. Characteristics of the Professional Development of College
Music Teachers

2.1.1. Particularity of Music Teachers. Music teaching pays
attention to aesthetics just like dance and art, and music
learning is not a day’s work. It requires years of learning. In
addition, music learning is not only about professional
knowledge, but more importantly, experience in life. (e
profession of a music teacher is different from other
teachers, mainly in the following aspects.

First, after becoming a music teacher, you can combine
your profession and expertise, find a suitable entry point,
combine your expertise with teaching, and promote the
continued development of music.

Second, there is a very close relationship between the
professional development of music teachers and the school
environment. (ese development environments mainly
include the relationship between the internal environment
and the external one [14, 15]. (e internal environment
mainly refers to people’s innate sensitivity to music and

various physiological conditions such as their voice, while
the external environment mainly refers to people’s in-depth
research and pursuit of music.

(ird, the professional development of music teachers
has always been a straight line, and there are no other di-
versions. Despite this, music teachers also face all kinds of
difficulties, but they still work hard to form their own unique
teaching styles and models.

2.1.2. Features of Professional Development of Music Teachers
in Colleges and Universities

Phased. Music teachers are of different ages, and their de-
velopment will also show different developmental charac-
teristics. At different ages, the problems they face will be
different. (is is the stage. According to research, 25–60
years old can be called an adult stage. Music teachers be-
tween the ages of 25–35. (ey are young and energetic and
have innovative ideas in music. At this time, they are faced
with problems in career planning, life planning, and family
formation, such as employment, studying abroad, falling in
love, and getting married. Music teachers at the age of 35–50
have completed family formation-related issues and accu-
mulated a lot of social experience.(ey are calm and efficient
in their work, and their bodies and spirits are at the peak of
activeness. Music teachers at the age of 50–60 may not be as
good as the previous two stages, but they have profound
professional knowledge, the richest teaching experience, and
the highest level of scientific research. According to the
statistical results of university research institutions, it is
found that the occupational anxiety of collegemusic teachers
will increase first and then decrease with age. (e specific
situation of anxiety is shown in Figure 2.

It can be seen from Figure 2 that the occupational anxiety
value of young college music teachers between the ages of 30
and 35 reaches the highest level, and with the increase in age,
the occupational anxiety value of college music teachers
gradually decreases, reaching the lowest point at the age of
60.

Dynamic. Music teachers are also a group of society [16].
(ey are also in a social environment. (eir career devel-
opment cannot be separated from the influence of the en-
vironment, and this influence is also mutual.(e activities of
music teachers will also have an impact on the environment
[17, 18]. (e stages mentioned in the previous article also
show that the professional development of music teachers is
dynamic and constantly changing, which only shows that
different ages lead to different environments, which will have
an impact on the professional development of music
teachers. In addition, when college music teachers leave the
university campus, there are not many career choices. Maybe
a certain institution becomes a training teacher.(erefore, it
is best for college music teachers not to leave the university
campus to develop independently.

Comprehensive. Comprehensiveness means that in the
process of professional development, college music teachers
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must not only have their own unique professional style and
authority but also have the knowledge and teaching man-
agement capabilities related to other disciplines [19]. As a
teacher, theymust have at least pedagogy-related knowledge,
be good at getting along with students, discover the char-
acteristics of students, and should know how to guide
students with different physical conditions to guide their
music professional learning. In addition, music teachers
must have strong music creation abilities and practical
abilities, and constantly improve their level of professional
knowledge and innovative teaching methods.

2.2. Performance of College Music Teachers’ Occupational
Anxiety. (rough the analysis of data from different in-
stitutions, it is shown that the performance of occupational
anxiety of music teachers in colleges and universities is

mainly divided into four types. Among them, the degree of
influence of different types of anxiety on the teachers’ mental
health index is shown in Figure 3.

It can be seen from Figure 3 that the performance of
college music teachers’ occupational anxiety is mainly divided
into four types. Among them, grumpy type anxiety has a high
impact on teachers’ mental health index, reaching 31.58%,
while suspicious and uneasy types of anxiety have the lowest
impact on teachers’ mental health index, at only 19.3%.

It can be seen from Figure 3 that all kinds of anxiety will
adversely affect the mental health of college music teachers.
(e specific types of anxiety involved are as follows.

Emotional Pessimism. When music teachers are dissatisfied
with their current work, they will be pessimistic. (ey often
feel exhausted, and it is difficult to show a happy expression
about something. Most of the time, they see the negative side
of things first. (e time spent alone is prolonged, and in-
terpersonal communication is extremely lacking. Too
worried about the future and then become gloomy, even
during the teaching period, they would not shy away from it.
Over time, this emotion will infect students and other
teachers.

Grumpy. Music is inherently unique in art, and music
teachers also have very obvious personal characteristics.
When society, parents, and schools intervene in their teaching
too much, they feel that they cannot concentrate on studying
music or even become secular. Sometimes they will become
very irritable. In teaching, they will be more demanding on
students. (ey will be less tolerant of students who make
mistakes. (ey often become inexplicably angry. (ey will be
self-centered, not cooperate, and not listen to other people’s
advice, which makes the job impossible. To proceed in an
orderly manner, seriously interfering with teaching work.

Suspicious and Uneasy. When teachers are hit, they are prone
to self-doubt or feel that others are deliberately targeting
themselves, and when they start to think about themselves
and their insecurity, the whole person’s defensiveness be-
comes heavier and he is unwilling to communicate with
others. In the long run, insomnia and overreaction are prone
to occur, which seriously affects normal teaching and life,
creates greater obstacles to professional development, and
will aggravate teachers’ professional anxiety.

Nervousness. Nervousness manifests itself as being overly
entangled in something, speculating on the adverse conse-
quences of the event, fear of making mistakes, excessive
worry about the past and future, fear of losing face, always
being cautious, and pursuing too much perfection.

2.3. Psychological Adjustment Countermeasures of College
Music Teachers

2.3.1. Create an Environment Conducive to the Mental
Health of Teachers. Teachers bear the heavy responsibility of
preaching and receiving jobs, and their mental health has a
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huge impact on society. Local governments should earnestly
safeguard the rights and interests of teachers. To solve the
psychological problems of music in colleges and universities,
it is necessary to find the source of the problem, counter the
medicine, create an easy-to-teach working environment for
college music teachers, improve the salary and social status
of college music teachers, and conduct regular mental health
education for college music teachers. Practical actions
should be taken to solve the difficulties that teachers en-
counter in life and work.

2.3.2. Adhering to the People-Oriented Education Manage-
ment Method. In terms of adjusting the psychological state
of music teachers in colleges and universities, it is necessary
to optimize management methods and management
models through local colleges and universities, always
adhering to the people-oriented management philosophy,
attaching great importance to the mental health of teachers,
and carry out relevant training activities on a regular basis.
In addition, formulate more scientific and reasonable
teacher assessment standards and prohibit the establish-
ment of standards that ignore reality. When recruiting
teachers, we should also pay attention to the mental health
of teachers and create a team of teachers with a good at-
mosphere. Formulate incentive policies that take into ac-
count teachers’ contributions and achievements at work,
and at the same time strictly require teachers’ ethics and
morality. (ey must also be rigorous in academic research
to avoid mental health problems caused by bad academic
habits. Reasonable control of the working hours, advo-
cating the combination of work and rest, and holding
faculty sports games or art evenings to provide teachers
with more opportunities to show themselves.

2.3.3. Improving the Psychological Quality of Teachers
1emselves. At the same time, teachers should also un-
derstand that their responsibilities are heavy, introspect
in time, and improve their level of professional

knowledge for teaching and ideological and moral cul-
tivation. At the same time, they must also understand that
they are the object of the students’ respect, and they must
be able to convey positive energy to the students rather
than vent their negative emotions on the students. Sur-
vival of the fittest has always been the rule of the world. If
they want to develop better, they must improve their
overall quality, including psychological quality, in order
to strengthen their professional knowledge. (is requires
teachers to learn to control their emotions and handle
things calmly. To have a clear understanding of oneself,
they should face up to one’s own shortcomings and
deficiencies, accept different opinions from the outside
world, establish good interpersonal relationships with
colleagues, treat students equally, and learn to tolerate
others.

When the teachers realize that they are feeling irri-
table and stressed, they must learn to find solutions.
Schools and students are the objects teachers can seek for
help. Teachers should not feel ashamed to speak out when
they have psychological problems.(ey should open their
hearts to communicate with others. Closing themselves
will only make the results worse and worse. (ey should
learn to advance with the times, constantly improve
themselves, and adapt to the surrounding environment.
Actively participating in school activities, having the
courage to show oneself, not caring too much about gains
and losses, seeing the false name, teaching and educating
people, and academic research are what teachers should
care most about.

2.3.4. Developing Good Living Habits. Healthy living habits
have always been an important prerequisite for physical and
mental health. Music teachers or other teachers in colleges
and universities will not change to tie themselves to research
and professional titles. (ey must always be happy so that
they can work in order to achieve the effect of getting twice
the result with half the effort.

26.32%
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22.81%
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Figure 3: (e degree of influence of different types of anxiety on teachers’ mental health.
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(1) Good sleeping habits can help music teachers in
colleges and universities to be energetic and com-
fortable at work, reducing the intake of unhealthy
stimuli such as coffee, tea, tobacco, and alcohol
before going to bed, and forming and creating a
suitable sleeping environment will also help;

(2) Scientific eating habits and scientific diets provide
energy support for teachers to engage in heavy
mental work. (e specific requirements are timing,
quantitative, reasonable collocation, no partial
eclipse, and attention to food hygiene;

(3) Appropriate leisure activities can relax teachers’
bodies and minds, satisfy hobbies, and experience
the function of self-growth. Occasionally, a movie or
drama, a walk in the park, a visit to a painting ex-
hibition or a museum, etc., will make them feel
physically and mentally happy and stress relieved;

(4) Reasonable physical exercise can strengthen the
body, beautify the image, and at the same time
help increase teachers’ self-confidence, self-es-
teem, self-control, and self-satisfaction, and more
importantly, relieve work and psychological
pressure. Physical exercise is the best way to get
rid of negative emotions and prevent depression,
anxiety, and worries.

3. Investigation and Experiment on the Stress
and Mental Health of Music Teachers in
Colleges and Universities

3.1. Experimental Content. Music teachers are a group of
teachers with distinctive personalities, but they are also
prone to psychological problems. (is experiment mainly
selected 4 colleges and universities in the province as the
experimental site, took the music teachers of these 4
colleges and universities as the research objects and in-
vestigated their occupational stress and mental health
problems. (is experiment adopts the experimental
method of a questionnaire survey. A total of 175 ques-
tionnaires were distributed to music teachers in these 4
universities, and 164 valid questionnaires were returned.
(e survey tool used the SCL-90 symptom self-rating
scale.

3.2. Experimental Process. (e survey content was deter-
mined and the questionnaire questions were set up. (e
questionnaire is completed in accordance with the design
criteria of the questionnaire. (e survey subjects are
communicated with before the survey, and after an
agreement is made, the survey staff will hand out the
questionnaire and the music teacher will fill it out on the
spot. It took one week from the issuance of the ques-
tionnaire to the collection of the questionnaire. After
that, the collected questionnaires were sorted out and the
data was collected. (e formula used in the data pro-
cessing stage is as follows:
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4. Survey Results of the Professional Pressure
andMental Health of CollegeMusic Teachers

4.1. Survey on the Severity ofOccupationalAnxiety andMental
Health. (e relevant standards of the SCL-90 symptom self-
rating scale have stated that the factor score is greater than or
equal to 2 as a mild symptom response. When the molecular
factor is greater than or equal to 3, it means that the survey
subject has a moderate or higher symptom response. Figure 4
shows the statistics based on the relevant standards of SCL-90:

Figure 4 shows that college music teachers may have
various possible problems, including psychological prob-
lems such as somatization force, Interpersonal sensitivity,
depression, anxiety, hostility, terror, paranoid, and
psychotic.

Among the 164-people surveyed, 99 people had mild
symptoms and 65 people had moderate or above symptoms.
From this point of view, the professional pressure on music
teachers in colleges and universities in the province is rel-
atively high, and their mental health problems have grad-
ually become prominent.

It can be seen from Figure 4 that among the mild
symptom responses, the most prominent is the interpersonal
relationship. (e number is 90, which is more than half of
the sample. Secondly, self-anxiety and physical factors are
also compared among them.

Among the above-moderate reaction symptoms, self-
anxiety is also the most prominent. (e number of people
with this factor is 25.

(rough further analysis of the results of the ques-
tionnaire, the anxiety index is defined in the interval (0, 1),
and then the value of a single survey result is quantified,
compared with the quantified value of the entire survey
sample, and the value of each survey sample is calculated.
Anxiety values and the corresponding extreme values, av-
erage values, and anxiety states are analyzed and the specific
display is shown in Table 1.

It can be seen from Table 1 that the lightest symptom of
occupational anxiety for music teachers in colleges and uni-
versities is 0.18, and the worst symptom is 0.92. (e average of
the occupational anxiety symptoms ofmusic teachers in colleges
and universities is 0.72.(rough the analysis of the mean value,
it can be seen that the overall anxiety level of the 164 teachers in
this survey is at an upper-middle level.

4.2. Attitudes of Music Teachers to Occupational Anxiety and
Mental Health Problems. Figure 5 shows the survey results
on the attitudes of music teachers to occupational anxiety
and mental health problems. (e figure shows that 68% of
teachers adopt a positive and optimistic approach, and 16%
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of teachers feel that there is no need to pay attention and just
let it develop. 6% of the teachers were unaware of the
problem, and 10% of the teachers took other methods to
solve it.

5. Conclusion

Music teachers are the most important team force to support
music aesthetic education in colleges and universities. (eir
mental health will undoubtedly have a subtle impact on

college students’ studies and lives. Taking the opportunity of
career development and reform, we must pay attention to
the key topics of professional improvement and mental
health adjustment of music teachers in colleges and uni-
versities. Teachers are humans too. Since they are humans,
there are problems of survival and development. If these
problems cannot be resolved in a timely and effective
manner, psychological diseases may result. Patients suffering
from severe psychological diseases may pose a certain threat
to their family, society, and school. Music teachers in col-
leges and universities should pay attention to the im-
provement of their theoretical knowledge of mental health,
and school management departments and society should
also pay attention to the mental health of college music
teachers, organizing various activities to improve teachers’
mental health levels, promoting teachers’ physical and
mental health, and school education in a harmonious
development.

Colleges and universities should create an environment
conducive to the mental health of teachers and adhere to a
people-oriented education management method. Music
teachers in colleges and universities should also take the
initiative to improve their own psychological quality and
develop good living habits in peacetime. In short, the ad-
justment of the mental health of college music teachers
requires the joint efforts of colleges and teachers. Only by
maintaining a good mental state can college music teachers
have better professional development.

Data Availability

(e datasets used and/or analyzed during the current study
are available from the corresponding author on reasonable
request.
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Table 1: Occupational anxiety index of college music teachers.

Number of respondents Mean anxiety Maximum anxiety Anxiety minimal General anxiety state
164 0.72 0.92 0.18 Middle

9, 6%

26, 16%

112, 68%

17, 10%

Did not notice the problem
Let it get worse
Active regulation
other

Figure 5: Music teachers’ attitudes towards occupational anxiety
and mental health problems.
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Medical diagnosis is always a time and a sensitive approach to proper medical treatment. Automation systems have been
developed to improve these issues. In the process of automation, images are processed and sent to the remote brain for processing
and decision making. It is noted that the image is written for compaction to reduce processing and computational costs. Images
require large storage and transmission resources to perform their operations. A good strategy for pictures compression can help
minimize these requirements.&e question of compressing data on accuracy is always a challenge.&erefore, to optimize imaging,
it is necessary to reduce inconsistencies in medical imaging. So this document introduces a new image compression scheme called
the GenPSOWVQ method that uses a recurrent neural network with wavelet VQ. &e codebook is built using a combination of
fragments and genetic algorithms.&e newly developed image compression model attains precise compression while maintaining
image accuracy with lower computational costs when encoding clinical images. &e proposed method was tested using real-time
medical imaging using PSNR, MSE, SSIM, NMSE, SNR, and CR indicators. Experimental results show that the proposed
GenPSOWVQ method yields higher PSNR SSIMM values for a given compression ratio than the existing methods. In addition,
the proposed GenPSOWVQ method yields lower values of MSE, RMSE, and SNR for a given compression ratio than the
existing methods.

1. Introduction

Modern learning reports that the employment of imaging
has increased significantly in the previous two decades [1]. In
the United States, for example, there was a study by Smith-
Brinman et al. [2]. It was reported in 2008 that CCTV images
doubled and MRI images doubled. &is growth is the effect
of a quick overhaul of hardware as well as software to
support imaging systems. In addition, the transition from
analog to digital provides fast, stress-free, and accurate

image development. All of these factors have supplied sig-
nificantly to the group of images.&erefore, the byte of these
images is received every year worldwide. Imaging tech-
nology is implemented by X-ray, ultrasound, MRI/fMRI
(functional magnetic resonance image), nuclear medicine,
PET (positron emission tomography), CT (computerized
tomography) [3], and DXA (dual energy X-ray absorpti-
ometry). &e necessity of saving, distributing, and down-
loading these images in their own appearance has given to
the picture archiving along with communication system
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(PACS) a medical imaging skill that presents low-cost
storage as well as access to useful images frommany sources.
Unluckily, the huge pixel size of these images severely limits
the storage capacity [4–6]. For example, an emblematic
NMR matrix dimension is 512× 512 with 16 b [7].

A healthcare association that creates hundreds of images
a week will need numerous megabytes of storage space. In a
year, the total storage needed increases to a few gigabytes.
&is growth results in various terabit storage volumes per
year. Moreover, a 56 kbps MRI band will take 12–15minutes
[8]. A lot of methods have been developed to reduce the size
of these images, except that the major desirable novelty is the
hybrid image production technique, in which the wavelet
transform (DWT) along with vector quantization (VQ) as
well as the loss [9] is preferred the most. In numerical
analysis and function, DDD is a variation of spectacles in
which the spectacles are precisely modeled and designed to
process signals with a certain amount of time [10, 11].

In contrast to the discrete cosine transform (DCT) de-
rived from the function of the base cosine, DWT is able to
collect a few functions that meet the needs of multidi-
mensional reaction analysis [12].&e origin of the image size
reduction algorithm is to get anX input as well as produce an
X demonstration that must need less bits for the repre-
sentation.&is went after recovery techniques that work on a
compact X representation to produce a recovery , e.g., DWT
offers a set of wavelet coefficients at various sizes showing
various numerical types.

To propose the quantity for every set using the VQ
technique, the bit value can significantly condense, devoid of
affecting the excellence. Nevertheless, quantification leads to
defeat of signal superiority. Consistent with Sannon, the
dimensions of the selected vector have a significant influence
on the quantitative efficiency. Larger vectors produce better
quality than smaller vectors. For this reason, the purpose of
this work is to develop a hybrid approach derived from
discrete wavelet transforms and vector quantization to re-
duce the size of medical images with elevated compression
rates and quality.

&e main contributions of this paper are summarized as
follows:

(i) Recurrent neural network is developed to compress
the medical images.

(ii) A novel hybridized approach GENPSO is developed
for optimizing the neural network parameters.

(iii) Using GENPSO, the hidden layer of recurrent
neural network is compressed in more effective way
to increase the compression ratio.

(iv) High compression ratio and better performance
were achieved compared to the other existing ap-
proaches using wavelet vector quantization.

(v) &e proposed method provides good results for
real-time medical dataset.

&emanuscript of this document is organized as follows:
Section 2 discusses some of the relevant contemporary lit-
erature. Section 3 presents a detailed description of the

proposed architecture. Section 4 presents the experimental
results, which include the general operating results of
comparing the performance of GENPSO and other com-
pression methods previously published. Conclusion and
future work are provided in Section 5.

2. Background

Juliet et al. [13] discussed a new approach, including Ripplet
conversion, to ensure better image quality and higher
compression levels. In this work, to achieve high com-
pression, the image is presented in various weights and
instructions. Cyriac et al. [14] developed a lossless com-
pression technique to address the issue of expanding
compression. In this article, the newly developed method is
to reduce the image size sufficiently as well as speed up the
hardware execution of the software in real time. Brahimi
et al. [15] illustrated a new coding method in which both
symbols along with images are compressed together with a
codec. &e major point of this method is to insert a rotten
stray signal into the corrupted image, and the resulting
image is employed for image size reduction.

Arif et al. [16] introduced an effective approach for
minimizing fluoroscopic imaging. &e retrieved ROI of this
approach is minimized through a grouping of run length as
well as hepatic coding. &e final outputs show that the newly
developed method offers a compression ratio of 400%
compared to other traditional approaches. Das et al. [17]
described a lossless medical imaging watermark (MIW)
procedure that relies on the area of interest concept. &e
major purpose of this technique is to offer clarification to
many issues related to the dissemination of medical data.
&is article uses seven various methods to display as well as
compare outputs to demonstrate that the newly developed
approach is easy and obvious in ensuring the security of the
medical database.

Lucas et al. [18] introduced 3D lossless compression
techniques 3-D MRP for high-volume medical imaging
equipment. &e presented technique relies on the minimum
velocity forecasting mechanism (MRP). &is article con-
cludes that the demonstrated method can enhance the
probability of error of the MRP as well as achieve higher
image size reduction efficiency than ASS along with other
standards for the depth of themedical signal. Špelič et al. [19]
proposed new algorithms developed as voxel compression
algorithms for 3D CT image compression for the broad-
casting of graphics information acquired from CT scanners.
&is work illustrated the Hounsfield size being employed
first for partial medicine, and then image size reduction is
applied. In this work, a modeling method is employed to
evaluate the effectiveness of the newly developed techniques.

Anusuya et al. [20] developed a new, lossless code
employing a codec to reduce the size of 3D brain images. In
this paper, MRI models are employed to analyze the ef-
fectiveness of the newly developed solution, and this paper
focuses on sinking utilization time using parallel calcula-
tions. Xio et al. [21] introduced integrated tablets for
compact image compression without data loss. &e pro-
posed technique integrates with integer maps for inefficient
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compaction. Amri et al. [22] introduced two lossless image
size reduction techniques. In this work, demonstrated al-
gorithms are employed to minimize image dimension and
code algorithms for lossless image size reduction. It can be
seen that the newly developed method can maintain image
feature for elevated image size reduction levels and also
provide different enhancements to the standard JPEG image
size reduction.

Ramesh et al. [23] described a method for predicting
wavelengths to minimize medical images. In this method,
the forecast equations for each subline depend on the
correlation analysis. Evaluation outputs show that the newly
developed method offers a superior level of compression
matched up to the standard SPHIT and JPEG2000. Ibrahim
et al. [24] introduced two novel lossless image size reduction
techniques based on logarithmic calculations. &e proposed
method can offer better image feature compared to con-
ventional DWT. Avramovic et al. [25] developed a new loss-
free image size reduction technique using context-based
Internet converters. &e proposed method relies on the
concept of projection to eliminate the need for transparency
in the image and to effectively compress the image without
losing data. &e conclusion is that the newly developed
method can attain the similar results as high-class images
like previous standard algorithms. Bairagi [26] accounted
the idea of symmetry for medical imaging. &e method
shown here is lossless and can effectively remove unnec-
essary information from the image.

Zuo et al. [27] introduced an enhanced technique to
IMIC-ROI medical imaging for efficient and effective
medical imaging. &e proposed technique is based on the
concept of interest area (ROI) as well as non-ROI area.
Srinivasan et al. [28] described encoders for compact
electromagnetism (EEG) matrix. &e method illustrated
first two phases, the lost code layer (SPHIT) and the
remaining coded layer. Taquet et al. [29] reported on
hierarchical-oriented forecasting methods to allow scaling
without loss and near-loss of medical imaging. It can be
seen that the newly developed method is best employed
for lossless image size reduction as it may offer superior or
equivalent PSNR for higher bit rates compared to the
JPEG 2000 standard.

Zanaty and Ibrahim [30] introduced a medical image
compression technique based on combining region growing
and wavelets algorithms. &e authors have used a region
growing algorithm where an image is portioned into two
parts and the capability of the algorithm is justified.

3. Materials and Methods

3.1. Recurrent Neural Network. &e recurrent neural net-
work [31] is one of the neural networks which employs
precedent data in a closed loop. It can be repeated through
merely transmitting the network output or intermediate
state as input. For instance, the input image of k-1 might be
integrated into a network in kth step.&is kind of network is
suitable during short-term dependencies as it depends on
other and does not perform better for long-term depen-
dencies observed in compression. For this kind of network,

there are issues in the training procedure, so throughout
reproduction it can “disappear” or “explode.” To avoid this
limitation, this work uses a new approach called GenPSO
and proposed vector quantization required to incorporate
with neural network to manage the input and output image
data. So in this work the codebook is generated using a novel
hybrid GenPSO approach. &en this codebook is used in
vector quantization for compressing the number of hidden
neurons for increasing the compression ratio [32].

3.2. Updating Weights in Recurrent Neural Network Using
GenPSO. In this step, the weight generated from the re-
current neural network is updated through the GenPSO
method. &e initial constitutive population of a chromo-
some has an evenly distributed random number. &e
chromosome represents the weight of the recurrent neural
network. A crossover here can be defined as a crossover on a
node. It is necessary to construct two springing from the
parent node, with each node being retrieved from a hidden
layer, and multiple outputs, randomly taken with equal
probability. &is node is considered a transit node [33]. &e
value of all input weights for that particular node is changed
with the other master. &is change can also be considered as
a node change, in which all the incoming weights are for
randomly selected active nodes. Finally, the PSO process is
applied. &e initial PSO population was determined by GA
decision. &erefore, it can overcome the problem of slow
convergence of the GPS network [34].

&e algorithm for weights evolution by GenPSo in RNN
is as follows.

&e following steps are performed to determine the best
weight value.

(i) For population of the XiMi, a solution, i� 1, . . ., μ,
is started on area M with R ∈ n.

(ii) Two parents are randomly selected with a parent
population distribution and two births will be
generated by a crossover operator.

(iii) ereditary mutation of the offspring is performed.
(iv) Repeat step (ii) until the number of offspring μo is

μ. Otherwise, go to step (v).
(v) Any parental decision, i� 1,. . ., μ and progeny Xo,

o� 1,. . ., μ, are estimated in light of objective
function (X).

(vi) For mixed population Xm, m� 1,. . ., 2 μ, both the
parent population and the population formed.
&ey are randomly mixed so that parents and
children mix up properly.

(vii) Each solution of Xm, m� 1,. . ., 2 μ is evaluated
with 10% of the solutions of the other randomly
selected solutions from a mixed population.

(viii) &e highest earnings decision is reserved for the
next generation of parents.

(ix) If the best chromosome difference for the N
number of successive generations is less than the
specified brightness, stop the process and the best
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chromosome of the last generation is the ideal
weight. Otherwise, proceed to the next step.

(x) Beginning particle population and location and
velocity are derived from the genetic algorithm.

(xi) Estimate the fitness value of all particles depending
on the fitness function based on the objective of the
optimization problem.

(xii) Compare the values of the fit of each particle and
its holes. If the current value is better than pbest,
then set the current fitness value to its pbest.
Otherwise, the pbest will remain the same.

(xiii) Determine the current best fitness value among all
fitness values of all particles in the population.
&en, compare this value to Gebel and set the
current value to Gebel if the current value is better
than Gebet. Otherwise, leave it blank.

(xiv) Update the position and speed of each piece.
(xv) Stop if the best solution is found that matches the

predefined minimum error or reaches the maxi-
mum number of repetitions. Otherwise, repeat the
procedure from steps (x) to (xv).

3.3. Proposed Image Compression Using GenPSO Wavelet
Vector Quantization Recurrent Neural Network Approach.
&e proposed technique for quantifying vectors using
backward neural networks is summarized in the following
steps:

Step 1. Apply wavelet transform to the image to produce
transformed image.

Step 2. Get a pixel value (0 to 255) of the matrix.

Step 3. Now apply these values to the forward neural net-
work. &is network must have 64 input nodes since the
detector is 8× 8. Train the recurrent neural network using
the training algorithm as explained in Section 3.2.

Step 4. Weight and tilt, updated by GPS, are fed to a hidden
layer that can contain 2, 4, 8, 16, 32, and 64 hidden nodes.
Encode these values with GenPSOWVQ

Step 5. Select the 8× 8 printer in order after completing the
training.

Step 6. Digital bits are now converted into real values.

Step 7. Finally, the call phase shows depressed images
(output images) at the output of the nervous system’s output
layer. &e conversion of a pixel to a true value and a true
value to a pixel occurs during the compression and com-
pression process.

4. Experimental Results

4.1. Dataset Used. Datasets of images which include chest
radiographs, unenhanced brain CTs, mammograms, and

abdominal CTs are used for experimenting this work. &e
performance of the proposed Int OPMICM method is
evaluated using real-time medical images in terms of PSNR,
MSE, SSIM, NMSE, SNR, and CR values [31]. &ese results
are compared with those obtained by the existing algo-
rithms, namely, FFNN, VQFFNN, optimized FFNN, and
optimized VQFFNN. Figure 1 depicts the sample images
from the real-time medical database [34].

4.2. Performance Metric. For the assessment of the com-
pression approaches, this paper employs six metrics, namely,
PSNR, MSE, SSIM, NMSE, SNR, and CR.

4.2.1. Peak Signal-to-Noise Ratio. &e peak signal-to-noise
ratio (PSNR) is used to evaluate the quality between the
compressed image and the original image. &e PSNR for-
mula is defined as follows:

log 10
255 × 255

1/H × W 
H−1
x�0 

W−1
y�0 [f(x, y) − g(x, y)]

2 dB, (1)

where H and W are the height and width of the image,
respectively, and f(x, y) and g(x, y) are the grey levels located
at coordinate (x, y) of the original image and compressed
image, respectively.

4.2.2. Structural Similarity Index. &e structural similarity
index is a method for measuring the similarity between the
compressed image and the original image.

SSIM(y, y) �

2μyμy
+ c1  2σ

yy + c2 

μ2y + μ2y + c1  σ2y + σ2y + c2 

, (2)

where Y is the compressed image, Y is the original image, μ is
the mean, and σ2 is the variance.

4.2.3. Mean Square Error. &e mean square error (MSE) is
used to evaluate the difference between a compressed image
and the original image. &e MSE can be calculated by

MSE �
1
n



n

i�1

Yi − Yi 
2
, (3)

where YY is the compressed image and Y is the original
image.

4.2.4. Root Mean Square Error. &e root mean square error
(RMSE) is a frequently used measure of the difference be-
tween compressed image values and the original image
values.

RMSE �

�������������


n
i�1

Yi − Y i 
2

n



, (4)

where YY is the compressed image and Y is the original
image.

4 Journal of Healthcare Engineering



4.3. Experimental Analysis

4.3.1. Experiment No. 1: Analysis of the Proposed Gen-
PSOWVQ Compression Approach. In this experiment, we
will evaluate the contribution of the proposed GenPSOWVQ
compression approach. To evaluate the performance of this
scheme, the PSNR, MSE, SSIM, NMSE, and SNR against
25% CR ratio are employed. &is is shown in equations
(1)–(4) correspondingly. &is experiment will introduce the
concept of GenPSOWVQ compression. It will be performed
by estimating the performance of this scheme against a 25%
CR ratio. Table 1 lists the PSNR, MSE, SSIM, NMSE, and
SNR measures of GenPSOWVQ as well as the existing
approaches.

&e proposed GenPSOWVQ approach’s performance is
compared with traditional compression approaches through
varying metrics, and the result is illustrated in Figure 2. &e
performance ratio of GenPSOWVQ has higher value than
with traditional compression approaches. So it is proved that
GenPSOWVQ is superior to traditional compression
approaches.

4.3.2. Experiment No. 2: Performance of Best Chromosome
Particles of GenPSOwith Population Size of 50. &edesigned
2-2-1 feed forward architecture and the error value were

developed according to the GenPSO method set out above.
&e population size was 50, and the termination rule is if the
best error in the chromosome in the 50 successive gener-
ations is less than 0.00001. It is described in Figure 3.

&e proposed GenPSO approach’s performance is
compared with varying population size, and the result is
illustrated in Figure 3.&e performance ratio of GenPSO has
higher value than with traditional compression approaches.
So it is proved that GenPSOWVQ is superior to traditional
compression approaches.

4.3.3. Experiment No. 3: Performance of Best Chromosome
Particles of GenPSO with Population Size of 100. &e ar-
chitecture of the best chromosome particle [35] distribution
2–2–1 was developed using the GenPSO method described
above.&e population size was 100, and the termination rule
is if the 100 best chromosome errors continue to be less than
0.00001. It is described in Figure 4.

&e proposed GenPSO approach’s performance is
compared with varying population size of 100, and the result
is illustrated in Figure 4. &e performance ratio of GenPSO
has higher value than with traditional compression ap-
proaches. So it is proved that GenPSOWVQ is superior to
traditional compression approaches.

Figure 1: Experimental images.
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4.3.4. Experiment No. 4: Performance of Error of GenPSO
with Population Size of 50. &e designed 2-2-1 feed forward
architecture and the error value were developed according to
the GenPSO method set out above. &e population size was
50, and the termination rule is if the best error in the
chromosome in the 50 successive generations is less than
0.00001. It is described in Figure 5.

&e proposed GenPSO approach’s performance is
compared with varying population size of 50, and the result
is illustrated in Figure 5. &e performance ratio of GenPSO
has higher value than with traditional compression ap-
proaches. So it is proved that GenPSOWVQ is superior to
traditional compression approaches [36]. &e proposed
GenPSO achieves high performance against a large pop-
ulation size. &is shows that it is superior to traditional
compression approaches.

5. Conclusion

&is article presents an image compression method for
medical image compression using recurrent neural network.
&is recurrent neural network used a new image com-
pression scheme called the GenPSOWVQmethod which has
been introduced using GenPSO with wavelet VQ. &e
codebook is built using a combination of fragments and
genetic algorithms. &e proposed method was tested using
real-time medical imaging using PSNR, MSE, SSIM, RMSE,
SNR, and CR indicators. Experimental results show that the
proposed GenPSOWVQ method yields higher PSNR
SSIMM values for a given compression ratio than the
existing methods. In addition, the proposed GenPSOWVQ
method yields lower values of MSE, RMSE, and SNR for a
given compression ratio than the existing methods. &is
work can be further expanded to achieve the goal of creating
optimal rules. &e work can be extended for security in case

Table 1: Analysis of PSNR, MSE, SSIM, NMSE, and SNR of GenPSOWVQ approach along with 25% CR ratio.

Dataset
Compression approaches
Metrics OFFNN VQFFNN VQOFFNN IntOPMICM GenPSOWVQ
PSNR 36.80 48.12 49.65 52.4227 60.64
SSIM 0.20 0.43 0.53 0.6736 0.86
MSE 13.57 8.86 6.19 1.4164 0.83
RMSE 3.68 0.001 2.48 1.1901 0.0099
SNR 21.42 16.96 10.65 7.42 5.63

OFFNN
VQFFNN
VQOFFNN

IntOPMICM
GenPSOWVQ

Figure 2: Analysis of PSNR, MSE, SSIM, NMSE, and SNR of
GenPSOWVQ approach along with 25% CR ratio.
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of image compression. Like the future work for this work, a
new code of image compression is proposed using ambig-
uous logic. &is research work has to be tested on large
datasets and on a dynamic huge sample that is not tested and
storage optimization that is not considered. &e article
presents a method for image compression using a recurrent
neural network known as GenPSO. &is method is built
using a combination of genetic algorithms and fragments.
&e test results indicated that the proposed method achieves
higher PSNR SSIMM values than the existing methods.
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As a chronic disease, cervical spondylosis is prone to recurrent attacks as we age if we do not pay attention to protection, which can
easily lead to symptoms such as osteophytes and herniated discs. In the early stage of cervical spondylosis, it is possible to alleviate
the disease and prevent its aggravation by improving poor cervical posture and increasing cervical activities. -is article analyzes
the current situation and medical prospect of smart wearable devices with the prevention and treatment of cervical spondylosis in
white-collar people as the starting point and smart wearable devices as the focus and provides a detailed analysis of the functions,
categories, technologies, and applications of smart wearable devices to provide a technical theoretical basis for the construction of
the subsequent research system. For the user’s health state, some other physiological parameters are sent to data also through
mobile Internet, and the user’s physiological information is obtained on the computer database in also, which not only provides
the monitoring function for the user’s health but also provides the information of medical big data elements for medical and health
institutions and so on. -is article elaborates the requirement analysis of this system, based on which the system architecture
design and module division are elaborated. It provides a practical and theoretical basis for further realizing the seamless in-
tegration of IoT technology and nursing information management system and improving its depth and breadth in the application
of nursing information management system. From the perspective of the way of quantification of nursing practice activities, real-
time monitoring, scientific management, and intelligent decision-making, it provides the basis for achieving the quality of nursing
services, reducing errors, reducing labor intensity, and improving work efficiency and clinical research.

1. Introduction

With the rapid development of mobile technology and the
widespread use of mobile Internet, the traditional Internet
has slowly shifted to mobile Internet [1]. In this high-speed
development trend, smart wearable devices are also growing
rapidly and becoming a popular industry. In life, people
want to use smart wearable devices to sense the outside
world and their own information and to be able to process
and communicate information more effectively with the
help of computers, networks, and even other devices [2].
With the increasing awareness of health and health care
requirements, all these are driving the medical model to shift
from a symptom-centered treatment model to a prevention-
centered, early diagnosis, and early treatment model, which
has led to the focus on wearable products for health care.
Smart wearable devices in the medical field have occupied an

important position, and various medical devices such as
smart blood pressure meter, smart blood glucose meter, and
wrist-type ECG detector have emerged, making the seem-
ingly professional medical devices start to come into ordi-
nary people’s homes [3]. Wearable health devices are devices
that can be worn directly on the body or integrated into the
user’s clothes or accessories. Wearable medical devices can
not only monitor blood sugar, blood pressure, heart rate,
blood oxygen level, body temperature, breathing rate, and
other human health indicators anytime and anywhere but
also be used for the treatment of various diseases [4].

At present, wearable devices have made rapid devel-
opment in the field of medical health, and smart wearable
devices are moving from application research to practical
application. In addition to monitoring users’ personal
health, they can also provide new diagnostic and treatment
means for medical treatment, effectively solving the practical
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needs of clinical aspects, with good development prospects
and broad market space. At the same time, the market scale
of wearable mobile medical devices is expanding, and among
the many mobile medical products, the most popular ones
are wearable health products that provide medical services
and monitoring for hospitals and patients [5]. In recent
years, smart healthcare has been developing and growing,
and smart ward systems in hospitals have attracted much
attention. -e construction of smart wards is developing
rapidly. In smart wards, nursing staff can quickly access
patient medical history information, doctors can use in-
telligent diagnostic data as auxiliary information for con-
dition assessment and treatment, and patients can easily
access health big data information in the process of medical
treatment, so smart wards are an important part of realizing
smart medical care [6]. Considering the special character-
istics that the patient group has lower immunity and is more
sensitive to environmental factors, the hospital ward envi-
ronment is directly related to patients’ health, and a good
ward environment can create a good recuperation envi-
ronment for patients. -erefore, a monitoring and control
device is needed to monitor the environment in the ward in
real time and strictly control the ward environment to meet
the needs of patient recuperation. -e continuous break-
through of science and technology, the rise of artificial in-
telligence, the emergence of cloud computing and the
Internet of -ings, and the way of life in the ward have
undergone further change and transformation, and the
Internet of -ings monitoring and control system with
modern significance has gradually entered the ward [7]. IoT
cloud platform is a kind of data processing and management
platform that can provide services to consumers and en-
terprises. After cloud computing has been widely used, IoT
technologies in logistics, education, agriculture, and many
other fields have progressed. In these applications, the de-
velopment cost of IoT can be high if it is arranged in local
threads, while the cost is dramatically reduced by saving the
transmitted data through the IoT cloud platform [8]. To
network the physical endpoints, one needs IoT platforms to
manage smart devices to achieve communication. -e
combination of IoT technology and cloud computing be-
comes inevitable [9]. Cloud computing adds fresh blood to
the Internet and IoT development and also combines user
applications with the currently popular web development
technology, which makes the IT performance of products
optimized, and consumers can get a good user experience
and realize the cost optimization of enterprises [10].

-e traditional intelligent system puts the server in the
indoor environment and embeds it directly in the indoor
gateway, which calculates, stores, and processes the indoor
data, and the performance of the hardware gateway device
cannot effectively meet the intelligent demand. On the other
hand, due to the storage of data in indoor devices, it causes
data disconnection, which is not conducive to the analysis
and processing of user data. -e rapid development of IoT
cloud platform technology has strongly promoted the de-
velopment of intelligent ward monitoring and control sys-
tem. Based on the IoT cloud platform, intelligent
management and control of equipment in wards can be

realized, making the smart ward system solve the problem of
data disconnection, and enterprises or users can simply and
conveniently manage and control equipment, thus pro-
moting the flow of the system into the market for mass
production applications. Under the specific application
scenario of the smart ward, the IoTmonitoring and control
system applied to the ward can integrate the current in-
telligent instruments, electrical resources, etc. To intelli-
gently monitor and control the ward appliances. Users can
view the working status of intelligent devices in wards in real
time through cell phones and computers and canmanipulate
the operating parameters when the physical hardware is
running, so as to get a good ward experience. -e IoT cloud
platform technology and system have scalable storage space
and efficient data processing capability, providing a platform
for the use of deep learning. -e system can train artificial
neural networks based on users’ historical behaviors and
users’ interests, resulting in artificial network training
models that enable users to understand their own habits of
using equipment and also enable data prediction sharing
through prediction of changes in environmental parameters,
providing a foundation for future construction of intelligent
wards. In the long-term direction, the system based on the
IoTcloud platform has good security, data sharing, and fault
tolerance features and has good development prospects and
application value.

2. Related Work

Based on the requirement analysis of the IoTmonitoring and
control system applied to wards, the thesis designs the
overall functional framework of the system.-e thesis can be
divided into two major parts: IoT hardware module and IoT
software module [11]. Among them, the IoTsoftware system
includes the cloud platform server and the cloud platform
client. Taking the ward application as the design back-
ground, different sensors of the ward environment moni-
toring module are used to collect the corresponding
environmental parameters in the ward, including humidity,
temperature, carbon dioxide concentration, and light in-
tensity, connect to the network through WiFi wireless
communication technology, upload the data to the TCP
server inside the cloud server through TCP protocol, create a
client in the TCP server, and transmit the data to the MQTT
server, and the data information will be forwarded, pro-
cessed, and stored in the TCP server [12].-e corresponding
cloud platform client acts as a client of theMQTTserver, and
theMQTTclient can subscribe to a topic to theMQTTserver
side, and once subscribed, it can publish messages to that
topic, and any message that enters the subscribed topic will
be printed to the JavaScript console, and the state changes of
the sensor terminal and visual display data will be displayed
in the cloud platform client web page in the form of ani-
mation. -e same is true for reverse communication, which
can be completed by the user clicking on the web interface to
complete the control of the sensor terminal [13].

-e behavior prediction module is based on an artificial
neural network, using an attention model to complete the
prediction of device usage, which is convenient for patients
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to understand their habits and provide direction for sec-
ondary development later. -e system realizes the
decoupling of heterogeneous hardware protocols by adding
a cloud control software framework, which facilitates the
management and control of information and makes the
communication modules independent of each other and
coordinates their work for easy development and use [14].
-e core element and basic composition of IoT is still the
Internet, which is an extension and expansion of the In-
ternet and can realize information exchange, communi-
cation, intelligent positioning, and monitoring and control.
In recent years, IoT has been widely used in production and
life, introducing smart city, smart medical, smart energy
management, smart transportation, and smart
manufacturing into industrial and commercial fields.
Currently, IoTplatforms mainly consist of nonopen-source
and open-source IoT platforms, and the following text
briefly describes the two types of IoT platforms [15]. -e
computing mode of cloud computing is efficient, and IoT
performs a lot of and fast computing, so consider com-
bining IoT and cloud computing so that cloud computing
provides a good application basis for IoT. Without the
development of cloud computing, IoT cannot be success-
fully realized, and the development of IoT drives the
progress of cloud computing technology; the two com-
plement each other and are indispensable. Health care IoT
is an important application area of IoT technology in the
medical industry [16].

It is clearly proposed to “actively penetrate the medical
consortium, use Internet technology to accelerate the in-
teroperability and sharing of medical resources and in-
formation, achieve efficient business collaboration, and
carry out more convenient telemedicine services” [17].
With the popularization of IoT technology and its full
integration and application with 5G communication
technology and computer technology such as cloud com-
puting and big data, the influence of health care IoT is
growing. Currently, China’s medical-related IoT can be
roughly divided into three major application areas: smart
hospital services, home health services, and public health
services, covering multiple subapplications such as drug
traceability, critical care, medical supplies management,
and health management [18]. With the increase of people’s
need for a better life, people’s demand for home health
services is also gradually increasing, and the IoT platform
for home health services has been given full attention.
However, most of these applications still rely on the de-
veloped medical resources in the region to do some sup-
port, and the use is also very complicated, and the usage
rate of IoT medical services is not high in areas with
backward medical level [19]. At the same time, the user’s
personal data involve personal privacy and interests; once
leaked, they will have a serious impact on the user, and
most of the current intelligent medical IoTproducts do not
take into account the data security issues, many will even
transfer the user’s data directly to the public cloud, and
there are great hidden dangers [20]. -erefore, data se-
curity in smart medical is also the focus of attention of
governments and researchers in various countries.

3. IoT Intelligent Assisted Head and Neck Care

3.1. Intelligent Monitoring of Head and Neck Wearable
Devices. From the current point of view, the development of
technology and the improvement of the quality of life also
made wearable products available to people’s daily life, so
that wearable devices are being known and applied by a large
number of people; wearable products health care is the
future direction of the development of intelligent wearable
products. People use smart wearable devices to monitor
various health and physiological indicators in real time,
providing users with scientific guidance on health. Although
there are many exploratory products in the field of posture
monitoring, most of them focus on posture correction
monitoring, mainly concerned with posture monitoring of
the lumbar spine and other parts, by monitoring the user’s
sitting posture, heart rate, breathing, and other data. -e
controller node can receive control commands sent from the
cloud server to the hardware nodes, and the controller node
performs the corresponding process according to com-
mands such as switching on and off the fan and switching on
and off the air humidifier. A two-directional control of the
system is therefore achieved. However, for the user, the lack
of data information from the information level to the
transformation of action is precisely one of the reasons for
the lack of user execution, mostly in giving advice and
feedback, and not for the user to develop a corresponding
improvement plan, the user needs to find their own way to
make up for the shortcomings. At present, wearable mon-
itoring products, monitoring posture, and other body in-
dicators are very helpful to users, but considering that the
daily scenarios of white-collar people are relatively irregular,
interspersed with meetings, ambulatory work, leisure, study,
and other scenarios, a single reminder mode sometimes
becomes a disturbance and it may be necessary to consider
setting the scenario mode to ensure that users have a good
product experience. It is also necessary to integrate the
corresponding ergonomics to ensure the comfort of the
product.

-e arrangement position of the neck ring monitoring
node is directly related to the data collected by the sensor
device to the model description; the closer to the monitoring
target, the better the accuracy. Considering that the smart
neck ring mainly monitors the cervical part of the human
body, the product identification device can be placed near
the cervical vertebrae, using the neck ring structure, which is
conducive to the accuracy and fixity of identification. -ere
is also an operation function area at the end of the neck ring,
which can be used only through simple operation steps, and
the whole process is easy and convenient. Information ar-
chitecture is the process of normalizing the overall structure
and specific functions of the application interface on the
basis of the user task model. After the functional require-
ments of the smart neck ring application system are clear, the
logic, hierarchy, and path of each information and element
are presented by sorting out the relationship of the content
information and elements of the system and constructing the
relevant flowchart, making the target function and user’s
needs reflected. -e smart neck ring will be designed from
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the four modules of status, movement, discovery, and
personal center, as shown in Figure 1.

With the continuous development of smart wearable
devices in the medical field, the use of wearable devices to
monitor and improve health has become a new way of health
management, aiming to remind users to improve their poor
lifestyle in real time by monitoring their behavioral data and
providing targeted prevention and treatment suggestions. At
present, it can detect blood sugar, blood pressure, heart rate,
body temperature, human breathing, human posture, and
other human physiological health indicators to provide users
with scientific health guidance. In terms of cervical spine
disease, wearable devices have already realized the moni-
toring of cervical spine dynamics, which can determine the
posture and the activities of the wearer’s cervical spine
according to the position and angle of the wearer, providing
a technical basis for wearable devices in the prevention and
treatment of cervical spine disease. Combining with the
characteristics and needs of white-collar people, the research
and design of guardianship products can prevent and treat
cervical spine disease for white-collar people, solve their
cervical spine subhealth problems, let them maintain a good
lifestyle while pursuing their ideals, and reduce the troubles
of subhealth. It not only has social significance but also
responds to the development of the times.

3.2. Wearable Device Sensor Node and Controller Node
Design. -e functionality of a hardware node is divided into
two main parts: on the one hand, environmental parameters
such as carbon dioxide concentration, light intensity, tem-
perature, and humidity are to be recorded via sensor nodes
and the collected data are uploaded to the cloud server via a
WLAN module. -e hardware notes in this white paper are
complex and varied so that you can add new sensors and
electrical devices depending on the environment and re-
quirements or remove some sensors and corresponding
electrical devices. After changing the devices, only some
changes of the physical base interfaces are needed while
agreeing on the message format for communication between
the two sides, and then the design can be migrated to other
physical bases, which is conducive to large-scale rollout. -e
sensor node includes a main control module, a WiFi net-
working module, a power and peripheral circuit module, a
sensor module, and a controller module. -e sensor module
collects the environmental parameters in the ward, and the
main control module converts the environmental parame-
ters into the required physical quantities. -e WiFi net-
working module can upload the processed data to the cloud
server to complete data communication and also receive
control commands from the cloud server to perform the
corresponding control operations. -e energy supply
module is to provide various specifications of voltage re-
quirements for each node device. -e block diagram of
sensor node and controller node structure is shown in
Figure 2.

In the context of ward environment, the article requires
large communication coverage, high transmission rate, good
stability, and easy maintenance. WiFi is chosen as the

wireless communication method for the IoTmonitoring and
control system in the ward.-eUSR-WIFI232-A2 is selected
as the serial to WiFi communication module. -e module is
internally encapsulated and simple to set up to complete
bidirectional data transmission between the serial device and
the WiFi module. USR-WIFI232-A2, as a hotspot, can ac-
commodate 32 WiFi clients at the same time and 32 TCP
clients at the same time, providing convenience for the
construction of the IoT system.

Several key elements in the recommendation system are
defined:

T �
T1, T2 . . . Tn 


N
i�1 Ti

. (1)

User interest set for personalized fuzzy logic is as follows:
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-e user is interested in personalized fuzzy logic set
value.

When a user no longer has any user behavior on a re-
source to which a personalized fuzzy logic belongs after a
certain time interval, we judge that the user’s learning
process for the resource has ended, and the interest value of
the personalized fuzzy logic will follow.
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T is the time interval for the user’s personalized fuzzy
logic interest set to transfer; this interval is the time from the
user’s interest in a personalized fuzzy logic to the completion
of the personalized fuzzy logic learning; t is the current time.

After the network parameters are set, restarting the WiFi
module will complete the automatic network connection, at
which time the WiFi module is accessed as a client and a
connection is established with the cloud server. Take the fan
as an example; its controller node receives the control
command sent by the cloud server and sends the current
state of the control node to the cloud server so that the server
and the control node stay in sync and realize real-time
update of the state information. Pulse width modulation
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Figure 1: Neckloop mobile application state module information
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(PWM) technology is used to control the airflow for different
gears. PWM technology is used to equate the required
waveform by modulating the pulse width and then digitally
encoding the analog signal level, i e., adjusting the infor-
mation, energy, and other changes through the duty cycle to
achieve different gears of airflow. At the fan hardware node
side, the air conditioner switch is controlled by pressing the
on/off button, real-time monitoring of the fan status is
achieved by sending heartbeat packets, and the latest status
of the node is sent to the cloud server in string format, which
is stored, processed, and forwarded to the cloud platform
client to achieve the animation display of the front-end page.
-e controller traffic change curve is shown in Figure 3. -e
controller nodes are monitored in real time to realize the
transmission of status information of different sensor ter-
minals and the execution of control commands from the
server side, thus realizing the bidirectional control between
the cloud server side and the sensor terminals.

3.3. Design and Implementation of Cloud Server. Cloud
servers provide interfaces to sensor devices and clients in
stations where you can filter, store, and calculate data from
sensor nodes and cloud platform clients.-e article provides
IoT systems on cloud platforms; cloud servers are data re-
quest and processing centers for the entire system while
communicating with sensor nodes and, on the other hand,
with cloud platform clients. Stores and processes requests
and response signals from both sides. -e two modules of
the cloud server side are programmed using Python lan-
guage to set shared variables and shared addresses in order
to complete the communication between modules and re-
alize two-way real-time communication and control
transfer, which can be shown in Table 1.

-e control transfer layer added between the cloud
platform client and the sensor node can separate the client
and the sensor node to achieve decoupling, thus allowing the
two ends of the system to run separately during development
and maintenance, reducing the coupling of the system. After
the connection is completed, it is only necessary to negotiate
and specify the communication protocol between the two
sides and subscribe to it in the prescribed format, and the
sensor nodes can quickly connect to the network to receive
control commands and upload data to achieve bidirectional
transmission of information between them. A block diagram
of the cloud server architecture is shown in Figure 4.

-e cloud platform client acts as a client of the MQTT
server and subscribes to the topic to the MQTT server side;
once subscribed, it can post messages to the topic and any
message that comes into the subscribed topic will be printed
to the JavaScript console:

(1) Data messages based on the MQTT protocol are
forwarded through the MQTTprotocol proxy server
to the MQTT client defined inside the TCP server,
where they are forwarded, processed, and stored.
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Table 1: Real-time communication and control transfer.

Modules Real-time communication Control transfer
Node 1 NA 0.7739± 0.157
Node 2 NA 0.7652± 0.148
Node 3 0.6213± 0.269 0.6220± 0.169
Node 4 0.6349± 0.253 0.6539± 0.165
Node 5 0.7365± 0.183 0.8186± 0.129
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-en the data will be transmitted to the sensor nodes
through the WiFi networking module via TCP
protocol. -e final realization of the cloud platform
client real-time control sensor terminal execution.

(2) -e same is true for the reverse data transfer, which
is the transfer of sensor terminal data to the cloud
platform client for presentation. -e article selects
the QoS1 level MQTTprotocol, which completes the
distribution at least once and ensures that the data
from the sensor nodes must be sent out. Since the
persistent communication between the client and the
server requires constant message transmission, this
makes the load on the server side increase.

(3) -e article ensures that the signal changes can be
listened to in real time by setting the heartbeat in-
terval time, and that when there is no data trans-
mission, the number of transmissions is reduced by
lengthening the heartbeat interval time to maintain a
continuous connection, achieving both minimizing
the load on the server side and maintaining a two-
sided connection. In the programming, the focus is
on the four methods: connect, subscribe, publish,
and disconnect.

4. HeadandNeckCareEffectivenessAssessment
and Testing

In the training parameters, the learning rate is set to 0.001
and the batch size is set to 128. According to the training
curve, the model is better trained when the epoch is 5, and
the switch threshold is set to 0.8. After the model training is
completed, the trained model is called and tested using the
test set. -e accuracy of the test set for predicting the fan on/
off state was 91.89% (accuracy is expressed as the ratio of the
number of correctly predicted fan state samples to the total
number of samples in the test set). For each predicted device,
a binary model was trained, and a total of four models were
trained in the article, each with the same training acquisi-
tion, to derive the accuracy of predicting the state of the
device under the environmental state of the fan, air con-
ditioner, smart lamp, and humidifier at a certain moment in
the future, as shown in Figure 5.

-e correlation between the air conditioner switch and
the temperature value in the environmental parameters is
relatively the greatest, and this chapter focuses on analyzing
the correlation between the air conditioner switch and the
temperature. -e total number of times the air conditioner
is turned on in different time periods in a week.-e chart of
the historical behavior of air conditioner switching in a
week shows that the correlation between air conditioner
switching and temperature values is low and not easy to
predict, resulting in low accuracy of the test set. -e results
of user behavior prediction show that by fitting the his-
torical serialized data with a neural network using the
attention mechanism, the usage status of electrical devices
at a future moment can be predicted with an accuracy of
nearly 90%, as shown in Figure 6. -e prediction accuracy
can be improved in the future by improving the network

structure and increasing the training set in an appropriate
amount.

In several tests, it was found that when a sensor node is
connected to the cloud server, when the node is discon-
nected due to an accident, the server is unable to determine
whether the sensor is disconnected due to the lack of
feedback. When the unexpectedly disconnected node is
repowered, it reports an error because it already has a
connection with the same name. -e article solves this
problem by sending “heartbeat packets,” setting the TCP
server to send a message to the sensor node every 20s, and if
the sensor node receives it, it returns data to the TCP server,
indicating that a connection exists. If the sensor node does
not return a message to the TCP server after the TCP server
sends a message to the sensor node, the connection is
broken. At this time, close the connection channel and wait
for the next reconnection to create a new channel; as shown
in Figure 7, it can be seen that the connection can normally
communicate again after the unexpected interruption. -e
above debugging shows that the two-way real-time com-
munication between the server side and the sensor node is
normal. -is means that the integration of the two func-
tional modules of the sensor node and the cloud server is
successful.

-rough research on the cervical spine subhealth of the
white-collar population, the research was conducted around
the psychological, physiological, behavioral and user needs
of white-collar workers, and the real demands of users were
discovered through questionnaires, in-depth interviews, and
observation visits from which it was found that white-collar
workers do not know and pay enough attention to their own
cervical spine problems and have a long time of sedentary,
lack of physical exercise, and lack of systematic and pro-
fessional guidance on the prevention and treatment of
cervical spine diseas and few of them really seek medical
treatment. -ey usually relieve themselves by pressing the
discomfort zone and sitting cervical spine exercises, as
shown in Figure 8. Combined with the conclusions of the
previous analysis, the overall product system design was
carried out. -e system includes the following: smart neck
ring product hardware, R-neck software application, and the
whole product system composition design. Taking into full
consideration the actual requirements of white-collar
workers in human-computer interaction, the product shape
is chosen to be fashionable and lightweight, in line with the
preferences and feelings of white-collar workers; in terms of
software, according to the definition of product system
functions and interaction methods, taking into account the
busy nature of white-collar workers, a clear structure and
hierarchical interface is designed to avoid interference from
too many or overly complex factors, and relevant technical
descriptions are made.

-e system has several advantages over traditional IoT
systems, (1) low coupling between client and sensor nodes,
adding more control transfer layer than traditional archi-
tecture, which makes both sides function without affecting
each other; (2) good platform migration, only needing to
make some physical base interface changes and agree on the
message format of the two sides of the communication to
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migrate the system design to other physical bases, unlike the
traditional architecture which requires a lot of code changes;
(3) friendly human-computer interaction, using the grid
system to do a responsive layout to adapt to different screen
sizes and real-time display of sensor node status through
animation effects, you can click the animation to manipulate

the sensor nodes. -e client page display is further enriched
and optimized by throttling and antishake and image pre-
loading, which improves rendering efficiency and increases
the dynamic web page effects intuitively and vividly, which
improves the interaction friendliness and enhances user
experience. (4)-e system is predictive and uses an attention
mechanism to achieve state prediction for different devices
on the basis of artificial neural network. -e accuracy rate of
the test set is nearly 90%, which can meet the demand of
patients and provide direction for the secondary develop-
ment in the later stage. However, there are still problems in
the system, which need to be improved continuously. -ere
are some differences between the hardware and software of
IoT devices; there are some delays that lead to miscalcula-
tions of information as the data are not updated in time.
With regard to the optimization of the IoTcontrol system for
stations, there are few studies on scenarios where many users
access simultaneously in a short time. Follow-up allows you
to provide Nginx proxy web servers for load balancing to
improve the responsiveness of your system to a large number
of user data attacks in a short time. -e behavior forecast
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module currently only implements device status forecasting.
In later development, different input functions can be added
based on the neuronal network model of the current at-
tention mechanism.

5. Conclusion

In the IoT hardware system, the environmental monitoring
node and the controller node are designed. -e nodes in-
clude the main control module, WiFi networking module,
power supply and peripheral circuit module, sensor module,
and controller module. On the basis of hardware, software
programs are written and the sensor node realizes the
collection of environmental parameters in the ward,

processes the environmental parameters using the main
control module, and uploads the processed data information
to the cloud service terminal through the WiFi module. In
the IoT software system, the server-side publish-subscribe
mode message transmission. -e service handler is written
in Python programming language to control and maintain
the information of the management nodes, to complete the
two-way communication between the server side of the
cloud platform and the sensor terminals, and to realize the
storage and management of the collected environmental
data by building a database. Real-time animation display and
control of sensor node status changes are realized using web
development technology, and data are displayed in the form
of visual images by ECharts js technology. In order to realize
the user’s personalized demand and make a differential
response to the specified user, the attention mechanism is
used to do data mining on the user’s historical behavior,
capture the key information that is helpful for the current
behavior prediction, and complete the behavior prediction
with an accuracy rate of 91.89%, which provides the basis
and direction for future secondary development. -e
comprehensive test results of the system show that the
system functions meet the expected objectives. -e imple-
mentation of the IoTmonitoring and control system applied
to wards and the iterative improvement of its design
methodology will be a reference for monitoring the ward
environment, manipulating electrical equipment, and pre-
dicting future usage.
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-is paper presents an in-depth study and analysis of clinical care of patients with hyperthyroidism using wearable medical
devices in the context of medical IoT scenarios. According to the use scenario of the gateway and the connectivity of the
equipment, the hardware architecture, hardware interfaces, functionality, and performance of the gateway were briefly designed,
so as to monitor patients with hyperthyroidism more comprehensively and save labor costs. -e gateway can provide access to
different devices and adaptation functions to different hardware interfaces and provide hardware support for the subsequent
deployment of the proposed newmedical communication protocols and related information systems. Amedical data convergence
information system based on multidevice management and multiprotocol parsing was designed and implemented. -e system
enables the management and configuration of different medical devices and access to data through the targeted parsing of the
underlying medical device communication protocols. -e system also provides the automatic adaptation of multiple types of
underlying medical device communication protocols and automatic parsing of multiple versions and can provide multiple devices
to process fused data streams or device information and data from a single device. -e use of event-driven asynchronous
communication eliminates the tight dependency on service invocation in the synchronous communication approach.-e use of a
metadata-based data model structure enables model extensions to accommodate the impact of iterative business requirements on
the database structure. Real-time patient physiological data transmission for intraoperative monitoring based on the MQTT
protocol and video transmission for intraoperative patient monitoring based on the RTMP protocol were implemented. -e
development of the intelligent medical monitoring service system was completed, and the system was tested, optimized, and
deployed.-e functionality and performance of the system were tested, the performance issue of slow query speed was optimized,
and the deployment of the project using Docker containers was automated.

1. Introduction

Relatively inexpensive domestic infusionmonitoring devices
have been marketed, but they can only be monitored in-
dividually and cannot be networked for systematic man-
agement [1]. Clinical infusion work still suffers from
untimely fluid replacement, inaccurate infusion speed, and
failure to detect infusion failure in time. With the frequent
emergence of problems such as inefficient medical treatment
caused by the insufficient and unreasonable allocation of
total medical and health resources, inadequate medical risk
control, weak primary health service system, imperfect
medical security system, disorderly production and circu-
lation of drugs and medical equipment, inflated prices, and

serious disputes between doctors and patients, the problem
of how to solve the “difficulty of seeing a doctor” and
“expensiveness of seeing a doctor” caused by the imperfect
medical system has become more acute [2]. -e develop-
ment and application of Internet of -ings (IoT) technology
in the medical field have emerged in the world, such as
medical waste tracking management, special patient mon-
itoring management, baby monitoring, and elderly vital
signs’ home monitoring. As IoT technology has precise
sensing ability for mobile individuals, there are numerous
mobile devices in the clinical medical field; thus, with the
continuous development of IoT technology, it has suc-
cessfully integrated into the clinical medical industry and has
provided great help to the construction of smart therapy,
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which has now become one of the hot spots that the IoT field
is concerned about [3].

A medical examination device with antidropping
function for clinical use in hyperthyroidism and its control
system includes a central processing and control module, a
human body sensing module, an action recognition module,
an overflow detection module, a height detection module, a
sound alarm module, an opening and closing control
module, a drive module, a status indication module, and a
power supply module. -e present invention can auto-
matically identify human body movements, can realize
automatic unpacking, and is convenient for putting the used
syringes into the syringe storage box, making the recovery of
the syringes convenient and preventing the inspectors from
touching the intelligent storage box. For more safety and
hygiene, the test tube holder and the intelligent storage box
are fixed by the first electromagnet and the second elec-
tromagnet, which can make the placement of the test tube
holder and the intelligent storage box more stable and
prevent them from falling off during use; at the same time,
the electromagnetic field is controlled by the control button.
-e working state of the body is convenient for taking the
test tube holder and the intelligent storage box, and the
practicability is higher. Cloud computing, big data, artificial
intelligence, and so on have been the hot spots of general
concern and technical research in various industries in
recent years, and their related technologies have gradually
become popular and mainstream application technologies in
the process of informatization and intelligence in various
industries. At the same time, in the medical field, large-scale
regional medical and health information systems and large
health care data centers are also under construction in full
swing [4]. Nursing is an important part of health care de-
livery, and the application of information technology in
nursing can reduce duplication of effort and nursing errors,
allowing clinical nursing staff to spend more time caring for
patients and substantially improving the quality of nursing
services [5]. -erefore, nursing information competence has
become a basic quality that every nursemust possess, and the
improvement of information technology in medical services
is a great driving force for the development of medical care.
-rough the study of nursing information competence
theory and practice, a set of scientific and reasonable
evaluation systems of nursing information competence of
clinical nursing staff is developed [6]. -e index system of
nursing information competence of clinical nursing staff can
provide an objective reference basis for clinical nursing staff
and nursing managers on the one hand, and provide ob-
jective reference indicators for cultivating efficient clinical
nursing staff and improve the overall information literacy of
nursing staff on the other hand [7].

Wireless sensors used in the field of environmental
monitoring such as temperature and humidity sensors are
widely used in soil monitoring, infrared sensors are widely
used in elevator escalator human detection, light sensors and
sound sensors are widely used in intelligent electric lights,
smoke sensors and flame sensors are widely used in security
warning, and so on. -ese sensors use different networks to
upload data and after processing and analysis to achieve

real-time monitoring of human health and real-time
monitoring of the environment. People from many remote
areas flock to cities in search of a better medical environment
and resources; especially in many cases, there is a need to
ensure high-definition video call capability for ambulances
to enable remote preemption. Establishing healthcare in-
formation systems that use Internet technology to connect
hospitals to hospitals and hospitals to patients can greatly
reduce the potential for unnecessary transportation, lodging,
travel, and illness delays. However, there are still many
shortcomings in the current healthcare information tech-
nology. Medical scenarios such as remote video suffer from
certain delays due to limitations in network structure and
medical informatics equipment. At the same time, there is a
wide variety of medical informatics, which needs to be
optimized for specific medical informatics scenarios.

2. Related Work

-is section discusses the specific implementation of the
Internet of -ings in the health field and proposes a con-
struction concept related to the smart hospital based on the
Internet of-ings [8]. It is considered that smart medicine is
a medical system that combines electronic medical records,
electronic health records, and medical Internet of -ings
with medical cloud data as the core and Internet of -ings
and data transmission and exchange as the technology to
build medical and health services and optimal management
[9]. Based on the new medical and health service model of
“Internet + health care,” the shortcomings of the traditional
medical service model are analyzed, and the tasks of in-
telligent medical action are proposed, mainly including
medical Informa ionization and medical body construction
[3].-e construction of smart medical applications based on
IoT technology, including mobile medical care, medical
equipment management, and smart hospital service system,
was elaborated to gradually realize the combination of IoT
andmedical services [10].-e purpose of cancer treatment is
not only to prolong survival time but also to maintain and
improve the quality of survival, which is not only in line with
the natural law of cancer development but also consistent
with the humanistic concept of “people-oriented” advocated
by the state [11]. -e evaluation of the quality of survival of
cancer patients has become an important aspect of cancer
care, but previously it mainly focused on common tumors
such as gastric cancer, lung cancer, and breast cancer [12].

Since the incidence of thyroid cancer has shown a trend
of increasing year by year in recent years and at the same
time, with the advancement of medical screening, diagnosis,
and treatment techniques, the postoperative survival of
thyroid cancer is more considerable, many scholars have
begun to focus on the study of the survival quality of thyroid
cancer patients [13]. Medical process monitoring usually still
uses manual rounds, transcription of infusion orders, and
transcription of inpatient information small card, so the
hospital ward nurses also need to blindly run back and forth
between the nurse’s station and the ward and cannot have a
clear sense of the patient’s various help but make the
planning of the nurses work greatly reduced [14]. With the
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continuous development of smart mobile devices, mHealth
has also begun to influence the way of medical management,
doctor-patient communication mode, and health product
innovation. Medical services and information are provided
using computers, handheld mobile terminals, and software
for smart devices combined with mobile communication
technology connected to the network [15]. Later, as mobile
communication technology continues to develop, increased
hospitals are building mobile health care workstations using
mobile devices such as PDAs.

-e traditional infusion set is still the most used infusion
tool in clinical care, and its monitoring method is based on
manual inspection. During infusion, the bag or bottle is
hung above the needle insertion site of the infuser, and the
drip rate is set by the nurse according to experience by
manually adjusting the pulley on the infusion tube. When
the infusion is about to end or when discomfort occurs
during the infusion, the patient or caregiver is required to
manually notify the health care worker to come and deal
with it in time. -is not only increases the labor intensity of
health care workers but also makes clinical safety not im-
proved. -e management system monitors the infusion
status in real time in the field through wireless communi-
cation technology, calculates the end time of infusion, and
gives an alarm to remind us when the infusion is finished.
Any special situation during infusion can be contacted with
the nurse main console through the patient call intercon-
nection system. -e system can not only reduce the labor
intensity of nursing staff and improve work efficiency but
also significantly reduce the hidden dangers that may occur
during the infusion process, which is the future application
trend of clinical medical nursing work.

3. Analysis of Clinical Care of
Hyperthyroidism with IoT Wearable
Medical Devices

3.1. Medical IoT for Wearable Medical Devices Design.
-e medical scenario considered in this paper is the
scenario where multiple medical devices need to be
connected and provide real-time monitoring to the pa-
tient, such as an operating room or emergency ward. In
existing medical scenarios, it is often necessary to add
multiple medical monitoring devices such as monitors,
ventilators, and syringe pumps. In addition to this, there
are also environmental monitoring devices such as
cameras, monitor video encoding boxes, and environ-
mental sensors. All these devices need to be set up in-
dependently on the device by the healthcare provider; for
example, the monitor needs to be set up for network
settings, IP settings, data display item settings, alarm
settings, and so on, the syringe pump needs to be set up for
push mode, drug settings, channel settings, alarm settings,
and so on, the ventilator needs to be set up for ventilation
mode, respiratory rate, airway pressure, tidal volume,
alarm settings, and so on, and the camera and coding box
need to be logged into the device access page for reso-
lution, bit rate, push stream address settings, and so on.

At the same time, the medical process also requires
medical personnel to always monitor the operating status of
the equipment and alarm information to prevent medical
accidents caused by unexpected equipment failures and
parameter alarms. In addition, the maintenance of equip-
ment also poses certain difficulties; after the failure of
medical equipment, medical staff often need to consult the
equipment manufacturer or hospital technicians to recover
according to the equipment manual [16]. Environmental
monitoring devices such as cameras also require login to the
device page to enter a user name, password, and device IP
before they can be accessed, as does the setup of the coding
box.

At the same time, the unified management of devices
such as device registration, device online, and device offline
also needs the uniqueness of the device identification to be
distinguished, how to ensure the uniqueness of the device is
also a problem that needs to be studied, and a more reliable
scheme is based on the device address (MAC address, USB
address, and serial port address) and device protocol to
register the device ID as shown in Figure 1.

-ere is more overlap in the way these three models
apply IoT, and the main component of the project lies in the
information system. Existing IoT products are mostly
designed to solve specific challenges and hardly meet the
needs of most healthcare organizations for system func-
tionality. -e deep integration and scale utilization of IoT
and healthcare require a mature all-in-one applicable
solution.

-is paper examines the impact of IoT on the devel-
opment of medical consortia on a macrolevel. -ere are
various forms of IoT applications, which are currently di-
vided into four categories, care management, medical device
management, supply management, and wearable devices,
and different applications have different impacts on medical
consortia, while medical consortia are divided into four
categories, medical groups, medical communities, specialty
alliances, and remote collaboration networks, and different
medical consortia have different needs for IoT [17]. So
microscopic impact of IoT on the development of medical
consortia is governed by the form of IoT and the type of
medical consortia. In contrast, the study of the macroimpact
is not influenced by these factors. In terms of aiding deci-
sion-making, the scores of macroimpact are categorized
based on factors such as application technology and type of
IoTproject, and the conclusions of the analysis can be better
used as a basis for decision-making. A neural network al-
gorithm is used because our experimental data are limited,
and only the algorithm using a neural network can get better
results.

-e ward call system is a comprehensive system project,
which should be considered from various aspects such as its
function, performance, cost, and application of modern
related technology. Based on such requirements, it is suitable
to develop an integrated intelligent medical call system that
integrates the functions of bed call, bathroom call, and
corridor screen display using CAN bus technology, as shown
in Figure 2. As ZigBee technology itself is suitable for
wireless data transmission in a small area, in an environment
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with a large area and relatively complex building structure
such as a hospital ward, the loss rate of wireless signals is
inevitably high; if the data reception and forwarding capacity
are increased by adding terminals, the problems of wireless

signal collision and high probability of error codes cannot be
solved; it is impossible to set up a large sensing network
covering the whole hospital. It is impossible to set up a large
sensor network covering the whole hospital.
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Figure 1: Medical IoT framework for wearable medical devices.
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Figure 2: Signal transmission diagram of the call system.
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-e ZigBee terminals are wired and powered because
they need to forward signals at any time and have high
energy requirements.-e ward call system uses the CAN bus
for data transmission, which is mainly based on security
considerations to ensure reliable transmission, but there are
disadvantages such as poor system scalability and the need
for wiring in the ward.

Any unit connected to the bus can start sending mes-
sages if the bus is idle, and if two or more units on the bus
start sending messages at the same time, the priority can be
determined by receiving or blocking the message according
to its ID (identifier). In the ward call system, the call button
located in the ward only needs to be pressed when the patient
has an emergency to send a call message to contact the nurse
and does not transmit the message at all times. -e number
of nodes that can be connected to the CAN bus is theo-
retically unlimited, but it is limited by the bus time delay and
load capacity. If the number of connected nodes needs to be
increased, then the communication speed can be reduced;
conversely, if the transmission speed needs to be increased,
then the number of connected nodes can be reduced.

For the award, the number of wards is relatively high.
-e main functions of the clinical medical information
management system are to monitor the infusion status of
patients in real time, to respond to patients’ needs in time, to
understand the situation and needs of each ward, and to
realize scientific management of the whole ward and ward so
that the efficiency of medical and nursing workers can be
improved, the overall service quality of the hospital can be
improved, and themedical safety and patient satisfaction can
be enhanced.

3.2. Analysis of Clinical Care in Hyperthyroidism. With the
continuous development of business, the amount of code of
the whole system will become increasingly complex, and the
system architecture will become increasingly complex.-ere
are many problems faced by using monolithic architecture,
such as low development efficiency, increasing maintenance
cost, large deployment impact, poor scalability, and high
technology selection cost. -erefore, at the beginning of the
system design, the system should be split into multiple
modules with the idea of microservices [18]. When the
system is gradually upgraded with iterations, the vertical
expansion of the system can be achieved by upgrading the
in-service functionality of individual services. When the
upgrade of existing microservices cannot meet the business
needs of the system, new microservices can be added to
provide new service capabilities to cope with complex
business needs.

R1 �
V

2
cc − V

2
F

I
2
F

. (1)

In the formula (1), R1 represents the serial number 1
resistance, V2

cc represents the voltage difference, V2
F repre-

sents the negative voltage, and I2F represents the current of
the circuit. -e way services communicate with each other
also affects the degree of interdependence of the services.

Synchronous and asynchronous communication are two
ways to implement messaging between services. Rest HTTP
is a request/response-based synchronous invocation method
of communication that encapsulates parameters into JSON
format for messaging. Although this communication
method is simple to invoke, one party sends a request and
waits for the request to be transmitted to the other party and
waits until the other party returns after the request has been
fully processed before proceeding to the next operation.

Another way of communication between services is
asynchronous message invocation, and the message sender
only needs to send the message and does not need to care
which service is to receive this message; that is, the service
does not know who they are called by and does not know
which service they will call. Detaching the entire flow of
business execution from the module reduces the coupling
between the caller and the called, as shown in Figure 3.

It provides edge computing platform services, including
support for edge application deployment, providing a uni-
fied portal for application deployment. It supports config-
uration distribution with streaming media equipment, and
reports streaming configuration information to the dedi-
cated network operation management platform. It also
supportsthe provision of service capabilities, including lo-
cation services, bandwidth management services, and
wireless network information to industry applications
through the wireless side or core network side interface.
Based on specific business scenarios, it supports providing
applications with capabilities such as video streaming and AI
algorithm library to meet application requirements.

-e scheduler can be seen as a parent node, and the
queues/schedulers being scheduled are seen as children. -e
scheduler can schedule multiple queues and can schedule
multiple schedulers. -e parent node is the traffic conver-
gence point for multiple child nodes. -e classification rules
of nodes at different levels can be oriented to different
classification needs (e.g., users and business types), each
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node can specify classification rules and control parameters
to classify and control the traffic once, and different control
actions can be done on the traffic at different nodes, thus
realizing multiservice, multilevel, and multiuser manage-
ment of the traffic.

R11

R10 − R11
· Vcc � 1000mV, (2)

R10 ≈ 8R11. (3)

In the formula (2), R11 represents the resistance between
1 and 2, R10 represents the resistance from the initial point to
point 1, and the voltage value difference is 1000mV. First,
the subject of assessing the impact of IoT on the develop-
ment of healthcare clusters is one or more healthcare
clusters, with more than ten healthcare organizations in each
cluster, and it is practical to use success rates as impact
evaluation. Second, the market size in the field of medical
IoT has maintained a 25% growth rate in 10 years and is
forecast to remain the same in five years. -erefore, the
proportion of IoT projects and the future changes in the
development trend are not significant.

M(x) � w2σ w1x( , (4)

where M(x) represents the state at the X position, w2
represents the weight of the second point, σ represents the
state coefficient, w1 represents the weight of the first
point, and x represents the corresponding position. For
IoT projects with high technology, the breakthrough
products make a certain impact indicator score of 1, but
the overall score tends to be close to 0 due to the dif-
ference in technology or application focus of other IoT
projects. But because IoT technology is in the overall
development stage, the overall change in the impact of
IoT on healthcare in the next five years is small, and the
impact of high technology projects, although growing
faster, will not affect the overall statistical level as shown
in Figure 4.

Firstly, based on the author’s source, the data source, and
the type of IoT projects, applied IoT technologies were
counted, and percentage stacked bar graphs were plotted to
understand the researcher’s preference. After analysis, the
researchers showed differences in the source of data and the
two IoT technologies applied. Researchers from hospitals
and schools were more likely to evaluate the impact of IoTon
the development of healthcare clusters through qualitative
methods, while researchers from the health sector and
businesses were more likely to evaluate through case effects.
Researchers from hospitals are mainly users of IoTproducts,
researchers from schools are mostly product development
designers, and the evaluation of the effects of IoT applica-
tions by these two types of researchers is more subjective.
-e technologies applied by researchers from hospitals and
schools are mainly wearable devices, while health authorities
and companies focus more on the integrated use of IoT
technologies [6]. From Figure 4, it is known that researchers
from schools and hospitals together account for 72.9% of the
total researchers, so researchers from hospitals and schools
will have more influence in the evaluation of the impact of
wearable device cases on the development of health care
clusters.

QN(w) �
1
2


i,j

1 + Pij 
2

mi − mj . (5)

In formula (5), QN(w) represents the state where the
weight is w at the position of N, Pij represents the weight
component of the i-th row and j-th column, mj represents
the initial component, and mi represents the end component
[19]. -e lack of interoperability of medical information
systems has always been an important factor constraining
the construction of health informatization, and there are two
reasons for the difficulty in sharing information [20].

-e study on the working status of the study subjects
found that 53 cases (30.64%) were currently engaged in
domestic work and 44 cases (25.43%) were still working,
which was related to the fact that the survey subjects were
mostly middle-aged women mainly from rural areas. -e
types of medical insurance of the survey respondents were
mainly new rural cooperative medical insurance and urban
employees, with 91 cases and 62 cases, accounting for 52.60%
and 35.84%, respectively [8, 21, 22].

4. Analysis of Results

4.1. Performance ofMedical IoT Systems forWearableMedical
Devices. As multiple surgeries are performed at the same
time in a hospital, multiple monitoring devices are used to
monitor the physiological status of the patient during each
surgery. -e real-time data transmitted from the gateway to
the upper layer during the surgery includes both the
physiological data of the patient collected by the monitoring
device and the alarm information of the monitoring device.
In addition to this, the client may also downlink the con-
figuration information of the device at this time, so the
concurrency of real-time data information received by the
client at the same moment can be large. Using multiple
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threads to receive the patient’s physiological data, alarm
information, and configuration information separately, and
using multiple threads to process the real-time data infor-
mation, the CPU resource utilization can improve.

Considering that each time the real-time data arrives, a
thread needs to be created to process the data, and after
processing is complete, the thread must be destroyed to
avoid resource usage; this process will keep consuming CPU
resources, so a thread pool is used to implement a thread
reuse mechanism and eventually interthread scheduling.-e
real-time curve board for ventilators and syringe pumps is
designed according to the real screen of ventilator and sy-
ringe pump devices, and the expansion capability is reserved
here to switch the display of different content on the page to
accommodate the display of content for other types of device
access.-e real-time data display for themonitor is shown in
Figure 5.

A complete test environment is set up in the laboratory
as shown in Figure 5. -e gateway communicates with the
medical devices through the default intranet IP in the
gateway, and the gateway, video encoding box, and network
pushing camera are then connected to the laboratory LAN to
achieve data and video transmission; the server and client
are connected to the laboratory LAN to achieve system
access and data communication with the gateway. -e
hardware environment is mainly a monitor connected to the
gateway through the network port, a ventilator connected to
the gateway through the serial port, and a syringe pump
connected to the gateway through the USB port. Real-time
data are collected by these three devices and collected by the

gateway, and then the gateway connects to the lab intranet
through a wireless connection to realize data transmission
with the server.

-e video encoding box is connected to the monitor
through a VGA port to collect the live video stream of the
screen and then connected to the router through the net-
work port to realize the live stream push. -e webcam
collects indoor scenes and connects to the router through the
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network port to realize the live streaming push of indoor
scenes.

-e operation functions of user management are routine
operations, so there is no need to consider the concurrency
problem, and only the feasibility of the function needs to be
tested, as shown in Figure 6. -e operation management
module can complete the basic operation of the operation
room and can realize the basic functions of intraoperative
monitoring, which can enter the operation room to view the
scene of the operation, perform the operation triggered by
the key time points of the operation process, view the
monitoring records and quality control records, view the live
screen of the monitor screen and the live video broadcast of
the scene captured by the camera, and view the real-time
collected parameters of the anesthesia machine, the pa-
rameters of the syringe pump, the monitor parameters, and
so on, and the basic functions of intraoperative monitoring
can be achieved normally by changing different models of
test devices during testing.

As the underlying gateway realizes the adaptation to
different types of medical devices, the data collected by the
devices are parsed and processed into a unified format and
then sent to the server, and the gateway can realize the
transmission of real-time data, so when the data are
transmitted to the server, the differences between devices of
different manufacturers are already shielded. -e gateway
and device management module realize the unified control
of the gateway and various medical devices, and the system
supports the management of various types of medical de-
vices. Alarm management realizes the management of
medical device alarms and abnormal alarms of physiological
indicators of patients during surgery. In summary, the
overall system function test pass rate is 100%, which means
that all the modules of the system can be realized normally,
and the system is currently applicable to all the gateways that
have been successfully adapted to the devices.

4.2. Clinical Care Outcomes in Hyperthyroidism.
Informatization of nursing services not only enhances ef-
ficiency and allows nursing staff to spend more time facing
patients but also leads to higher patient satisfaction with the
nursing staff. -erefore, the integration of healthcare ser-
vices with Internet platforms is becoming the direction of
information technology development in medium and large
hospitals. Nursing staff plays an important role in hospitals,
while some of our nursing staff have not yet been able to
acquire some knowledge and skills in nursing informatics.
As nursing staff should all need to master the professional
knowledge and application related to nursing informatics as
well as have the ethics related to nursing informatics.

It was concluded from reviewing a large amount of
literature that the evaluation system of nursing information
competency in China is necessary because it is less and one-
sided compared to foreign studies. -e nursing information
competence evaluation index system established in this
study can provide a theoretical basis for the development of a
scientific and reasonable nursing informatics training pro-
gram for nursing staff. -e increasing number of hospitals

applying 5G “Internet medicine” shows the importance of
establishing a set of nursing informatics evaluation systems
suitable for clinical nursing staff. -e development of
nursing informatics education and the improvement of
nursing informatics personnel are effective means to reduce
nursing errors and improve work, as shown in Table 1.

-is study illustrates that the process of information
technology construction must put the legality and security of
information in the first place, information security is a
prerequisite for the behavior of nursing information tech-
nology, and it is urgent to improve the awareness of in-
formation security of nursing staff; if there are information
security problems, all information construction will be
impossible to talk about, so it is necessary to first guarantee
the security of nursing information and establish a security
barrier to prevent nursing errors and management Vul-
nerability. -e second level indicator is “nursing informatics
awareness,” and the weight coefficient of nursing staff’s
“subject awareness” is 0.1295, which indicates that nursing
staff needs to constantly realize that they need to continu-
ously learn to make up.

-is indicates that nursing staff needs to be aware of the
need for continuous learning to make up for their short-
comings, improve nursing information capabilities to en-
hance work efficiency, and realize the organic integration of
information technology with nursing work and nursing
management. “Knowledge of nursing informatics” has a low
weighting factor compared with other indicators, but it is
indispensable in nursing work. Without mastering the
concepts, views, and theoretical systems of relevant theories
and without a certain amount of relevant theoretical
training, it is impossible to put forward any new views and
concepts even if the practice time is longer and the practice is
more, let alone put forward systemic new theories.

However, considering that all patients were aware of
their thyroid ultrasound results before admission and with
the increasing accuracy of medical technology, patients had
a basic judgment of their condition before surgery; coupled
with the health education of the medical staff, they had a
scientific understanding of the good prognosis of thyroid
cancer, as shown in Figure 7.

Knowledge of thyroid cancer disease is extremely low,
and people fail to realize the closeness of these factors to the
prognosis of the disease. Finally, the reason for the lack of
statistically significant knowledge about the pathology of the
disease may be related to the fact that some of the patients
have postoperative pathological results of thyroid cancer,
although their family members concealed the true nature of
their pathology, considering that all patients knew the results
of their thyroid ultrasound before admission, and with the
continuous progress of medical technology ultrasound re-
sults becoming more and more accurate, patients have a
basic judgment of their condition before surgery.

In life, the role of women is multiple; on the one hand,
like men, they bear the important responsibility of pro-
moting social development, and on the other hand, they also
bear the sacred responsibility of taking care of their families
and giving birth to and educating their offspring; at the same
time, women have special body structure and physiological
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mechanism; therefore, the physical and mental health of
women will be directly related to the harmony of a family or
even the whole society. Strengthening the psychological care
of female thyroid cancer patients will help to reduce the
occurrence of anxiety, improve the quality of survival, and
promote the prognosis of the disease.

5. Conclusion

In this paper, a new medical-oriented IoT gateway is pro-
posed for the traditional medical scenario where the un-
derlying medical devices are of various types and the data
communication protocols used are closed to each other, the
data cannot be processed and aggregated effectively, and the
hardware, interface communication protocols, and infor-
mation system of the gateway are designed and imple-
mented. -e gateway can provide a variety of hardware
interfaces for device access and is equipped with a high-
capacity lithium battery to cope with emergency emergen-
cies.-e internal information system can parse the protocols
of the underlying medical devices that access the gateway to
obtain medical monitoring data, and the interface com-
munication protocol can provide data access interfaces and
medical device management interfaces to external terminals.
-erefore, the gateway can unify the management and
configuration of all medical devices and IoT devices in the
ward, automatically resolve the medical protocols of the
underlying medical devices to obtain data, and realize the
real-time pushing of data streams through the processing
and fusion of data. By deploying the gateway in a hospital
operating room for field testing, it is found that the gateway

can effectively shield the differences of the underlying de-
vices in the ward, the diversity of medical communication
protocols, and the isolation of data and realize the unified
management and configuration of devices, the automatic
parsing of medical communication protocols, the secure
encryption of data processing and fusion, and the real-time
pushing of monitoring data of multiple devices in the ward.
-e relevant functions of the gateway have been effectively
verified, and good remote real-time monitoring has been
achieved. Our research results can be fully applied in
practical situations.
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*e final loss function in the deep learning neural network is composed of other functions in the network. Due to the existence of a
large number of non-linear functions such as activation functions in the network, the entire deep learning model presents the
nature of a nonconvex function. As optimizing the nonconvex model is more difficult, the solution of the nonconvex function can
only represent the local but not the global.*e BP algorithm is an algorithm for updating parameters and is mainly applied to deep
neural networks. In this article, we will study the volume holographic image library technology, design the basic optical storage
path, realize single-point multistorage in the medium, and multiplex technology with simple structure to increase the information
storage capacity of volume holography. We have studied a method to read out the holographic image library with the same
diffraction efficiency. *e test part of the system is to test the entire facial image pattern recognition system. *e reliability and
stability of the system have been tested for performance and function. Successful testing is the key to the quality and availability of
the system. *erefore, this article first analyzes the rules of deep learning, combines the characteristics of image segmentation
algorithms and pattern recognition models, designs the overall flow chart of the pattern recognition system, and then conducts a
comprehensive inspection of the test mode to ensure that all important connections in the system pass through high-quality
testing is guaranteed. *en in the systematic research of this paper, based on the composite threshold segmentation method of
histogram polynomial fitting and the deep learning method of the U-NETmodel, the actual terahertz image is cut, and the two
methods are organically combined to form terahertz. *e coaxial hologram reconstructs the image for segmentation and finally
completes the test of the system. After evaluation, the performance of the system can meet the needs of practical applications.

1. Introduction

Image denoising is to reduce the noise in the image, and the
low-resolution image is transformed to form a high-reso-
lution image organically is the image superresolution
technology [1]. Both can effectively improve image quality
without changing the existing hardware equipment and
imaging process [2]. In recent years, deep learning tech-
nology has achieved substantial breakthroughs and devel-
opments, bringing about tremendous changes in many fields
[3]. Deep learning technology is derived from the second
generation of neural network technology, which deepens the
ability to process data through a deep network structure [4].
In the image field such as image noise and image

superresolution, deep learning technology is developing
rapidly and has achieved processing effects far exceeding
traditional image processing technology. Add the existing
deep learning segmentation algorithm to the 2.52 THz co-
axial holographic image library for simultaneous processing
[5]. Although the number of training samples is insufficient,
U-NET can still accurately segment the electron microscope
neuron image. According to the experiment in this article,
for the real terahertz coaxial digital holographic image li-
brary, reconstruct the insufficient number of samples and
analyze the U-NET segmentation results of the training set,
loss function, and learning rate that affect the real terahertz
image, so that it gets the best model.*e experimental results
show that the optimized U-NET model has the specific
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ability to distinguish between the image target and the
background and at the same time has a specific noise re-
duction function, which can eliminate the more serious
noise in the image [6]. It is proved that in the experiment, the
noise in the gear image is basically eliminated, and the target
is better retained. *e segmentation result is better than the
combined threshold segmentation method, but the seal
image must be segmented by other algorithms [7]. *e
powerful Visual Studio development tool completes the
development of the facial image pattern recognition system,
with a high-quality interface and excellent friendliness. In
the process of designing the system software, the confi-
dentiality and special functions of police cases are integrated
[8]. *e customer adopts modular thinking in the design
process to more easily identify the identity of others. It is
composed of several important modules and is a kind of
user-friendly approach. *e database is mainly used to
provide the client with interface configuration information,
user credentials, and standard facial images. *e database
deployment in the system research is mainly used to save
user credentials and login time and to compare with the
recognized images. *e design process of this article selects
the SQL2008 database based on the skill level of the security
assessment and the system survey.

2. Related Work

2.1. DnCNN Network. *e literature introduces the appli-
cation of deep convolutional neural network of DnCNN
model to image denoising in terahertz image. First, the
principle of noise suppression related to the network
structure of the DnCNN network is studied [9]. *en op-
timize the network model from the relevant parameters of
the neural network to obtain the most suitable denoising
network for terahertz images [10]. *en the traditional
denoising algorithms of NLM and BM3D are introduced,
and their related parameters are optimized. Finally, the
denoising effect of the DnCNN network is compared with
the traditional denoising algorithm, and the denoising effect
of the deep neural network model in this chapter is analyzed
and compared [11]. *e literature introduces the application
of densely connected networks in the image superresolution
of terahertz images [12]. First, we will introduce the network
structure based on tightly connected networks and the
principles of high-resolution networks. *en optimize the
network model from the relevant parameters of the neural
network to obtain the most suitable superresolution network
for terahertz images [13]. *en introduced the traditional
superresolution algorithm based on sparse representation
and anchored neighborhood regression and optimized its
related parameters. Finally, the denoising effect of the
superresolution network of the dense residual network is
compared with the traditional superresolution algorithm.
*e literature introduces the traditional terahertz image
segmentation method and its improved algorithm. *e
composite threshold segmentation technique is used to
characterize the actual holographic reconstructed terahertz
image [14]. *is means that when trimming and mirroring,
the surrounding background will be removed first, and then

filtering and denoising will be performed [15]. After the
image is improved by grayscale stretching, a polynomial
fitting histogram will be performed for threshold segmen-
tation, and the two threshold methods and the Otsu method
will be compared step by step [16].

2.2. U-NET Segmentation. *e literature introduces the
compound U-NET segmentation algorithm. Based on the
research of segmentation of the holographic reconstructed
terahertz image based on the combined threshold seg-
mentation method and U-NET segmentation algorithm, the
trimming and mirroring expansion steps, the NLM filter
processing the terahertz image, and then the U-NET seg-
mentation, repeat the experiment to the segmentation result
is enlarged, the influence of the existing random features is
reduced and the target is better maintained. *e literature
introduces the U-NET segmentation algorithm as a deep
learning algorithm for segmentation of holographic
reconstructed terahertz images [17, 18]. *e deep learning
segmentation algorithm learns and understands data by
simulating the learning method of the human brain and can
understand the training data before processing any other
data. It has been partially applied [19]. U-NETrelies on data
expansion in order to use training images more effectively
and accurately segment electron microscope neuron images
from very few training images. *is will reduce the sample
size of the actual coaxial digital holographic terahertz re-
construction in this experiment [20]. In the experiment, we
optimize by comparing and analyzing the results to obtain a
model of the actual terahertz image that is particularly
suitable for the experiment [21].

After reading the above literature, it can be determined
that the main work of this paper includes Figure 1nodes.

3. Deep Learning and Pattern Recognition
Technology of Holographic Image Library

3.1. Principles of Deep Learning. Artificial neural network
originated from the mathematical bionic modeling of hu-
man nerves. Modern artificial neural network models are an
important part of machine learning and an important
foundation of deep learning.

*e output of a single neuron can be expressed as (1)

y � f 
n

i

wixi + b⎛⎝ ⎞⎠. (1)

Artificial neural network fits the model through training,
so as to achieve the purpose of learning.*e training process
of a single neuron can be expressed by (2). *e network is
trained by updating the weights each time the error between
the network’s predicted value and the true value. Among
them, k represents the k training, i represents the ith data
category, and λ represents the learning rate.

w
(k+1)

� w
(k)

+ λ yi − y
(k)
i xi, (2)

zC/zwi and zC/zbi are obtained by the chain derivation rule.
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w
+
i � wi + Δwi � wi − λ

zC

zwi

,

b
+
i � bi + Δbi � bi − λ

zC

zbi

.

(3)

*e loss of the network is propagated backward step by
step through the chain derivation process, and the value of
the parameters of each layer of the network from the back to
the front is changed, so that the network can be trained.

zC

zw5
�

zC

zOuto1

zOut o1

zNeto1

zNeto1
zw5

. (4)

*e formula of mean square error (MSE) corresponds to
(4).*e characteristic of using squaring to calculate the error
is that when the difference between yi and (xi) is greater than
1, the squaring calculation will increase the error, giving it
greater punishment, and speeding up the training. And
when the difference between yi and (xi) is less than 1, the
square calculation will reduce its error, thereby giving it a
smaller punishment, andmaking the trainingmore accurate.
But at the same time, MSE will also give higher weight to
abnormal points, which will reduce the overall performance
of the model and lead to phenomena such as overfitting.

MSE �
1
n



n

i�1
yi − f xi( ( 

2
. (5)

Mean absolute error (MAE), its mathematical expression
is as (5), minimizes the absolute value of the error to train the
model. Unlike MSE, the gradient of MAE is equal every-
where, which also means that MAE will still give the same
punishment to small losses as large losses, which is not
conducive to the efficient convergence and learning of the

model. But at the same time, because MAE gives all errors
the same weight, it is not as sensitive to outliers as MSE.
Using MAE to calculate loss is more conducive to learning
from data with fewer outliers.

MAE �
1
n



n

i�1
yi − f xi( 


. (6)

L0optimizer was proposed by Louizos C et al. in 2017. Its
mathematical expression is as in (7), where the term δ is a
constant term of a hyperparameter, and δ is taken as 10−8 in
the algorithm of this paper.

L0Loss �
1
n



n

i�1
yi − f xi( 


 + δ 

2
,

L0Loss �
1
n



n

i�1
yi − f xi( ( 

2
+ δ yi − f xi( 


 + δ2 

2
,

(7)

tanh is a hyperbolic tangent function, proposed by Malfliet
et al. in 2005, and its function expression is as (7)

f(x) �
e

x
− e

−x

e
x

+ e
−x. (8)

But at the same time, the zeroing mechanism of the
ReLU function also brings its shortcomings. If the back
propagation process of the network (including the ReLU
function) has large gradient fluctuations, the ReLU input
distribution is concentrated in the almost negative area, then
such A large number of negative inputs will cause a large
number of outputs of the ReLU function to be 0. A large
number of neurons are permanently closed because the
gradient cannot be updated. *is phenomenon is called
Dead Relu. At the same time, unsuitable network parameter
initialization methods, such as a large number of weights
being initialized to 0, will also cause Dead Relu problems.
Dead Relu can cause training problems such as vanishing
gradients.

f(x) �
x, if x> 0,

0, if x≤ 0.
 (9)

*e ELU function was proposed by Clevert et al. in 2015.
Its function expression is shown in (8)

f(x) �
x, if x≥ 0,

α e
x

− 1( , if x< 0.
 (10)

PReLUwas proposed by He K et al. in 2015. It is a variant
function of the ReLU function. Its principle is the same as
that of the Leaky ReLU function, which is to prevent the
Dead ReLU problem in the ReLU function by giving a small
slope to the negative input. But unlike the slope parameter in
Leaky ReLU, which needs to be manually specified, the
parameters in PReLU can be optimized through learning. Its
function expression is as (9), where λ is a learnable pa-
rameter vector with the same shape as x.

f(x) �
x, if x> 0,

λx, if x≤ 0.
 (11)
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Figure 1: *e main work of this paper.
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For a network that has not undergone batch normali-
zation, take the sigmoid activation function as an example. If
the data falls in the area with a small gradient, then the
network may cause slow training due to the small gradient,
or even cause the gradient to disappear. Training has stalled.

Use the mean and variance of each data batch to batch
standardize the data to promote normal data distribution.
*e processed data are concentrated in the area with a large
gradient at the center of the function.

However, the obtained normal distribution data may not
achieve the best results. *e gradient between the red dotted
lines of the sigmoid function does not change much, so the
effect of the non-linear transformation of the non-linear
function cannot be reflected. *erefore, in the fourth step,
the scale factor c and the translation factor ß are introduced
for batch standardization, which can be adjusted through
training so that the network obtains the best distributed data.
While preventing the gradient from disappearing, the non-
linear function of the activation function is better utilized,
which is more conducive to training.

3.2. Image Desiccation Algorithm. *e DnCNN network is a
deep convolutional neural network. It is based on the re-
sidual strategy used to remove noise from the image. It better
solves the problem of neural network degradation caused by
the gradient instability of the deep network and can be
achieved at a deeper network depth—a stable convergence of
the network under. It has achieved far more effects than
traditional image denoising methods in image denoising
[22].

*e idea of the residual strategy mainly comes from the
ResNet network. *e ResNet network forms a residual block
by adding a fast connection between every two convolutional
layers to stabilize the gradient in the network. In the DnCNN
network, the residual block design is not used, that is, the
output of the network in the output layer is the noise part of
the image [23]. And because the image and noise are ad-
ditive, so to get the denoised picture, you only need to
subtract the original picture from the noise picture output by
the network. In the residual learning of ResNet, it can be
proved that when the residual is very small, the layer-to-layer
is close to the identity mapping, and the network at this time
is very well trained. *erefore, in the DnCNN network,
when the noise level is low, the error between the noise
picture and the pure picture is also small, the network re-
sidual is also small, and the network training is simpler [24].

*e simplified network structure of DnCNN is shown in
Figure 2. In the DnCNN network, the main body of the
network is the superposition of several identical convolu-
tional layers. No pooling layer is added to the entire network.
Each convolutional layer uses the “same” pattern to fill the
edge of the feature map and ensures that the step size of each
convolution kernel is 1 so that the size of the feature map is
in the entire network keep constant. Except for the first and
last convolutional layers, BN layers and activation function
layers are added after each convolutional layer [25]. *e
number of convolution kernels in the termination stage of
the convolutional layer is 1, and the purpose is to make the

dimension of the final output tensor same dimension as the
input image [26]. *e final output of the network is the
difference between the input image and the residual tensor of
the last layer of convolution.

Using MSE as the loss function training network, its
denoising result index is shown in Table 1.

*e network trained with MAE as the loss function, the
index of the denoising result is shown in Table 2.

Using Looptimizer as the loss function training network,
the index of the denoising result is shown in Table 3.

3.3. Pattern RecognitionModel of Holographic Image Library.
Feasibility study is the first task at the beginning of software
development. If the problem cannot be solved, time, re-
sources, and human resources are all wasted on software
development. Nowadays, the optical image document rec-
ognition industry model has formed a certain theoretical
tone through the development of recognition theory and
image processing technology. Optical character recognition
(OCR) continues to develop based on optical image pro-
cessing and has taken a place in various fields of social life.
Optical character recognition has the advantages of high
speed, high efficiency, low error, and low cost of text input.
As a new technology, various fields of social life are in-
separable from document recognition based on optical
character recognition. *e characters on the ID card are
unique documents, and the development of ID card rec-
ognition technology based on optical images has matured
[27]. *erefore, the ID card information recognition system
based on optical images is technically feasible. Currently,
most ID card information is obtained by identifying high-
frequency information embedded in the ID card or manually
inputting it. *e manual input method is inefficient and
error-prone, so it will not be possible to obtain photo in-
formation [28]. On the other hand, the radio frequency
identification method requires the increase of radio fre-
quency chips for system identification and related appli-
cation development, which promotes the increase of
equipment costs.*e effective use of computer technology in
today’s society, comprehensive, effective, fast and cheap
access to personal data, verification, and management has
become an urgent problem in the current population in-
formation flow management [29]. *is theme is a very large
application value theme and has high requirements in the
fields of public safety, transportation, and services. By de-
signing and implementing an ID card recognition system
based on image processing and pattern recognition
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Figure 2: *e structure of the DnCNN network.
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technology, we can provide the responsible department with
an effective, fast, and cheap method of inputting personal ID
card information. *is method can facilitate the inquiry and
verification of identity information and further promote the
network and computerization of government agencies.
Improving the cost and labor efficiency of services and
government departments has important practical signifi-
cance [30].

Table 4 shows the histograms of the R, G, and B channels.
*e histogram divides the illumination of the image into
four areas. *e first range is 0–25. *is area mainly contains
the black background and the text information on the ID
card, which is the area with low gray value. *e second area
has a range of 25 to 50 and includes ID-specific information
such as “name,” “gender,” and “ethnicity.” *e three
channels in the third zone are slightly different, the blue
channel is 50–120, and the red and green channels are about
50–150. *e fourth is the remaining area with few pixels,
which is the highlight area caused by uneven light in the
image.

*e image characteristic comparison table of the stan-
dard area and the highlight area is shown in Table 4.
Comparing Table 4, it can be seen that in terms of graymean,
standard deviation, and average volatility, the standard area
and the highlighted area are relatively close, but there is a big
change in the average deviation. *erefore, by changing the
average displacement rate, the highlight area of the ID card
image can be corrected.

Define the average gray level of each channel as

Ix �
xNx

,
x � R, G, B. (12)

Define the gray volatility rate of each channel:

Kx �
lx

Ix

, x � R, G, B. (13)

Define the color shift rate of each channel:

Ratex �
I

s
x

l
d
x

, x � R, G, B. (14)

Use the highlight area shift rate to correct the highlight
area. First, classify the light according to the intensity of the
highlight area, calculate the average deviation rate of each
layer, and correct the pixels with high gray values as follows:

I
s
xnew �

l
s
x

Ratex

, x � R, G, B. (15)

*e global threshold method uses a variety of algorithms
to determine a threshold T that is independent of pixel
position. Methods for determining the value of T include
Otsu’s method and iterative algorithm. *e Ostu method is
also called the maximum difference between classes. It
provides automatic selection of T by counting the histogram
attributes of the entire image. If the threshold between the
two categories is t, then the two categories are C0 and C1:

C0 � 0, 1, . . . t{ }, C1 � t + 1, t + 2, . . . , 255{ }. (16)

*en the Ostu method finds the maximum value of the
following formula:

η �
σ2B
σ2T

. (17)

*e Bresen algorithm mainly uses the median between
the maximum and minimum values of each pixel area as the
segmentation threshold.

C(x, y) � Gmax − Gmin < l. (18)

*e new judgment criteria are as follows:

g(x, y) �
0 f(x, y)<(1 − β)T, or , f(x, y)<TBn(x, y), and , (1 − β)T≤f(x, y)≤ (1 + β)T( ,

1 f(x, y)>(1 + β)T, or , f(x, y)≥TBn(x, y), and , (1 − β)T≤f(x, y)≤ (1 + β)T( .

⎧⎨

⎩ (19)

Table 4: Image characteristics of ID card images.

Feature
Reference area Highlight area
R G B R G B

Mean 0.32 0.33 0.35 0.39 0.34 0.31
Standard deviation 0.01 0.03 0.01 0.02 0.01 0.01
Average volatility (%) 1.8 2.3 2.2 2.1 2.5 1.9
Average deviation rate (%) — — — 121.1 95.5 101.0

Table 1: Denoising effect when the loss function is MSE.

Training
times PSNR SSIM Training

times PSNR SSIM

200 17.3928 0.8907 250 17.1505 0.8887
100 17.1921 0.8782 275 16.9529 0.8858

Table 2: Denoising effect when the loss function is MAE.

Training
times PSNR SSIM Training

times PSNR SSIM

125 16.4288 0.6829 275 16.4217 0.6822
300 16.4220 0.6822 200 16.4212 0.6823

Table 3: Denoising effect when the loss function is L0optimizer.

Training times PSNR SSIM Training times PSNR SSIM
225 18.1851 0.8932 150 18.0801 0.8940
175 18.1754 0.8864 200 18.0481 0.8965
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Tbn is determined by the following formula:

TBn � avg
−w≤≤w
−w≤j≤w

f(x + i, y + j).
(20)

β is determined by the following formula:

β � C1 ×
(g2 − g1 + 1)

128
. (21)

*e top-down layout analysis method is divided into two
steps: row segmentation and column segmentation. *e line
segmentation can be obtained by analyzing the binarized
image and projecting it vertically. Calculate the function as
follows:

I(y) � 
N

x�1
I(x, y), (22)

l(i,j)(d) represents the fuzzy stroke length of the semicolon
(i, j) of Chinese characters, defined as

l(i,j) d0(  � max l(i,j)(d) . (23)

4. Application of Holographic Image Library
Pattern Recognition System Based on
Deep Learning

4.1. System Architecture Design. Compared with the tradi-
tional print recognition, the ID card recognition system has
undergone major changes. First, the font and size of the ID
card information are already in a specific situation, and the
position of the characters is also in a constant state, so the
layout analysis of the ID card is relatively simple. However,
contrary to ordinary printed Chinese character recognition,
the Chinese characters on the ID card contain many rare
characters. Due to the importance of identifying ID card
information, the identification requirements for ID card
characters must be very high, and the mismatch tolerance is
also very low. In this article, we will use the following
recognition process as shown in Figure 3to design an ID card
recognition system based on optical images to realize the ID
card recognition function.

4.2. System Development Environment. By analyzing and
summarizing the above, the ID card recognition software is
developed and used. MATLAB is widely used in algorithm
development, visualization, analysis, and calculation of data
in engineering projects, with excellent interactive environ-
ment performance. *e input of the software is the color ID
card image, and the output is the ID card information that
can be displayed. *is article develops ID recognition
software based on the MATLAB platform, and MATLAB
2013b is the design software.

4.3. System Data Processing. Image preprocessing includes
twomain parts: uneven light correction and image gray level.
When correcting image unevenness, the color change rate is

used as a reference for correcting the highlighted area of the
image. *e functional prototype is

Function Image out� getLightCorrect (Imagein).
%Input parameters:
%Imagein: *e color image to be corrected.
%Output parameters:
%Image output: *e color image has been changed.
*e getLightCorrect function works as follows:

(1) Count the gray histograms of R, G, and B channels
(2) Calculate the forward difference and the backward

difference of the gray histogram
(3) *e point where the difference between the front and

back is greater than 0 is regarded as the peak point
(4) As the starting point of color volatility statistical

information, select the point closest to the gray value
of 128 from the largest point and select the second
largest point from the peak point as the gray value

(5) Starting from the statistical starting point, calculate
the average color deviation by searching two

start

Image
preprocessing

Image
binarization

Character
block partition

Character image
normalization

Character feature
extraction

Character
recognition

Identification
result output

�e end of the

Figure 3: Flow chart of ID card recognition system based on
optical image.
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directions in the histogram until the grayscale in-
terval contains about half of the total number of
pixels in the image as the reference point for color
deviation statistics

(6) Use the average color change to correct the
brightness of pixels with high gray values

Before binarizing the image on the ID card, first divide it
into ID card information area. By using the prior knowledge
of the ID card, the trouble of identifying ID card information
can be reduced, the background that does not need to be
identified can be reduced, and resources can be saved. Ta-
ble 5 shows the approximate location of ID card-related
information on the ID card image. In the identity recog-
nition system, the image is converted according to the
approximate position of the identity image where the pre-
binary ID card information is located.

4.4. System Implementation. *e specific implementation of
the key algorithm involved in identifying ID card infor-
mation is described above. However, because the users of the
ID card recognition system are not interested in specific
recognition methods, the ID card software developed in this
article executes the above algorithm in the background of the
software, reads the image and outputs the recognition re-
sults, and saves the recognition results. *e software in-
terface includes three areas. *e software title “ID Card
Recognition System Based on Image Processing and Pattern
Recognition” appears in the software title bar at the top. *e
center area is the event button, with three buttons: “Import
Image”, “Start Detection/Detection Complete” and “Save

Results”. *e “Read Picture” button can select the picture on
the badge that the user recognizes. *e recognition start/
recognition completion is used by the user to recognize the
ID card information, and the recognition result is displayed
on the user interface after the recognition is completed. After
confirming that the ID card information has been correctly
recognized, “Save Result” is used to save the recognition
result in text format. *e lower area is an information
display area where the recognized image or result is dis-
played, and after the user determines the image to be rec-
ognized, the image to be recognized is displayed in the
information display area. After the image is recognized and
the user clicks the “Start Recognition” button, the software
will start image preprocessing, character feature extraction,
character recognition, and other algorithms. When the
recognition of the ID card information is completed, the
display of the “recognition start” button changes to “rec-
ognition end,” and the recognition result is displayed in the
information display area. *is is because the ID card
identification information may be incorrectly recognized.
*erefore, the “ID Card Information View” window con-
tains an interface for receiving string changes. Finally, the
software has developed a function that can save the iden-
tification result of the ID card. When the user clicks the
“Save Results” button, the software will automatically save
the recognition results as a text file that other programs can
access [31].

4.5. System Test. *e test system has two aspects: basic
function test and recognition index test. *e basic function
test includes some key functions of the test software and the

Table 5: *e location of relevant information in the ID card (the vertical and horizontal coordinates of the image are all normalized to 1).

Name X coordinate starting point X coordinate end point Y coordinate starting point Y coordinate end point
“Name” image (name img) 0.1620 0.6173 0.0967 0.2028
“Sex” image (sex img) 0.1620 0.2293 0.2353 0.3317
“Nation” image (nation img) 0.3705 0.6173 0.2353 0.3317
“Birthday” image (birth img) 0.1620 0.6173 0.3514 0.4431
“Address” image (addr img) 0.1620 0.6173 0.4826 0.7616
“ID number” image (no img) 0.3134 0.8976 0.7976 0.9044

Table 6: Function test cases and qualification criteria.

Function name Test case Expected output Eligibility criteria

getLightCorrect Color ID card image in
highlight area Correct the image Visually distinguish the corrected image of the highlight

area
ImageDiv_ Otsu_
Bersen

ID card image after
grayscale Binarized image *e characters are clearly separated from most of the

background

getLineDiv Binarized image Character row and column
split data Split characters correctly

getGridDiv Unit number
normalization graph

Character elastic grid
segmentation results *e projections within the grid are roughly equal

getHanziLine Unit number
normalization graph

*e four fuzzy stroke features
of Chinese characters

*e four stroke characteristics of Chinese characters are
correctly extracted through visual discrimination

getHanziFeature Unit number
normalization graph

Chinese character
characteristics No criterion
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output results of the test software. Test the recognition index
by inputting a large number of ID card images to be rec-
ognized and statistically analyzing the possibility of correct
recognition. *e software identification index test does not
have to separately test the system software output because
the software output has actually been checked.*e following
is a brief introduction to the input and output test methods
of each functional test [32].

As shown in Table 6, the optical image-based ID card
recognition system mainly includes the following functional
functions, and the functional test of these functions can be
carried out using the black box test. In the functional black
box test, specific inputs are passed to test whether the output
meets the requirements.

5. Conclusion

*is technology can provide a variety of conveniences for
patients in the medical field. By integrating the data of each
medical consortium, building a holographic view of patients
based on the medical consortium, so that doctors can access
all medical records of patients in the medical consortium,
and diagnose the condition of a new patient as early as
possible by comparing the diagnosis of other patients. At
present, the mainstream application of this technology in the
medical field is still in the direction of patient medical image
recognition. Other directions such as on-axis holographic
imaging detection on lensless sheets also have applications.
Terahertz image segmentation based on coaxial recon-
struction is an important research field of intelligent image
recognition. In the experiment, the actual terahertz image is
noisy, and the pixels are divided into target and background.
However, when imaging, the laser energy of the seal image is
insufficient, so there are grayscale pixels similar to the target
pixels around the image. Using composite threshold seg-
mentation method and U-NET segmentation method to
segment the true coaxial terahertz holographic image can
better maintain the target while eliminating heavy noise and
surrounding background. Combine and apply the actual
terahertz to segment the coaxial holographic reconstructed
image and finally test the segmentation effect of the com-
posite U-NETalgorithm on the simulated image. A complete
storage is established for the system, an automatic recog-
nition function is added, and the corresponding control
software is designed. According to experiments, the accuracy
and recognition speed of target recognition based on the
large-volume holographic image library are obtained. Based
on the two exposure times, the impact of the test results on
the detection is studied, and the angle multiplexing is ex-
tended to two-dimensional or angle fractal multiplexing,
which greatly increases the single-point information storage
capacity of the storage medium. Complete the establishment
of the basic theoretical storage system, study the exposure
method of the hologram with equal diffraction efficiency,
analyze the noise source of the system in detail, and
quantitatively calculate the influence of SLM and CCD
parameters on the page, Using this technology not only costs
less but also improves the accuracy of the diagnosis of
patients’ conditionsand also promotes the application of

computer science in the medical field, providing reference
for other scholars with experimental data.
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Background. *e cognitive role of older patients is regularly not investigated in orthopedic rehabilitation, after the elective as well
as the nonelective operation. *e objective of this research is to investigate the cognitive disorder and its influence over the
duration of stay along with the functional consequences of the older patients who were admitted to orthopedic rehabilitation.
Material and Methods. *e inclusion criteria for this study were the patients with age above 50 years; who were admitted with the
detection of orthopedic impairment and the surgery both elective and nonelective, investigated utilizing the MoCA (Montreal
Cognitive Assessment) over admission, MBI (Modified Barthel Index), and FIM (Function IndependentMeasure) over admission
and discharge status; and were discharged from the hospital. *e demography, as well as the clinical data, comprising of the
duration of stay, age and the detection was also reported. Result. Of the 109 admitted patients, 80 patients were included in the
study where n� 47 (58.75%) patients were females and n� 33 (41.25%) were males. *e age group range was 50 to 94 years with a
mean age of 78.5 years (SD� 8.27). *e diagnostic groups included for the study were fractured neck of femur (n� 34; 42.5%),
orthopedic surgery (n� 22; 27.5%), and other orthopedic surgery (n� 24; 30%). *e mean duration of rehabilitation stay was
reported as 34 (4.39), where the MoCA was reported as 22.17 (2.44); functional independence measures were as follows: motor
admission as 53.97 (7.55), motor discharge as 76.27 (5.35), cognitive admission as 30.71 (1.99), and cognitive discharge as 31.85
(1.94). Here, the diagnosis was done over the fractured neck of the femur (i.e., NOF being 34 (42.5%), elective surgeries 22 (27.5%),
and other orthopedic as 24 (30%)). Conclusion. An excessive percentage of older-age patients in a rehabilitation unit with elective
as well as nonelective diagnoses comprises the cognitive disorder.*e cognitive screening was advised for all the older age patients
in the rehabilitation units to report a specific rehabilitation plan to enhance the consequences along with the duration of stay.
*ere is further study required to explore different cognitive strategies to enhance the rehabilitation consequences among older-
age orthopedic patients.

1. Introduction

Cognitive impairment is a well-defined risk element for the
damaging falls in older ages [1, 2]. As a consequence, it will
be anticipated that chronic cognitive diseases like dementia
or Alzheimer’s are widely prevailing among older patients
depending on multiple factors comprising of characteristic
diagnostic parameters and the severity of the clinical
manifestations. Postoperative cognitive disorders are fre-
quently observed among elderly patients (age >65 years).
*ese comprise mainly of degraded perception, information

investigation, memory, concentrating strength, attention
and focus, and the patient’s response and reaction [3, 4].

*e cases of cognitive disorders have been documented
as independent risk measures for delirium, and the total case
of the new delirium was remarkably observed higher among
the older patients suffering from dementia, as compared to
the older patients suffering from no dementia [5, 6]. Fur-
thermore, the prefracture cognitive impairments along with
the postfracture suffering of delirium were found to be
strongly associated with the higher rate of mortality as well
as the risk for the establishment, and the delirium may be an
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untimely indicator for the postdischarge cognitive degen-
eration [7, 8]. However, this can generate an outcome in the
long-run cognitive degeneration, postoperative cognitive
degeneration peripheral to the delirium which does not
happen in all the patients.

*e cognitive variations in the rehabilitation might be
preexisting, which even may be an element causing or-
thopedic injury in a person [9, 10]. *e rehabilitation from a
therapy aspect might not individually focus on the cognitive
impairment, instead, via the design of the rehabilitation
program, assimilate the cognitive role to enhance the par-
ticipation in the rehabilitation program, as a result of which
improving the functional consequences [11]. *e evidence
proposes that the cognitively impaired suffering older pa-
tients can be benefitted from the specialized rehabilitation
programs, which is more rigorous, with the patients with
average-to-acute cognitive impairment determined to ex-
hibit functional enhancements in the rehabilitation pro-
grams [12, 13].

*e cognitive status can be a crucial predicting factor of
the rehabilitation consequences, along with being aware of
the information related to the cognitive abilities of the
patient and the dimensions of deficiency facilitating the staff
with the retrain in the useful task rendition, comprising of
day-to-day activities like walking. To enhance the functional
consequences of all the older patients with orthopedic
conditions, a better comprehension of the cognitive abilities
of the patient and how it can affect their process of reha-
bilitation is needed [14–16]. Various rehabilitation units
implement the cognitive screens to help the decision-making
procedure about both appropriateness of a patient who has
to be admitted to a rehabilitation unit and the timing as well
as assistance needed for discharge, although the screening
tools implemented are not steady [17].

*e objective of this study is to assess, through a cohort
study, the association between the cognitions, calculated
with the use of MoCA, and other functional outcomes,
calculated using the FIM as well as the MBI, of the older
patients with orthopedic condition, who were admitted into
the rehabilitation, with the detection of the fractured neck of
the femur, elective as well as other related orthopedic op-
erations, and the duration of patient’s stay [18]. *e occu-
pational therapists furnish the intervention associated to
enhance the function in the orthopedic rehabilitation pro-
gram. *e occupational therapy involvement furnished the
location of the study conducted and was constant beyond the
detection, with the rehabilitation involvement specifically
focusing on the requirements of the individuals.

It was hypothesized that the relation between the cog-
nitive impairment and the consequences in the orthopedic
rehabilitation may occur for the patients who were admitted
with fracture injury, who inclined to be older and weaker, as
compared to the ones who were admitted for the elective
process.

2. Material and Methods

*e audit was verified by the Research and the Ethics
Committee, where the patients were recognized via the

procedure of admission to the common rehabilitation unit.
*is unit was facilitated with the staff having a specialized
multidisciplinary team, comprising physiotherapy, dietetics,
social work, speech pathology, occupational therapy, and
medical and nursing.

*e inclusion criteria for this study were as follows: (1)
the patients with age above 50 years; (2) the patients who
were admitted with the detection of orthopedic impairment
and the surgery both elective and nonelective, investigated
utilizing the MoCA over admission, MBI as well as FIM over
admission, and discharge status; and (3) the patients who
were discharged from the hospital. *e data for this cohort
study was gathered through chart data entry and the status of
admission and discharge data which is regularly gathered by
the occupational therapy group.

*e demography as well as the clinical data comprising
of the duration of stay and age and the detection was also
reported. *e diagnosis was classified into subgroups:
elective orthopedic surgery of hip as well as knee replace-
ment, fractured neck of femur, and other associated or-
thopedic injuries comprising the orthopedic injury of the
upper as well as the lower limbs along with the fractured
pelvis.

*e cognition was investigated over the admission
utilizing the MoCA and the patients were classified into the
groups of severity level as per the scale, to compare the
variation between the diagnosis categorized in the range of
26 to 30 in the normal range followed by the range of 18 to
25 as the mild cognitive impairment, the score of 10 to 17 as
the moderate cognitive impairment, and the score of 9 or
below than that was the less severity of cognitive
impairment.

Quantitative values were described using their number,
mean, standard deviation, and median; MoCA scores on
admission and discharge were compared using ANOVA
with repeated measures, with age and education as cova-
riables. Qualitative values were described using their
number, frequencies, and centiles and were compared using
the Chi2 test or Fisher’s exact test when necessary. To
evaluate the change in MoCA score as a function of its
baseline value, we split the study population into three
subgroups with low (≤21), intermediate (≥22 and ≤25), and
high (≥26) MoCA scores. All analyses were performed using
SPSS software V22.0 (IBM SPSS Inc., Armonk, NY, USA).

3. Results

3.1. Patients’ Characteristics. A total of 109 patients were
admitted to the rehabilitation center from January to August
2019 where people with orthopedic injuries and surgeries
were selected. Out of these, 29 patients were excluded who
did not meet the criteria for inclusion (for not completing
the MoCA). Of the 109 admitted patients, 80 patients were
included in the study where n� 47 (58.75%) patients were
females and n� 33 (41.25%) were males.

*e age group range was 50 to 94 years with a mean age
of 78.5 years (SD� 8.27). *e diagnostic groups included for
the study were fractured neck of femur (n� 34; 42.5%),
orthopedic surgery (n� 22; 27.5%), and other orthopedic
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surgery (n� 24; 30%). *e surgeries elected were planned
prior to or scheduled. *e patient’s characteristics are
presented in Table 1.

*e clinical characteristics of the subgroups which are
selected for diagnosis are shown in Tables 1 and 2. Collective
MoCA score for the diagnosis was found to show mild
impairment. A significant difference in FIM scores (both
cognitive andmotor), MBI scores at the time of admission or
discharge, age, and diagnosis type was noted.

*e post hoc analysis showed a significant difference in
the scores of cognition where surgery patient scores were
higher significantly in comparison to the patients with
fractured neck of femur, though there was no other dif-
ference between fractured NOF or other orthopedic surgery
patients. Statistical analysis has also shown that the FIM
scores of cognition between fractured NOF and elective
surgery patients were different (0.367). *ere was no sig-
nificant change noted between patients with fractured NOF
or other orthopedic cases or with elective surgery.

3.2. Significance between MoCA and FIM Scores and .eir
Functional Outcomes. *e functional analysis was done on
the basis of the FIM scores (motor) at the time of admission
and discharge as well as the MBI scores at the time of ad-
mission and discharge were assessed. At the time of ad-
mission, a significant change in the FIM motor scores was
noted on the basis of the diagnosis type. *e post hoc
analysis noted that patients with elective orthopedic surgery
had a score significantly higher than the NOF cases of
patients and with other orthopedic cases of patients.

No significant changes were noted in the FIM scores
(motor) at the admission time for patients with fractured
neck of femur and other patients with orthopedic cases. *e
post hoc analysis also revealed that the scores of elective
orthopedic patients were higher significantly when com-
pared with patients with fractured neck of the femur or other
orthopedic surgery. In the discharge FIM scores (discharge),
no difference was noted between orthopedic patients and
fractured NOF.

*e analysis revealed that the MBI scores were showing a
significant difference between fractured NOF and elective
orthopedic patients (P � 0.001). *e analysis has no sig-
nificant difference whenMoCA scores showed no significant
differences with the MBI change or FIM motor score
(Table 2).

*e median of MoCA for NOF and orthopedic surgery
was 22 and that of other orthopedic surgeries was found to
be 22. *e median for FIM motor admission for NOF was
50.5, orthopedic surgery was 65, and another orthopedic
surgery was found to be 50. *e median for FIM cognition
for admission in case of admission for NOF was 30, or-
thopedic surgery was 32.5, and another orthopedic surgery
was 30, whereas the median for FIM cognition discharge for
NOF was 31, orthopedic surgery was 33, and other ortho-
pedic procedures was 30.

*e median for FIM motor admission for NOF was
found to be 71.5, orthopedic surgery was 81.5, and an-
other orthopedic surgery was 76.5 (Table 2). MoCA

scores and FIM cognition scores were compared against
the functional variables where the association between
cognition and discharge was linked significantly with the
length of stay in the hospital. A marked association was
seen in MoCA scores with FIM admission (motor), MBI
discharge, and FIM admission/discharge (cognition,
motor).

4. Discussion

In this study, it can be observed that a higher number of
geriatric orthopedic older-age patients in the rehabilitation,
in spite of the reason behind their admission, that is, either
selective or nonselective operation, have experienced cog-
nitive impairment (n� 80), as calculated by the MoCA. In
this cohort analysis, we have indicated a median point with
faint cognitive impairment, with fewer scores on the MoCA.
*e NOF group accounts for a larger proportion of fracture
types and is associated with cognitive dysfunction in elective
and other types of orthopaedic surgery.

*ere was zero significant variation found between the
categories for their total MoCA scores, although there was a
significant variation observed between the FIM cognitive
score over the admission or the discharge status of patients,
thus indicating the lower functional cognition of the patients
with a fractured NOF as well as the other orthopedic status.
With the scope of diagnosis for other orthopedic states and
fractured NOF category, it can be presumed that these were
because of the drops for which the precognitive state might
have furnished to the risk of fall down.

*e MBI was outstandingly varied between the three
diagnoses, signifying that the calculation of function via
observation, comprising of FIM as well as MBI, inspects the
variations in the diagnostic categories. *e FIM motor
variations for all categories were considered clinically re-
markable, thus assisting its implementation as a functional
result calculated, on an orthopedic rehabilitation
department.

*e MBI variation from the status of admission of a
patient to the discharge was remarkably varied with the
highest development prevailing in the other orthopedic

Table 1: Clinical characteristics of patients included in the study.

S. no. Characteristic Mean
(1) Rehabilitation length of stay 34 (4.39)

(2) Male 33
Female 47

(3) Montreal cognitive assessment 22.17 (2.44)

(4)

Functional independence measure
Motor admission 53.97 (7.55)
Motor discharge 76.27 (5.35)

Cognitive admission 30.71 (1.99)
Cognitive discharge 31.85 (1.94)

Number (%)

(5)

Diagnosis
Fractured neck of femur (NOF) 34 (42.5)

Elective surgeries 22 (27.5)
Other orthopedic 24 (30)
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category, densely followed by the fractured NOF category,
assisting its utilization as a result measure of role among
these patient populations. *is also signifies that these pa-
tients experienced a better functional result, with alike
cognitive capabilities to those allowed for the elective op-
eration. As observed in other researches, the patients who
were admitted with a fracture with a history of falls, usually
had a failing function before their admission, which affects
functional results, but it may even yield more chances for
enhancement.

Furthermore, the patients who were admitted for elective
operation might be prepared before admitting with social
assistance, home set-up and on completion of the prior-
admitting exercises, therefore possessing a greater initial
point of function with slighter advancements quantifiable
after the rehabilitation plan. Moreover, the results of MoCA,
FIM movement variation, and MBI nonexpression did not
help patients with severe cognitive impairment improve-
ment during rehabilitation. However, a substantial specimen
size with more practicality of cognition is needed.

*e average duration of stay for those patients who were
admitted with fracture NOF was a duration of 34 days and
the other orthopedic patient for a duration of 36 days, while
the elective orthopedic operation of the patients experienced
a 34-day duration of stay. *is was above and beyond the
range of this project, although it might demonstrate the
varied operations in rehabilitation or the patient parameters,
like the high rate of cognitive impairment. *is should be
reported that the average age of these older patients who
were admitted to these rehabilitation centers and assessed
for this analysis was greater than the national average. Here,
the national average age of orthopedic patients turns out to
be 78.5 years (SD� 8.27).

*e discoveries signify that all the cognitive computa-
tions, both MoCA and FIM cognitive scores, were linked
with the duration of stay in the group total but not in in-
dividual diagnosis. *is signifies that beyond both the
elective and the nonelective orthopedic recognition, cog-
nition can report the duration of stay. *e correlation be-
tween cognition and hospitalization time shows that even
the slightest reduction in cognition is also obvious, so it is
necessary to reduce the cost of medical services.

*is aids the advice of the cognitive partitions utilized
with all the patients who are admitted to the geriatric or-
thopedic rehabilitation centers, despite the detection. *is
process of screening might help the programs to adapt how
the rehabilitation is carried out, with respect to the func-
tional context, specific prompts, as well as the assimilation of
the cognitive training policies to make as large as possible for
the functional results and then possibly diminish the du-
ration of stay.

Cognition is majorly affected by age and it can impact
the patient’s potential to actively get involved in the process
of rehabilitation goal setting, learning and deficient in the
remembering skills, tough with the decision making the
discharge site and the services needed.*e outcomes signify
that for the group of fractured NOF along with other groups
of orthopedic, the MoCA scores were associated with the

functional scores of the FIM (i.e., the admission and the
discharge status) and the MBI (i.e., the discharge status),
therefore signifying that the MoCA is functional in cal-
culating the cognition before as well as after the rehabili-
tation as linked to the useful measures at both points.

Although, for the elective operation group, the FIM
cognitive and not the MoCA, overadmitting was associated
with the functional measures (i.e., FIM motor and the MBI
over the admission of patients), but only the FIM motor
overdischarge of patients. *is proposes that for the elective
operation group, the FIM cognitive is more functional in
terms of measuring the cognitive potential, which will be
associated with the functional behaviour.

*ere was no significant variation while drawing a
comparison of the severity on the MoCA to the detection,
and the breakdown of the scores on the basis of the assessing
areas was further investigated, which would be advantageous
to identify the aspects of cognition associated with the
duration of stay. *e MoCA scores and the location of
discharge were found to be significantly different between
those who were discharged directly to their homes and the
ones discharged to any other location like a nursing center or
an independent care unit or a hostel.

*e details of specific cognitive deficiency were expe-
rienced by those patients who were admitted to the or-
thopedic units and would report the design of the
rehabilitation program. Furthermore, with the fall as the
primary reason for the orthopedic injury among the older
patients, the fall prevention programs comprising of the
education parameter were needed to count the cognitive
elements to enhance their efficacy in lessening as well as
preventing the falls. *e experts promote the consideration
of the role of technology in enhancing the results as well as
the assistance of the older people to administer their process
of rehabilitation.

*erefore, the implementation of the technology to
report the rehabilitation for the people with cognitive
modifications in orthopedic rehabilitation needs assess-
ment. *e additional study has to be conducted more
efficiently to provide rehabilitation to those elder patients
with orthopedic conditions, with cognitive impairment,
who were likely excluded from the conducted rehabili-
tation trials.

5. Conclusion

To conclude, the geriatric patients with orthopedic condi-
tions, who were admitted to the rehabilitation, were
bestowed with the cognitive impairment beyond the de-
tection and this was linked with the discharge location,
useful outcomes, and the duration of stay. *e cognitive
screening is advised for all the older patients with orthopedic
conditions who were admitted to the rehabilitation pro-
grams to report an individualized rehabilitation program in
order to enhance the results and the duration of stay.
Furthermore, the study is needed to investigate the cognitive
plans to maximize the rehabilitation results among older
patients with orthopedic conditions.
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Objective. +is study discussed and analyzed the risk factors and nursing countermeasures of ventilator-associated pneumonia
(VAP) in the children intensive care unit (ICU).Methods. In this study, 155 children with mechanical ventilation in the pediatric
intensive care unit from Oct. 2018 to Oct. 2020 were chosen as research objects. We retrospectively analyzed the clinical data of
children and divided them into VAP groups and non-VAP groups according to the occurrence of VAP. Subsequently, we adopted
a univariate and multivariate logistic regression model to analyze and clarify the risk factors of VAP and formulated the
corresponding nursing countermeasures. Results. 49 cases of total research objects had occurred VAP, with an infection rate of
31.62%. +e primary pathogenic bacteria were Gram-negative bacteria (43/70, 61.43%). According to multivariate logistic re-
gression analysis, the duration of mechanical ventilation, invasive procedures, and application of hormones and antacids are all
independent risk factors for VAP in pediatric ICU. +e VPA group had longer hospital stay than the non-VAP group, and the
difference was statistically significant ((20.92± 4.16)d, (15.24± 3.77)d, t� 8.4383, P≤ 0.001). +e hospitalization cost of the VPA
group was substantially higher than that of the non-VAP Group ((45.8± 10.4) thousand Yuan, (33.2± 4.3) thousand Yuan,
t� 10.6822, P≤ 0.001). Conclusion. Children admitted to the pediatric ICU have a high VAP incidence. +e primary pathogenic
bacteria are Gram-negative bacteria. As the occurrence of VAP is closely related to a variety of factors, we should take targeted
nursing countermeasures to reduce the duration of mechanical ventilation and the frequency of invasive operations and use the
hormone and antacids rationally to reduce the risk of VAP and improve the prognosis.

1. Introduction

Most children admitted to the pediatric intensive care unit
(ICU) have severe pneumonia, myocarditis, encephalitis,
hand-foot-and-mouth disease, etc. Children often need to
use respiratory support to get through the dangerous period
due to respiratory disorders or respiratory failure, but the
application of ventilator is easy to cause complications such
as pulmonary injury, displacement of tracheal intubation,
septic shock, and respiratory-associated pneumonia (VAP)
[1, 2]. VAP refers to pulmonary infection that occurs 48 h
after endotracheal intubation or tracheostomy with me-
chanical ventilation or 48 h after removal of a mechanical
ventilation tube, which has high morbidity and fatality rate

[3, 4]. VAP prolongs the length of hospital stay and sur-
charges medical costs and increases the clinical mortality
rate and affects the prognosis of children [5]. In recent years,
the risk factors of VAP have been the hot spot in the analysis
and research of the intensive care field. According to the
work in [6–8], the occurrence of VAP is closely related to
clinical nursing operations. +erefore, it is of great signifi-
cance to take effective preventive and nursing measures to
reduce VAP risks in the pediatric ICU. +is study retro-
spectively analyzed the clinical data of the 155 mechanically
ventilated children in the pediatric ICU of our hospital from
Oct. 2018 to Oct. 2020, aiming to clarify the risk factors,
pathogen distribution characteristics, and prognosis of
children admitted in our pediatric ICU with VAP,
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meanwhile, to find targeted nursing countermeasures for the
pediatric ICU of our hospital, and to provide a theoretical
basis for clinical prevention of VAP.

2. Cases and Methods

2.1. General Data. 155 children with mechanical ventilation
in the pediatric ICU from Oct. 2018 to Oct. 2020 were
chosen as research objects. +e objects included 81 males
and 74 females, with an average age of (7.83± 2.46) years; the
average duration of mechanical ventilation was (7.35± 3.12)
d, and the average length of hospital stay was (18.52± 3.05)d.
+is study was carried out after acquiring approval from the
ethics committee of our hospital.

2.2. Inclusion and Exclusion Criteria. Inclusion criteria: (1)
the age of the patients ranged from 3 to 12 years; (2) all
children were treated with invasive ventilation, and the
duration of mechanical ventilation was ≥48 d; (3) children
tended to be in stable conditions, or without progressive
aggravation; and (4) the clinical data of children were
complete.

Exclusion criteria: (1) children that were diagnosed with
severe pneumonia before mechanical ventilation; (2) chil-
dren with other serious diseases; (3) children with conscious
or cognitive disorders, or with mental disorders; or (4) those
discharged or died during treatment.

2.3. Diagnostic Criteria of VAP. We performed chest X-ray
examination on children who have received mechanical
ventilation for 48 h or within 48 h of withdrawing the
ventilator and intubation. X-ray shows infiltrative shadows
or new inflammatory lesions in the lungs, and moist rales
could be heard during auscultation. According to the di-
agnostic criteria of VAP in Guidelines for the Diagnosis and
Treatment of Hospital-Acquired Pneumonia of the Chinese
Society of Respiratory Medicine [9], the child met any of the
following two conditions simultaneously: (1) body tem-
perature >38.5°C or <36.5°C, and there were no other ob-
vious external causes; (2) the white blood cell (WBC)
>10×109/L or <4.0×109/L; (3) increased or purulent re-
spiratory secretions; and (4) new pathogenic bacteria were
cultured in secretions.

2.4. Methods. We took 155 children with mechanical ven-
tilation in the pediatric intensive care unit from Oct. 2018 to
Oct. 2020 as research objects, retrospectively analyzed their
clinical data, and divided them into VAP groups and non-
VAP groups according to VAP occurrence. +e children’s
general clinical data include gender, age, underlying dis-
eases, blood transfusion experience, nutritional status, di-
agnosis, and treatment conditions such as nutritional
support methods, intubation methods, application of anti-
biotics and hormones, and duration of mechanical venti-
lation retrospectively analyzed. We performed a single-
factor analysis on the respective risk factors of the two

groups and subsequently incorporated the obtained high-
risk factors into the logistic regression model for analysis.

2.5. Statistical Analysis. We adopted the statistical software
SPSS19.0 to analyze and process the data included. +e
measurement data were expressed as (x± s), and compar-
ison between groups was by the t-test of independent
samples; the enumeration data were described by percent-
age, and the results were taken by χ2. P< 0.05 refers to the
statistically significant difference. +e multivariate logistic
regression analysis included the selected statistically sig-
nificant variables to determine independent risk factors by
steps, and the significance level α� 0.05.

3. Results

3.1. General Clinical Data in the Pediatric ICU. 49 cases of
real research objects had occurred VAP, the infection rate
was 31.62%, and a total of 70 pathogens were detected
(Table 1). According to univariate analysis, the general
clinical data of patients, including age, underlying diseases,
experience of blood transfusion, and malnutrition, were all
connected with the occurrence of VAP (Table 2).

3.2. Univariate Analysis of Medication and Diagnosis.
Univariate analysis results indicated that the diagnosis and
treatment, such as duration of mechanical ventilation, length
of ICU stay, and application of invasive operations and
hormones and antibiotics, were all concerned with the oc-
currence of VAP, as shown in Table 3. Variable assignment
of VAP in the pediatric ICU: the variable assignment of VAP
in the child intensive care unit is shown in Table 4.
According to multivariate logistic regression analysis, the
duration of mechanical ventilation, invasive procedures, and
application of hormones and antacids are all independent
risk factors for VAP in the pediatric ICU (Table 5).

3.3. Comparison of Treatment between the Two Groups of
Children in the ICU. +eVPA group had longer hospital stay
than the non-VAP group, and the difference was statistically
significant ((20.92± 4.16)d, (15.24± 3.77)d, t� 8.4383,
P≤ 0.001); the hospitalization cost of the VPA group was
substantially higher than that of the non-VAP group
[(44.58± 1.04) ten thousand Yuan, (3.32± 0.43) ten thou-
sand Yuan, t� 10.6822, P≤ 0.001) (Table 6 and Figure 1).

4. Discussion

Mechanical ventilation is a treatment that applies a venti-
lator to alter or replace patient’s active breathing. It relies on
auxiliary equipment to establish the pressure difference
between the airway orifice and the alveoli of patient, thus
alleviating the respiratory failure or dyspnea of the patient
[10, 11]. According to the literature, over 20% children in the
pediatric ICU will be treated with mechanical ventilation
during treatment [12]. +e complication of VAP in children
often occurs with the widespread application of mechanical
ventilation in the pediatric ICU. For every 24 h increase in
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time of mechanical ventilation, the probability of VAP will
increase by 1% to 3%. According to related data [13], the
incidence rate of VAP in children with mechanical venti-
lation was 9%–68%, the mortality was 24%–76%, and the
incidence tends to increase year by year. +rough the in-
vestigation of pathogenic bacteria changes in VAP children,
it has been found in related studies that the primary
pathogenic bacteria of VAP are Gram-negative bacteria,
which have multiple drug resistance [14]. +e primary
pathogens of VAP in the pediatric ICU, of our hospital
during the past 2 years, are Acinetobacter baumannii,
Staphylococcus aureus, Klebsiella pneumoniae, and Pseudo-
monas aeruginosa. +ese results are consistent with those of
most research [15–17].

+e results of this study’s univariate analysis and mul-
tivariate logistic regression analysis showed that the duration
of mechanical ventilation, invasive operations, and the ap-
plication of hormones and antacids are all independent risk
factors for VAP in the pediatric ICU. +e duration of
mechanical ventilation is positively correlated with VAP
incidence, and the incidence of VAP increases with the
extension of mechanical ventilation. +is is because the

immunity of children under the growing and developing
stage is weak due to incomplete body development. During
mechanical ventilation, the normal physiological barriers of
the nose, throat, and tracheal mucosa of the child are vul-
nerable to being damaged, which reduces the movement
capacity of cilia and increases the viscosity of sputum, as well
as chances pathogen invasion and reproduction, thus
leading to the occurrence of nosocomial infection [18, 19].
+e long-term mechanical ventilation also aggravates lung
injury. +e long-term upper respiratory tract stimulation of
patients increases the accumulation of sputum and oeso-
phagal reflux in children, which increases the probability of
pathogens entering the lung tissues and terminal bronchi,
thereby further increasing the risk of VAP [20]. Children
with invasive operations are prone to VAP, which may be
related to the aspiration and regurgitation of colonizing
bacteria, the contamination of mechanical ventilation pipes,
and the improper operations of medical staff [21, 22].
Glucocorticoids have effects of anti-inflammatory, antiviral,
antishock, and immune suppression, but the inappropriate
use will reduce the body defence function of children and
interfere with electrolyte balance and energy metabolism in

Table 1: Distribution of pathogenic bacteria of VAP in the pediatric ICU.

Species of pathogenic bacteria Quantity Composition ratio (%)
Gram-negative bacteria 43 61.43
Acinetobacter baumannii 19 27.14
Klebsiella pneumoniae 8 11.43
Pseudomonas aeruginosa 8 11.43
Stenotrophomonas maltophilia 4 5.71
Escherichia coli 3 4.29
Enterobacter cloacae 1 1.43
Gram-positive bacteria 23 32.86
Staphylococcus aureus 15 21.43
Staphylococcus epidermidis 5 7.14
Enterococcus 3 4.29
Fungi 4 5.71
Candida albicans 4 5.71
Total 70 100

Table 2: Univariate analysis of general clinical data on VAP in the pediatric ICU.

General clinical data VAP group (n� 49) Non-VAP group (n� 106) X2 P

Gender (cases) 0.0185 0.8918
Male 26 55
Female 23 51

Age (yd) 11.9029 0.0006
<7 28 30
≥7 21 76

Underlying disease (cases) 12.2373 0.0005
Yes 26 26
No 23 80

Experience of blood transfusion (case) 12.4831 0.0004
Yes 25 24
No 24 82

Malnutrition (cases) 5.7306 0.0167
Yes 13 12
No 36 94
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the body. +is will increase bacterial infection in children
and lead to bacterial resistance, resulting in adverse out-
comes such as severe pneumonia and immunodeficiency
[23, 24] and rising VAP incidence in the pediatric ICU. +e
use of antacids increases VAP incidence, and its dominant
reason may be that antacids can increase the PH value of
gastric juice, thus weakening the gastric acid barrier in
children. +is can lead to gastrointestinal dysbacteriosis in
children, leading to infections with multidrug-resistant
bacteria such as Acinetobacter baumannii and Klebsiella
pneumonia. On the other hand, the increased application of
antacids may also lead to the displacement of the intestinal
flora of children or the migration of colonizing bacteria to
the lungs caused by oesophagal reflux, thus increasing VAP’s
probability [25, 26].

Given the independent risk factors for the occurrence of
VAP in the pediatric ICU, our hospital has organized and

formed the following targeted nursing countermeasures
based on routine care. (1) Strengthening the humidification
management of artificial airways and adjusting the total
amount of humidification in line with the children’s disease
stouts and the viscosity of sputum. Appropriate airbag in-
flating pressure should be used, an adequate airtight artificial
airway should be formed, the probability of external bacteria
entering the respiratory tract should be reduced, and the
respiratory infections caused by hand contamination should
be prevented; subglottic sputum aspiration should be used,
which can effectively clear the sputum and reduce the
probability of pulmonary disease; intermittent shutdowns
should be taken, the changes in the children’s vital signs
should be closely monitored, the intubation and ventilator
should be removed as soon as possible to reduce the treatment
time of mechanical ventilation, and the recovery of children’s
spontaneous breathing should be promoted [27, 28]. (2) +e
aseptic operations should be strictly followed when per-
forming invasive operations. +e pipeline should be checked
immediately after operation to confirm whether it is polluted,
the nursing should be strengthened, and the channel should
be disinfected in time to prevent the reproduction of colo-
nizing bacteria, thereby reducing the risk of VAP in children.
(3) +e sensitive drugs should be selected following the de-
tection results of pathogenic bacteria in children, the changes
and drug resistance of infected strains should be monitored
by the dynamic method, and timely adjustments should be
made to the types, duration, and dosage of hormones. (4)
Gastric mucosal protectants instead of antacids should be
used according to the child’s condition to prevent

Table 4: Variable assignment of VAP.

Variables Explanation of assignment
Age <7yd� 1, ≥7� 0
Underlying diseases YES� 1, NO� 0
Experience of blood transfusion YES� 1, NO� 0
Malnutrition YES� 1, NO� 0
Duration of mechanical ventilation ≥7 d� 1, <7 d� 0
Time of admission to the ICU ≥48 h� 1, <48 h� 0
Invasive operations YES� 1, NO� 0
Use of hormones YES� 1, NO� 0
Application of antibiotics YES� 1, NO� 0

Table 3: Univariate analysis of VAP diagnosis and treatment in the pediatric ICU.

Factors of diagnosis, treatment, and medication VAP group (n� 49) Non-VAP group (n� 106) X2 P

Methods of nutritional support (cases) 2.7389 0.0979
Parenteral nutrition 35 61
Enteral nutrition 14 45

Intubation method (cases) 1.2000 0.2733
Mouth 25 64
Transnasal 24 42

Duration of mechanical ventilation (cases) 10.9749 0.0009
<7 d 17 67
≥7 d 32 39

Duration of stay in the ICU (cases) 6.9206 0.0085
<48 h 18 63
≥48 h 31 43

Invasive operations (cases)
Yes 38 53 10.4927 0.0012
No 11 53

Application of antibiotics (cases) 0.8126 0.3674
Exclusive use 26 48
Jointly use 23 58

Application of hormone (cases) 22.0874 0.001
Yes 36 35
No 13 71

Application of antibiotics (cases) 20.8232 0.001
Yes 22 86
No 27 20

Atomizing inhalation (cases) 2.8590 0.0909
Yes 19 63
No 30 43
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gastrointestinal bleeding; dietary guidance and oral care
should be strengthened. According to studies, the nursing
countermeasures can remarkably reduce the incidence of
VAP and prevent secondary infection, which is an effective
measure to improve the patient’s quality of life [29, 30].

5. Conclusions

To conclude, children admitted to the pediatric ICU have a
high VAP incidence; the primary pathogenic bacteria are
Gram-negative bacteria. As the occurrence of VAP is closely
related to a variety of factors, we should take targeted
nursing countermeasures to reduce the duration of me-
chanical ventilation and the frequency of invasive operations
and use the hormone and antacids rationally to reduce the
risk of VAP and improve the prognosis.
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D. Adukauskienė, “Ventilator-associated pneumonia due to
drug-resistant Acinetobacter baumannii: risk factors and
mortality relation with resistance Profiles, and independent
predictors of in-hospital mortality,” Medicina (Kaunas,
Lithuania), vol. 55, p. 49, 2019.

[21] R. Chacko, A. Rajan, P. Lionel, M.+ilagavathi, B. Yadav, and
J. Premkumar, “Oral decontamination techniques and ven-
tilator-associated pneumonia,” British Journal of Nursing,
vol. 26, no. 11, pp. 594–599, 2017.

[22] T. H. Craven, G. Wojcik, J. McCoubrey et al., “Ventilator-
associated pneumonia surveillance using two methods,”
Journal of Hospital Infection, vol. 104, no. 4, pp. 522–528,
2020.

[23] D. P. Pozuelo-Carrascosa, Á. Herráiz-Adillo, C. Alvarez-
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[27] C. Cillóniz, C. Dominedò, and A. Torres, “An overview of
guidelines for the management of hospital-acquired and
ventilator-associated pneumonia caused by multidrug-resis-
tant Gram-negative bacteria,” Current Opinion in Infectious
Diseases, vol. 32, pp. 656–662, 2019.
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Glaucoma is the second most common cause for blindness around the world and the third most common in Europe and the USA.
Around 78million people are presently living with glaucoma (2020). It is expected that 111.8 million people will have glaucoma by
the year 2040. 90% of glaucoma is undetected in developing nations. It is essential to develop a glaucoma detection system for early
diagnosis. In this research, early prediction of glaucoma using deep learning technique is proposed. In this proposed deep learning
model, the ORIGA dataset is used for the evaluation of glaucoma images. +e U-Net architecture based on deep learning
algorithm is implemented for optic cup segmentation and a pretrained transfer learning model; DenseNet-201 is used for feature
extraction along with deep convolution neural network (DCNN). +e DCNN approach is used for the classification, where the
final results will be representing whether the glaucoma infected or not. +e primary objective of this research is to detect the
glaucoma using the retinal fundus images, which can be useful to determine if the patient was affected by glaucoma or not. +e
result of this model can be positive or negative based on the outcome detected as infected by glaucoma or not. +e model is
evaluated using parameters such as accuracy, precision, recall, specificity, and F-measure. Also, a comparative analysis is
conducted for the validation of the model proposed.+e output is compared to other current deep learning models used for CNN
classification, such as VGG-19, Inception ResNet, ResNet 152v2, and DenseNet-169. +e proposed model achieved 98.82%
accuracy in training and 96.90% in testing. Overall, the performance of the proposed model is better in all the analysis.

1. Introduction

It is important to diagnose glaucoma early on, which can
reduce damage and loss of vision and ensure prompt and
appropriate care. +e worldwide prevalence of glaucoma for
people ages 40 to 80 years is 3.54%. Each one out of 200

individuals aged 40 have glaucoma, which ascends to one in
eight by age 80 [1]. Various glaucoma-related risk factors
have been established, where the elevated intraocular
pressure (IOP) that damages the optic nerves and blood
vessels is the significant one. It can lead to total damage to
the optic nerves and cause vision loss, if glaucoma is left
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untreated. +is gradual and complete damage to the optic
nerves is often followed by only mild or no symptoms, so it is
known as the “sneak thief of sight” [2].

Glaucoma is one of the most common causes of irre-
versible vision loss after cataracts worldwide, accounting for
12 percent of all blindness cases each year. +e number of
people affected by glaucoma between the ages of 40 and 80 is
expected to rise to 111.8 million by 2040. Furthermore, 2.4
percent of all people and 4.7 percent of those aged 70 and up
are at risk of developing the disorder. Glaucoma is defined as
the degeneration of retinal ganglion cells (RGCs) caused by a
variety of disorders. RGC degeneration may result in two
major health concerns:

(i) Structural changes to the optic nerve head (ONH)
and the nerve fiber layer

(ii) Concurrent functional failures of the field of vision

+ese two glaucoma side effects might induce peripheral
vision loss and, if left unchecked, blindness. Besides early
detection and treatment, there is no cure for glaucoma. It is
essential in developing automated techniques for detecting
glaucoma early on [3]. A retinal fundus image is an essential
tool for documenting the optic nerve’s health, vitreous,
macula, retina, and blood vessels. Ophthalmologists used a
fundus camera to take the retinal image. +e retinal image
was used to diagnose eye disease like glaucoma. Glaucoma is
a significant cause of global blindness that cannot be cured.
Glaucoma disease can change the cup region’s shape, which
is the center portion of the ONH.+e changes can be used as
a parameter for the early indicator of glaucoma. +e ONH
transmits visual information from retina to the brain [2].
Figure 1 shows the retinal fundus images.

+ere are no initial glaucoma symptoms but will
gradually damage the optic nerves and then results in
blindness. +us, it is crucial to detect glaucoma as early as
possible so that it can prevent visual damage. Physiologi-
cally, glaucoma is indicated by increased optic cup exca-
vation. +e increasing size of the optic cup will impact the
size of the optic disc, and this relation is known as a cup-to-
disc ratio (CDR). It means ophthalmologists can diagnose
glaucoma progression using the value of CDRmeasurement.
+e optic cup and optic disc segmentation will support to
calculate the CDR from the retinal image [3]. +e most
noticeable symptom of glaucoma is often a loss of side vi-
sion, which might go unnoticed as the condition progresses.
+is is why glaucoma is sometimes referred to as the sneaky
thief of vision. In the case of extreme intraocular pressure
levels, headache, sudden eye pain, impaired vision, or the
formation of halos around lights might occur.

(i) Loss of vision
(ii) Eye redness
(iii) Hazy eyes (specifically in infants)
(iv) Vomiting or nausea
(v) Vision narrowing (tunnel vision) [4]

+ere are many forms of glaucoma, including angle-
closure glaucoma (ACG), primary open-angle glaucoma

(POAG), primary congenital glaucoma (PCG), normal-
tension glaucoma (NTG), pseudoexfoliative glaucoma
(XFG), traumatic glaucoma (TG), uveitic glaucoma (UG),
pigmentary glaucoma (PG), and neovascular glaucoma. +e
forms vary between different ethnicities in intensity, com-
plexity, and occurrence. Open-angle and angle-closure
glaucoma are the two major forms of glaucoma [4]. Figure 2
is shown in optic nerve head structure.

+e most common form of glaucoma is open-angle
glaucoma also referred to as wide-angle glaucoma. It hap-
pens as a result of partial drainage canal blockage in which
the pressure slowly rises as the fluid is not properly drained.
Symptoms start from vision loss in the periphery and may
not be detected until central vision is impaired. Angle-
closure glaucoma caused by impulsive and aqueous drainage
full blockage is often called acute glaucoma. +e pressure
increases exponentially, which quickly leads to vision loss. It
is formed because of the angle of narrow drainage and the
small and droopy iris. +e iris is pulled inside the anterior
angle of the eye against the trabecular mesh network
(drainage canals) leading to blockage and bulging of the iris
forward [5].

In most situations, this damage is caused by abnormal
rise of the pressure inside the eye. +e secretion rate is
equalised to the drainage rate in healthy eyes. Glaucoma
occurs when the drainage canal was partially or entirely
blocked, leading to a surge in pressure known as intraocular
pressure that affects the optic nerves used to relay signals to
the brain where it is possible to perceive visual information.
If this damage is left untreated, complete blindness will
result. Hence, it is essential to diagnose glaucoma in early
stage.

In this research, early prediction of glaucoma using deep
learning technique is proposed. In this proposed deep
learning model, the ORIGA dataset is used for the evaluation
of glaucoma images. For segmentation, the U-Net seg-
mentation model is implemented in this model and a
pretrained transfer learning model, DenseNet-201, is used
for feature extraction along with deep convolution neural
network (DCNN). +e DCNN approach is used for the
classification, and the final results will be representing
whether the glaucoma infected or not.

2. Related Works

Several study models have been developed by various au-
thors for the segmentation and classification of glaucoma
detection, each employing a different methodology and
algorithm from the others. As will be detailed more, the
majority of them are deep learning-based models with
varying levels of performance analysis. +e fact that retinal
disease is such a terrible ailment makes it difficult to detect
and distinguish between the two conditions.

+e most common approach used in most of the studies
to diagnose glaucoma was the acquisition of retinal scans
using digital capture equipment for visual content, which
was themost common procedure used inmost of the studies.
+e scan images were then preprocessed to equalize the
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anomalies. During the preprocessing stage, blood vessels
were segmented and depicted in order to create a vessel free
image. Furthermore, feature extraction was utilized to ef-
ficiently reduce the dimensions of an image in order to
represent the interesting areas of an image as a compact
feature vector that could be used for precisely classifying the
large amount of data collected. Techniques such as textures,
pixel intensity values, FFT coefficients, and histogram
models were employed in the process of feature extraction
and classification. Data analysis and classification were ac-
complished through the use of image classification, which
involved examining the numerical aspects of an image. +e
data set was divided into several classifications based on the
results, such as normal or glaucoma, to facilitate analysis.

Prastyo et al. applied the U-Net segmentation technique
to retinal fundus images in order to segment the optic cup.
+e segmentation of the optic cup and the optic disc aids in
the achievement of improved performance in the detection
of glaucoma disease. +e ROI based on the optic disc image
was cropped and segmented with the help of the
U-Net algorithm. In order to obtain optimal training, an
adaptive learning rate optimization technique was applied,
and the model attained a dice coefficient rate of 98.42
percent and a loss rate of 0.15 percent during testing [6]. A
model of attention-based CNN (AG-CNN) for identifying
glaucoma was proposed by Li et al. and it was tested on a
database known as the large-scale attention-based glaucoma
database (LAG). +e removal of large levels of redundancy
from fundus images may result in a reduction in the ac-
curacy and reliability of glaucoma identification. +e AG-

CNN model took this into consideration and made a de-
cision on it. In this model, subnets of attention prediction,
pathological region localization, and classification were
combined to form an overall model. When it comes to
detecting glaucoma, the model has a 96.2 percent accuracy
rate and an AUC of 0.983. In several cases, the ROI was only
partially highlighted, and the minor problematic regions
were not correctly identified [7].

For the purpose of automatically segmenting the glau-
coma images, MacCormick et al. developed a new glaucoma
detection algorithm based on spatial detection. +e method
was developed on the basis of four assumptions: segmen-
tation, deformation, shape, and size of the images were all
taken into consideration. After a segmentation of the cup
and disc of the retinal fundus images was completed, an
estimation of the cup/disc ratio (CDR) in 24 cross sections
was performed to generate the pCDR (CDR profile). +e
results were compared between healthy discs and glau-
comatous discs on both external and internal validation,
with the AUROC for internal validation being 99.6 percent
and for external validation being 91 percent [8].

Juneja et al. proposed an artificial intelligence glaucoma
expert system that was based on the segmentation of the
optic cup and disc. In order to automate the identification of
glaucoma, a deep learning architecture was designed, with
CNN serving as the core element. In this model, two neural
networks were integrated and used for segmenting images of
the optic disc and cup of fundus, which were taken from
different cameras. By examining 50 images, the model was
able to segment the cup with 93 percent accuracy and the
disc with 95.8 percent accuracy [9]. To diagnose glaucoma in
retinal fundus images, Diaz-Pinto et al. used five ImageNet
trained models, including the VGG-16, VGG-19, ResNet50,
Inception-v3, and Xception, all of which were trained using
ImageNet data. Performance study revealed that the
Xception model outperformed the other models by
obtaining better results, and the Xception model was then
tested with five publicly accessible datasets for glaucoma
diagnosis to confirm its superiority.+e Xception model was
more efficient than other commonly used models [10] due to
its higher level of computing efficiency.

With the help of deep learning, SynaSreng et al. de-
veloped an automated two-stage model for glaucoma di-
agnosis and classification. Initially, the optic disc area was
segmented using DeepLabv3+ architecture, but the encoder

(a) (b) (c) (d)

Figure 1: Retinal fundus images: (a) healthy eye, (b) early glaucoma, (c) moderate glaucoma, and (d) deep glaucoma [2].

(a) (b)

Figure 2: Structure of optic nerve head: (a) normal and
(b) glaucoma [3].
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segment was replaced with several deep CNNs after the
initial segmentation. For classification, a trained DCNN was
employed with three approaches: transfer learning, feature
descriptors learning using SVM, and constructing an en-
semble of techniques in transfer learning and feature de-
scriptors learning, respectively. It was possible to segment
the optic discs using DeepLabv3+ and MobileNet archi-
tectures because of the integration of the two systems. Five
separate glaucoma datasets were used in the classification
process, which was done using an ensemble of algorithms.
Finally, utilizing the ACRIMA dataset, DeepLabv3+ and
MobileNet were able to achieve an accuracy of 99.7 percent
for OD segmentation and 99.53 percent for classification
using DeepLabv3+ and MobileNet [11].

To diagnose diabetic retinopathy, Mateen et al. developed a
fundus image classification model that combined the VGG-19
with principal component analysis (PCA) and singular value
decomposition (SVD) and used the VGG-19. +e model’s
performance in region segmentation, feature extraction and
selection, and classification has been improved by combining
the Gaussian mixture model with the VGG, PCA, and SVD
[12, 13]. Fu et al. employed two deep learning-based glaucoma
detection techniques, multilabel segmentation network (M-
Net) and disc-aware ensemble network, to detect the presence
of glaucoma (DENet). Initially, M-Net was utilized to solve the
segmentations of both the optic cup and the disc, and DENet
was used to combine the deep hierarchical context of the global
fundus image with the local optic disc region in the initial
stages. +e CDR was calculated based on the segmentation of
the optic cup and disc in order to determine the glaucoma risk.
It is possible to get accurate results from an image without
segmenting it using the DENet [13].

Jiang et al. developed a new multipath recurrent U-Net
model for segmenting retinal fundus image.+e efficiency of
the model was validated by the performance of two seg-
mentation processes like optic cup and disc segmentation
and retinal vessel segmentation. +e model achieved 99.67%
accuracy for optic disc segmentation, 99.50% for optic cup
segmentation, and 96.42% for retinal vessel segmentation by
using the Drishti-GS1 dataset [14].

Mahum et al. proposed an early-stage glaucoma diag-
nosis model based on deep learning-based feature extrac-
tion. Images were preprocessed in the first phase before the
region of interest was retrieved using segmentation. +en,
using the hybrid features descriptors, such as CNN, histo-
gram of oriented gradients, local binary patterns, and
speeded up robust features, characteristics of the optic disc
were recovered from images including optic cup. Further-
more, HOG was used to extract low-level features, while the
LBP and SURF descriptors were used to extract texture
features. Furthermore, CNN was used to compute high-level
characteristics. +e feature selection and ranking technique
of maximum relevance minimum redundancy was applied.
Finally, multiclass classifiers such as SVM, KNN, and ran-
dom forest were used to determine if fundus images were
healthy or diseased [15].

Gheisari et al. proposed a new method for detecting
glaucoma that combined temporal (dynamic vascular) and
spatial (static structural) data. A CNN and recurrent neural

network (RNN) classificationmodel that extracts not just the
spatial features in the fundus images but additionally the
temporal features inherent in the consecutive images was
developed. Because CNN was designed to diagnose glau-
coma, it was built on spatial information encoded in images.
CNN was used with RNN for increased performance in
detecting glaucoma based on both temporal and spatial
features [16].

3. Proposed Methodology

In this research, the deep learning-based models are pro-
posed for segmentation and classification of glaucoma de-
tection using retinal fundus images collected from ORIGA
database. For segmentation, the U-Net architecture is used
and a pretrained DenseNet-201 architecture was used to
extract the features from the segmented image. For classi-
fication, the DCNN architecture is used to classify the images
for detecting glaucoma.

3.1. Dataset Description. +e ORIGA dataset is used in this
research for evaluation [17]. +e data set contains 650 images
of the color retinal fundus with the extension (.jpg) and ground
truth with the extension (.mat). +e retinal images were col-
lected by the Singapore Malay Eye Study (SiMES). ORIGA
database shares clinical ground truth retinal images with the
public and provides open access for researchers to benchmark
their computer-aided segmentation algorithms. ORIGA
dataset is open for online access upon request. After pre-
processing, 650 image data were divided into 488 image data as
training data, 162 image data as testing data [1, 6, 8, 11, and 13].

3.2. Segmentation Using U-Net. +e deep learning algo-
rithm-based U-Net architecture is implemented for optic
cup segmentation.+e U-Net architecture is the most widely
used segmentation architecture for medical images. +e
architecture of the U-Net segmentation process is shown in
Figure 3. +e retinal fundus image is given as input; the ROI
based on optical disc image is cropped and segmented using
deep learning algorithm.+e output of the segmentation will
be based on the optic cup, where the optic cup outline is
masked as shown in Figure 3.

Before segmenting the image, in preprocessing, the
ground truth (mask) image was changed to (.png) so that an
algorithm could process it. To get the Optic Disk (OD) mask,
we used the equation (disc� double (mask> 0)), while for
Optic Cup (OC), we employed the equation (cup� double
(mask> 1)). After that, we took the region of interest (ROI)
from the retinal fundus image by using the ground truth
from OD to take OC’s closest area.

A contracting path (left side) and an expansive path
(right side) are included in this architecture, joined by
multilevel skip connections (middle). Input to the con-
tracting path is retinal fundus images, and predictions are
generated from a final layer following the expansive path.
Each convolution layer has filter banks, each applying 3× 3
padded convolutions followed by a rectified linear activation
unit whose functional form is f(z)�max (0, z) [18–20].
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+ere are three convolutional blocks each in the con-
tracting and expansive paths. Two convolutional layers
consist of a block in the contracting path followed by a max-
pooling layer with a pool size of 2× 2. A block contains a
2× 2 upsampling layer in the expansive path, a concate-
nation from the contracting path with the corresponding
block (i.e., a merged layer), a dropout layer, and two con-
volutional layers. +e connecting path includes two con-
volutional layers. Finally, a 1× 1 convolutional layer with a
sigmoid activation and a single filter to output pixel-wise
class scores is the final output layer. Every convolution layer
in blocks 1, 2, and 3 includes 112, 224, and 448 filters in the
contracting path, while blocks 5, 6, and 7 include 224, 122,
and 122 filters in the expansive path individually. +ere are
448 filters in every convolutional layer in the connecting
path. +e proposed DCNN differs from the original U-Net
in the number of filters chosen for the model to fit into the
GPU memory in each convolution layer and the use of
dropouts in the expansive path.

3.3. DenseNet-201 with CNN. A DCNN model with pre-
trained DenseNet-201 is proposed in this research [21]. +is
DenseNet-201model is based on deep transfer learning (DTL)

as it is implemented to identify the glaucoma images from the
input dataset by classifying the retinal fundus images. To
extract features from the dataset, a pretrained DenseNet-201
model is used, and the DCNNmodel is used for classification.
256× 256 is the input image size. +e architecture of the
DenseNet-201 with DCNN is shown in Figure 4.

DCNN usually performs well with a larger data set over a
smaller one. TL could be useful in those CNN applications
where the data set is not huge. For applications with
comparatively smaller datasets, TL’s concept utilizes the
learned model from large datasets such as ImageNet. +is
removes the need for a large dataset and decreases the
lengthy training time as needed when generated from
scratch by the deep learning algorithm. TL is a deep learning
method that uses a model trained for a single assignment as a
starting point to train a model for a similar assignment. It is
typically much quicker and simpler to fine-tune a TL net-
work than training a network from scratch. By leveraging
commonmodels that have been already trained on large data
sets, it allows the training of models using similar small
labeled data. Training time and computing resources can be
significantly decreased. With TL, the model does not need to
be trained for as many epochs (a complete training period on
the entire dataset) like a new model.
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Because of the feature reuse possibility by various layers,
the DenseNet-201 uses the condensed network that provides
simple to train and highly parametrical effective models and
expands variety in the following layer input and enhances
the execution. On various data sets, such as CIFAR-100 and
ImageNet, DenseNet-201 has shown remarkable results.
Direct connections from each previous layer to every sub-
sequent layer are added to boost connectivity in the Den-
seNet-201 model as shown in Figure 5.

+e concatenation of feature can be mathematically
expressed as

fc
i

� NLi fc
0
, fc

1
, . . . , fc

i−1
 . (1)

Here, NLi(∙) was a nonlinear transformation that could
be described as batch normalization (BN) composite
function, accompanied by a rectified linear unit function
(ReLU) and a (3× 3) convolution layer.

For ease of implementation, [fc0, fc1, . . ., fci− 1] indicates
the feature map concatenation according to layers 0 to i− 1
are combined into a single tensor. Dense blocks are generated
in the network architecture for downsampling purposes,
divided by layers known as transition layer consisting of BN
followed by a 1× 1 convolution layer and an average 2× 2
pooling layer. DenseNet-201’s growth rate defines how dense
architecture produces better results, and the “H” hyper-
parameter denotes it. Because of its structure, where feature
maps were regarded as a network’s global state, DenseNet-201
performs adequately well even with a minimal growth rate.
+erefore, all function maps of the preceding layers have
access to each successive layer. Each layer includes “H” feature
maps to the global state where each count of input feature
maps at ith layers (fm)i was expressed as

(fm)
i

� H
0

+ H(i − 1). (2)

Here, the input layer channels are given by H0. A 1× 1
convolution layer preceding each 3× 3 convolution layer is
added to increase computational performance, which re-
duces the input feature maps that were usually higher than
the feature maps of output H. +e 1× 1 conv layer was
known as the bottleneck layer and generates feature maps.
FC layers act as a classifier in the classification stage. It uses
extracted features and assesses the probability of a segment
in the image. +e architecture of DenseNet-201 is shown in
Figure 6.

To create nonlinearity and to reduce overfitting, the
activation function and dropout layer are typically used. Two
dense layers of 128 and 64 neurons were implemented for
classification. +e DenseNet-201 feature extraction model
was used for binary classification preceded by the sigmoid
activation function to replace the softmax activation func-
tion utilized in the DenseNet-201 design. In the FC dense
layer, every neuron was FC in the prior layer. +e FC layer
“i” whose input 2D feature map was extended to a 1D feature
vector can be mathematically described.

v
i−1

� Bernoulli(p),

z
i−1

� v
i− 1 ∗d

i−1
,

z
i

� f x
k
z

i−1
+ u

i
 .

(3)

Here, the Bernoulli function produces a vector vi� 1
randomly with a certain probability that obeys the 0-1
distribution. +e dimension of the vector is di−1. +e
dropout strategy is used by the initial two layers of the FC
layer to randomly block some neurons based on a defined
probability, which efficiently avoids overfitting situations in
deep networks.+e terms “x” and “u” describe the FC layer’s
respective weighting and offset parameters. +e function of
sigmoid activation was to convert nonnormalized outputs to
0 or 1 as binary outputs. +erefore, it helps to classify the
images as nonglaucoma or glaucoma. +e sigmoid function
can be expressed as

S �
1

1 + e
−  xi ·zi( 

, (4)

where the neuron output is S. +e weights and inputs, re-
spectively, represent xi and zi.

4. Performance Analysis

+e performance analysis of the proposed DCNN with the
U-Net and DenseNet-201 model is assessed using the dataset
in this section.+emodel is evaluated using parameters such
as accuracy, precision, recall, specificity, and F-measure.
Also, a comparative analysis is conducted for the validation
of the model proposed. +e output is compared to other
current deep learning models used for CNN classification,
such as VGG-19, Inception ResNet, ResNet 152v2, and
DenseNet-169. On theMATLAB 2019a Simulink toolbox, all
the experiments are implemented and carried out. +e
dataset is split into 75% for training and 30% for validating
the performance analysis.

Original Image Output Image Groundtruth Image

Figure 4: U-Net output image compared with ground truth image.
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4.1. Performance Metrics. +e primary objective of this re-
search is to detect the glaucoma using the retinal fundus
images, which can be useful to determine if the patient was
affected by glaucoma or not. +e result of this model can be
positive or negative based on the outcome detected as in-
fected by glaucoma or not. +e true positive, true negative,
false positive, and false negative are properly analyzed to
estimate the outcome of this model.

TP: it indicates the total predictions correctly obtained
in positive cases
FP: it indicates the total predictions incorrectly ob-
tained in positive cases
TN: it indicates the total predictions correctly obtained
in negative cases
FN: it indicates the total incorrect predictions in
negative cases

Accuracy is the model’s estimation of the performance
subset. It is the primary output metric used to calculate the
efficiency of the classification process. It is usually used to
estimate when both the positive and negative classes are
equally important. It is calculated using the following
equation.

Accuracy �
TP + TN

TP + TN + FP + FN
. (5)

As shown in Table 1, the proposed model achieved better
classification accuracy in both training and testing for
classifying the glaucoma fundus images.+emodel obtained
98.82% training accuracy, which is 1.09% to 3.96% improved

compared with other techniques. +e testing accuracy is
96.90%, which is 1.36% to 5.26% increased performance
than the other existing compared models. +e graphical
chart of the comparison is plotted in Figure 7.

Precision is a positive predictive value. It is the measure
of the cumulative predictive positive value of the correctly
predicted positive observation. +e lower precision value
reflects that a large number of false positives have affected
the classification model. +e measure of precision can be
computed using the following equation.

Precision �
TP

TP + FP
. (6)

+e estimation of precision is tabulated in Table 2,
which shows that the proposed model has achieved better
precision value than the compared models. +e model
obtained 98.63% precision rate in training, which was 1.1%
to 4.8% improved compared with other techniques. +e
precision rate in testing was 96.45%, which was 1.08% to
4.9% increased performance than the other existing
compared models. Figure 8 shows the comparison of
precision analysis.

+e sensitivity is also referred to as recall. It is the ratio of
properly predicted positive evaluation of the overall positive
predictive value. +e lower recall value reflects that a large
number of false negative values have affected the classifi-
cation model. +e recall estimation can be calculated using
the following equation.

Recall �
TP

TP + FN
. (7)
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Figure 5: Feature extraction using pretrained DenseNet-201 model and classification using DCNN [21].

Journal of Healthcare Engineering 7



+e proposed model has gained better recall or sensi-
tivity rate as tabulated in Table 3. +e model obtained
98.95% recall rate in training, which was 1.1% to 4.05%
improved compared with other techniques.+e recall rate in
testing was 97.03%, which was 1.3% to 5.06% better per-
formance than the other existing compared models. +e
comparison graph is plotted, as shown in Figure 9.

As per this model, specificity is the prediction that
healthy subjects do not have the disease. It is the percentage
of subjects with no illness that is tested as negative. +e
specificity estimation can be calculated using the following
equation.

Specificity �
TN

TN + FP
. (8)

As shown in Table 4, the proposed model has obtained a
better specificity rate than the other comparative models of
deep learning.
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Figure 6: DenseNet-201 architecture [21].

Table 1: Performance analysis of accuracy.

Models Training Testing
VGG-19 97.73 95.54
Inception ResNet 94.86 91.64
ResNet 152v2 97.56 93.21
DenseNet169 97.14 95.45
Proposed 98.82 96.90
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Figure 7: Graphical plot of accuracy.

Table 2: Performance analysis of precision.

Models Training Testing
VGG-19 97.30 94.70
Inception ResNet 93.81 91.52
ResNet 152v2 97.28 93.02
DenseNet169 97.49 95.37
Proposed 98.63 96.45
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Figure 8: Graphical plot of precision.

Table 3: Performance analysis of recall.

Models Training Testing
VGG-19 97.84 95.62
Inception ResNet 94.90 91.97
ResNet 152v2 97.62 94.05
DenseNet169 97.35 95.69
Proposed 98.95 97.03
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+e model obtained 98.15% specificity rate in training,
which was 0.8% to 4.1% improved compared with other
techniques. +e specificity rate in testing was 96.33%, which
was 0.6% to 6.4% better performance than the other existing
compared models. Figure 10 represents the comparison of
specificity estimated.

+e F-measure estimates the accuracy of the test and is
defined as the weighted harmonic mean of the precision of
the test and the recall. +e accuracy does not take into
account how the data was distributed.+e F-measure is then
utilized to manage the distribution problem with accuracy.
When the data set has imbalance classes, it was useful. +e
F-measure estimation can be calculated using the following
equation.

F − measure �
2 × Precision × Recall
Precision + Recall

. (9)

+e F-measure estimation is tabulated in Table 5, which
represents that the proposed model has achieved better
F-measure value than the compared models. +e model
obtained 98.50% F-measure rate in training, which was 0.9%
to 3.7% improved compared with other techniques. +e
F-measure rate in testing was 96.28%, which was 0.8% to
4.7% better performance than the other existing compared
models. Figure 11 shows the comparison of F-measure
analysis.

In this research, by comparing all the models like VGG-
19, Inception ResNet, ResNet 152v2, and DenseNet-169, the
proposed model has achieved better performance in both the
training and testing stages. +e least performance achieved
model is Inception ResNet and DenseNet-169 has some
close performance to the proposed model.

5. Conclusion

In this research, early prediction of glaucoma detection
model using deep learning technique was proposed. In this
proposed deep learning model, the ORIGA dataset was used
for the evaluation of glaucoma images. 75% of the data was
used for training and 25% of data was used for testing. For
segmentation, the U-Net segmentation model was imple-
mented in this model and a pretrained transfer learning
model, DenseNet-201, was used for feature extraction along
with DCNN. +e DCNN approach was used to classify the
images for glaucoma detection.+e primary objective of this
model was to detect the glaucoma using the retinal fundus
images, which can be useful to determine whether the
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Figure 9: Graphical plot of recall.

Table 4: Performance analysis of specificity.

Models Training Testing
VGG-19 97.24 95.67
Inception ResNet 94.05 89.92
ResNet 152v2 97.28 92.73
DenseNet169 97.00 94.89
Proposed 98.15 96.33
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Figure 10: Graphical plot of specificity.

Table 5: Performance analysis of F-measure.

Models Training Testing
VGG-19 97.52 95.39
Inception ResNet 94.79 91.55
ResNet 152v2 97.35 93.14
DenseNet169 97.07 95.09
Proposed 98.50 96.28
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Figure 11: Graphical plot of F-measure.
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patient is affected by glaucoma or not. By segmenting the
fundus images, the optic cup region was segmented and
compared with ground truth images from the dataset. After
segmentation, the features were extracted from the images
using DenseNet model and classified using DCNN. +e
proposed model obtained 98.82% training accuracy, which
was 1.09% to 3.96% higher compared with other models and
the testing accuracy was 96.90%, which was 1.36% to 5.26%
higher than the compared models. By analyzing the per-
formance analysis, the results obtained by the proposed
model are efficient and the reason for not achieving 100%
results was due to the false positives and false negatives. In
future, this imbalance issue will be sorted out by improving
the classifier and reducing the threshold. +is model can be
useful for various medical image segmentation and classi-
fication processes like diabetic retinopathy, brain tumor
detection, breast cancer detection, etc.
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Background. Many researchers have con�rmed that miRNAs are involved in the pathogenesis of gastric cancer (GC). �is study
focused on investigating the speci�c functions of miR-139-5p in GC.Methods. MiR-139-5p and TPD52 expressions were observed
by qRT-PCR or western blot in GC. �e functional mechanism of miR-139-5p was explored by the luciferase reporter assay,
transwell assay, and MTT assay. Results. MiR-139-5p downregulation and TPD52 upregulation were detected in GC. Adverse
clinical features and prognosis in GC patients were related to low miR-139-5p expression. MiR-139-5p overexpression restrained
GC cell proliferation and metastasis. Furthermore, miR-139-5p directly targeted TPD52. TPD52 silencing blocked GC pro-
gression. And TPD52 upregulation weakened the antitumor e�ect of miR-139-5p in GC. Conclusion. MiR-139-5p inhibits GC cell
proliferation and metastasis through downregulating TPD52.

1. Introduction

Gastric cancer (GC) ranks third in human malignancies
[1]. Moreover, it ranks �rst in gastrointestinal malig-
nancies, accounting for 95% of gastric malignancies [2].
Now, surgery is still the most important treatment of early
GC, and it is also the main method for the treatment of GC
[3]. Due to the late detection of GC, the e�ect of surgery is
not good. And 5-year survival rate is maintained at about
30% [4]. Additionally, patients with early GC have a better
prognosis after treatment. �e postoperative e�ect is
better for patients over 60 years old, while patients under
30 years old tend to have poor prognosis [5]. �erefore, it
is necessary to strengthen the attention to the symptoms
of early GC and the monitoring of high-risk groups in
order to increase the detection rate of patients with early
GC.

MicroRNAs (miRNAs) regulate tumorigenesis by af-
fecting their target genes [6–8]. Recently, more and more
miRNAs are found to express abnormally in GC, such as
miR-216a [9], miR-937 [10], and miR-1271 [11]. In par-
ticular, miR-139 participated in human GC development

[12]. Moreover, abnormal miR-139-5p expression often
occurs in various cancers and diseases, including neuro-
degeneration [13], breast cancer [14], glioblastoma [15], and
thyroid carcinoma [16]. Recently, it has been reported that
obesity was associated with miR-139-5p [17]. Collectively,
miR-139-5p is an important biomarker for human diseases,
including cancers.

It has been proposed that tumor protein D52 (TPD52),
which belongs to the TPD52-like protein family, functions as
an oncogene in prostate cancer [18]. Upregulation of TPD52
was �rst found in human breast cancer [19]. TPD52 over-
expression was also detected in various human malignant
tumors [20]. In addition, TPD52 expression was associated
with the systemic progression of prostate cancer [21]. High
TPD52 expression had an association with bad prognosis in
breast cancer [22] and ovarian carcinoma [23] patients.
More importantly, oncogenic TPD52 regulated cell metas-
tasis in prostate cancer [24]. Nonetheless, the mechanism of
TPD52 in GC is still unclear. Here, the functional mecha-
nism of TPD52 and miR-139-5p was investigated in GC.�e
relationship between miR-139-5p and prognosis in GC
patients was also analyzed.

Hindawi
Journal of Healthcare Engineering
Volume 2022, Article ID 4033373, 10 pages
https://doi.org/10.1155/2022/4033373

mailto:qdfywucl@qdu.edu.cn
https://orcid.org/0000-0002-5287-9745
https://orcid.org/0000-0002-2886-9440
https://orcid.org/0000-0002-6029-0463
https://orcid.org/0000-0003-4343-5576
https://orcid.org/0000-0001-6899-5110
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4033373


RE
TR
AC
TE
D

2. Materials and Methods

2.1. Clinical Tissues. Sample tissues were obtained from
sixty-seven GC patients in ,e Affiliated Hospital of
Qingdao University. All participators provided informed
consent. All GC patients only received surgery. ,eses tis-
sues were stored in a −80°C refrigerator. Our research was
approved by the Institutional Ethics Committee of ,e
Affiliated Hospital of Qingdao University.

2.2. Cell Culture and Transfection. HGC-27, SGC-7901,
MKN-45, and AGS GC cell lines and GES-1 cells (ATCC,
USA) were inoculated in the RPMI-1640 medium with FBS
and incubated under suitable conditions (37°C, 5% CO2).

MiR-139-5p mimics and inhibitor, TPD52 vector, and
siRNA (GeneCopoeia, Guangzhou, China) were transfected
in GC cells by using Lipofectamine 2000 (Invitrogen,
Carlsbad, USA).

2.3. Transwell Assay. Transwell chamber (8 μm pore size;
Millipore) is used to evaluate the migratory and invasive
ability of GC cells. ,e upper chamber was put with 4×104

GC cells with the uncoated membrane. 10% FBS was added
in the lower chamber. ,e coated membrane was used for
the invasion assay.,ese cells were cultured for 24 h. Finally,
moved cells were observed by using a microscope.

2.4. MTT Assay. Transfected cells (3×103 cells/well) were
incubated in 96-well plates at 0, 24, 48, 72, and 96 h. Cell
viability was evaluated by the MTT assay. ,e absorbance
(OD� 490 nm) was examined with a spectrophotometer
(,ermo Scientific).

2.5. Quantitative RT-PCR. TRIzol reagent (Invitrogen,
Carlsbad, USA) was applied to extract total RNA containing
miRNA. Quantitative RT-PCR was performed with SYBR
Green PCR Master Mix and primers. GAPDH or U6 was
used as an internal reference. MiR-139-5p and TPD52 ex-
pressions were assessed by the 2−△△ct method. ,e primers
are shown in Table 1.

2.6. Western Blot Analysis. RIPA lysis buffer was applied to
extract protein samples. Protein was then separated by 10%
SDS-PAGE and transferred into the PVDF membrane.
Protein was incubated with anti-TPD52 (Abcam, Cam-
bridge, USA) and anti-GAPDH antibodies (Epitomics,
Burlingame, USA) at 4°C overnight. Next, the membrane
was incubated with the corresponding secondary antibody
(Abcam, Cambridge, USA). Finally, protein bands were
observed by ECL (ECL, Pierce).

2.7. Dual-Luciferase Assay. pGL3 vectors (Promega, Madi-
son, USA) with the 3′-UTR of wild-type or mutant TPD52
were built. GC cells with miR-139-5p mimics and the above
vector were incubated for 48 h. Finally, luciferase activity

was detected through the dual-luciferase assay system
(Promega, USA).

2.8. Statistical Analysis. Data were calculated by SPSS 19.0
and GraphPad Prism 6. Differences were calculated by the
chi-squared test. Survival analysis was performed by the
Kaplan–Meier method with the log-rank test. All experi-
ments were performed in 3 replicates. Significant difference
indicated P< 0.05.

3. Results

3.1. MiR-139-5p Downregulation and TPD52 Upregulation
Were Detected in GC. MiR-139-5p expression was evaluated
in GC. MiR-139-5p in GC tissues was downregulated
compared to the control (Figure 1(a), P< 0.01). Consis-
tently, miR-139-5p was downregulated in HGC-27, SGC-
7901, MKN-45, and AGS cells compared to GES-1 cells
(Figure 1(b), P< 0.05 or 0.01). Meanwhile, the expression of
TPD52 in GC was also detected. TPD52 upregulation was
found in GC tissues (Figure 1(c), P< 0.01) and cells
(Figure 1(d), P< 0.05 or 0.01). Additionally, lymph metas-
tasis and TNM stage in GC patients were related to lowmiR-
139-5p expression (P< 0.05, Table 2). And low miR-139-5p
expression was related to worse prognosis (Figure 2) in GC
patients.

3.2. MiR-139-5p Impeded GC Progression. ,e specific
function of miR-139-5p in GC was investigated in HGC-27
cells containing miR-139-5p mimics or inhibitor. MiR-139-
5p expression was enhanced by its mimics (Figure 3(a),
P< 0.01) and lowered by its inhibitor (Figure 3(b), P< 0.01)
in HGC-27 cells. Functionally, miR-139-5p overexpression
restrained HGC-27 cell proliferation (Figure 3(c), P< 0.01).
MiR-139-5p downregulation facilitated GC cell proliferation
(Figure 3(d), P< 0.01). Meanwhile, miR-139-5p over-
expression weakened the migratory and invasive abilities
(Figures 4(a) and 4(b), P< 0.01) in HGC-27 cells, but miR-
139-5p downregulation showed an opposite effect
(Figures 4(a) and 4(b), P< 0.01). Collectively, miR-139-5p
impeded GC progression.

3.3. TPD52 Was a Downstream Target of MiR-139-5p in GC.
Furthermore, TargetScan (http://www.targetscan.org/
vert_71/) shows that TPD52 can bind to miR-139-5p
(Figure 5(a)). Luciferase reporter gene assay showed that
miR-139-5p mimics blocked wild-type TPD52 luciferase
activity (Figure 5(b), P< 0.01), which had little effect on that
of mutant TPD52. Additionally, miR-139-5p had a negative
association with TPD52 expression in GC tissues
(R2 � 0.7531, P< 0.001; Figure 5(c)). Consistently, miR-139-
5p overexpression reduced TPD52 expression in HGC-27
cells when miR-139-5p downregulation accelerated TPD52
expression (Figures 5(d) and 5(e), P< 0.01). ,erefore, miR-
139-5p directly targets TPD52 and negatively regulates its
expression in GC.
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3.4. TPD52 Silence Blocked GC Progression. �en, TPD52
function was investigated in HGC-27 cells with its siRNA.
TPD52 expression was reduced by its siRNA (Figure 6(a),
P< 0.01). Functionally, si-TPD52 restrained HGC-27 cell
proliferation (Figure 6(b), P< 0.01). Meanwhile, HGC-27
cell migration was suppressed by si-TPD52 (Figure 6(c),
P< 0.01). Similarly, downregulation of TPD52 also inhibited
cell invasion in GC cells (Figure 6(d), P< 0.01). In brief,
TPD52 silencing can inhibit cell proliferation and metastasis
in GC.

3.5. Upregulation of TPD52 Partially Impaired the Antitumor
E�ect ofMiR-139-5p inGC. Finally, HGC-27 cells with miR-
139-5p mimics and TPD52 vector were employed to further
explore their relationship. As we expected, TPD52 vector

recovered the reduced TPD52 expression mediated by miR-
139-5pmimics in HGC-27 cells (Figure 7(a), P< 0.01).�en,
TPD52 vector lessened the suppressive e�ect of miR-139-5p on
HGC-27 cell proliferation and metastasis (Figures 7(b)–7(d),
P< 0.01). In brief, upregulation of TPD52 partially impaired
the antitumor e�ect of miR-139-5p in GC.

4. Discussion

�e high tumor recurrence rate and mortality of GC are
mainly caused by systemic metastasis. Many researchers
have proposed that abnormally expressedmiRNAs can a�ect
the occurrence and progression of GC [25, 26]. MiR-139-5p
can a�ect the diagnosis, prognosis, and treatment of ma-
lignancy [27]. For instance, miR-139-5p a�ected cell me-
tastasis in colorectal cancer [28]. Especially, miR-139 was
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Figure 1: Downregulation of miR-139-5p and upregulation of TPD52 were detected in GC. (a) MiR-139-5p expression in GC tissues
(n� 67). (b) MiR-139-5p expression in HGC-27, SGC-7901, MKN-45, AGS, and GES-1 cell lines. (c) TPD52 expression in GC tissues
(n� 67). (d) TPD52 expression in HGC-27, SGC-7901, MKN-45, AGS, and GES-1 cell lines. ∗p< 0.05 and ∗∗p< 0.01.

Table 1: Primer sequence.

Primers
MiR-139-5p F: 5′-GCTCTACAGTGCACGTGTC-3′ R: 5′-GTGCAGGGTCCGAGGT-3′
TPD52 F: 5′-GGAAGAGGAGCAGGAAGAGC-3′ R: 5′-GATGACTGAGCCAACAGAG-3′
U6 F: 5′-CTCGCTTCGGCAGCACA-3′, R: 5′-AACGCTTCACGAATTTGGT-3′
GAPDH F: 5′-GCTGGCGCTGAGTATGGAGT-3′ R: 5′-CACAGTCTCTTGGTGATGG-3′
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associated with lymph node metastasis of human metastatic
gastric tumors [29]. Moreover, miR-139-5p regulated aer-
obic glycolysis via inhibiting PRKAA1 in GC [30]. �us, the
role of miR-139-5p was explored in GC.

Here, miR-139-5p downregulation was detected in GC.
Adverse clinical features and prognosis in GC patients were
associated with its downregulation. �e results are similar to
previous studies [29]. Moreover, miR-139-5p over-
expression restrained GC cell proliferation, migration, and
invasion. Furthermore, miR-139-5p directly targets TPD52.
More importantly, miR-139-5p hindered GC progression by
downregulating TPD52. Similarly, miR-139-5p also re-
pressed cell proliferation in uterine leiomyoma through
mediating TPD52 [31]. In addition, we also found that

TPD52 was upregulated in GC, and TPD52 silencing can
block GC progression.

Previous studies have shown that TPD52 is a target of
many miRNAs. Kumamoto et al. reported that TPD52
knockdown can restrain the metastasis of lung squamous
cell carcinoma [32]. �e same e�ect of TPD52 on GC was
also identi�ed in this study. Moreover, miR-34a and
miR-449 repressed breast cancer cell metastasis via
targeting the oncogenic TPD52 [33, 34]. MiR-218 also
inhibited tumor growth through targeting TPD52 in
prostate cancer [35]. �ese previous research studies are
consistent with our conclusions in GC. In a word, the
antitumor e�ect of miR-139-5p is a�ected by TPD52 in
GC.
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Figure 2: MiR-139-5p could predict the prognosis of GC patients. (a) High-miR-139-5p-expression patients showed longer OS. (b) High-
miR-139-5p-expression patients showed longer DFS.

Table 2: Relationship between miR-139-5p expression and clinicopathological characteristics of GC patients.

Characteristics Cases
MiR-139-5p

P value
High Low

Age (years) 0.586
≥60 30 11 19
＜60 37 17 20
Gender 0.421
Male 40 18 22
Female 27 10 17
Tumor size (cm) 0.052
<5 42 18 24
≥5 25 10 15
TNM stage 0.038∗
I + II 47 20 27
III + IV 20 8 12
Di�erentiation 0.199
Low 35 15 20
Moderate or well 32 13 19
Lymph metastasis 0.007∗
Present 50 20 30
Absent 17 8 9
Statistical analyses were performed by the χ2 test. ∗p< 0.05 was considered signi�cant.

4 Journal of Healthcare Engineering



RE
TR
AC
TE
D

Migration

NC miR-139 mimics miR-139 inhibitor

100 um 100 um 100 um

Th
e n

um
be

r o
f m

ig
ra

te
d 

ce
lls

**

**

0

50

100

150

200

250

miR-139
inhibitor

NC miR-139
mimic

HGC-27

(a)

Invasion

NC miR-139 mimcs miR-139inhibitor

100 um 100 um 100 um

Th
e n

um
be

r o
f i

nv
as

iv
e c

el
ls

**

**

0

50

100

150

200

miR-139
inhibitor

NC miR-139
mimic

HGC-27

(b)

Figure 4: MiR-139-5p overexpression repressed cell migration and invasion in GC. ((a), (b) Cell migration and invasion in HGC-27 cells
with miR-139-5p mimics or inhibitor. ∗∗p< 0.01.
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Figure 3: MiR-139-5p repressed cell proliferation in GC. ((a), (b)) MiR-139-5p expressions in HGC-27 cells with miR-139-5p mimics or
inhibitor. ((c), (d)) Cell proliferation in HGC-27 cells with miR-139-5p mimics or inhibitor. ∗∗p< 0.01.
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Figure 5: MiR-139-5p directly targets TPD52. (a) �e binding site between miR-139-5p and TPD52. (b) Luciferase reporter assay. (c) �e
correlation between miR-139-5p and TPD52 expression. ((d), (e)) �e mRNA and protein expression of TPD52 were analyzed in HGC-27
cells containing miR-139-5p mimics or inhibitor. ∗∗p< 0.01.
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Figure 6: TPD52 silence blocked GC progression. (a) TPD52 expression in HGC-27 cells with TPD52 siRNA. ((b), (c), (d)) si-TPD52
regulated HGC-27 cell proliferation, migration, and invasion. ∗∗p< 0.01.
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Figure 7: TPD52 upregulation impaired the inhibitory action of miR-139-5p in GC. (a) TPD52 expression in HGC-27 cells containing
TPD52 vector andmiR-139-5p mimics. ((b), (c), (d)) Cell proliferation, migration, and invasion in HGC-27 cells with the TPD52 vector and
miR-139-5p mimics. ∗∗p< 0.01.
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5. Conclusion

In conclusion, miR-139-5p downregulation occurred in GC
tissues and cells. Worse prognosis of GC patients was as-
sociated with miR-139-5p downregulation. Moreover, miR-
139-5p restrained GC cell proliferation and metastasis
through targeting TPD52. MiR-139-5p will develop into a
therapeutic and prognostic marker for GC. However, the
results of this study have not been verified in animals.
,erefore, in vivo experiments still need to be done in the
future.
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)e imaging modalities are used to view other organs and analyze different tissues in the body. In such imaging modalities, a new
and developing imaging technique is hyperspectral imaging. )is multicolour representation of tissues helps us to better un-
derstand the issues compared to the previous image models. )is research aims to analyze the tumor localization in the brain by
performing different operations on hyperspectral images. )e tumor is located using the combination of k-based clustering
processes like k-nearest neighbour and k-means clustering. )e value of k in both methods is determined using the optimization
process called the firefly algorithm. )e optimization processes reduce the manual calculation for finding K’s optimal value to
segment the brain regions. )e labelling of the areas of the brain is done using the multilayer feedforward neural network. )e
proposed technique produced better results than the existing methods like hybrid k-means clustering and parallel k-means
clustering by having a higher peak signal-to-noise ratio and a lesser mean absolute error value. )e proposed model achieved
96.47% accuracy, 96.32% sensitivity, and 98.24% specificity, which are improved compared to other techniques.

1. Introduction

)e increasing growth of medical image analysis uses var-
ious advanced image processing techniques [1]. Due to this
development, incurable diseases can be cured nowadays.
)is development helps to cure most life-threatening dis-
eases like tumors, blood clots, and cancer at the initial stages.
)ese life-threatening diseases are confirmed with the help
of images of the infected region and biopsy. Mostly, the

infected region’s images are the first step in diagnosing the
conditions [2]. )e diseases are confirmed with the help of a
biopsy. In such a situation, the infected regions’ modeling
should be highly accurate and easily visualizable.

)is paper discusses such modeling, which is called
hyperspectral imaging, to locate the abnormal growth of
cells in the brain. )is hyperspectral image provides an
accurate result compared with other images. In general,
brain activities are recorded with the help of scanning and
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radiogrammethods.)e scanning so far used for the brain is
the MRI scan and CT scan [3]. MRI is the abbreviation of
magnetic resonance imaging, mainly used for the body’s soft
tissue analysis [4]. CT is the abbreviation of computed to-
mography imaging used to analyze the hard tissues of the
body.

MRI scanning is mainly preferred for brain analysis. )e
advantages of this type of scanning are the ability to view the
soft tissue clearly. It does not produce any side effects be-
cause of not using any ionizing radiation to visualize the
brain regions. )e MRI scan is highly used to locate the
abnormal growth of cells in the brain. )is imaging scheme
produces the brain’s imaging in a greyscale format [5], which
medical experts can analyze. An in-depth diagnosis is re-
quired in this imaging model to locate the tumor.

Apart from MRI scanning, other types of scanning also
produce the images in a greyscale format except for the color
Doppler scan. However, alternative techniques like post-
processing for segmenting the tissue regions are not pro-
ducing desired results. Hence, to overcome this drawback, a
new imaging technique called hyperspectral imaging is used
to analyze the body’s soft tissues.

Hyperspectral imaging is used in remote sensing for
vegetation classification by taking pictures of hundreds of
bands’ regions. )is imaging process is also used for cap-
turing the brain with 128 bands. Based on the image pro-
cessing techniques, the hyperspectral image is classified.
)ese hyperspectral images represent the brain regions in
different colors, which effectively understand the brain
tissues. )is mainly helps the doctor during the surgery
process to remove the abnormal tissues. )is imaging
technique also helps the patient understand the current stage
of their diseases due to the representation of tissues in
different colors. )e high-resolution camera captures the
brain tumor [6].

)is paper discussed the mapping process of the brain to
locate the abnormal tissues. )e technique used for the
mapping was noise removal to remove any artifacts in the
images for postprocessing. )e segmentation process was
done using a hybrid k-based clustering process [4]. )e
algorithm for optimization was utilized to choose the value
of clusters for the clustering process. )e neural-based la-
belling process was to mention the tissues of the brain in
different colors. Based on the image classification accuracy,
the mean absolute error value, and the peak signal-to-noise
ratio, the results are compared with existing image classi-
fication methods and neural network models.

)is paper is organized as follows: Section 2 discusses the
various research works of tumor localization. Section 3
presents a detailed explanation of the proposed methodol-
ogies. Section 4 discusses the comparison of various tech-
niques by practical implementation and evaluation. Section
5 is about the conclusion statement based on the results and
analysis.

2. Related Works

Hemanth et al. [1] proposed the abnormal brain image using
the deep convolution method. )is brain image was

classified based on the dataset. )e deep convolution neural
network was applied to reduce design complexity. )e
convolution neural network model used a deep learning
technique, that is, DCNN.)e abnormal brain tumor dataset
was used for classifying the image. Here, three layers in
DCNN were carried out to perform the classification. )e
first layer was the convolution layer, which provides the
higher-level features with trained parameters. )e second
layer was the ReLU Layer, which rectifies the linear unit
layer. )e final one was the Max-Pool layer. It was used after
getting the four-cluster region. It classified the terms of
metastasis, meningioma, glioma, and astrocytoma.

Deep-seated diseases like MS affect the nerve systems
since they would be predicted earlier. Halimeh and Tesh-
nehlab [2] proposed the tumors and MS simultaneous
classification and diagnosis with the convolution neural
network’s help. Here, the image processing technique was
used to classify that image, and it was diagnosed. Here, CNN
was used. )e MRI image was taken for the classification
process of the internal image pixel’s multiplications. )is
detects the infected area, lesion, and tumor after diagnosis.

Dong et al. [7] proposed a Farrow structure to apply the
time delay filter contrary to a linear FIR structure to fulfill
the requirement for real-time updates and be entirely
suitable for the FPGA domain. Besides, another off-line
approach was implemented to evaluate the Farrow filter
coefficient if the coefficient was symmetric. Simulations have
been generated to represent the structural model to the
Farrow filter developed. )e results likewise showed the
Frost broadband adaptive antenna with a Farrow filter ef-
fectively diminishes the obstacle.

Choi and Jeong [8] proposed a model utilizing Speckle
Reducing Anisotropic Diffusion (SRAD), guided filter, and
soft thresholding to eliminate SAR image speckle noise while
maintaining edge data efficiently. Initially, the generated
procedure obtained a filtered image by executing an SRAD
filter onto the noisy image.)us, a logarithmic shift was used
to change it to additional noise for future expulsion of the
filtered image’s multiplicative noise. )e filtering image was
transformed, using DWT, into multiresolution images. For
each high and low-frequency, subimage soft thresholding
and the directed filter were used. )e denoised images were
equipped with Inverse DWT (IDWT) and the exponential
transform, showing that the procedure demonstrated su-
perior function over the traditional filtering method and the
output was both subjective and objective.

Mafi et al. [9] developed an image denoising technique
within related speckle noise and Gaussian noises. )e dual-
tree complex wavelets transform was used on the images to
accomplish a unique coefficient describing these noises.
Hence, these isolated coefficients were evacuated by
thresholding, and the inverse wavelet transform was exe-
cuted to achieve the remake image. A connection between
the dual-tree and standard wavelet-based denoising filter
was applied depending on different basic parameters. Lastly,
to expel some other existing noises, a spatial denoising filter
was used on the image. )e clinical ultrasound images are
degenerated by the noise sequences. Such noise sequences
helps the researchers’ to understand the impacts of Gaussian
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and speckle noises with the help of most effective speckle and
Gaussian denoising filters.

Choi and Jeong [10] proposed an algorithm utilizing
SRAD and a guided filter for speckle noise decreasing and
edge security. At first, speckle, which was a multiplicative
noise, was detached by utilizing SRAD. )e existing noise in
the filtered image was transformed to added noise using
algebraic transform. )e additional noise that exists in the
filtered image was further detached utilizing a guided filter.
Lastly, the image without noise was derived utilizing ag-
gressive transformation, indicating that the model have
better noise reduction and edge-preserving capabilities than
the standard filtering method.

Marie and Alalyani [11] proposed a novel firefly algo-
rithm-based feature selection process. )is also manages the
Arabic text classification that was not successfully concen-
trated because of the Arabic language’s inconvenience. )is
technique has been profitably tested in various complicated
issues. Moreover, it has not been included in selecting
feature methods to manage the classification of Arabic text.
)e SVM classifier was utilized as three-calculation parts for
approving this method, including accuracy, recall, and
F-measure. )is work accomplished an accuracy of 0.994
using OSAC dataset.

Narayanan et al. [5] proposed a technique to access the
standard EEG signal. At first, the peak EEG signal voltage
estimation is computed. Finally, a developed time-frequency
transformation method was used to send the signals into an
image depending on the wavelet transform. Additionally, the
S-transform access was planned to disengage the main
features of signals to the classifier scheme. )e firefly al-
gorithm-based method was further treated to select the
principal features of the signal utilized for training and
testing the classifying method. In this method, the SVM, RF,
and KNNmethods were developed. Hence, the performance
obtained an average accuracy of 80.39%. )e performance
affirmed that this method offered a better outcome on the
chosen EEG signal.

Mashhour et al. [12] proposed a new classifier method
depending on a firefly algorithm made as a managed
learning algorithm. Hence, the analysis depended on the
firefly algorithm created by simulating a firefly’s character to
bring different mates, dependent on intensity and distance.
)e procedure of this algorithm contained three stages. )e
feature selection stage was utilized to reduce the features and
to select the most valuable features. )e model development
stage was significant in determining the firefly class mod-
erators. )e model forecast stage was utilized to apportion
the testing or concealed sample in their related classes using
class contributors. A few datasets ended up being related to
the Ant-Miner technique. )e experiment demonstrated
that the firefly algorithm was the best.

Tawahid and Dsouza [13] presented an algorithm known
as the Hybrid Binary Bat Enhanced Particle Swarm Opti-
mization (HBBEPSO). In this method, a bat based genetic
algorithm is used to analyze the feature space using echo-
location and improved rendition of the PSO to achieve better
solution in the search place. )e algorithm’s overall effi-
ciency and technique were identified as the best compared to

the other methods examined. Hence, the result has dem-
onstrated the algorithm’s capacity to discover the feature
space for optimal feature sequence.

Sangaiah and Kumar [14] proposed an algorithm that
used a relief attribute reduction with GA based on entropy
for breasts cancer identification. )is method’s hybrid se-
quence was utilized to deal with the dataset with a higher
dimension and concern. )e information was accomplished
from the WISCONSIN datasets, and the information has
been classified depending on various properties. )e tech-
nique was calculated and compared with the other notable
feature selection processes. )e experimental outcome in-
dicates that the work has a remarkable capacity to create a
decreased subspace of critical features while generating
significant classifications accuracy for massive datasets.

Harithaa [15] presented the firefly and cuckoo search-
based algorithms of feature selection with detached high
accuracy and lower training upward for the PIMA Indian
diabetic dataset from UCI. )e empirical setup was made
with the UCI dataset with the KNN classifier. )e precision,
accuracy, and recall were analyzed to calculate parameters,
and the results were compared with those of the firefly and
cuckoo search algorithms. )is technique traditionally ob-
tained high accuracy.

Long et al. [16] developed a heart disease diagnostic
model with rough sets based on feature reductions and type
2 fuzzy logic (IT2FLS) intervals. Analysis among irregular
groups based on feature reduction and IT2FLS targets ad-
dress the issue and concern of high-dimensional datasets.
IT2FLS used a hybrid teaching procedure to compose a fuzzy
c-means clustering approach and the adjustment criterion
by firefly chaos and hybrid genetic algorithms. )is teaching
procedure was costly in computational terms, especially
when hired with a high-dimensional set of data. )e rough
set-based quality decline utilizing a chaos firefly approach
was analyzed to detect an optimal reduction, reduce com-
putational liability, and improve IT2FLS performance. Re-
sults explained remarkable device stability associated with
numerous machine learning algorithms like Naive Bayes,
ANN, and SVM. )is model has been useful in diagnosing
heart disease.

Cortes et al. [17] developed an approach for adaptively
learning artificial neural networks (ADANET). It was based
on analytical methods, including data-dependent general-
ized, which are proved in detail. )e large-scale operations
on the various binary division tasks are obtained using the
CIFAR-10 dataset. Results explained that this technique
could automatically learn network structures with very
reasonable work accuracy when related to those obtained for
neural networks.

Esfe et al. [18] analyzed nanofluids’ thermal conductivity
utilizing neural networks, test data, and correlativity for
modeling thermal conductivity. Using a KD2-Pro thermal
analyzer, the thermal conduction of Mg(OH)2 nanoparticles
with a 10 nm mean diameter isolated in ethylene glycol was
solved. An experimental collaboration has been developed as
far as volume fraction and temperature were concerned,
based on observational information at other substantial
volume portions and temperature. )erefore, the relative
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thermal conduction as temperature and volume fraction
activities was proposed through a neural network depending
on the analyzed information. A system with two layers
hidden in each layer and five neurons has the slightest error
and a high fitting coefficient. Besides correlating the model
and the correlativity obtained from test knowledge, the
neural network was highly accurate and predicted the
thermal conduction of Mg(OH)2-EG nanofluids.

Erkaymaz et al. [19] researched the work of two various
feedforward neural networks (FFNN) for diabetes diagnosis.
)ey used input as PIMA Indians Diabetic Dataset. )e
previous information indicated that the Watts–Strogatz
small world FFNN delivered a good analysis work compared
to traditional FFNN. Consequently, the result was associated
with the Newman–Watts small world FFNN, and they
demonstrated that the latter was even better. However, the
Newman–Watts small world FFNN results from better
output parameters were validated.

Torti et al. [20] executed an alternative analytical
comprehension of the challenge from a smooth optimization
perspective. Hence, the specific teaching of limited samples
and acceptable conditions was analyzed using a critical point
to set up any local minimal to be globally minimal. Addi-
tionally, an advanced algorithm, known as the Generalized
Gauss-Newton (GGN), was returned as a surmised Newton’s
algorithm that moves the property of being locally united to
a global minimum under the state of accurate teaching.

Hao et al. [21] proposed a glioblastoma brain tumor
classification model using HSI images. )e spatial and
spectral features of HSI images were used by imple-
menting various deep learning models for the detection of
brain tumor. )ese features extracted could support
obtaining accurate results in detecting brain tumor. )e
brain tumor detection process includes the processes like
spectral phasor analysis and data oversampling, 1D-
DNN-based spectral HSI feature extraction and classifi-
cations, 2D-CNN-based spectral-spatial HSI feature ex-
traction and classifications, edge-preserving filtering-
based classification results fusion and optimizations, and
fully convolutional networks- (FCN-) based background
segmentation.

3. Proposed Method

In this paper, a classification and detection model of brain
tumor using hyperspectral imaging (HSI) is proposed. )e
brain tumor mapping technique was used in this work for
improving the performance of the proposed model to
achieve accurate results in terms of detecting brain tumor.
)e proposed model includes preprocessing, filtering, op-
timization, clustering, labelling, and classification processes
in order to detect the brain tumor.

Mapping is the process, which represents the different
regions of the same properties in different colors. )is
mapping process is used to understand the areas more ef-
fectively. )is paper discusses such a mapping process for
locating the abnormal tissues in the brain. )e term ab-
normal tissue was the tumor cell whose growth was in-
creasing without any ordered form [22, 23].

)e mapping process is done on the hyperspectral image
of the brain. )e noise removal algorithm to remove any
unwanted pixels or disturbance in the image processes the
hyperspectral image. )is noiseless image is suitable for a
better mapping process. )e mapping is carried out in two
stages. )e initial step is to group pixels of the same
characteristics using an optimized hybrid k-based clustering
process [24]. )e second stage is to label the grouped pixels
using the neural scheme. Figure 1 is the pictorial repre-
sentation of the proposed system.

3.1. ImageModeling. )e mapping of a brain region is done
using hyperspectral images. )e image used in this paper is
obtained from the in vivo hyperspectral format. )e input
image consists of 128 bands, and its color wavelength ranges
from 400 to 1300 nm, that is, the bandwidth of electro-
magnetic radiation.

NASA usually performs mapping in hyperspectral im-
ages remote sensing application form specifying the different
crops. NASA is currently performing this mapping process
in the mammogram images using the MEDSEG analyzer to
represent the breast region’s various tissues to detect the
cancer part. )emigration to hyperspectral medical imaging
helps to capture the images in pixels and their wide range of
frequencies.

Hyperspectral imaging’s main advantage is to capture
the spatial and spectral information of the images through
spatial and spectral scanning of the body with different
wavelengths.

)e information is higher due to the capture of the body
of more than eight bands. Each band of the hyperspectral
image holds a different story on the brain’s particular region,
which is impossible in the other imaging models. )is paper
tests the proposed hybrid firefly and k-based mapping in the
dataset used in the parallel k-means clustering process. )e
HSI brain image is obtained with a hyperspectral camera,
and a technique like the one Vivo-based is used. It captures
the brain region in 128 bands, and each band consists of
different information about the brain. )e process of each
stage of the proposed method is elaborated in the following.

3.2. Conversion of the Hyperspectral Cube to RGB Format.
Our research data preprocessing is one of the common
process-forming concepts for the images mapping and noise
removal sections. In the HSI RGB form, images have the
maximum data in every pixel and color, typically 150 to 400
dimensional vectors were analyzed and configured. )e
reflection of the pixel consists of each wavelength.

In this preprocessing stage, two processes were per-
formed under the following conditions:

(i) Greyscale process.
(ii) Noise removal process.

Previous research work was performed based on the
greyscale process. Noise removal is acting under adaptive
and Frost filters to get a better result. )e adaptive filter uses
an actual pixel integer concept that is replaced with an
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advanced pixel integer concept, and it presents better results
and high performance.

3.3. Frost Filtering. )e Frost filter exchanges the pixel of
interest with the moving (nXn) kernel’s total weighted
values. )e weighting factor decreases as one moves away
from the pixel of interest. As the variance of the kernel
grows, the weighting factors for the central pixels will also
grow. )is filter was based on the statistics of multiplication
and stationary noises.

Frost filter minimizes image edges speckle content. )is
type of filter is a damaged symmetric regular filter used for
linear data. It was determining the accurate pixel here,
replacing the filter and estimation based on filter distance.

Various order speckle pictures expressed the following
equation:

J(m, n) � a(m, n).n(m, n), (1)

where J (m, n) is the speckle-noise image value corruption, a
(m, n) is the actual speckle free signal, and n (m, n) is the
speckle noise.

3.4. Feature Extraction. )is process is to group the regions
of the brain using an optimized k-means clustering tech-
nique. )e term optimized refers to selecting the optimal
clusters value for the k-means clustering process. )is op-
timization approach helps to group the different regions of
the brain, along with the tumor part.

Suppose local window size is N×N means; the result is
expressed as

s(i, j) � 
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where k is constant.

3.5. Firefly Algorithm (FA). Firefly algorithm is a meta-
heuristic algorithm for the advancement of optimization.
)is concept is based on the speckle action of firefly insects.
Xin-She Yang introduced this algorithm in 2008. Firefly
algorithm (FA) uses speckle action to impress another firefly,
naturally transmitting signals to differing gender. Firefly is of
a similar gender; also, all fireflies can impress another firefly.
)is consists of brightness for all pairs of fireflies. A brighter
firefly attracts another firefly; therefore, the minimum
brighter ones are replaced with the brighter ones. )e al-
gorithmic flow of the firefly is given in Table 1. )e fireflies’
beginnings are based on the boundary’s integer concept,
which is the maximum and minimum limitation statement.
)e maximum and minimum limitation statements of the
fireflies are 1 and 5.

)e formula of a pair of two fireflies is expressed as
follows:

x
t+1
i � x

t

1+βexp −cr2
ij 

x
t
j −xt

i
  + αt εt

, (4)

which is optimized by

F(x) � (f1(x), f2(x), . . . , fi(x), i � 1, 2, 3, . . . , m. (5)

3.6. K-Means Clustering. It is the function of a similar pixel
integer, and it is synthesis in one part. In our research work,
an unsupervised method is referred to as clustering
implemented in this section.)e undefined address part of a

RGB form of HSI
image

Frost filtering

Firefly optimization
to find “k”

Clustering of pixels
using k-NN and K-

means

Labelling using multilayer
feed forward neural

network

Figure 1: Flowchart for the mapping process.
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picture is addressed by presenting the k-means clustering
function about a centric portion.

)is incorporates the pixel integer term of a picture-based
k region, where k is several clusters in the picture and k
calculates the firefly optimization function.)e entire process
is performing under the basis iteration still in the cluster form
of every pixel picture. )e clustering is one of the pixel
properties, and by getting the k value of 3, the mapping region
is performed based on the threshold method.

Addressing a function of the pixel term performs a k-
cluster state. )e centric portion calculated the choosing
pixel property concept and the weight of both group con-
cepts under the clustering condition.

)e code profiling was performed using the dataset
created by original HS images and assuming k� 24,
min_error� 10−3, and max_iter� 50.

3.7. Mapping the Regions. )e affected region is mapped
based on the neural network model, which uses a multilayer
feedforward neural network. In the below discussion, the
MFNN was described.

3.7.1. Multilayer Feedforward Neural Network (MFNN).
Neural networks are computing systems made up of linked
nodes that function similarly to neurons in the brain. Using
the MFNN method, hidden patterns can be detected, cor-
relations in raw data, cluster, and classifications can be
performed, and the proposed MFNN continually learns and
enhances over time. )is is one of the popularised single-
layer feedforward neural networks, naturally used in
addressing the operation of the brain molecule. Testing the
web is based on the brain’s molecule and also the integer of
the image. Dataset classification is based on testing and
training based on the cross pleat estimation section. )e
neural network training is based on the training

characteristics; the performance process and the results are
produced based on those values.

In supervised learning, data labelling is an important
component of data preparation. Every error or inaccuracy in
this procedure might have a detrimental impact on the
quality of a dataset. Furthermore, the overall performance of
a predictive model might be lost, leading to errors. Taking
this into account, for the ground truth in the tumor iden-
tification problem, the MFNN algorithm was applied, which
labelled the data.

)e multilayer feedforward neural network (MFNN)
(refer to Figure 2) using the segmental feedback layer is
given. )e flow model is presented in the following figure.
Here, it intimated the input process and the output process
terms.

Multilayer feedforward neural network (MFNN) gen-
erates two classifications:

(i) Single multilayer feedforward neural network.
(ii) Multiple multilayer feedforward neural network.

)e single-layer MFNN is helping the performance
improvement to present the result alone. Another classifi-
cation is multiple MFNN is used to find the difference
between real integer resultant layers through the sigmoid
activation process. )e sigmoidal activation function in the
MFNN presents an improved output with repespect to the
individual input layers. In this investigation, MFNN is
utilizing the testing and training sets of the image classifi-
cation configuration. Meanwhile, 80% of the samples were
utilized for training and 20% for testing. Input is one of the
optimal features for the FNN from the objective of the
research work. )e trained single-layer feedforward neural
network is tested on the feature extracted image. )e per-
formance metrics evaluate the results, and they are tabulated
in the experimental part.

4. Experimental Analysis

In this, the Matrix laboratory software is utilized to execute
the proposed technique in the simulation format. )e
proposed method is tested on the open-access brain tumor
dataset (250 samples) collected from Kaggle data collection,
which is used in the parallel k-means clustering for better
analysis and comparison [25].

For training and testing, the dataset is split into 80% for
training and 20% for testing. )e following figures are the
input and output of each stage of the proposed technique.)e
MFNN is reconfigured based on the features extracted by our
proposed method. )e reconfigured network was utilized for
the training and testing of the data.)e output of each process
of the proposed method is shown in Figures 3–6.

)e RGB format of the hyperspectral image is shown in
Figure 3. )e noisy image (refer to Figure 4) is preprocessed
with a grayscale image shown in Figure 5.)is noisy signal is
processed with the GLCM method.

)e filtered output image is shown in Figure 6. Based on
these images, the mean absolute error value and peak signal-
to-noise ratio are evaluated, and they are compared with the
existing method, which is depicted in Table 2.

Table 1: Firefly algorithm pseudocode.

Begin
(1) Objective function: f (x), x� x1, x2, . . ., Xn;
(2) Generate an initial population of fireflies
Xi (i� 1, 2, 3).
(3) Formulate light intensity I so that it is associated with f (x)
(for example, for maximization problems, I α f (x) or simply I� f
(x);)
(4) Define absorption coefficient c

While (t<MaxGeneration)
for i� 1: n (all n fireflies)
for j� 1: i (n fireflies)

if (i, j),
Vary attractiveness with distance r via Exp (−?, ?);
move firefly i towards j;
Evaluate new solutions and update light intensity;

end if
end for j

end for i
Rank fireflies and find the current best;
end while

Postprocessing the results and visualization;
end
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)e comparisons of the existing methods with the
proposed method are made by calculating the following
parameters:

MAE: MAE is the abbreviation of mean absolute error,
which tells how much percentage of the detected labels
has deviated from the original labels.
PSNR: PSNR is the abbreviation of the peak signal-to-
noise ratio, which gives information about the image’s
quality after several processes to map the brain regions.
)e PSNR is increased in a hybrid firefly based on the k-
means clustering technique by comparing the results.
)e results are compared with parallel k-means,

optimized k-means, and SVM with k-means tech-
niques. )e mean absolute error is raised in the parallel
k-means clustering technique and better in the pro-
posed model (Table 2).

)e performance evaluation was carried out in order to
assess the efficiency of the proposed model. Accuracy,
sensitivity, and specificity are three performance measures
used in the assessment. By merging specificity and sensi-
tivity, a single metric, quality, may be obtained. Both metrics
should have a value of one. )ese three comparable per-
formance measuring evaluations are also used in this study,
which are as follows:

Sensitivity �
TP

TP + FN
%,

Specificity �
TN

TN + FP
%,

Accuracy �
TP + TN

TP + FP + TN + FN
%.

(6)

(i) TP: true positive was the total of truly identified
brain tumor.

Figure 3: RGB format of HSI image.

Figure 4: Noisy image.

Figure 5: Preprocessed greyscale image.

Figure 6: Postfiltered output.
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X (1)t

X (2)t
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Wn,0
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Figure 2: MFNN data flow model.
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(ii) FP: false positive was the total misclassified regions
as a brain tumor.

(iii) FN: false negative was the total from inaccurately
unidentified areas.

(iv) TN: true negative was the total of the truly identified
nonbrain tumor.

In Table 3 and Figure 7, the comparisons of the per-
formances analysis of the proposed model with other
existing approaches were represented. Accuracy, sensitivity,
and specificity are the parameters evaluated for this per-
formance analysis. Based on the true positive and true
negative values, the efficiency of the model was calculated.
)e proposed model is compared with k-NN, DNN, PSO,
LSVM, and DCNN [1, 17–28].)e proposedmodel achieved

96.47% accuracy, which is 1.17% to 3.13% higher than other
techniques, with a sensitivity of 96.32%, which is 2.06% to
5.1% better than other methods, and specificity of 98.24%,
which is 0.5% to 3.6% improved compared to other
techniques.

5. Conclusion

)is research proposed an unsupervised approach for
clinical treatment based on the patient’s brain tumor esti-
mation. )e brain’s mapping and localization are achieved
using k-means clustering, firefly optimization, and MFNN.
)e proposed multilayer feedforward neural network
(MFNN) addresses the brain-molecule optimization
method’s process and achieves minimum error and trial
techniques. Hence, the proposed optimized mapping pro-
cess produced improved outputs in every form, and it is
suitable for mapping the molecules of the spectral medical
image. )e proposed model is compared with k-NN, DNN,
PSO, LSVM, and DCNN. )e proposed model achieved
96.47% accuracy, which is 1.17% to 3.13% higher than other
techniques, with a sensitivity of 96.32%, which is 2.06% to
5.1% better than other methods, and specificity of 98.24%,
which is 0.5% to 3.6% improved compared to other tech-
niques. In future, to improve the performance, a hybrid deep
learning method with a deep transfer learning model for the
brain tumor classification process using related image
datasets can be implemented. For the feature extraction
process, a novel threshold-based method can be used
[25–28].
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Table 2: Performance comparison results.

Parameters Parallel k-means
clustering

Optimized k-means
clustering

SVM with k-means
clustering

Hybrid firefly and k-based
clustering

Mean absolute error
value 75 70 68 65

Peak signal-to-noise
ratio 72 75 80 85

Table 3: Comparison of performance analysis.

Classifiers Accuracy Sensitivity Specificity
K-NN 94.93 94.26 94.55
DNN 95.30 94.85 97.70
PSO 95.11 94.71 97.01
Lagrangian SVM (LSVM) 93.34 91.22 96.69
DCNN [1] 94.50 95.10 95.86
Proposed method 96.47 96.32 98.24
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Objective. To detect problems of mental health disorders early and actively by constructing a comprehensive evaluation system of
mental health. Methods. +e evaluation system was constructed by the Minnesota personality questionnaire (MMPI), the
personality questionnaire (EPQ), and the depression experience questionnaire (DEQ). Total 341 interns and residents in a general
hospital were investigated with the questionnaire about psychological status, and the results were analyzed by SPSS22.0. Results.
+e KMO was 0.879, and the factor load of the seven factors was 0.49 to 0.856. +e cumulative variance contribution reached
72.18%, and the overall consistency coefficient was 0.871. +e relationship, emotional disorder, paranoia, reflection, and positive
response were 0.893, 0.614, 0.867, 0.771 and 0.621, respectively. In this study, the mental health composite scores of all study
subjects met a normal distribution, so level 3 scores of clinical interns and residents were established according to the deviation
method. Conclusion. +e constructed index system contains comprehensive indicators, good reliability efficiency, and a level 3
score, which helps individuals and hospitals to detect problems early, and provide guidance and advice for active intervention.

1. Introduction

Mental health problems are prevalent in every working
population of the world. +e Organization for Economic
Cooperation and Development (OECD) study showed that
about 5% and 15% of the working population in high-in-
come countries have serious and moderate mental health
problems, respectively [1]. +is problem is particularly
prominent for physicians, with an increasing proportion of
mental illness (such as anxiety, depression, and substance
abuse) [2]. For example, in the UK, 10 to 20% of doctors
become depressed at some stage of their career and are at
higher risk of suicide than the general population; another
online survey of UK physicians found that 68% of 116 re-
spondents were diagnosed with depression and others with
bipolar disorder, anxiety, eating disorders, and substance
addiction [3]. A 2014 study by researchers from the
American Medical Association (AMA) and Mayo Clinic
showed that 54 percent of U. S. doctors are experiencing
burnout, which is higher than in other industries [4]. +e

suicide rate was also high, with a 40-year review study of
clinicians’ suicides demonstrating that male clinicians had
70% more odds of suicide than the general population and
250%–400% higher for female clinicians [5].

Clinician mental health problems are mainly affected by
the following factors: special occupational nature [6],
growing working pressure, and inflexible working hours [7].
Because they know more and it is easier to access drugs,
doctors are also more prone to substance addiction and
abuse than the general population [8]. In addition, doctors
rarely seek professional help because of the humiliation of
mental illness [9].

+e poor mental health state of clinicians simultaneously
affects their work. Research has shown that poor mental
health status will reduce the accuracy of clinical diagnosis
and increase medical costs while reducing the quality of
medical services that patients receive [10]. Although the
mental health problems of clinicians have received wide
attention, there is no relatively comprehensive evaluation
method to comprehensively assess their mental health.
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+erefore, how to evaluate and improve the mental health of
hospital clinicians has become an urgent problem for in-
dividuals, families, hospitals, and even society. As it is
difficult to comprehensively evaluate the individual mental
health level if the individual psychological indicators are
qualified or not, this study aims to explore the compre-
hensive mental health evaluation method and mental health
status of clinicians so as to provide a reference for early
problem detection and intervention.

2. Materials and Methods

2.1. Subject Investigated. A total of 353 clinical medical
interns in a third-class hospital in Shenyang with stan-
dardized training, 12 invalid questionnaires were removed,
and 341 valid questionnaires were obtained, with an effi-
ciency of 96.6%. Among them, 128 were boys (37.5%) and
213 were girls (62.5%). Among them, 18 clinical medicine
interns (52.8%) and 161 residents (47.2%) conducted
standardized training. +e age range was 21–35 years, and
the mean age was 23.2 years.

2.2. Selection of the Study Indicators. Using the literature
analysis method, the preliminary screening indicators were
discussed by the expert group of the psychiatric department
of the Grade A hospital and combined with the mental
health quality of Chinese adults, five psychological indica-
tors of personality characteristics, emotion, coping mode,
interpersonal relationship, and reflection function were fi-
nally established to evaluate the mental health status of
doctors.

2.3. Source of Indicators. Data on the subjects’ age, gender,
and specialty were collected. +e Minnesota Muhiphasic
Personality Inventory (MMPI) was prepared by S. R.
Hathaway and J. C. Mckinley. Song Weizhen et al. revised
566 questions, including 4 validity scales and 10 clinical
scales, showing good reliability and validity of each subscale.
In this study, psychopathies, paranoia, and schizophrenia 3
subscales were used as evaluation tools for personality
characteristics [11]..

+e Eysenck Personality Questionnaire (EPQ) was
prepared by J. Eysenck and revised by Liu [12]. +e ques-
tionnaire has 88 questions, including 4 subscales, of which
scale E measures internal and external dimension; the P scale
measures neuroticism dimension; the Q scale measures
psychoplasm dimension; and the L scale mainly measures
the concealment of subjects. It has good reliability and
validity in the Chinese population. +e Q scale was used as
an assessment tool for personality characteristics in this
study.

2.3.1. &e Depression Experience Questionnaire (DEQ).
Written by Blatt et al. and revised by Liu et al. [13], the DEQ
had 66 questions and a graded Likert7 score with an internal
consistency coefficient of 0.65–0.79 for the five factors in-
cluded in the scale and 0.81 for the full scale. +e five factors

of the questionnaire were significantly associated with the
total score of the depression self-rating scale, and the highest
correlation coefficient between self-criticism factor and SDS
was 0.508, followed by the helpless factor of 0.382, the
dependent factor and SDS was 0.252, the autonomy factor
was 0.298, and the satisfaction factor showed a significant
negative correlation with SDS of −0.148.

2.3.2. State-Trait Anxiety Inventory (STAI). Prepared by
Wang [14], it is made up of subscales evaluating two dif-
ferent anxiety types, with a total of 40 entries. Items 1–20 are
the state anxiety subscales (STAI-Form Y-I, S-AI), and items
21–40 are the trait anxiety subscales (STAI-Form Y-II,
T-AI).

2.3.3. Coping Style Questionnaire (CSQ). Prepared by Xiao
Plan et al., the scale consists of 62 entries with only two
answers each, including six subscales with good reliability
and validity, and has been widely used [15].

2.3.4. Emotional-Social Loneliness Questionnaire (ESLI).
+e Emotion-Social Solitude Questionnaire (ESLI) is a
multidimensional questionnaire distinguishing between the
four types of loneliness: emotional isolation, social isolation,
emotional loneliness, and social loneliness. +e ESLI con-
tains 15 pairs of descriptions, each with four-grade scores,
from 3 (usually) to 0 (rarely) [14].

2.3.5. Reflective Functional Questionnaire-8 (RFQ-8).
Written by Fonagy, and revised by Xu et al. [16], it is a self-
assessment tool used to assess adult reflective function. +e
questionnaire consisted of eight entries, a Likert7 grade
score, with options from “great disagreement” to “great
consent.” +e score of entry 1,2,3,4,5,6 as “0,0,0,0,0,1,2,3” to
form the excessive mentalization (certainty about mental
states, RFQ-C) subscale; entry 2,4,5,6,8 as “3,2,1,0,0,0,0” and
the entry 7 score as “0,0,0,0,1,1,2,3” to form the mentali-
zation defect (uncertainty about mental states, RFQ-U)
subscale. +is study finally established five first-level psy-
chological indicators, including personality characteristics,
emotion, coping mode, interpersonal relationship, and re-
flective function, and 23 secondary psychological indicators,
such as psychological metamorphosis, paranoia, schizo-
phrenia, mental quality, anxiety state, and anxiety charac-
teristics, as the mental health evaluation indicators of
doctors. Index numbers are shown in Table 1.

2.4. Investigation Method. +e method of random group
sampling was applied with clinical medical interns and
standardized training residents in Shenyang. Under the
unified guidance of standardized trained researchers, the
students were given appropriate time to let the research
subjects complete the questionnaire independently and re-
cycle the questionnaire on the spot after filling it in.
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2.5. Statistical Analysis. +e data were entered using SPSS
22.0 software. +e data were analyzed by descriptive sta-
tistical analysis, internal consistency test, and factor analysis,
and the comprehensive scores of the study subjects were
subjected to the normality test and the independent sample
t-test.

3. Results

3.1. Distribution of Basic Sample Information. A total of 341
samples were collected in this study, including 180 clinical
medicine interns and 161 residents with standardized
training. +e information distribution of the study subjects
is shown in Table 2.

3.2. Data Standardization

3.2.1. Structural Validity. Because the data is not uniform in
the indicators and there are positive and reverse indicators,
the original data were assimilated and normalized first. Part
of the raw data are shown in Table 3.

+e KMO value of this study was 0.879 (p< 0.01), in-
dicating the suitability for factor analysis.

3.2.2. Factor Extraction. +e variance was decomposed by
principal component analysis, and the resulting variable
eigenvalues, variance contribution rate, and cumulative
variance contribution rate are shown in Table 4. +e cu-
mulative contribution was required to be greater than 70%
so that seven principal components were retained in this
study. Combining the inflection point of the eigenvalue
curve and the gravel diagram (scree plot, SP) of the

eigenvalue (Figure 1), the figure shows from another side
that the first 7 main components should be taken. To better
explain the extracted factors, we maximized the orthogonal
rotation of the extracted seven factors, and the eigenvalues of
each factor after rotation are shown in Table 5. However, the
factor load matrix obtained after rotation is shown in Ta-
ble 6, indicating that the structural validity of the evaluation
system in this study is good.

3.2.3. Factor Interpretation and Naming. According to the
rotating factor load matrix, Factor Y1 was significantly as-
sociated with the indices X18, X19, X20, and X21; that is, Y1
is correlated with emotional loneliness and social loneliness.
Factor Y1 is called a human relationship factor. Factor Y2
was significantly associated withmetrices X5, X6, X7, X8, X9,
and X10; that is, Factor Y2 is associated with anxiety and
depression, and Factor Y2 is called an emotional dysregu-
lation factor. Factor Y3 was significantly associated with the
indices X13, X15, X16, and X17; that is Factor Y3 is asso-
ciated with immature coping methods, and Factor Y3 is
called a neurosis factor. Factor Y4 was significantly asso-
ciated with metrices X1, X2, X3, and X4; that is, Factor Y4 is
associated with severe psychotic symptoms, and Factor Y4 is
called a paranoid factor. Factor Y5 was mainly significantly
associated with metrices X22 and X23; that is, Factor Y5 is
associated with reflective function, and Factor Y5 is called a
reflective functional factor. Factor Y6 was significantly as-
sociated with metrices X12 and X14; therefore, Factor Y6 is
related to problem solving and asking for help, and Factor
Y6 is called an active response factor. Factor Y7 is associated
with the indicator X11; that is, the factor Y7 is associated
with self-satisfaction, and Factor Y7 is called a confidence
factor.

3.3. Confidence Analysis. +e internal consistency of the
comprehensive evaluation system was tested, and the overall
Cronbach α coefficient of the comprehensive mental health
evaluation system was 0.871. +e internal Cronbach α co-
efficient of interpersonal relationships, mood disorders,
neurosis, paranoia, reflective function, and positive response
to these six factors were 0.893, 0.614, 0.867, 0.771, 0.626, and
0.621, respectively, indicating the good reliability of the
evaluation system.

3.4. &e Clinician Mental Health Level 3 Score Was
Established. +e comprehensive scores were calculated for
all study subjects and tested for normality with a Z-value of
0.044 (p> 0.05). +erefore, 3 all subjects scored normally
distributed, and the histogram of the frequency distribution
for 341 subjects is shown in Figure 2. +e differences in
mental health composite scores between genders and se-
niority were compared using independent sample t-tests,
and the results showed that the differences in gender and
seniority were not statistically significant; that is, the
abovementioned factors had little impact on the mental
health composite scores in this study.

Table 1: Mental health evaluation indicators of physicians.

Level 1 indicators Secondary indicators Number

Personality characteristics

Metaphrenia X1
Bigoted X2

Split personality X3
Psychoticism X4
Anxiety state X5
Anxiety traits X6
Self-criticism X7

Emotional state

Helplessness X8
Rely on X9

Autonomy X10
Satisfied X11

Solve the problem X12

Coping style

Self-accusation X13
Turn to sb. for help X14

Illusion X15
Withdraw and keep off X16

Rationalization X17
Emotional isolation X18
Social isolation X19

Emotional loneliness X20
Social loneliness X21

Reflect function RFQC X22
RFQU X23

Journal of Healthcare Engineering 3



Table 2: Distribution of basic information.

Clinical intern Chief physician
Example number Percentage Example number Percentage

Sample 180 52.8 161 47.2

Sex Male 70 38.9 58 36.1
Female 110 61.1 103 63.9

Table 3: Standardized values for 23 index scores.

Subject investigated 1 2 3 4 5 6 7 . . . 341
X1 0.607 0.607 −1.498 0.607 −1.030 0.373 −0.563 . . . 0.841
X2 −0.624 1.500 0.286 −0.624 −1.230 −0.624 −1.534 . . . 1.803
X3 −0.906 −0.161 −0.906 −1.439 −1.013 −0.906 −1.119 . . . 2.609
X4 1.507 0.404 −0.698 −1.066 −0.698 −0.331 −0.331 . . . 1.874
X5 −2.037 −1.062 −1.842 −1.452 −1.355 −1.842 0.301 . . . 1.373
X6 −2.374 −0.699 −1.851 −2.060 −0.699 −1.327 −0.071 . . . 1.290
X7 −2.396 −1.782 −2.220 −1.782 −1.782 −1.255 −0.290 . . . 0.850
X8 −2.637 −1.960 −2.412 −0.943 −1.734 −1.621 −0.153 . . . 1.428
X9 −1.343 −1.118 −1.569 −0.442 −1.118 −1.794 −0.442 . . . 0.684
X10 1.791 1.259 1.791 1.259 1.614 1.791 1.259 . . . −1.576
X11 0.405 1.208 −2.004 0.673 0.673 −1.201 0.673 . . . −2.540
X12 −1.150 0.737 −0.678 −0.678 −0.206 0.266 0.737 . . . 0.266
X13 −1.087 −1.488 −0.687 −1.087 −1.087 −0.687 −1.087 . . . 2.120
X14 0.838 1.261 −0.853 −1.276 0.838 0.838 1.684 . . . −0.430
X15 −1.147 −1.538 −0.756 −0.365 0.026 −1.147 −1.147 . . . 1.591
X16 −0.837 −2.178 −1.284 −1.284 −1.284 −1.731 −0.837 . . . 0.505
X17 −0.651 0.820 −0.284 −0.651 0.084 −1.387 −1.387 . . . 1.923
X18 −1.506 −1.506 −0.625 −0.625 0.036 −0.625 −1.506 . . . 1.578
X19 −1.207 −0.721 −0.721 −0.964 0.250 0.007 −1.207 . . . 1.221
X20 −1.101 −1.101 −0.371 −0.736 −0.188 −0.371 −1.101 . . . 1.639
X21 −1.118 −0.860 −0.603 −1.118 −0.345 −0.088 −1.118 . . . 2.488
X22 −1.193 −0.246 −2.376 −2.376 0.701 0.228 1.174 . . . 0.938
X23 −1.122 −0.380 −1.122 −1.122 −0.010 0.732 −1.122 . . . −0.010

Table 4: Main component analysis table.

Initial eigenvalue Extract the sum of the square to load
Element Amount to % of the variance Accumulate (%) Amount to % of the variance Accumulate (%)
1 7.667 33.336 33.336 7.667 33.336 33.336
2 2.397 10.420 43.756 2.397 10.420 43.756
3 1.765 7.672 51.429 1.765 7.672 51.429
4 1.413 6.146 57.575 1.413 6.146 57.575
5 1.236 5.372 62.947 1.236 5.372 62.947
6 1.209 5.255 68.201 1.209 5.255 68.201
7 0.915 3.978 72.180 0.915 3.978 72.180
8 0.797 3.467 75.647
9 0.739 3.215 78.862
10 0.629 2.736 81.597
11 0.509 2.213 83.810
12 0.468 2.035 85.845
13 0.442 1.921 87.766
14 0.403 1.754 89.520
15 0.363 1.580 91.100
16 0.344 1.494 92.594
17 0.338 1.470 94.064
18 0.321 1.397 95.461
19 0.270 1.175 96.636
20 0.252 1.096 97.731
21 0.210 0.915 98.646
22 0.202 0.876 99.522
23 0.110 0.478 100.000
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Figure 1: +e inflection point of the eigenvalue curve and the gravel diagram (scree plot, SP) of the eigenvalue. Combining the inflection
point of the eigenvalue curve and the gravel diagram (scree plot, SP) of the eigenvalue, the figure shows from another side that the first 7
main components should be taken.

Table 5: +e rotational extraction factors are presented.

Factor Eigenvalue % of the variance Accumulative total (%)
Y1 3.268 14.209 14.209
Y2 3.236 14.072 28.281
Y3 3.027 13.162 41.443
Y4 2.279 9.909 51.352
Y5 2.113 9.186 60.538
Y6 1.545 6.718 67.256
Y7 1.132 4.924 72.180

Table 6: Factor load matrix after rotation.

Variable
After rotation

Y1 Y2 Y3 Y4 Y5 Y6 Y7
X1 0.09 0.20 0.06 0.82 0.07 −0.03 0.12
X2 0.16 0.14 0.09 0.81 −0.01 −0.04 −0.18
X3 0.32 0.38 0.24 0.56 0.28 0.11 0.05
X4 0.18 0.13 0.14 0.51 0.18 0.23 0.36
X5 0.09 0.83 0.21 0.22 −0.09 0.20 −0.05
X6 0.12 0.82 0.20 0.23 −0.01 0.19 −0.05
X7 0.28 0.67 0.24 0.19 0.38 0.10 −0.04
X8 0.16 0.62 0.25 0.08 0.46 −0.10 −0.08
X9 0.21 0.49 0.21 0.06 0.25 −0.31 0.37
X10 −0.16 −0.51 −0.06 −0.14 −0.47 0.24 0.01
X11 0.04 −0.11 −0.02 0.01 −0.08 0.16 0.83
X12 0.14 0.19 −0.10 0.08 0.29 0.74 0.16
X13 0.16 0.28 0.75 0.19 0.15 0.05 −0.02
X14 0.28 0.02 −0.03 −0.01 −0.05 0.75 0.07
X15 0.10 0.22 0.80 0.09 0.23 −0.03 −0.05
X16 0.17 0.21 0.82 −0.01 0.09 −0.07 −0.09
X17 0.14 0.03 0.82 0.11 0.02 −0.07 0.18
X18 0.82 0.18 0.07 0.11 0.11 0.07 0.00
X19 0.86 0.07 0.12 0.06 0.00 0.15 0.09
X20 0.81 0.20 0.15 0.21 0.14 0.14 0.07
X21 0.80 0.09 0.22 0.14 0.07 0.09 −0.02
X22 0.01 0.12 0.18 −0.07 0.74 0.16 0.09
X23 0.15 0.03 0.13 0.28 0.77 0.05 −0.15
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4. Discussion

Mental health problems are prevalent in every working
population of the world [17]. It brings a great economic
burden on individuals and families, but also brings huge
economic losses to enterprises and society. +is study
completed the construction of a comprehensive evaluation
system for physician mental health and was able to screen
out doctors with mental health problems, contributing to
early problem detection and active intervention.

In this study, we selected five psychological indicators,
such as personality characteristics, emotion, coping mode,
interpersonal relationship, and reflection function, and used
widely used psychological measurement tools, such as the
Minnesota Multiple Personality test (MMPI), the Eysenck
Personality Questionnaire (EPQ), the Depression Experi-
ence Questionnaire (DEQ), and extracted psychological
metamorphosis, paranoia, schizophrenia, schizophrenia,
anxiety state, anxiety status, anxiety characteristics, and self-
criticism as comprehensive evaluation theories [18]. A
comprehensive evaluation system was built. +rough the
principal component analysis method, combined with the
cumulative factor contribution rate, seven factors were
extracted and rotated by the maximum orthogonal rotation

method, which were named interpersonal factors, emotional
dysregulation factors, neurosis factors, paranoid factors,
reflective function factors, active response factors, and
confidence factors, respectively. In study carried out by
Liang [19], it is proposed that the mental health quality of
Chinese adults is basically the same, indicating that the
factors extracted from this study can comprehensively reflect
the mental health status of individuals.

+e KMO value in this study was 0.879. +e factor load
of the extracted factors ranged from 0.49 to 0.856. +e
cumulative variance contribution rate was 72.18%. It shows
that the comprehensive evaluation system has a good
structural validity; check the internal consistency of the
comprehensive evaluation system. Among them, the overall
Cronbach α coefficient of the comprehensive mental health
evaluation system of clinicians was 0.871; the internal
Cronbach of interpersonal relationships, emotional dysre-
gulation, neurosis, paranoia, reflective function, and active
response to these six factors, with coefficients of 0.893, 0.614,
0.867, 0.771, 0.626, and 0.621, respectively. It indicates that
the evaluation system has a good reliability.

On the basis of the extracted 7 factors, the compre-
hensive scores of 341 subjects were calculated, and the
data had a statistic Z-value of 0.044 (p> 0.05). +e scores
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Figure 2: +e histogram of frequency distribution of 341 study subjects in this study. Since the subjects fit a normal distribution, the level 3
score for establishing physician mental health with a standard deviation as a discrete distance according to the discrepancy method is shown
in Table 7.

Table 7: Level 3 scoring criteria for physician mental health.

Grade Range Same as Preferably
Standard ≥M+S M− S∼M+S ≤M− S
Standard mark standardized score ≥23.462 −23.461∼23.462 ≤−23.461
Note. M is the mean number, and S is the standard deviation.
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of 341 subjects were normally distributed, and they
established a level 3 score of doctors with a standard
deviation as a discretization to provide the basis for in-
dividual mental health evaluation. In addition, a com-
parison of mental health status between genders and posts
showed that the differences in gender and posts were not
statistically significant. Elwer et al. [20] studies showed
that when individuals engage in nonsex-dominated oc-
cupations, their mental health is negatively affected and
they are also more prone to absenteeism. But studies have
also shown that men’s mental health is largely unaffected
when pursuing nongender-dominant occupations. How-
ever, in this study, significantly more women than men
were present, so gender has no effect on mental health
status, a conclusion that needs to be further confirmed in
future studies.

+is study has certain limitations: the survey was mainly
of clinical interns and residents; limited by professional, age,
education, and job category; failed to explore the influence of
different education and postcategories for mental health
status; and the measurement of mental health should be
extended to more hospitals, professionals, and posts, to
confirm the utility of clinicians’ comprehensive mental
health evaluation system.

5. Conclusion

+is study constructed a comprehensive evaluation system
of clinicians’ mental health, different from the single eval-
uation index, using factor analysis to evaluate the mental
health from interpersonal relationship, emotion, personality
characteristics, reflection function, coping mode, and self-
evaluation, which comprehensively reflected the mental
health status of clinicians. +e evaluation system has good
credibility and accuracy and can classify clinicians’ mental
health status, providing reference for personal identification
symptoms and hospital mental health screening [18, 21].

Data Availability

+e data used to support this study are available from the
corresponding author upon request.
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Acute pancreatitis represents a disease characterized by acute necro-in�ammatory changes in the pancreas, which is histologically
characterized by destruction of alveolar cells. We aim to explore whether evidence-based care can improve treatment compliance
and quality of life of patients with acute pancreatitis. �e changes of hemoglobin (HGB), serum pre-albumin (PAB), and serum
albumin (ALB) before and after care were observed, as well as the incidence of complications after care, total e�ective rate after
care, disease severity (bedside index for severity in acute pancreatitis, BISAP) before and after care, and psychological scores of the
two groups before and after care were observed. Patients’ compliance after care, self-management scores after care, and quality of
life after care were compared between the two groups. After care, HGB, PAB, and ALB increased signi�cantly in both groups
(p< 0.05) and were higher in OG than CG. Compared with CG, OG had signi�cantly lower incidence of complications
(p � 0.009), signi�cantly higher total e�ective rate (p � 0.011), signi�cantly lower disease severity (p< 0.05), signi�cantly better
psychological condition scores (p< 0.05), signi�cantly higher compliance scores (p< 0.05), higher self-management scores
(p< 0.05), and signi�cantly higher quality of life (p< 0.001). Evidence-based care can improve treatment compliance of patients
with acute pancreatitis and can e�ectively improve their quality of life.

1. Introduction

Acute pancreatitis is a common digestive system disease,
which is caused by abnormal digestive enzymes in the pa-
tient’s own organs, resulting in in�ammation of the pan-
creatic secretions [1]. �e age range of the disease is wide, but
most of the people who develop it are adults [2]. According to
data, the incidence of acute pancreatitis is 34 cases per 100,000
in the general population and is increasing worldwide, and its
incidence increases with age [3].�emain symptoms of acute
pancreatitis are sudden onset of upper abdominal pain ac-
companied by nausea and vomiting [4], while patients with
severe acute pancreatitis may be accompanied by hypotension

or shock, leading to organ dysfunction and high mortality [5].
Patients need to be hospitalized immediately for diagnosis
and treatment of the disease. Usually, symptomatic treatment
and nonsurgical treatment are the main treatment methods
[6]. Although most patients with acute pancreatitis have mild
conditions and better treatment methods, there are still some
patients with severe acute pancreatitis and the complications
after treatment are very di�cult [7]. Surgical treatment is
required for complications, and the prognosis is poor [8].
Clinical data show that severe pancreatitis has a rapid onset
and the patient is in dangerous condition, which causes a
serious burden on pancreas, reduces patients’ quality of life,
and even endangers life [9].
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Chronic alcohol ingestion, cholelithiasis, and overeating are
usually the main causes of acute pancreatitis [10]. *erefore,
choosing an appropriate nursing method is particularly im-
portant to improve the rehabilitation of acute pancreatitis and to
avoid the continuous deterioration of the disease [11]. Over the
past decade, cares in China have continued to shine in the
treatment of clinical diseases, improving poor patient outcomes
and enhancing the relationship between doctors and nurses
[12], which greatly improves treatment compliance of patients
and enhances treatment effects [13]. A review of previous
studies suggested that evidence-based care based on evidence-
based medicine is effective in constraining patient self-man-
agement and reducing disease complications [14]. Acute pan-
creatitis represents a disease characterized by acute necro-
inflammatory changes in the pancreas, which is histologically
characterized by destruction of alveolar cells [15]. It is found that
acute pancreatitis secondary to alcohol is more common inmen
and gallstone pancreatitis is more common in women [16]. At
present, mild acute pancreatitis is usually treated with drugs,
and the prognosis is generally good [17]. Moderate and severe
acute pancreatitis should be treated according to the cause of
disease, and if necessary, surgery should be performed, and the
prognosis is generally poor due to frequent complications [18].

Besides, there are few clinical studies on the intervention
effect of evidence-based care on patients with acute pan-
creatitis. *erefore, this experiment analyzes the effect of
evidence-based care on patients with acute pancreatitis and
observes the improvement of patients’ compliance and
quality of life, aiming at providing effective care for future
clinical diagnosis and treatment of acute pancreatitis, so as to
increase its recovery rate.

2. Materials and Methods

With deeper cognition of diseases and master of previous ex-
perience, the nursing staff can realize the adverse reactions of
patients in time, adjust treatment strategies, closely cooperate
with doctors, and improve the treatment effects from the pa-
tient’s point of view [19], which is also suspected to be the main
reason for the obvious improvement of disease status in OG
after implementing care. Author Aviles et al. [20] pointed out
that evidence-based care is of great help to promote the recovery
of diseases by analyzing the effects of evidence-based care on
enhancing the recovery of patients undergoing duodenectomy,
which is similar to our experimental results.

A total of 117 patients with severe acute pancreatitis
treated in our hospital from May 2017 to June 2019 were
collected for prospectively analyzed, 65 of whom receiving
evidence-based care during treatment were enrolled in the
observation group (OG), and the other 52 patients receiving
routine care during treatment were enrolled in the control
group (CG). Note: this study has been approved by the
Ethics Committee of our hospital.

2.1. Inclusion and Exclusion Criteria. Inclusion criteria were
as follows: patients were diagnosed as severe acute pan-
creatitis after laboratory and imaging examination according
to Chinese Journal of Pancreatology, patients were over 25

years old, patients underwent operation in our hospital, with
stable vital signs, complete clinical data, and were in re-
habilitation stage, and patients and their families knew and
agreed to this experiment.

Exclusion criteria were as follows: patients had abnormal
liver or renal function, other congenital diseases, or major
diseases, patients did not have the ability to read and write,
patients had immune dysfunction, and patients had drug
allergy.

2.2. Nursing Methods. *e team of Williams [21] also
proposed that evidence-based care can effectively improve
the recovery of patients after cardiac surgery, which has
application value and supports this study. CG: routine care
was adopted. *e patients were assigned to the ward when
they were admitted to the hospital. *en, the nursing staff
followed the doctor’s advice to monitor the vital signs of
patients, performed routine examinations, made prepara-
tions before operation, and explained simple disease
knowledge to the patients and their families. Besides, the
nursing staff reminded patients of matters needing attention,
performed routine care operations after operation, dis-
pensed drugs, paid attention to the progress of the disease,
and guided and restrained the behaviors and habits of the
patients such as diet after operation.

OG: evidence-based care was given on the basis of
routine care in CG. *e nursing staff paid close attention to
the patient’s heart rate, blood pressure, and other vital signs
before surgery, actively cooperated with the attending
physician, registered, and completed the preoperative ex-
amination. *e nursing staff should search for evidence
based on previous nursing experience of acute pancreatitis
and relevant literature, deepen their understanding of dis-
eases, set reasonable care measures according to patients’
own conditions, carry out disease education, psychological
decompression, restrain misconduct, and perform other
interventions, and closely grasp patients’ first-hand infor-
mation during and after operation. According to the pa-
tient’s own situation and the requirements of the
corresponding attending physician, the patient was given
medication and diet control. *e recovery of patients was
also closely monitored by the nursing staff.

2.3. OutcomeMeasures. In the implementation of evidence-
based care, nursing staff should closely observe patients’
emotional changes, tell successful cases to patients before
operation, enhance patients’ self-confidence, reasonably
regulate patients’ diet and living habits after operation, and
increase the doctor-patient relationship, so as to improve
patients’ cooperation and promote the treatment process
[22]; the above are important factors in the value of evi-
dence-based care.*e changes of hemoglobin (HGB), serum
pre-albumin (PAB), and serum albumin (ALB) before and
after care were observed, as well as the incidence of com-
plications after care, total effective rate after care, disease
severity (bedside index for severity in acute pancreatitis,
BISAPe) [23] before and after care, and psychological scores
of the two groups before and after care were observed.
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Patients’ compliance after care, self-management scores [24]
after care, and quality of life after care were compared
between the two groups.

2.4. Statistical Methods. All statistical analysis of the ex-
perimental results was performed by using SPSS24.0 sta-
tistical software (Shanghai Yuchuang Network Technology
Co., Ltd.). All graph results were plotted by Graphpad8
(SOFTHEAD Inc., Shenzhen). Enumeration data were
expressed in the form of (%), and chi-square test was utilized
for intergroup comparison. Measurement data were
expressed in the form of (mean± standard deviation), and t-
test was used for intergroup comparison. Univariate analysis
of variance (ANOVA) and LSD back testing were used for
comparison among multiple groups. Repeated measures
ANOVA and Bonferroni back testing were used for com-
parison between multiple time points. p< 0.05 was con-
sidered statistically significant.

3. Results

3.1. Patient Data. *ere was no statistic difference in age,
gender, BMI, living environment, eating habits, smoking
history, drinking history, family medical history, ethnicity,
C-reactive protein, white blood cells, and so on (p> 0.05) as
shown in Table 1.

3.2. Changes of HGB, PAB, andALB inTwoGroups before and
after Care. *e changes of HGB, PAB, and ALB before and
after care were detected. *e results showed that there was
no statistic difference between the two groups before care
(p> 0.05), but after care, HGB, PAB, and ALB in both
groups increased (p< 0.05) and were higher in OG than CG
(p< 0.05) as shown in Figure 1.

3.3. Incidence of Complications in Two Groups after Care.
*e incidence of complications after care in the two groups
was observed.*e total incidence of adverse reactions in OG
was 2 (3.08%), while that in CG was 9 (17.31%), which was
significantly lower in OG than CG (p � 0.009) as shown in
Table 2.

3.4. Effective Rate of the TwoGroups after Care. *e effective
rates of the two groups were observed after care. *e
markedly effective rate of OG was 75.38%, effective rate
was 23.08%, and ineffective rate was 1.54%, with a total
effective rate of 98.46%. *e markedly effective rate of CG
was 42.31%, effective rate was 44.23%, and ineffective rate
was 13.46%, with a total effective rate of 86.54%. *e total
effective rate of OG was significantly higher than that of
CG (p � 0.011) with statistic difference as shown in
Table 3.

3.5.�e Severity ofDiseases in the TwoGroups before and after
Care. BISAP was used to analyze the disease severity before
and after care. *e results showed that there was no re-
markable difference between the two groups before care

(p> 0.05), but the scores of both groups decreased after care
and were notably lower in OG than CG (p< 0.05) as shown
in Figure 2.

3.6. Psychological Scores of the Two Groups before and after
Care. *e psychological status of the two groups of patients
before and after care was observed. *e results showed that
there was no remarkable difference in psychological scores
between the two groups before care (p> 0.05), but the
psychological status scores of the two groups decreased after
care, which were lower in OG than in CG (p< 0.05) as
shown in Figure 3.

3.7. Comparison of Patients’ Compliance after Care between
the Two Groups. Comparison of the patients’ compliance
after care between the two groups showed that the com-
pliance score of OG was notably higher than that of CG
(p< 0.05) as shown in Figure 4.

3.8. Comparison of Self-Management Scores between the Two
Groups afterCare. After care, the self-management scores of
patients in the two groups were observed.*e results showed
that the scores of disease management, diet management,
medication management, and rehabilitation exercise man-
agement in OGwere higher than those in CG, with statistical
difference (p< 0.05) as shown in Figure 5.

3.9. Changes of Quality of Life after Care in Two Groups.
By observing the quality of life of the two groups of patients
after care, it could be seen that the scores of physical
function, role physical, emotional function, cognitive
function, social function, and other dimensions of the
quality of life of the observation group after care were
significantly higher than those of the control group
(p< 0.05) as shown in Table 4.

4. Discussion

According to statistics, the mortality rate of patients with
acute pancreatitis is estimated to be 5% [6], which seriously
threatens the patient’s life safety. It is known that poor diet
and lifestyle are important factors in the onset of acute
pancreatitis, so it is extremely important to improve bad
habits after treatment for patients’ rehabilitation, and a large
number of documents have proved that effective care can
effectively improve patients’ quality of life during disease
recovery period [25]. *erefore, this study focuses on evi-
dence-based care in acute pancreatitis to improve patients’
treatment compliance and quality of life, and the results are
as follows: firstly, the changes of HGB, PAB, and ALB before
and after care were detected. *e results showed that there
was no statistical difference between the two groups before
care, but after care, HGB, PAB, and ALB in both groups
increased and were higher in OG than CG, suggesting that
evidence-based care can obviously improve the serum in-
dexes of patients and promote the curative effect. We
speculate that its value lies in the fact that evidence-based
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care follows the basis of evidence-based medicine, and
patients can be treated according to different situations,
including nutritional agent adjustment according to indi-
vidual physical abnormalities and rational nutrition supply,
so as to improve serum indexes and promote curative effects.

*e incidence of complications after care in the two groups
was observed. *e total incidence of adverse reactions in OG
was 2 (3.08%), while that in CG was 9 (17.31%), which was
significantly lower in OG than CG (p � 0.009). *e results

indicated that evidence-based care can effectively improve
prognosis of patients and reduce complications. Comparison of
effective rate showed that the total effective rate of OG was
98.46%, which was notably higher than that of CG (86.54%),
showing that evidence-based care has high clinical nursing
value. We speculate that it is the efficient evidence finding of
evidence-based care, summarizing previous care experiences,
refining previous deficiencies, and formulating reasonable
nursing interventions based on the individual’s physical

Table 1: General data between observation group and control group (n [%]).

Observation group (n� 65) Control group (n� 52) t or x2 p

Age (years) 0.246 0.806
46.8± 8.6 47.2± 8.9

Gender 0.267 0.605
Male 43 (66.15) 32 (61.54)
Female 22 (33.85) 20 (38.46)
BMI (kg/cm2) 0.748 0.456

25.62± 3.05 26.16± 4.72
Living environment 0.067 0.796
Town 41 (63.08) 34 (65.38)
Countryside 24 (36.92) 18 (34.62)
Dietary habit 0.007 0.933
Good 28 (43.08) 22 (42.31)
Poor 37 (56.92) 30 (57.69)
Smoking history 0.032 0.859
Present 44 (67.69) 36 (69.23)
Absent 21 (32.31) 16 (30.77)
Drinking history 0.178 0.673
Present 40 (61.54) 30 (57.69)
Absent 25 (38.46) 22 (42.31)
Family medical history 0.086 0.769
Present 10 (15.38) 7 (13.46)
Absent 55 (84.62) 45 (86.54)
Ethnicity 0.491 0.484
Han 56 (86.15) 47 (90.38)
Minority 9 (13.85) 5 (9.62)
C-reactive protein (mh/L) 0.142 0.888

23.12± 5.34 23.26± 5.29
White blood cell (×109/L) 1.121 0.265

14.64± 2.31 15.11± 2.18
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Figure 1: Changes of HGB, PAB, and ALB before and after care between observation group and control group. (a) HGB changes before and
after care. (b) PAB changes before and after care. (c) ALB changes before and after care. Note. ∗denotes comparison with before care; &
denotes comparison with observation group.
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Table 2: Adverse reaction rate after care between observation group and control group [n (%)].

Observation group (n� 65) Control group (n� 52) x2 p

Respiratory disorder
0 (0.00) 1 (1.92)

Impaired cardiac function
0 (0.00) 2 (3.85)

Gastrointestinal hemorrhage
1 (1.54) 3 (5.77)

Renal dysfunction
1 (1.54) 3 (5.77)

Total (%) 6.868 0.009
2 (3.08) 9 (17.31)

Table 3: Total effective rate of the two groups after care between observation group and control group [n (%)].

Observation group (n� 65) Control group (n� 52) x2 p

Markedly effective
49 (75.38) 22 (42.31)

Effective
15 (23.08) 23 (44.23)

Ineffective
1 (1.54) 7 (13.46)

Total effective rate 6.447 0.011
64 (98.46) 45 (86.54)
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Figure 2: Recovery degree of the two groups before and after care.Note. ∗denotes comparison with before care; & denotes comparison with
observation group.
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Figure 3: Psychological scores of two groups before and after care. (a) SAS score of the two groups before and after care. (b) SDS score of the
two groups before and after care. Note. ∗denotes comparison with before care; & denotes comparison with observation group.
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Figure 4: Comparison of patients’ compliance after care between the two groups.
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Figure 5: Comparison of self-management scores between two groups after care. (a) *e score of disease management in the two groups
after care. (b) *e score of diet management in the two groups after care. (c) *e score of medication management in the two groups after
care. (d) *e score of rehabilitation exercise management in the two groups after care.

Table 4: Comparison of quality of life between the two groups.

Observation group (n� 65) Control group (n� 52) t value p value
Physical function 13.010 <0.001

91.23± 3.26 83.22± 3.37
Role physical 21.020 <0.001

85.52± 3.56 72.30± 3.14
Emotional function 25.510 <0.001

86.53± 3.25 70.74± 3.42
Cognitive function 12.690 <0.001

91.43± 3.59 83.34± 3.21
Social function 21.640 <0.001

65.55± 3.18 52.64± 3.24
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condition, thus further reduced the risk of complications and
achieved consolidation of treatment outcomes. *en, we ap-
plied BISAP to analyze the degree of disease recovery before and
after care. *e results showed that there was no remarkable
difference in BISAP between the two groups before care, but
after care, the scores of both groups were reduced and were
significantly lower in OG than CG, suggesting that evidence-
based care can significantly reduce the severity of disease and
relieve the pain of patients. Evidence-based care refers to the
intervention of patients by consulting relevant disease data and
combining with the actual situation of patients. Observation of
psychological status of the two groups of patients before and
after care showed that there was no remarkable difference in
psychological scores between the two groups before care, but the
psychological status scores of the two groups decreased after
care, which were lower in OG than in CG. *is result exem-
plifies the importance of evidence-based care in relieving pa-
tients’ stress, anxiety, and other negative emotions. Comparison
of the patients’ compliance after care between the two groups
also showed that the compliance score of OG was notably
higher than that of CG, better reflecting the people-centered,
comprehensive, and holistic interventions of evidence-based
care. Finally, we observed the scores of self-management and
the quality of life of patients in the two groups after care. *e
results showed that the scores of disease management, diet
management, medication management, and rehabilitation ex-
ercise management in OG were higher than those in CG, and
the quality of life was obviously better in OG than CG which
further confirmed our above conjecture and showed that evi-
dence-based care greatly improved the treatment outcome of
patients.

5. Conclusion

In conclusion, evidence-based care can improve treatment
compliance of patients with acute pancreatitis and can ef-
fectively improve their quality of life.

However, there are still some shortcomings in this ex-
periment. For example, there are many nursing methods in
clinic; the best nursing mode is still controversial. And the
research objects in this paper are severe pancreatitis patients;
it is not excluded that the application of evidence-based care
in other diseases may be different from the experimental
results. In addition, the time of this study was short, and
long-term follow-up was not conducted. Hence, we will
expand the sample size of the study as soon as possible,
extend the experimental period, and conduct more detailed
and comprehensive experimental analysis to obtain more
perfect experimental results.
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Objective. Insulin replacement therapy is the main treatment method for type 1 diabetes, and adjuvant comprehensive treatment
to reduce the complications of diabetes is still the focus of research. +e purpose of this study is to explore the clinical efficacy of
Tresiba combined with Ingredient Rehmannia Pill in the treatment of type 1 diabetes.Methods. A total of 216 patients with type 2
diabetes admitted to our hospital from January 2019 to July 2019 were enrolled in this study. Patients in the control and
observation groups were treated with Tresiba and Tresiba combined with Ingredient Rehmannia Pill, respectively. +e change of
TCM symptom score, blood glucose level and fasting insulin level before and after treatment were evaluated, and the insulin
resistance index was calculated to observe the adverse reactions of patients. Results. After treatment, the TCM syndrome scores of
the two groups decreased significantly, and the TCM syndrome scores of the observation group were significantly lower than those
of the control group. +e fasting blood glucose, 2 h postprandial blood glucose and insulin resistance index of the observation
group were lower than those of the control group. +e levels of FBG, 2 hBG and HbA1C in the observation group were sig-
nificantly lower than those in the control group.+e total effective rate of the observation group was 91.7%, which was significantly
higher than that of the control group (77.1%). +e adverse reactions of patients in the observation group were slightly more than
those in the control group. Conclusion. Our study demonstrated that Ingredient Rehmannia Pill combined with Tresiba is effective
in the treatment of type 2 diabetes, providing alternative therapies for the treatment of diabetes.

1. Introduction

Diabetes is the most common metabolic disease, which is
characterized by partial or complete destruction of pan-
creatic cells leading to insulin deficiency [1]. Diabetic pa-
tients have impaired pancreatic islet function at a young age
and may require lifelong insulin therapy [2]. According to
the report of the International Diabetes Federation, ap-
proximately 542,000 children worldwide suffer from dia-
betes [3]. In addition, about 86,000 children under the age of
15 suffer from diabetes each year, with an estimated annual
incidence of 3% worldwide. Complications of diabetes, such
as ketoacidosis, should cause widespread concern during the
treatment process [4]. Ketoacidosis is still the most common
complication after discharge from hospital in diabetic

patients [5]. Although insulin replacement therapy is the
main treatment method for diabetes, adjuvant compre-
hensive treatment to reduce the complications of diabetes is
still the focus of future research.

Tresiba is a long-acting human insulin analogue suitable
for blood glucose control in diabetic patients [6]. +ere is a
risk of hypoglycemia when using insulin to treat diabetes.
+e ideal insulin should reduce the risk of hypoglycemia
while controlling blood sugar [7]. At present, the long-acting
insulin commonly used in clinical diabetes treatment mainly
include insulin glargine and insulin dete. Tresiba is a new
type of long-acting insulin analogue, which can act for more
than 24 h [8]. Many clinical studies [9, 10] and observational
studies [11, 12] have shown that degu insulin can effectively
treat type 1 diabetes and improve the quality of life of
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patients [13]. However, these drugs are not effective in
treating diabetic complications.

Six Ingredient Rehmannia Pill is a famous prescription
of “nourishing Yin and strengthening kidney” in traditional
Chinese medicine books. Previous studies have demon-
strated that Six Ingredient Rehmannia Pill has the effects of
lowering blood sugar, preventing diabetes and complica-
tions [14]. Six Ingredient Rehmannia Pill combined with
valsartan capsule can significantly improve the treatment
effect of diabetic nephropathy [15]. It also can assist xiaoke
pill in the treatment of type 2 diabetes to improve the efficacy
and reduce adverse effects [16]. However, the efficacy of Six
Ingredient Rehmannia Pill in the treatment of type 2 dia-
betes needs to be further verified. +is study aimed to clarify
the clinical effects of Six Ingredient Rehmannia Pill in the
treatment of type 2 diabetes and its complications.

2. Materials and Methods

2.1. General Information. A total of 216 patients with type 2
diabetes admitted to our hospital from January 2019 to July
2019 were enrolled and divided into control group and
observation group. +e control group included 108 patients:
52 males and 56 females. +e average age was 29.2± 15.9
years old.+e average course of disease was 7.52± 0.71 years.
+e average body mass index was 21.92± 2.63 kg/m2. +e
observation group consisted of 53 males and 55 females.
Mean age was 24.2± 13.8 years old, the average course of
disease was 8.42± 1.35 years. +e average body mass index
was 21.39± 2.71 kg/m2.+ere was no significant difference in
gender, age, disease course and body mass index between the
two groups (P> 0.05).

2.2. Inclusion and Exclusion Criteria

Inclusion criteria: (1) the patient had symptoms of
polydipsia, polyphagia, polyuria and other symptoms,
such as easy to hunger, dry stool knot, red tongue, fear
of heat, and upset, and fasting blood glucose was above
7.0mmol/L. +e patient was definitely diagnosed as
diabetes; (2) good drug tolerance; (3) did not use
glucocorticoids and other hormone drugs in the past
month; (4) the patient is not insulin resistant; (5) the
patients were informed and agreed to the study.
Exclusion criteria: (1) patients who do not follow the
doctor’s advice to take drugs and test blood glucose and
lipid; (2) patients with life-threatening serious com-
plications during treatment; (3) patients with severe
infectious diseases, renal failure, and immune system
diseases; (4) combination of emotional tension and
severe anxiety cannot cooperate; (5) women during
lactation or pregnancy.

2.3. Treatment. Patients in the control group received
routine Tresiba treatment with 0.4U/kg once a day. Patients
in the observation group were treated with Six Ingredient
Rehmannia Pill (Henan Wanxi pharmaceutical co., LTD.,
specification: 240 pills, approval number: national drug

approval Z41022128) orally three times per day and eight
pills per time besides routine Tresiba treatment. Both groups
were treated for 12 weeks.

2.4. Observation Indicators. According to the “Guiding
Principles for Clinical Research of New Traditional Chinese
Medicine” [17], the changes in TCM symptom scores before
and after treatment were evaluated. Nine main syndromes:
dry throat, dry mouth, heavy dizziness, sore waist and knees,
chest tightness, chest pain, white and greasy tongue coating
or less bitterness, heavy numbness of limbs, fatigue, fatigue,
and obesity. +ese five symptoms include fever, insomnia
and irritability, menstrual cramps or menstrual disorders,
constipation, scaly skin and dryness. According to the se-
verity of symptoms, the score was divided into four levels:
none, mild, moderate, and severe. +e main scores were 0, 2,
4, and 6 points, and the secondary scores were 0, 1, 2, and 3
points. +e total score was 69 points. +e blood glucose
levels and fasting insulin levels before and after treatment
were detected in the two groups, and the insulin resistance
index was calculated. Insulin resistance index� (fasting
insulin× fasting blood glucose)/22.5. +e patient adverse
reactions during treatment were observed. +e fasting blood
glucose, fasting blood glucose (FBG), 2 h postprandial blood
glucose (2 HBG), and glycosylated hemoglobin (HbA1C)
were detected before and after treatment.

All records are collected by our hospital and completed
by trained and qualified investigators. Data management will
be carried out under the guidance of medical statistics ex-
perts. To ensure the accuracy of the data, 2 data adminis-
trators will input and proofread the data.

2.5. Criteria for /erapeutic Effects. Significant effect was
defined as the disappearance or improvement of clinical
symptoms or signs, fasting blood glucose <7.2mmol/L, and
2 h postprandial blood glucose <8.3mmol/L. Effective was
defined as significant improvement in clinical symptoms and
signs, fasting blood glucose <10.0mmol/L, and 2 h post-
prandial blood glucose <8.3mmol/L. Ineffectiveness was
defined as no improvement or aggravation of clinical
symptoms and signs.

2.6.DataAnalysis. SPSS 20.0 was used for statistical analysis.
Quantitative data were used for independent t-test and
qualitative data were used for χ2 test. P< 0.05 was considered
statistically significant.

3. Results

3.1. Comparison of TCM Syndrome Scores between the Two
GroupsbeforeandafterTreatment. No significant differences
in TCM syndrome scores between the two groups before
treatment were observed (P> 0.05, Figure 1 and Table 1).
However, the treatment decreased TCM syndrome scores of
the two groups significantly, TCM score of the observation
group was significantly lower than that of the control group
(P< 0.05).
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3.2. Comparison of Blood Glucose and Insulin Resistance
Index before and after Treatment between the Two Groups
(Mean± Standard Deviation). Before treatment, there were
no significant differences in fasting blood glucose, 2 h
postprandial blood glucose, and insulin resistance index
between the control group and the observation group
(P> 0.05). After treatment, the fasting blood glucose, 2 h
postprandial blood glucose and insulin resistance index of
the observation group were significantly lower than those of
the control group (P> 0.05, Table 2).

3.3. Comparison of FBG, 2 hBG and HbA1C between the Two
Groups before and after Treatment (Mean± Standard
Deviation). As shown in Table 3, there was no significant
difference in the levels of FBG, 2 hBG, and HbA1C before
treatment between the two groups. After treatment, the
levels of FBG, 2 hBG and HbA1C in the two groups de-
creased, and the levels of FBG, 2 hBG and HbA1C in the
observation group were significantly lower than those in the
control group (P< 0.05).

3.4.Comparisonof/erapeuticEffectbetween theTwoGroups.
As shown in Table 4 and Figure 2, the total effective rate of
patients in the observation group was 91.7%, which was
significantly higher than that in the control group (77.1%)
(P< 0.05).

3.5. Occurrence of Adverse Reactions During Treatment in the
Two Groups. As shown in Figure 3, there were 3 cases of
loose stools and 2 cases of anorexia the control group. +e
adverse reaction rate was 4.63% (5/108). In the observation
group, there were 2 cases of nausea, 2 cases of headache, and
2 cases of bloating. +e adverse reaction rate was 6.25% (6/
108). +e incidence of adverse reactions in the observation
group was slightly higher than that in the control group
(2�1.106, P � 0.293).

4. Discussion

As a systemic metabolic disease, diabetes mellitus is mainly
manifested as elevated blood sugar [18], which is mostly
caused by insufficient insulin secretion or dysfunction [19].
Diabetes is an autoimmune disease mediated by
T lymphocytes. +e destruction of β islet cells leads to in-
flammation, which leads to an absolute lack of insulin se-
cretion, requiring lifelong treatment with exogenous insulin
[20]. At present, insulin replacement therapy is the main
treatment method for diabetes, but adjuvant comprehensive
treatment to reduce the complications of diabetes is also the
focus of research.

Previous studies have found that the intervention of Six
Ingredient Rehmannia Pill can delay or prevent the oc-
currence of type 2 diabetes [21], and can improve the in-
flammatory response and increase the inflammation by
regulating the expression of related genes, regulating cell
apoptosis, and inhibiting the symptoms of liver and kidney
yin deficiency caused by diabetes [22, 23]. In addition,
compared with the use of metformin alone, Six Ingredient
Rehmannia Pill combined with metformin have fewer ad-
verse reactions, and the therapeutic effect is significantly
improved [24, 25]. In this study, although the scores of TCM
syndromes in the control group and the observation group
were significantly reduced after treatment, the scores of the
observation group were significantly lower than those of the
control group, indicating that the therapeutic effect of Six
Ingredient Rehmannia Pill combined with insulin degu was
better than that of Degu insulin alone. Six Ingredient
Rehmannia Pill combined with acarbose has accurate cu-
rative effect in the treatment of type 2 diabetes mellitus [26]
and can be widely used in clinical practice, which further
supports the conclusions of this study.

In addition, the comparison of fasting blood glucose, 2 h
postprandial blood glucose and hba1c levels between the two
groups and the clinical efficacy showed that Six Ingredient
Rehmannia Pill had a significant treatment effect on type 2
diabetes. Although Six Ingredient Rehmannia Pill combined
with Tresiba have more adverse reactions than Tresiba alone,
the difference was not significant.

Our research has some limitations. +e sample size of
this research was limited. In the future, it is necessary to
conduct a larger sample size research to further verify the
conclusions of this research. At the same time, this study was
not to verify the efficacy of Six Ingredient Rehmannia Pill on
all complications of diabetes, which needs to be further
verified by future studies.
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Figure 1: Comparison of TCM syndrome scores before and after
treatment between the two groups. ∗P< 0.05, compared with that
before treatment; #P< 0.05, compared with the control group.

Table 1: Comparison of TCM syndromes before and after treat-
ment between the two groups (mean± standard deviation).

Group Number Before After T
value

P

value
Observation 108 51.63± 6.73 12.65± 2.77 36.489 0.000
Control 108 51.87± 6.29 18.97± 3.46 32.219 0.000
T value 0.178 7.936
P value 0.428 0.000
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Table 2: Comparison of blood glucose and insulin resistance index between the two groups before and after treatment.

Group
Fasting blood glucose (mmol/L) 2 h postprandial blood glucose

(mmol/L) Insulin resistance index

Before After Before After Before After
Control 12.87± 1.24 6.35± 1.16 19.33± 3.27 7.87± 0.55 4.83± 0.84 2.83± 0.34
Observation 12.65± 1.37 5.12± 0.95 19.54± 3.35 6.35± 0.31 4.99± 0.78 2.27± 0.16
T value 1.165 5.667 0.163 17.002 0.911 10.691
P value 0.123 0.000 0.537 0.000 0.167 0.000

Table 3: Comparison of FBG, 2 hBG and HbA1C before and after treatment in the two groups.

Group Number Time FBG (mmol/L) 2 hBG (mmol/L) HbA1C (%)

Control 108 Before 8.53± 1.59 14.15± 3.52 9.73± 2.13
After 7.25± 0.58 10.26± 1.33 8.18± 1.60

Observation 108 Before 8.95± 1.63 14.83± 3.69 10.37± 2.06
After 6.84± 0.50 9.26± 0.54 6.58± 1.20

t1, P 5.31, <0.01 7.04, <0.01 4.08, <0.01
t2, P 10.16, <0.01 10.48, <0.01 11.09, <0.01
t3, P 1.35, >0.05 0.88, >0.05 1.56, >0.05
t4, P 6.70, <0.01 4.75, <0.01 5.53, <0.01
(1) comparison before and after treatment in the control group; (2) comparison before and after treatment in the observation group; (3) comparison between
groups before treatment; (4) comparison between groups after treatment.

Table 4: Comparison of therapeutic effect between the two groups.

Group Number Excellent Effective Ineffective Total effective rate
Control 108 40 34 22 77.1
Observation 108 56 32 8 91.7∗
∗P< 0.05, compared with control group.

77.1%
91.7%

observation groupcontrol group

excellent effective
effective
noneffective

excellent effective
effective
noneffective

Figure 2: Comparison of therapeutic effect between the two groups.
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5. Conclusion

In summary, Six Ingredient Rehmannia Pill combined with
Tresiba has a significant therapeutic effect on type 2 diabetes
and has the potential for clinical application. +is research
provided a research foundation for the future research on
the treatment of diabetes and its complications.
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)e anterior cruciate ligaments (ACL) are the fundamental structures in preserving the common biomechanics of the knees and most
frequently damaged knee ligaments. An ACL injury is a tear or sprain of the ACL, one of the fundamental ligaments in the knee. ACL
damage most generally happens during sports, for example, soccer, ball, football, and downhill skiing, which include sudden stops or
changes in direction, jumping, and landings. Magnetic resonance imaging (MRI) has a major role in the field of diagnosis these days.
Specifically, it is effective for diagnosing the cruciate ligaments and any related meniscal tears.)e primary objective of this research is to
detect the ACL tear fromMRI knee images, which can be useful to determine the knee abnormality. In this research, a Deep Convolution
Neural Network (DCNN) based Inception-v3 deep transfer learning (DTL)model was proposed for classifying the ACL tearMRI images.
Preprocessing, feature extraction, and classification are themain processes performed in this research.)edataset utilized in this workwas
collected from the MRNet database. A total of 1,370 knee MRI images are used for evaluation. 70% of data (959 images) are used for
training and testing, and 30% of data (411 images) are used in this model for performance analysis. )e proposed DCNN with the
Inception-v3 DTL model is evaluated and compared with existing deep learning models like VGG16, VGG19, Xception, and Inception
ResNet-v28.)e performancemetrics like accuracy, precision, recall, specificity, and F-measure are evaluated to estimate the performance
analysis of the model. )e model has obtained 99.04% training accuracy and 95.42% testing accuracy in performance analysis.

1. Introduction

ACL tear is a typical physical problem among young athletes
with an annual occurrence of 0.8 per 1000 in the general
population but as high as 100 for professional football players

for every 1000. With the noncontact loading of a valgus knee,
ACL injuries most commonly occur when turning the other
direction, causing a constrained internal rotation of the tibia [1].

ACL tear might be partial and completely teared. Partial
tear ranges from the small tears, including only few fibres, to
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a high-grade, near, and complete tear including practically
the entire ACL fibres. A partial tear can include both or just a
single bundle to a varying degree. In some cases, the plastic
deformity of the ACL without fiber discontinuity can cause
ACL insufficiency [2]. ACL tear detection depends on
assessing the obliquely oriented structures on several images
segments with various tissues contrast utilizing the inte-
gration of MRI discoveries such as discontinuity of fiber,
contour changes, and abnormality of signal inside the in-
jured ligaments [3].

Over the past decade, the role of imaging in osteoar-
thritis (OA) research has grown significantly. Magnetic
resonance imaging (MRI) was one of the key components of
large-scale longitudinal tests, providing a rich array of
musculoskeletal tissue functional and structural character-
istics that were previously unavailable. It is necessary to
improve data management, quality assurance, automated
postprocessing images pipelines, and multidimensionality
feature space dissection methods in order to make better use
of this data resource, which comes at a higher cost and
contains more perplexing quantitative information volume
[4]. When examining the tear in the ACL, the coronal,
sagittal, and axial planes are taken into consideration. When
the ligaments were first detected on the sagittal planes, they
were followed from distal to proximal in order to evaluate
where the rip had occurred. As a result, the sagittal and
coronal planes were thoroughly analyzed in order to confirm
the presence of the teared region. As soon as the spirally
teared pattern was recognized, the middle part of the spiral
was designated as the teared region [5].

MRI is a sort of medical imaging that is believed to be a
successful method due to the fact that it is noninvasive and
that it has superior soft-tissue contrast compared to other
types of imaging. When compared to ionizing radiation-
based methods, it does not alter the structure, construction,
or properties of particles in the way that they do. As a result,
magnetic resonance imaging (MRI) can provide a wealth of
information on tissue structures, such as their size, shape,
and location. Massive amounts of attention are drawn to
magnetic resonance imaging (MRI) for medical procedures
and CADe (computer-aided detection) [6].

Furthermore, the two factors that had the biggest impact
on the results of medical image processing and analysis were
the picture acquisitions and the image interpretations. It is
commonly known that improved image quality leads to
better results when photographs are processed, and this is
true in this case. In many circumstances, the image quality
was dependent on the quality of the image acquisition; in
this way, better image acquisitions resulted in higher image
quality overall. Not only does magnetic resonance imaging
(MRI) have the advantages of being noninvasive and pro-
viding superior soft-tissue contrast, but it also does not
expose patients to high levels of ionizing radiation. As a
result, magnetic resonance imaging (MRI) could provide
useful information about tissue structures; it is essential in
medical image processing. As a result, MRI scans are the
primary focus of this investigation. It is necessary to develop
an image interpretation system that integrates a variety of
functions such as image detection, segmentation,

registration, and classification in order to obtain exact
picture interpretation results. )e deep learning model was
used in this study in order to obtain the desired system.
Figure 1 shows the difference betwwenNormal and torn ACL
in MRI.

Deep learning (DL) is the subcategory of machine
learning approaches in artificial intelligences (AI). If the
number of layers increases in the network, it is known as
deep learning. It is additionally called deep neural network
(DNN). It can learn from unstructured data, likewise by
utilizing fine-tuning that is done by the backpropagation
approach. Deep learning might be utilized to discover fea-
tures automatically from the provided dataset for each
particular application [7, 8]. Inspired by the effective and
reliable execution of deep learning systems, DCNN was
implemented for MRI medical images classification to
classify ACL ligament tears.

In this research, an Inception-v3 DTL model based on
DCNN was proposed for the classification of ACL tear using
MRI images.)emost important aspect of this study was the
detection of an ACL tear fromMRI knee image, which could
be beneficial in determining the nature of a knee anomaly.
Data preparation is the first stage of the process. During
preprocessing, noise and other artifacts were eliminated
from the images, and the images were adjusted to be suitable
for the intended classification work. Following the pre-
processing stage, the next step is to extract the features of the
image. To carry out this research, the Inception-v3 DTL
model was employed, which extracted features from an
input preprocessed image and then delivered those features
to a DTL model for training. )e model that was created as a
result of this training was eventually put to the test by
deploying the DCNN classification model to distinguish
between images of normal and abnormal (torn) ACL. Fi-
nally, the proposed model’s performance was compared to
those of other existing models for validation.

ACL tears and their associated complications are cov-
ered in this section, which serves as an introduction to the
topic. In the next sections, related works will be covered in
Section 2, the proposed methodology will be discussed in
Section 3, the experimental analysis of results will be dis-
cussed in Section 4, and the conclusion and future directions
will be discussed in Section 5.

2. Related Works

Valentina Pedoia et al. used 3D CNN to detect and stage the
severity of patellofemoral and meniscus joint cartilage
morphological degenerative alterations in patients with
osteoarthritis and anterior cruciate ligament rupture. )e
deep-learning pipeline in this model is comprised of seg-
menting cartilaginous and meniscus tissue and classifying
lesions within the region of the tissue that has been seg-
mented. )e U-Net model was employed for automatic
segmentation, and a “shallow” 3D CNN was used for the
staging and identification of the severity of meniscus lesions.
)e conventions that were used for architectural visuali-
zation were very similar to those that were used for U-Net.
)e feature maps that were obtained were flattened into one-
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dimensional vectors and then used as inputs to a fully
connected layer that created class probabilities based on the
features that were obtained. A random forest was trained to
make the final forecast after the probabilities were merged
with demographic characteristics and coupled with the final
prediction.

A DCNN classification approach based on three distinct
CNN approaches for detectingACL tears was proposed by Fang
Liu et al., who used DenseNet, VGG16, and AlexNet to detect
ACL tears. In this model, the classification models had to be
trained separately, which resulted in a high training burden. In
addition, the training y was inefficient, which can be improved
withmore practice. In general, the classification and detection of
structural abnormalities present in the isolated ligament were
performed correctly, and the results were satisfactory.

Rehan Ashraf et al. proposed a DCNN model for big data
medical image classification using MRI images of various or-
gans and tissues, which was tested in a real-world environment.
)e DCNN was used to carry out the feature extraction and
classification steps in this particular model. An approach based
on GoogleNet’s pretrained GoogleNet layer classifier was used
to extract the features, and a softmax layer classifier was used to
extract deep features. A total of 144 layers, including convo-
lution and fully connected layers, were used. When comparing
the performance analyses from different classes, the model
attained an overall accuracy of 98 percent in total.

Christoph Germann et al. employed the DCNN to di-
agnose ACL tears in MRI images as well. Using homogenous
versus heterogeneous knee MRI cohorts with varied pulse
sequenced methods and variable magnetic field strengths, a
performance comparison was seen in this study [9], which
compared the performances of the two groups.

Milica M.B. and Marko C.B. created a brain tumor clas-
sification algorithm based on CNN using MRI scans, which
they believe will be successful. )is model was proposed to
classify three types of cancer in the brain tumor, and it was
found to be effective. To obtain distinct viewpoints, the MRI
scans were obtained in three separate planes: axial, coronal, and
sagittal. Images with T1-W contrast enhancement were used to
do the classification, which was done by comparing images
from different databases. According to this model, CNN
performed well with an accuracy of 97.28 percent when using
60 percent of training and 20 percent of validation and 20
percent of testing data.While taking additional approaches into
consideration, it is possible to improve the generalization ca-
pability of the network [10].

CMAK Zeelan Basha employed machine learning
methods to automate the classification of MRI images in this
research. Using this model, a novel MRI image classification
approach was developed for recognizing self-activation
descriptions, which was then used to provide specialists and
radiologists with a well-ordered selection devising result. In
order to remove noisy data, a Gaussian filter was utilized,
and the FCM technique was used for partitioning the data.
)e statistical features were retrieved with the use of mean,
kurtosis, and median values, and the PNN, SVM, and K-NN
algorithms were employed for classification. SVM with
statistical characteristics outperformed the other two algo-
rithms in terms of accuracy, with 93.1 percent accuracy [11].

In [12], a model for categorization and identification of
anomalies in MRI brain images was suggested, which makes
use of convolutional neural networks. A CNN containing
feature maps that had been preprocessed in the curvelet do-
main was employed for MRI classification. Because of its
multidirectional capability, the curvelet gave a good sparse
representation, and the features recovered were more exact
than those obtained using other standard methodologies. )e
accuracy of this curvelet domain combined with CNN was
improved during the training and validation processes [12].

According to [13], a DCNN model has been developed
for comparing the diagnostic interchangeability and image
quality of nonaccelerated images to 15-layered DCNNs or
3-layered CNNs images with the optimal number of layers
for a sixfold acceleration of the knee MRI dataset, with the
optimal number of layers being three.

Mazhar Javed Awan et al. suggested an automatic de-
tection algorithm for ACL tears based on deep learning
techniques. In this study, two models of CNN technique
were used, one of which was a regular CNN model and the
other was a customized CNN model. ACL MRI pictures
were classified using a conventional model with five layers
and a customized model with eleven layers. Both models
were tested for classification using ACL images. According
to [14], the modified CNN model has produced superior
results than the regular CNNmodel in terms of learning rate,
accuracy, and other factors.

3. Proposed Methodology

ADCNNmodel with pretrained Inception-v3 is proposed in
this research. )is Inception-v3 model is based on DTL as it
is proposed to identify the ACL ligament tears from the input

Figure 1: Difference between normal and torn ACL in MRI.
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dataset by classifying the MRI scan images. To extract features
from the dataset, a pretrained Inception-v3 model is used, and
the DCNNmodel is used for classification. 299× 299× 3 is the
input image resolution. DCNN usually performs well with a
larger dataset over a smaller one. TL could be useful in the
CNN applications where the dataset is not huge [13]. For
applications with comparatively smaller datasets, the concept of
TL utilizes the learned model from large datasets such as
ImageNet. )is removes the need for a large dataset and de-
creases the lengthy training time as needed when generated
from scratch by the deep learning algorithm. TL is a deep
learning method that uses the model trained for the single
assignment as ainitial point to train the model for a similar
assignment. It is typically much quicker and simpler to fine-
tune a network with TL than training a network from scratch.
By leveraging standard models that have already been trained
on large datasets, it allows training models using similar small
labeled data. Training time and computing resources can be
significantly decreased.With TL, themodel does not need to be
trained for as many epochs (a complete training period on the
entire dataset) like a new model.

)ere are many kinds of transfer learning; an effective way
was to initialize from pre-rained models the parameters of deep
architectures and thus fine-tune learning parameter for making
it adaptable for the target domains. )is technique was used if
the dataset was smaller, and, related to feature spaces or tasks,
the target domains shared similarities with the domain sources.
In image, lower-level characteristics were generally among
various classes of image like edges, curves, gradients, and so on;
thus higher-level features were classes-specific. )e pretrained
deep architecture for the classifications of ACLMRI images was
modified based on this assumption. TL is an efficient way of
achieving meaningful results in classification issues with small
data size. Also, the hypertuning of DTL models will further
enhance the performance. A DTL model-based Inception-v3 is
implemented in this work. )e proposed model is used for
feature extraction by utilizing its learned weights on the
ImageNet dataset together with a convolution neural network.
)e proposed DCNN technique with Inception-v3 architecture
for the classification of ACL images is shown in Figure 2.

Inception-v3 based DCNN model is considered for
retraining; this model consists of AvgPool, convolution,
maxpool, concat Layer, dropout, fully connected layer, and
softmax function.

3.1. Average Pooling. It is a 2-dimensional (2D) function
with a pool size of (8× 8), which decreases the data variance
and the computational complexity. )is layer allows the
outcome to flow to the next layer.

3.2. Convolution. A 299× 299× 3 input size is used by
convolution function, and this layer generates the feature
maps through convolving the input data.

3.3. Maxpool. It is a two-dimensional maxpooling function
and it reduces the variance at data and the computational
complexity. )e maxpooling is used to extract essential

features such as edges, and average pooling is used to extract
features smoothly.

3.4. Concatenation. )is layer is used to concatenate its
several input blobs into a single blob of output, and it takes a
list of tensors as the input, where all have the same type of
shape expect concatenation axis. It returns an output of a
single tensor while concatenating all the inputs.

3.5.Dropout. It is considered as the regularization approach to
minimize overfitting in the ANNs by overcoming complexed
coadaptations from the training data. Here, the dropout scale is
considered as 0.4, and it was the very effective method for
executing averaging with the neural networkmodel. Moreover,
dropout refers to dropout of the units such as visible and
hidden sides in a considered neural network.

3.6. Fully Connected. )is is used to connect all neurons to
one layer and another layer, which works based on a con-
ventional multilayer-preceptor (MLP) neural network.

Input MRI Dataset

Preprocessing

Pre-trained Inception-
v3 model for Feature

Extraction

Classification using
DCNN

Classified Results

Figure 2: Proposed model.
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3.7. Softmax. )e softmax function is used like the output
function, which works similarly to maxlayer when it was
variable for training via gradient descents. )e exponential
functions would cause an increment in the probability of
preceding layers and compared to the other values; corre-
spondingly, all output summations will always be equal to
one [15].

In general, a two-dimensional plane can form many
independent neurons, and the DCNN was made of several
layers in which multiple 2D feature mapping planes
structure. )ere are four core segments of the DCNN. )e
first segment was the local perceptions that the global image
does not need to be interpreted by each neuron in neural
networks, yet just local and global information waacquired
by collecting local data. Next was the method of convolu-
tions. )e convolution functionality which was for
extracting features of image is shown in Figure 3, and, by
using convolution kernel, the total parameters could be
reduced higher. Weight sharing is third. It means that pa-
rameters of the similar convolution kernels were utilized for
the entire image and because of different positions in an
image, the weights in the convolution kernels would not be
modified. In addition, convolution operations’ weight
sharing will significantly reduce the parameters of the
convolution kernel. Pooling is the final segment.)e pooling
layer was normally set in the CNN behind the convolution
layer, which could be utilized for decreasing feature di-
mensions of the performance of previous layer’s convolution
layer, simultaneously to retain adequate key images infor-
mation details.

To evaluate the dot products of the weights and the
values in the input, a filter, which was an array of weights,
was used in a convolutional layer, which slides over the input
from a previous layer. )ese weights are discovered through
the process of backpropagation of errors. After applying an
activation function that incorporates element-wise nonlin-
earity, a feature map is produced, with each entry repre-
senting an individual neuron output from a tiny local region
of the input. )e feature map was then used to train a neural
network.

As filters are considered, if the number of filters is higher,
then it is possible to extract more feature mappings, and the
better the model performances are. )e comparative trails of
32-32-64, 32-32-32, 64-64-64, and 64-64-128 filters were
therefore used for selecting the most appropriate filters on
the conditions that both resources of computing and
DCNNs network performances were considered on holding
the different hierarchical structures and various influencing
unchanged factors. 64-64-64 was therefore chosen as con-
volution layer filters, considering the performance consid-
erations, and every receptive field size is 5× 5 [16].

In the case of Inception-v3, the probability of every label
k ∈ 1, . . . , K{ } for every training example is calculated by

Q(k | z) �
exp yk( 


K
i exp yi( 

, (1)

where y represents the nonnormalized log probabilities.
Distribution of ground truth over labels p(k | z) was nor-
malized; hence, that kp(k | z) � 1. For this system, the loss
was provided by cross-entropy:

C � 
K

k�1
log(q(k))p(k). (2)

For logits yk, the cross-entropy loss is differentiable and
can therefore be used for deep model gradient training,
where the gradients have the simple form of
zC/zyk � q(k) − p(k), bound between −1 and 1. Normally,
this means that the log-probability of the correct label is
maximized when the cross-entropy is minimized. )us, it
can produce few overfitting issues. Inception-v3 considered
the distributions over label with a smooth parameter ∈
independent of training examples v(k), where, for training
instance, the label distributions p(k | z) � zk,z were ex-
changed by

p′(k | z)
� (1 − ϵ)zk,z + ϵv(k), (3)

which is a mixture of the original p(k | z) distribution with
1- ∈ weights and the v(k) fixed distribution with ∈ weights.

Feature Extraction using Inception-v3

Input Image

Classification
Convolution
AvgPool
MaxPool
Concat

Dropout
Fully connected
So�max

Figure 3: Architecture of the proposed model.
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For a uniform distribution v(k)� 1/K, the label-smoothing
regularization was applied such that it becomes

p′(k|z)
� (1 − ε)δk,z +

ε
K

. (4)

Alternately, this could be interpreted like cross-entropy
as

H p′, q(  � − 
K

k�1
log(q(k))p′(k)

� (1 − ϵ)H p′, q(  + ϵH(v, q).

(5)

On the activation layer, there are several activation
features, such as sigmoid, ReLU, and softmax. Its func-
tionality was to combine nonlinear factors for improving the
model’s conditions; hence it needs to be nonlinear. )e
activation function of the sigmoid function can be expressed
as

f(x) �
1

1 + e
−x. (6)

)e activation function of ReLU is expressed as follows:

f(x) �
0, x≤ 0,

x, x> 0.
 (7)

)e activation function of the softmax layer is expressed
as follows:

f xj  �
e

xj

 exi 
. (8)

In these above equations, f(x) is the activation function,
and x is the activation function input.

It is a nonlinear function like ReLU or sigmoid, which is
applied to the elements of a convolution and was known as
the activation function. When one or more pooling layers
were deployed to the feature maps generated by the con-
volutional layers, the computational difficulty of a CNN was
reduced.)is was accomplished by decreasing the size of the
maps created by the convolutional layers. )e methods of
maximum pooling and average pooling are the most widely
utilized. )e output layer has as many nodes as the number
of classes in the dataset, which was one hundred. )e output
was classified using the softmax function, which was
implemented in the proposed work. )e number of epochs
defines the number of times that the neural network will be
trained and validated before it is performed. It may take
thousands of epochs for an algorithm to converge on a set of
weights that provides an acceptable level of accuracy. In
neural network’s training and validation, the batch size is
defined as the number of samples in the dataset that will be
loaded and propagated throughout the training and vali-
dation of the neural network.

)e learning rate regulates the size of weight and bias
changes in the training algorithm’s learning as it progresses.
It was the value that should be specified at the level low
enough to allow the neural network to converge while also
being high enough to avoid spending an excessive amount of
time training it. Hidden layer count refers to the number of

FC layers in the neuron which have a specified weight for
every identified neuron, which was updated as the training
durations are completed. Every neuron has an activation
value, which was determined depending on the values of its
inputs and the weights assigned to them. When this cal-
culation was completed, it returns a value that was used as
input for the final layer, which uses the softmax function to
classify MRI images into two categories: normal and torn
ACL.

4. Performance Analysis

)e performance analysis of the proposed DCNN with the
Inception-v3 model is assessed using the dataset in this
section. )e model was evaluated using parameters such as
accuracy, precision, recall, specificity, and F-measure. Also, a
comparative analysis was conducted for the validation of the
model proposed. )e output is compared to other current
deep learning models used for classification, such as VGG16,
VGG19, Xception, and Inception ResNet-v28. On the
MATLAB 2019a Simulink toolbox, all the experiments are
implemented and carried out. )e dataset is split into 70
percent for training and 30 percent for testing the perfor-
mance analysis.

4.1. Dataset Description. )e dataset used in this work is
collected from the MRNet database. It is an open-access
database for the knee MRI dataset. It can be downloaded
from https://stanfordmlgroup.github.io/competitions/
mrnet/site.

)e MRNet dataset includes 1,370 knee MRI images
diagnosed at Stanford University Medical Center. )ere are
1,104 (80.6%) abnormal images, 319 (23.3%) ACL tears, and
508 (37.1%) meniscal tears in this dataset; labels were ac-
quired from clinical reports through manual extraction.

Acute and chronic pain, follow-up or preoperative as-
sessment, and injury/trauma are the most common indi-
cations for knee MRI examinations included in this dataset.
GE scanners (GE Discovery, GE Healthcare, Waukesha, and
WI) were used for examination with a regular knee MRI coil
and a routine noncontrast knee MRI protocol that included
the following sequences: coronal T1 weighted, sagittal
proton density (PD) weighted, axial PD weighted with fat
saturation, coronal T2 with fat saturation, and sagittal T2
with fat saturation. A total of 775 (56.6%) used a 3.0 T
magnetic field; the remaining used a 1.5-Tmagnetic field for
examination. )is model uses 70% of data (959 images) for
training and testing and 30% of data (411 images) for
performance analysis [17, 18].

4.2. Performance Metrics. )e proposed DCNN with the
Inception-v3 DTL model is proposed in this research and
compared with deep learning models like VGG16, VGG19,
Xception, and Inception ResNet-v28. )e performance
metrics like accuracy, precision, recall, specificity, and
F-measure are evaluated to estimate the performance
analysis of the model. For every validation, both training and
testing results are evaluated and compared. )e primary
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objective of this research is to detect the ACL tear fromMRI
knee images, which can be useful to determine the abnor-
mality of the patient.)e result of this model can be based on
the outcome detected as normal or abnormal. )e true
positive, true negative, false positive, and false negative are
correctly analyzed to estimate this model’s outcome [19–21].

True Positive (TP): It represents the total correct
predictions in abnormal cases.
False Positive (FP): It represents the total incorrect
predictions in abnormal cases.
True Negative (TN): It represents the total correct
predictions in normal cases.
False Negative (FN): It represents the total incorrect
predictions in normal cases.

Accuracy is the model’s estimation of the performance
subset. It is the primary output metric used to calculate the
efficiency of the classification process. It is usually used to
estimate when both the positive and negative classes are
equally important. It is calculated using the following
equation:

Accuracy �
TP + TN

TP + TN + FP + FN
. (9)

Precision is a positive predictive value.)e preciseness of
the classification model is calculated using it. It is the
measure of the cumulative predictive positive value of the
correctly predicted positive observation.)e lower precision
value reflects that a large number of false positives affected
the classification model. )e measure of precision can be
computed using the following equation:

Precision �
TP

TP + FP
. (10)

)e sensitivity is also referred to as recall. It is the
proportion of correctly predicted positive observation of the
overall positive predictive value. )e lower recall value re-
flects that a large number of false-negative values affected the
classification model. )e recall estimation can be calculated
using the following equation:

Recall �
TP

TP + FN
. (11)

As per this model, specificity is the prediction that
healthy subjects do not have an abnormality. It is the per-
centage of subjects with no injury/trauma that is tested as
abnormal. )e specificity estimation can be calculated using
the following equation:

Specificity �
TN

TN + FP
. (12)

)e F-measure estimates the accuracy of the test and is
defined as the weighted harmonic mean of the precision of
the test and the recall. )e accuracy does not take into
account how the data is distributed. )e F-measure is then
used to manage the distribution problem with accuracy. )e
F-measure estimation can be calculated using the following
equation:

F − measure �
2 × Precision × Recall
Precision + Recall

. (13)

As shown in Tables 1 and 2, the proposed DCNN-
Inception-v3 model achieved better performance in
training and testing for classifying the ACL tear MRI
images. )e model obtained 99.04% training accuracy and
95.42% testing accuracy, which is 3.1% to 9.9% increased
performance compared to the other existing compared
models. VGG16, VGG19, Inception ResNet-v28, and
Xception achieved 95.13%, 95.66%, 90.74%, and 92.48% in
training and 85.45%, 87.90%, 89.91%, and 92.25% in
testing performance, respectively. Inception-ResNet-v28
and Xception model achieved better performance in
testing compared to the training performance. )e per-
formance was the same as accuracy for other parametric
evaluations like recall, precision, specificity, and
F-measure.

Compared with both testing and training results, the
VGG16 approach achieved the least performance in every
parameter, and the Xception model has achieved close re-
sults to the proposed model. )e graphical chart of the
comparison is plotted in Figures 4 and 5.

Table 1: Performance analysis of training evaluation.

Models Accuracy Precision Recall Specificity F-measure
VGG16 95.13 95.05 94.64 96.25 94.72
VGG19 95.66 94.22 94.80 96.90 95.39
Inception ResNet-v28 90.74 89.90 89.26 91.72 90.56
Xception 92.48 91.94 91.67 93.36 92.07
Proposed 99.04 98.96 98.45 99.18 98.81

Table 2: Performance analysis of testing evaluation.

Models Accuracy Precision Recall Specificity F-measure
VGG16 85.45 85.74 84.23 85.67 85.19
VGG19 87.90 87.50 86.06 88.72 86.09
Inception ResNet-v28 89.91 89.32 88.35 90.43 89.24
Xception 92.25 91.48 91.29 93.11 91.92
Proposed 95.42 95.02 95.13 96.34 94.83
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5. Conclusion

In this research, a DCNN based Inception-v3 DTL model
was proposed for classifying the ACL tear MRI images. )e
proposed model was executed in four stages. Data pre-
processing is the initial stage. After preprocessing, the next
stage is to extract the features of image and then to deliver
the features extracted into the model to train. )e trained
model was finally tested. )e dataset used in this work was
collected from the MRNet database. It is an open-access
database for the knee MRI dataset. A total of 1,370 knee MRI
images were used for evaluation. 70% of data (959 images)
were used for training and testing and 30% of data (411
images) were used in this model for performance evaluation.
)e proposed DCNN with the Inception-v3 DTL model was
assessed and correlated with existing deep learning models
like VGG16, VGG19, Xception, and Inception ResNet-v28.
)e performance metrics like accuracy, precision, recall,
specificity, and F-measure were evaluated to estimate the
performance analysis of the model. For every validation,
both training and testing results were evaluated and com-
pared.)emodel has obtained 99.04% training accuracy and
95.42% testing accuracy, which was 3.1% to 9.9% higher than
the other existing compared models in performance.

However, this model was proposed to classify the ACL tear
injuries from knee MRI images and has obtained better
results in validation. In the future, the proposed model can
be used to find any abnormalities present in various body
organs by using different datasets like a brain tumor, heart
disease, lung cancer, and so forth. )e performance can be
further increased by implementing a new deep transfer
learning model with better classification performance.
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Background. With the development of the Internet, people are facing greater pressure. People in modern society are facing the
threat of mental illness. For people with poor mental health, it is necessary to take an appropriate psychological intervention.
Nanxian dihuagu is not only a form of folk dance but also a collection of local people’s artistic wisdom. Now, Nanxian dihuagu
artists use network media to record it. Objective. Introduce the cultural connotation and value function of dihuagu dance in
Mingnan county. Methods. In this paper, literature and field survey methods, according to the logical analysis method of dance
point of view, a detailed analysis of multiculture, from the perspective of comprehensive academic research methods, explore the
value and cultural significance of dance. Results. (e Internet has promoted the exchange of local art and culture, and the effective
communication has been formed under the promotion of network media. But the Internet age has also led to some problems, and
psychological intervention can effectively improve the psychological problems caused by the network. Conclusions. In this paper,
the research process is not limited to the dance itself, at the same time, starting from the local folk customs, focusing on the analysis
of the significance and value function of dance culture, which provides a reference for the development and optimization of folk
customs. And through the analysis of Nanxian dihuagu, we can know more about the national culture and promote the de-
velopment of Chinese national culture.

1. Introduction

Nanxian dihuagu is a dance performance art with local
ethnic characteristics, which is usually held in the traditional
Lantern Festival, Spring Festival, wedding, and funeral. It is
formed on the basis of the original folk dance and folk
musical instruments while absorbing a variety of cultural
arts.(is kind of art is not only happy and beautiful in music
melody but also natural in dance action and full of rich
breath of life and unique artistic style, which is deeply loved
by people.

1.1. #e Origin and Development of Dihuagu in Nanxian
County. Nanxian dihuagu is a folk art invented by people
who work every day. It is close to people’s living conditions.
(is form of folk song and dance art inherits the living state

and shows people’s real living state by relying on the body
language recorded from generation to generation. (e in-
heritance and development of dihuagu in Nanxian County
have experienced more than 200 years, and its development
process can be roughly divided into five stages: the en-
lightenment period of the Jiaqing era of the Qing Dynasty,
the prosperity period from the Xianfeng era to the Tongzhi
era of the Qing Dynasty, the peak period from the early
Republic of China to the postliberation period, the decline
period from the Cultural Revolution to the end of the 20th
century, and the revival period in the new century.

1.2. Definition of Psychological Intervention. Psychological
intervention is based on psychological consultation and
cognitive psychology, using social psychology to design the
intervention process of mental health problems in detail so
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as to influence their action level (i.e., using specific methods)
and adjust their mental state in order to lead their mental
state to the expected target state.

Due to the increasing pressure of people’s lives and the
influence of various environmental factors, people under the
background of the modern network are often affected by
some bad emotions, thus damaging their mental health [1].
Timely psychological intervention can help to prevent
personal injury caused by excessive action, form correct self-
awareness and self-evaluation, promote communication
with the outside world, and improve the quality of life of
intervention objects. Taking into account the characteristics
of the Internet age, in previous studies, due to the lack of
expansion of art therapy methods such as Internet new
media and apps, people receiving treatment are vulnerable to
psychological intervention, and flower drum practitioners
can express their ideas more simply.

1.3. #e Influence of Psychological Intervention on the Dis-
semination of Rural Art and Culture. Rural art is a form of
artistic expression, and people can obtain the required network
information in a short time and pass on the network infor-
mation that psychological interveners want to convey to the
intervened objects in a convenient way [2]. Now, there are
some preliminary exploratory studies on the application of
psychotherapy suggestions on dihuagu. However, the research
is usually a one-way psychological intervention method, most
of which is to discuss the two-way interaction between the
psychological intervener and the object, without a detailed
discussion of the application of dihuagu in the psychological
intervention [3]. From the perspective of reception aesthetics,
artistic creation is a process in which the audience and the
author create a horizon according to their own psychological
understanding, which requires the interaction between them.
(ey can create the color, action, emotion, and other aspects of
spiritual communication in the process of interaction and
guide the next iteration of creation. In this process, their mental
state is constantly improved.

(e purpose of this study is to make a detailed theoretical
analysis of the psychological cognitive characteristics of
various groups and design the most suitable interactive
psychological intervention method for various groups [4].
Moreover, through the experiment of color, material, form
of expression, work content, and psychological intervention
effect of qualitative and quantitative analysis, it has certain
guiding significance for psychological intervention. On the
other hand, the use of interactive gradient has a very
practical significance for psychological intervention. It can
be directly used in the process of psychological diagnosis,
psychological consultation, and psychotherapy to effectively
and appropriately support the intervention objects to im-
prove their mental health indicators.

1.4. Cultural Communication of Dihuagu in Nanxian County
under the Background of Network. As a representative of the
traditional dance of the Han nationality in Hunan Province,
the dihuagu of Nanxian County has been inherited with
vivid performance forms and rich and varied songs, which is

a vivid portrayal of the culture of Nanxian County. In
Nanxian County, the protection of flower drum can activate
the national art, promote the development of national
culture, and build a harmonious socialist society [5]. First,
the flower drum ecosystem must be protected. In Nanxian
County, the living environment of Huagu was combined
with the natural environment to establish a complete eco-
logical protection area, which saved Huagu culture and
became a park to protect Huagu culture.

Fundamentally speaking, as intangible cultural heritage,
Nanhua drum dance reflects the collective life, thoughts,
feelings, and cultural spirit of the people in Nanxian County.
It is the crystallization of the wisdom and great spirit of the
people. (e content of its dance performance is a mirror of
the human spiritual lifestyle. It inherits a prosperous and
unique cultural spiritual home [6]. In different historical
periods, it has the most typical regional characteristics and is
the continuation of history. It reflects the world outlook and
living conditions of the people in Nanxian County, reflects
the collective spirit and action mode of the people in this
fertile land, and improves people’s understanding of vision
and lifestyle, so it has high historical value.

Nanxian dihuagu dance is the great spiritual and cultural
wealth of Nanxian people, the living fossil of local folk
culture, the crystallization of working people’s wisdom, and
the primitive cultural gene of Southwest China [7]. (e
protection and development of traditional ecological culture
can improve the cultural awareness of the whole society and
contribute to the recovery and development of culture, as
well as the planning and construction of cultural ecology.
(is dance reflects the way of thinking, aesthetic, and social
development of the Nanxian people and also reflects the
unique historical and cultural charm of this area, showing its
unique cultural value.

Nanxian dihuagu dance is a kind of Han nationality dance
with distinctive performance and rich songs. It has unique local
characteristics, unique dance art style, rich life taste, and deep
mass foundation [8]. At the Gutian Meeting in 1929, Comrade
Mao Zedong advised the Red Army soldiers to sing “flower
drum” and other recreational activities. Exploring, rescuing,
and protecting Huagu have played a certain role in promoting
national art, inheriting national culture, and building socialist
spiritual civilization.(e essence of Nanxian dihuagu culture is
reflected in Nanxian’s history, thoughts, habits, etiquette, ed-
ucation, production, and life. We should organize cultural
education, cultivate folk artists of Nanxian dihuagu dance, and
do our best to explore, rescue, and protect the ecological culture
of dance.

2. Methods

2.1. Participants. In order to better study the use of new
online media in Nanxian County, the author has carried out
preparations many times, taking the method of going to the
scene in person, going to Nanxian County, conducting
surveys on local residents, interviewing key figures, and
distributing questionnaires to a large number of residents.
Surveys and other methods to obtain a large number of
documents required information.
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2.2. Process. According to statistics, a total of 280 paper
questionnaires were distributed, and 270 were recovered.
According to statistics, Nanxian villagers posted 506
WeChat messages, including 92 students, 280 migrant
workers, 54 migrant workers, 42 fishery professionals, 18
pure farmers, and 20 businessmen. According to the
characteristics of the questionnaire, the coverage of this
questionnaire is wide enough.

2.3. Research Design. (e survey is analyzed and imple-
mented from four aspects. First of all, it is necessary to
understand the understanding of new online media in
Nanxian County and the daily use of new online media.
Second, it is necessary to understand the characteristics and
hotspots of new media users in the Nanxian network [9].
(ird, it is necessary to understand the new media users’
understanding of the dissemination of national traditional
culture. Fourth, it is necessary to understand the impact of
online new media users on national culture.

2.4. Data Analysis. SPSS16.0 and Amos 7.0 software were
used for data analysis. First, record the statistical ques-
tionnaire data, extract the data, and conduct statistical
analysis. (en, according to the results of questionnaire
statistics and statistical analysis, exploratory factor analysis
and confirmatory factor analysis were used to verify the
suitability and reliability of each measurement scale.

3. Results

3.1. Analysis of the Respondents’ Understanding of Dihuagu in
Nanxian County. According to Table 1, 96.6% of respon-
dents knew or did understand the traditional culture, while
only 3.40% did not know the traditional culture at all.
Generally speaking, the respondents have a high under-
standing of traditional culture, but some people do not fully
understand the traditional culture. (e results show that the
investigation content is comprehensive and reliable, which
may reflect the original intention of the investigation.

3.2. Descriptive Statistical Analysis on the Dissemination of
Rural Art and Culture. When establishing the influencing
factor model, the author assumes that the level of the
communication process and audience level have a certain
impact on the social level and verifies the correlation
through the correlation analysis between the influencing
factors [10]. Based on SPSS, the author analyzes the rela-
tionship among personal level, social level, and communi-
cation process level. From the data in Table 2, it can be seen
that personal concern is obviously related to other factors
except communication ability, and government policy at the
social level is significantly related to media technology at the
communication process level [11]. (e cultural environment
at the social level is significantly related to the media
technology and communication ability at the communica-
tion process level, and the media technology and commu-
nication ability at the communication process level at the

social level are also significantly related. (e results show
that there is an obvious correlation among personal level,
communication process level, and social level.

3.3. Time Distribution of Internet Use among Survey
Population. From the questionnaire, it can be seen that a total
of 515 people were surveyed. 196 people surf the Internet every
day, accounting for 38.74%. 138 people (27.2%) used the In-
ternet frequently. 156 people did not surf the Internet, ac-
counting for 30.83%. 16% of the elderly could not access the
Internet. Most of them can use the network independently.
(erefore, the new Internet media has played a positive role in
the popularization of Nanxian culture. Among them, 180
people use the Internet for 1–3 hours a day, accounting for
35.57%, 120 people for 3–5 hours, accounting for 23.7%, and
112 people for less than 1 hour, accounting for 22.3%. From the
data, young people use the Internet for a long time (Table 3).

3.4. Survey and Analysis on the Installation of Network Tools
among the Survey Population. With the use of mobile
phones at the same time, WeChat, QQ, Weibo, and many
other types of software were downloaded. WeChat, in
particular, can greatly promote people’s lives and bring
convenience to the communication between the two. In
addition, it is also an indispensable communication software
in production and life [12]. Among 446 people, 88.14% used
instant software, and 238 and 226 people used social net-
works and video websites, accounting for 47.04% and
44.66% of the total, respectively. Like TikTok, it is fun and
popular, and many young people love it. Because of the fast
pace of work, many people in Nanxian love it and help
Nanxian culture expand rapidly (As shown in Table 4).

3.5. Analysis of the Cognition of the Survey Population to the
Spread of Dihuagu Culture in Nanxian County. Of the 506
surveyed, 298 people barely know their own culture, ac-
counting for 58.89%. 162 people know their own culture,
especially Jienan county culture, accounting for 32.02%, and
only 9.09% of the people do not understand the culture of
Nanxian County. More than 90 percent of people know their
own culture. Of the 506 respondents, 354 responded to
spreading the culture of Nanxian County to other countries
through various forms of network, accounting for 69.96%
[13]. 152 people said their culture was not broadcast abroad,
accounting for 30.04 percent. (erefore, most people like to
inherit their own culture, which plays a positive role in the
popularization of Nanxian culture. Of the 534, 304 used
WeChat and TikTok, accounting for 85.88%, while 50 used
BBS to contribute only 14.25%. But WeChat is worth
mentioning. Because WeChat can send photos and videos
through moments, a large number of users from different
cultures have poured in, and WeChat has gradually pro-
moted cultural exchanges. (e details are shown in Table 5.

3.6. Analysis of the Types of Cultural Transmission of the
Investigation Population to the Drum Culture. About using
the new media channel of the network to spread Nanxian
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culture, 354 people know these methods, 294 people know
the method of using photos, accounting for 83.05%, and
270 people choose text communication, accounting for
76.27%. A total of 230 people chose video communication,
accounting for 63.97%, and 122 people chose audio
communication, accounting for 34.46%. Because of the
intuitive nature of the photos, the spread is relatively
simple and high speed, so the acceptance of netizens and
fans is relatively high [14]. (e best way to transmit is to
use language and photos. (e effect is better. (ere are
short videos with images and sounds in the videos. You
can also use music, especially wedding pictures. (e effect
is very beautiful. In the circle of friends, the relevant
videos and pictures were made public, which provided
great convenience for the popularization of Nanxian
culture (as shown in Table 6).

3.7.Analysis of RuralNetworkUseProblemsandPsychological
Intervention Needs. According to the survey data, people
with network psychological problems mainly use the net-
work to play games and chat to make friends, and the
proportion of playing games is the highest, accounting for
80%, andmaking friends accounts for 14.3%.(is shows that
people with psychological problems due to the Internet like
the entertainment function of the Internet [15]. On the
contrary, nonnetwork causes psychological problems. In
order to achieve the purpose of learning, people tend to use
the network to understand and obtain information. On the
other hand, the proportion of people who have psychological
problems due to the network and those who do not have
psychological problems is very high, which is worthy of
attention [16]. As shown in Table 7, playing games ranks first
among the people who have psychological problems, which
indicates that online games are an important factor causing
middle school students’ psychological problems on the
Internet.

4. Discussion

4.1. Strengthen the Innovation of Communication Means of
Dihuagu Culture in Nanxian County

4.1.1. New Style of Dance Vocabulary of Dihuagu in Nanxian
County. Nanxian dihuagu, as a folk dance, can be properly
and skillfully disassembled and reconstructed, which can not
only enrich the vocabulary of dance but also be theoretically
constructed for “poetry and painting.” In the process of
adaptation and innovation, we can start from the following
points.

First, perform the best combination of actions. On the
basis of traditional sports, change the original range of
movement, intensity, rhythm development, and innovation
[17]. On the basis of not changing the basic rhythm, it
produced a new dance vocabulary and expanded along the
trend to make it more emotional. For example, you can see
the combination of simple step and long step squat.

Secondly, break the fixed mode of thinking, and make
the dance more professional and artistic. According to the
characteristics of the performers, Nanxian dihuagu designs
dance movements, which can give full play to their

Table 1: Statistical results of respondents’ understanding of dihuagu in Nanxian County.

(e level of understanding of Nanxian dihuagu Frequency Percentage Effective percentage Cumulative percentage
Know very well 30 11.2 11.2 11.2
Have a certain understanding 228 85.4 85.4 96.6
Do not understand at all 9 3.4 3.4 100.0
Total 267 100.0 100.0

Table 2: Descriptive statistics on the dissemination of rural art and
culture.

Mean value Standard
deviation N

Interest 3.9 952 267
Government policy 4.03 975 267
Cultural environment 3.23 1.589 267
Network media content 3.61 1.246 267
Network media technology 3.58 1.258 267
Network communication talents 3.57 1.176 267

Table 3: Time distribution of the Internet use among survey
population.

Category item Number of people Proportion (%)
1–3 hours 180 35.57
3–5 hours 120 23.72
Less than 1 hour 112 22.13

Table 4: Questionnaire on the installation of Internet tools.

Category item Number of people Proportion (%)
Instant software 446 88.14
Social network 238 47.04
Video site 226 44.66

Table 5: (e cognition of the investigated people on the spread of
dihuagu culture in Nanxian County.

Category item Number of people Proportion (%)
Barely know 298 58.89
Special understanding 162 32.02
Do not understand 46 9.09

Table 6: Communication types of dihuagu culture among the
investigated people.

Category item Number of people Proportion (%)
Pictures and photos 294 83.05
Text spread 270 76.27
Video dissemination 230 63.97
Audio transmission 122 34.46
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respective advantages. (e props and movements used by
various roles of men and women can learn from each other,
strengthen the fluency of movements, and enrich the vo-
cabulary of dance [18]. For example, in traditional dance
performance, dance can fully demonstrate the lifestyle of
modern people. (e foot movement is more flexible, adding
a specific jump action. When dancing, the movements are
relaxed, broad, open, and smooth. In addition, acrobatic
movements such as “exploring the sea” and “front bridge”
were added to improve dance appreciation and professional
awareness [19]. Clowns can change the original dance
movements. We can give full play to the talents of the actors
and choose some specific skills and movements, such as
flying feet, rotating feet, sweeping feet, and turning upside
down so as to make the warm atmosphere of the scene
further rise and fully show the positive and optimistic spirit
of Nanxian people.

Finally, it can add luster to other arts. (e creative ideas,
processing means, and action design of dance are very in-
novative, which is the feeling of the current era, the pulse of
the times and the action after the processing of modern
dance vocabulary [20]. Today’s square dance has caused a
national fitness heatwave. It can selectively absorb the
popular modern dance, hip-hop dance, and square dance, as
well as the dance elements of teenagers, middle-aged, and
elderly people. With the feelings of modern people, we can
make the rhythm of original dance, combine simple
movements and famous popular songs, and combine them
closely with the modern life of young people [21]. Mix
modern elements to show the charm of new art. In order to
let people all over the country and even the world know this
art form, we must depend on the original taste of Nanxian
Dihua drum dance and get people’s attention through a
number of innovations.

4.1.2. Clever Use of Dihuagu Props and Lighting in Nanxian
County. (e use of beautiful dance composition, creating
beautiful movements, and strengthening the innovation of
small tools are helpful to strengthen the stage art perfor-
mance of Nanhua drum dance. Compared with the “Er Ren
Zhuan” in the northeast, the dance skills of Dihua drum
dance in Nanxian are insufficient; that is to say, there are few
“unique skills” [22]. Nanxian flower encouragers hope to
show excellent skills and stage performance and cannot be
satisfied with playing flower fans and other original per-
formance skills. In addition to handkerchiefs, flowers, wine
cups, chopsticks, umbrellas, and other small props, we must
also maximize the use of a variety of small props. For ex-
ample, in the handkerchief, the traditional flower fan dance

has only one simple “rotation” [23]. You can learn skills
from the northeast “Errenzhuan,” such as adding a hand-
kerchief around the shoulder and other physical activities to
perform. Because the Nanxian Wai drum can be used as
exaggerated dance props, it can expand the space of stage
performance, and the dance pictures will become more
overlapping.

Stage design enriches the role of dance, produces artistic
concepts, stimulates imagination, and improves the overall
charm of dance. For example, the accompaniment of Lang’s
seeing his sister in Gaopo is composed in accordance with
the local folk song Lang’s seeing his sister in Gaopo. It is just
that the sisters who wash clothes by the river become “sisters
who put clothes by the river” [24]. When performing on the
stage, using new multimedia technologies such as stage
lighting and scenery, the background of the stage becomes
the scene of lyrics, which fascinates the audience and directly
feels the beautiful feelings.

4.1.3. Innovation of Performance Program of Dihuagu in
Nanxian County. At the first Nanxian dihuagu Art Festival,
Yiyang Ziyang District Cultural Center’s “drag bench” and
so on can break Nanxian’s traditional dance performance
projects. In this program, the movement of dance elements
and the traditional Nanxian dihuagu movement are
retained, focusing on the details of the interaction between
the dancers and the clowns [25]. As a flower drum per-
formance, although the changes of dance modeling are
relatively scattered, the movements are consistent with the
rhythm of fixed music, and the whole is beautiful, neat, and
hierarchical. (e clown rolls forward from the bench,
mastering somersault and other skills, combining with the
characteristics of sports, adding a specific story performance
plot, setting special performance skills, making the scene
warm and the audience in a high mood, meeting the ex-
pression of modern people’s emotion, temperament, spirit,
and sense of rhythm to the greatest extent, and meeting the
aesthetic psychology and needs of modern people [26].

Nanxian dihuagu dance can be transformed into a family
comedy stage, creating new scripts and beautiful songs. (e
traditional dihuagu dance can be integrated into family
comedy, and the accompaniment music can be integrated
into chorus or Male Solo and female lead singing. Various
dance segments, such as group dance and double dance, are
added to enhance the artistic charm and stage performance
of Nanxian dihuagu dance by using multimedia technologies
such as stage space layout, original configuration, stage
lighting, and scenery [27].

Table 7: Questionnaire of psychological problems in the process of rural network use.

(ere is no need for psychological intervention Need psychological intervention x P
Play online games 85 (16.2%) 28 (80%)
Audiovisual entertainment 162 (30.8%) 2 (5.7%)
Chat and make friends 114 (21.7%) 5 (14.3%) 85.286 0
Network information search 98 (18.6%) 0
Learning and knowledge 67 (12.7%) 0
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All the traditional dance projects of the Nanhua drum in
Nanxian County need to be sorted out and maintained. For
those that are still preserved, they should be selectively
absorbed by all means of criticism and modernization and
optimized in combination with modern aesthetics. It can
adjust and transform the original music songs and move-
ments and create new dance works [28]. Only in this way can
we maintain the original vitality of the dance and inherit the
traditional art of the country.

We should comprehensively study the contents and
forms of flower drum and folk art in different times, regions,
and styles, learn the advantages of others, make up for our
own weaknesses, absorb the essence, eliminate the bad
content, and optimize and improve them in the largest scope
[29]. Although the content has changed, the essence remains
unchanged. (e function of dihuagu dance in Xinnan
county still maintains the excellent characteristics of tra-
ditional culture, reflects the cultural connotation of the
nation, and can adapt to the modern aesthetic and promote
the development of modern culture.

4.2. Strengthen the Construction of Network Media Tools and
Talent Quality in Rural Art Communication. With the de-
velopment and application of network, human society takes
knowledge and network information as the main resources
to participate in the construction of a network information
society. In the network information society, the relevant
talents of Nanhua drum can not only learn multimedia
technology and computer network technology and other
professional skills but also face a large number of pieces of
network information, know how to effectively obtain and
identify network information, process network information,
express network information creatively, and send network
information [30]. Facing the severe challenges brought by
the network information age, it is a new historical mission
for modern educators to teach students to acquire, evaluate,
and apply network information.

4.2.1. Cultivate Network Information Retrieval Skills of
Talents Related to Dihuagu in Nanxian County. Before the
emergence of the network, the network information retrieval
skills mainly refer to the library information retrieval skills
for the relevant talents of Nanxian dihuagu University, but
now the network environment contains more important
network information retrieval skills. (is paper mainly in-
troduces the network information retrieval skills under the
network environment.

Network information is very rich in content and form,
including politics, economy, sports, entertainment, medical
care, education, science, and technology, mainly including
color photos, text, audio, and video. Faced with the vast
amount of network information, if we do not have the ability
to search for network information resources, we will not
only be unable to obtain effective network information, but
also consume a lot of precious time [31]. Many talents as-
sociated with dihuagu in Nanxian originally intended to use
the network to obtain learning resources, but in the face of
many network connections, they did not know how to

choose and finally turned their attention to other pieces of
external network information; the loss exceeded the gain.
(erefore, for educators, it is particularly important to
cultivate talents related to Nanhua drum network infor-
mation retrieval skills. In the network environment, the
forms of network information retrieval include search en-
gine and electronic database. Educators should not only
teach students how to use search engines and electronic
databases to obtain network information methods and skills
but also let students quickly and effectively obtain the
necessary network information.

4.2.2. Cultivate Network Information Evaluation Skills of
Talents Related to Dihuagu in Nanxian County.
Although the network information on the network is rich but
complex, there are also a large number of pieces of unfiltered
fake network information and pornographic network infor-
mation [32]. Educators teach students to evaluate the reliability,
appropriateness, and correctness of network information from
the collected network information so as to prevent students
from indulging in the virtual world. Students need to use critical
thinking to evaluate these pieces of network information so as to
avoid losing the sense of active participation or forming the
character of indifference, isolation and lack of responsibility.

4.2.3. Cultivate Network Information Application Skills of
Talents Related to Dihuagu in Nanxian County. (e cog-
nitive impairment caused by the Internet has sounded the
alarm for educators. (erefore, education should not only let
students understand the ability to obtain and evaluate network
information but also creatively apply network information.
Facing the network information, students cannot use it for their
own purposes. Educatorsmust guide students to reorganize the
network information and combine the new network infor-
mation with the original knowledge background. Students can
use the network information reasonably and effectively, instead
of being subordinate to the network information, and can
become masters, so as to creatively construct the network
information system owned by students.

In the process of cultivating students’ network infor-
mation literacy ability, educators should not put it in the
priority of classroom education but should combine it with
daily education. Let students develop excellent network
information literacy ability unconsciously. In addition,
considering the poor level of network dependence, in order
to use and rationalize the network as a tool, the relevant
talents of Nanhuagu need to introduce network information
literacy education in the freshman year.

4.3. Reduce the Problems in the Process of Network Culture
Communication through Psychological Intervention. (e
implementation of psychological intervention is to analyze
the causes of psychological problems and formulate the
exercise plan related to the success or failure of intervention.
(e causes of psychological problems caused by the Internet
are quite different, and the people who have psychological
problems seek different satisfaction on the Internet. Some
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people want to seek new stimulation on the Internet, some
want to make more friends through the Internet, some want
to reflect their own values, and some want to ease the
pressure of reality through the Internet. Sports are also very
rich and can provide athletes satisfaction, which is not the
same. In order to interfere with the psychological problems
caused by the Internet, we use the conditional emotional
response to intervene, specifically analyze the specific causes
caused by psychological problems, suggest the intensity of
exercise, and formulate a specific intervention plan. It is
suggested that the conditional emotional response inter-
vention method should be used in the temporary im-
provement of psychological problems caused by the network
in Nanxian County, and the necessary and appropriate
differential treatment should be carried out.

4.3.1. #e Psychological Problems Caused by the Internet Can
Be Divided into Mild, Moderate, and Severe Psychological
Problems. According to the research results, the interven-
tion effect of a conditional effective response is better than
that of moderate network psychological problems for mild
network psychological problems. It is suggested that in-
tervention should be carried out at the beginning of the
problem. Even if there are no psychological problems,
colorful sports activities and games will also be used to
enrich students’ spare time life. On the other hand, it also
reduces the students’ time using the Internet and the bad
behaviors caused by the psychological problems caused by
the Internet.

4.3.2. Suggestions on Adjusting the Psychological Problems of
Network Culture Communicators through Psychological
Intervention. Considering that the change of action needs a
long-term accumulation process, we need to use the con-
ditional emotional response intervention method to im-
prove the psychological problems of talents in the Nanhua
drum for a short time. (e content of training needs to be
adjusted according to the degree, reason, and interest caused
by the network.

Nanxian dihuagu related talents have psychological
problems due to network reasons; most of them have serious
negative self-knowledge, often think that they cannot do it
and give up, considering that they have been used to self-
verification, or blame the failure caused by some factors on
their own failure, and verify that they cannot do it. In order
to temporarily improve the psychological problems caused
by the Internet, it is suggested to use the conditional
emotional response intervention method, and they can
doubt their ability. However, please do not let them have
absolutely impossible reasons, and only give them a chance
to self-verify.

In the experimental study, if we consider that the sub-
jects may change their physical and mental states due to
training or other factors, we need to use the conditional
emotional response intervention method to temporarily
correct the psychological problems caused by network tal-
ents. Grasp the feedback information of the test object at any
time, understand the physical and mental state of the test

object, and formulate, adjust, and implement a timely,
scientific, reasonable, and flexible intervention plan
according to the feedback network information of the test
object.

Considering the important intervention effect of this
experimental study, it is suggested that it is necessary to use
the conditional emotional response intervention method to
temporarily correct the psychological problems caused by
the talent network of dihuagu in Nanxian County.
According to the actual situation of different individuals,
different periods, and different stages, we should appro-
priately choose the content and time arrangement of this
experimental study.

4.4.#e Influence ofNetworkNewMediaon theDissemination
of Rural Art and Culture in Nanxian County

4.4.1. #e Network New Media Has Expanded the Dissemi-
nation Scope of Nanxian Culture. Nanxian people want to
promote fish skin painting and other products, basically
through radio and television teaching, not only spending time
and labor but also spending a lot of money. As we all know,
the advertising price on TV is very high, the economic burden
of the people in Nanxian County has increased greatly, the
product price has risen, and the sales volume has decreased
greatly. (rough the new media on the Internet, all problems
can be solved simply. In the traditional way of communi-
cation, there are also people communicating with each other,
but this way of communication has fewer people to under-
stand, less influence, high cost, heavy economic burden, and
high product cost. After adding new online media, you only
need to take photos and videos through your mobile phone,
add appropriate instructions, set up a web page, publish
Weibo and WeChat, or use a social network platform, which
can be seen by a large number of people. Moreover, the people
of Nanxian County can record the life of the people of
Nanxian County for the first time, anytime and anywhere, and
they can also sell their own products. We all know the im-
portance of smartphones in real life, which can be applied to
all aspects of life. Now, people’s communication completely
depends on mobile phones, which is very convenient.
(rough QQ andWeChat, it is more convenient for people to
communicate with each other and spread network infor-
mation faster. At the same time, the network can connect the
whole world, and the space distance between the whole Earth
is reduced. With the help of network technology, network
new media is moving towards a higher, faster, and stronger
direction. (e two combinations combine perfectly. As the
popularization speed and scope of network information have
been greatly improved, Nanxian County has ushered in a
good development opportunity. (erefore, the emergence of
new network media provides great convenience for the dis-
semination of Nanxian culture.

4.4.2. #e Network New Media Has Promoted the Dissemi-
nation Speed of Nanxian Culture. (e new network media is
very convenient, and now, everyone has a mobile phone, no
matter when and where all parts of life can be recorded. (e
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Wurigong meeting of Nanxian County will be held in
Zhangjiakou. It is a comprehensive meeting, including re-
ligious belief, sports performance, clothing display, food
feast, national song, and dance. (e people of Nanxian
County are singing and dancing, very lively. People who are
not in Zhangjiakou cannot see it on the spot, but in the new
media on the Internet, Nanxian culture lovers can enjoy this
grand banquet by forwarding the videos, sounds, and photos
of mobile phone videos to the Internet. (e audience looked
at Nanxian County from different perspectives. (e grand
event was displayed in an all-round way, achieving a good
viewing effect and meeting the strong curiosity of the masses
and Nanxian cultural lovers. Spreading to the outside world
through the new media on the Internet is not only an
important channel but also a window for the outside world
to understand Nanxian. Nowadays, many ethnic minorities
use the newmedia on the Internet to introduce their national
habits and works of art. It provides an excellent platform for
the display of minority culture, the interweaving and col-
lision of various cultures, and the integration and exchange
of various cultures. It greatly promotes the exchange and
cooperation of national culture and constantly innovates
and develops national culture. All these are the benefits of
new media on the Internet to cultural development.

4.4.3. #e Network New Media Has Widened the Digital
Channel of Cultural Communication in Nanxian County.
(e so-called digitization means that, with the development of
science and technology, computers can convert multiple sound
signals, image signals, and other signals into digital signals.
Compared with the analog signal, the digital signal has made
great progress. It can transform numerous complex network
information into binary digital code or data format and process
multiple sound and image signals on a computer. Due to the
existence of a large number of computer storage devices, it is
very important for the digitization of Nanxian culture. (is
means that the national culture can always record the life of the
people in Nanxian County and keep many beautiful things,
regardless of regional and time restrictions. At the same time,
the Nanxian people’s marriage habits and other digital forms
can also be promoted.(is kind of record not only records the
grand wedding on the wedding day but also records the
preparations before marriage, including how to worship an-
cestors and the details ofmarried life. It can record all the things
about marriage habits from a complete perspective, and it can
be spread on the Internet through video. (e masses and
Nanxian culture lovers can turn on their computers at any
time, and they can find pictures and videos of marriage in
Nanxian County without time and place restrictions. Such a
media digital platform has created many favorable conditions
for the continuous inheritance and rapid popularization of
Nanxian culture. On the other hand, this network is widely
used to shorten the Earth space distance and can spread in-
formation to any place on the Earth.

5. Conclusion

(e basic conclusion of this study is that the Internet era
must inherit excellent local traditional culture. (is paper
adopts the method of literature analysis and visiting survey,
starting from the characteristics of rural art, carries out a
detailed analysis of multiculturalism, and discusses the value
and cultural significance of dance from the perspective of
comprehensive academic research methods. (is is not only
a requirement of the Internet age but also because the local
tradition contains the cultural truth of human existence.(e
culture of the Internet age is not imagined but produced at
historic moments according to local traditions. Culture is
not a rootless tree. Local tradition is the root of culture in the
Internet age, providing valuable cultural resources for cul-
tural construction and development in the Internet age. In
the Internet age, people’s cultural behavior is bound to be
restricted by traditional culture. In the Internet age, people
realize the urgency and importance of inheriting the ex-
cellent traditional Chinese culture. It is imperative to build
the cultural spirit of the Internet age, and traditional regional
culture cannot be fully absorbed. Guided by the materialist
dialectics of Marxism and the methodology of seeking truth
from facts, we must earnestly study and analyze the excellent
cultural essence of local traditions, inherit the reasonable
and beneficial culture of local traditions, and improve
people’s overall cultural level.
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Background. It has been known that there are microecology disorders during lung cancer development. *eoretically, intra-
tumoral microbiota (ITM) can impact the lung cancer (LC) survival and treatment efficacy. *is study conducted a follow-up
investigation of non-small cell lung cancer (NSCLC) patients without lung infection to prove whether ITM indeed impacts the
first-line treatment efficacy and survival.Methods. We enrolled all patients diagnosed with NSCLC in our department from 2017 to
2019, whose tumor samples were available (through surgery or biopsy) and sent for pathogen-targeted sequencing. All patients
received the first-line treatment according to the individual situation. In the short term, the efficacy of the first-line treatment was
recorded. During the follow-up, the survival status, progress events, and overall survival (OS) period were recorded if a patient was
contacted. Results. Firstly, 53 patients were included, and our following analysis focused on the stage III and stage IV cases with
ADC, SCC, or ASC tumors (47 cases). Several bacteria are associated with the LC status and progression, including N stages,
metastasis sites, epidermal growth factor receptor (EGFR) mutation, first-line outcome, and later survival. *e risk bacteria
include Serratia marcescens, Actinomyces neesii, Enterobacter cloacae, and Haemophilus parainfluenzae; and the protective
(against LC development and progression) ones include Staphylococcus haemolyticus and Streptococcus crista. In the logistic
regression, the two-year survival can be predicted using the results of four bacteria (Haemophilus parainfluenzae, Serratia
marcescens, Acinetobacter jungii, and Streptococcus constellation), with an accuracy rate of 90.7%. Conclusion. ITM have links to
malignancy, EGFR mutation, first-line outcome, and survival of NSCLC. Our results implied the potential anti-NSCLC activity of
antibiotics when used reasonably. It is still necessary to deepen the understanding of the characteristics of ITM and its interactions
with NSCLC tumors and the immune cells, which is significant in individualized approaches to the LC treatment.

1. Introduction

Lung cancer (LC), especially non-small cell lung cancer
(NSCLC), is one of the primary causes of global death.
Traditionally, the carcinogenic factors of LC mainly include
genetic factors and environmental factors. In recent years, it
has been realized that microbial flora possibly impacts LC
development [1]. *e role of the microbiome has become
increasingly clear, and variation of the microecology has
been noticed in LC patients [2]; different clinicopathologies
may be related to different conditions of the lung microbiota
(LM) [3]. LM is also involved in LC onset and malignant

progression. Understanding the diverse contributions of the
bacterial microbiota to carcinogenesis is of great importance
in LC diagnosis and treatment. Currently, studies do not
distinguish LC cases with or without lung infection (LI).
Bacterial and viral infections had influence on the patients’
prognosis, affecting the immune system and impairing the
outcome of anticancer treatments [4]. *ese cases have two
major diseases, and the situation should be more compli-
cated than LC alone. For patients free of LI, the features of
tumor-associated microbiota are particularly informative in
the investigation of tumorigenesis driven by LM. Addi-
tionally, published studies concerning the intratumoral
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microbiota (ITM) mainly focused on the basal clinical
characteristics. *eoretically, IMTmay impact the immune
response and inhibit the treatment efficacy. So far, these
factors and consequences are poorly understood in LC. It is
reasonable to evaluate whether these interactions can impact
the LC survival and treatment efficacy. However, very
limited studies have analyzed the prognosis and investigated
these potential influences induced by ITM.

Here, we conducted this 5-year follow-up study of
NSCLC patients without respiratory infection and proved
that ITM indeed impacts the first-line treatment efficacy and
survival, which will show the potential anti-NSCLC activity
of antibiotics. It is still necessary to deepen the under-
standing of the characteristics of ITM and its interactions
with NSCLC tumors and the immune cells, which is sig-
nificant in individualized approaches to the LC treatment.

2. Materials and Methods

2.1. Patients. We enrolled all patients diagnosed NSCLC in
our department since 2017, whose tumor samples were
available (through surgery or biopsy) and sent for pathogen-
targeted sequencing. *e inclusion criteria are as follows: (1)
patients diagnosed with lung cancer, including adenocar-
cinoma (ADC), squamous cell carcinoma (SCC), and ade-
nosquamous carcinoma (ASC) and (2) patients with the
basic demographic information and tumor characteristics.
*e exclusion criteria are as follows: (1) patients diagnosed
with a definite respiratory infection and other system dis-
ease. *e smoking history and average number of cigarettes
smoked every year were acquired. *e EGFR and TP53
mutation features were extracted from the electronic
medical record system. In addition, 5 μmparaffin-embedded
tumor-tissue sections were prepared, and the PD-L1 ex-
pression in the immunohistochemistry analysis was ac-
quired from the Department of Pathology. All patients
received the first-line treatment according to an individual
situation. In the short term, the efficacy of the first-line
treatment was recorded. During the follow-up (at most 5
years), the survival status, progress events, progression-free
survival (PFS), and overall survival (OS) period were
recorded if a patient was contacted.

2.2. Targeted Sequencing of Intratumoral Microbiota (ITM).
We used all the collected tumor samples to perform the
pathogen-targeted sequencing. *e sequencing process was
performed in the Pathogeno One Pan-Infectious Pathogen
high-throughput sequencing system by Shanghai Bingyuan
Medical Technology Co. *e report of each patient was
acquired and documented in the dataset. For each known
pathogenic microorganism, two fields were used for analysis:
the reads of known bacteria and the presence of each
microorganism.

2.3. Outcome Measures. 53 patients were included, and 47
cases were followed for analysis.

*e risk bacteria include Serratia marcescens, Actino-
myces neesii, Enterobacter cloacae, and Haemophilus

parainfluenzae; the protective (against LC development and
progression) ones include Staphylococcus haemolyticus and
Streptococcus crista.

2.4. Statistical Analysis. *e data are expressed as numbers
with proportions (%), mean with SD, or median with 95%
confidence interval (CI). *e differences in values derived
from categorical variables were compared using the chi-
squared test. One-way ANOVA was used for three or four
groups. Overall survival (OS) in relation to the bacterial
result was evaluated by Kaplan–Meier survival curve and
log-rank test. *e Cox proportional hazard model was also
used to discover the potential risk of the relationship be-
tweenmultiple factors and the overall postoperative survival.
Statistically significant prognostic factors identified by
univariate analysis were further included in the multivariate
analysis. A P value <0.05 was considered statistically
significant.

3. Results

3.1. Clinical Characteristics of Enrolled NSCLC Patients.
Firstly, 53 patients were included, and the clinical features
are presented in Table 1. *ere were 38 (71.7%) males and
15 (28.3%) females. About 40% of patients were smokers.
*ere were 25 (47.2%) stage III and 25 (47.2%) stage IV
cases. Only three patients were in stage I or II. *e

Table 1: Clinical characteristics of NSCLC patients.

Characteristics Case
number %

Total cases 53 100

Gender Male 38 71.7
Female 15 28.3

Smoking history
Never smoking 21 39.6

Smoking 31 58.5
Smoking quitted 1 1.9

Major stage

I 1 1.9
II 2 3.8
III 25 47.2
IV 25 47.2

Pathological type

ADC 26 49.1
SCC 21 39.6
ASC 3 5.7
Others 3 5.7

PD-L1 positive 13 24.5
EGFR mutation 12 22.6

Metastasis

Mediastinal lymph
nodes 11 20.8

Lung 11 20.8
Bone 10 18.9
Liver 7 13.2
Brain 6 11.3
Pleura 3 5.7
N Mean SD

Age (years) 53 66.08 8.786
Cigarettes per
year 53 385.85 436.813
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pathological types were as follows: the numbers for ad-
enocarcinoma (ADC), squamous cell carcinoma (SCC),
and adenosquamous carcinoma (ASC) were 26 (49.1%), 21
(39.6%), and 3 (5.7%), respectively. Besides, there were
three cases of other types, including two poorly differ-
entiated carcinomas and one large cell lung cancer. *e
main metastasis sites were mediastinal lymph nodes, lung,
bone, liver, and brain.

3.2. Association between Intratumoral Microbiota (ITM) and
Disease Characteristics. Given there were only three stage-
I/II cases, and only three cases had the other pathological
types (including poorly differentiated carcinoma and large
cell lung cancer), our following analysis focused on the
stage III and stage IV cases with ADC, SCC, or ASC
tumors (47 cases). If some microbiota had no more than
four positive cases, the results might be unreliable.
*erefore, those microbiota results with rare cases were
culled from the raw data. First, the association between the
microbiota and the pathological type was probed. Among
ADC, SCC, and ASC, the ASC tumors had a higher
abundance of Serratia marcescens (2.67 ± 4.619 counts)
versus ADC (0.27 ± 0.962 counts, P< 0.05) and SCC (0
counts, P< 0.05). However, the case number of ASC was
three, and this conclusion is still to be verified. Next, there
was no association between ITM and the major stage (T
stage and M stage). But for N stages, among N0 to N3, we
noticed different features in the presence of Actinomyces
neesii and Haemophilus (Table 2). *ese two bacteria were
negatively related to the metastasis in the lymph node
(P< 0.01). Next, the main metastasis organs/tissues (in-
cluding mediastinal lymph nodes, lung, bone, liver, brain,
and pleura) showed noticeable association with the ITM.
Tumors with Serratia marcescens were more likely to
develop brain metastasis (P< 0.01, Table 3), and those
with Enterobacter cloacae were more likely to develop
metastases to the mediastinal lymph node (P< 0.05, Ta-
ble 3). Moreover, for the first time, we noticed that ITM
can link to the EGFR mutation (Table 4). For example,
EGFR mutation was negatively related to Haemophilus
parainfluenzae (P< 0.05) but positively with Serratia
marcescens (P< 0.01). Furthermore, Acinetobacter jungii
was positively correlated with PD-L1 expression (PD-L1
positive/negative � 4/8) in Acinetobacter jungii-positive
cases, in comparison with 7/41 in Acinetobacter jungii-
negative cases, (chi-square � 4.168, P � 0.041). Collec-
tively, ITM is notably associated with disease character-
istics of NSCLC.

3.3. Association between ITM and the First-Line Treatment
Outcomes. Next, we evaluated whether ITM may impact
the efficacy of first-line treatments (targeted therapy or
chemotherapy). Also, only stage III and IV cases were
analyzed. Overall, there is no association between ITM
and the response to the first-line treatment. However, in
the hierarchical analysis, we noticed that the presence of
Haemophilus parainfluenzae was negatively correlated
with response to the first-line treatment for stage IV

patients (Table 5). *e patients with intratumoral Hae-
mophilus parainfluenzae had a poorer control rate (3/6 vs
18/19).

3.4. Association between ITMand Survival. Initially, we used
the Kaplan–Meier method to evaluate the association be-
tween ITM and survival in stages III and IV. If any case, the
number of the ITM/target event (progressed or death)
double-positive set was not more than two, this index was
omitted. Similar to the response to the first-line treatment
outcomes, the presence of Haemophilus parainfluenzae was
related to the poorer PFS of stage IV patients (Table 6 and
Figure 1(a)). When stage III and IV cases were pooled to-
gether, we found that Staphylococcus haemolyticus infection
was linked to the longer PFS (Table 7 and Figure 1(b)).
Meanwhile, for pooled cases (stage III and IV), Serratia
marcescens was related to better OS (Table 8 and Figure 1(c))

Table 2: Association between ITM and N stages.

Bacteria N0 N1 N2 N3 Chi-square P value

Actinomyces neesii − 0 1 28 8 18.875 <0.001+ 1 1 1 0

Haemophilus − 0 2 25 8 8.473 0.037+ 1 0 4 0

Table 3: Association between ITM and metastasis sites.

Bacteria No Yes Chi-square P value
Brain

Serratia marcescens − 39 4 8.136 0.004+ 1 2
Mediastinal lymph node

Enterobacter cloacae − 36 6 6.031 0.014+ 2 3

Table 4: Association between ITM and EGFR mutation.

Bacteria WT Mutant Chi-
square P value

Haemophilus
parainfluenzae

− 24 12 4.924 0.026+ 11 0

Serratia marcescens − 34 9 9.093 0.003+ 0 3

Table 5: Association between Haemophilus parainfluenzae and the
first-line outcome in stage IV.

Bacteria PD SD PR Chi-
square P value

Haemophilus
parainfluenzae

− 1 10 8 6.877 0.032+ 3 2 1

Table 6: Association between Haemophilus parainfluenzae and the
PFS in stage IV.

Outcome Median 95% CI Log-rank chi-
square P value

− 7 months 4.891 9.109 3.940 0.047+ 4 months 1.600 6.400
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and the presence of Haemophilus parainfluenzae was related
to the poorer OS (Table 9 and Figure 1(d)). Also, the Cox
regression analysis (using the Enter model) showed that,
besides Staphylococcus haemolyticus, Streptococcus crista is
also associated with better PFS (Table 10). On the contrary,
Haemophilus parainfluenzae and Corynebacterium jergeri

were two risk factors for OS (Table 11). Finally, in the logistic
regression model, the two-year survival was predicted (for
stage III or IV patients with ADC, SCC, or ASC), using the
following seven variables: age, major stage, pathological
type, and the results of four bacteria (Haemophilus para-
influenzae, Serratia marcescens, Acinetobacter jungii, and
Streptococcus constellation). *e variables and their contri-
bution are listed in Table 12. Using this regression, the
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Figure 1: *e association between intratumoral microbiota and survival in stage III and IV non-small cell lung cancer patients using the
Kaplan–Meier method. (a) *e presence of Haemophilus parainfluenzae was related to poorer PFS (only for stage IV patients).
(b) Staphylococcus haemolyticus infection was linked to longer progression-free survival (PFS). (c) Serratia marcescens was related to better
overall survival (OS). (d) Haemophilus parainfluenzae was related to poorer OS.

Table 7: Association between Staphylococcus haemolyticus and the
PFS.

Outcome Median 95% CI Log-rank chi-
square

P

value
− 7 months 6.102 7.898

5.887 0.015+ Not
reached

Table 8: Association between Serratia marcescens and the OS.

Outcome Median 95% CI Log-rank chi-
square

P

value

−
18

months 15.107 20.893 6.995 0.008
+ 49 N.A. N.A.
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predicted results (at the cutoff value 0.5) are as follows: 31
true-negative cases, 1 false-positive case, 3 false-negative
cases, and 8 true-positive cases (with an accuracy rate of
90.7%).

4. Discussion

It has been recognized that LC has non-negligible links to
pathogenic microorganisms, such as Haemophilus influen-
zae, Moraxella catarrhalis, Granulicatella, Abiotrophia,
Streptococcus, and Mycobacterium tuberculosis [5–8]. With
the development of sequencing technology, their relation-
ships have been increasingly clear. However, there are still
problems to be solved. One of the most important questions
is whether and how ITM affect the treatment and prognosis
of lung cancer. We here innovatively observed the link
between ITM and disease characteristics and combined the
results of ITM to construct a prognostic model. Overall,
several bacteria are associated with the LC status and pro-
gression, including N stages, metastasis sites, EGFR muta-
tion, first-line outcome, and later survival. Seemingly, the
risk bacteria include Serratia marcescens, Actinomyces neesii,
Enterobacter cloacae, and Haemophilus parainfluenzae; and
the protective (against LC development and progression)
ones include Staphylococcus haemolyticus and Streptococcus
crista. So far, all the abovementioned associations were
highly novel findings, so supporting evidence are limited.

Haemophilus parainfluenzae has been regarded as an in-
dicator of LM changes triggered by preoperative prophylaxis
in LC patients [9]. It was observed in 43.3% to 63.3% cases of
LC patients [9], and it is reasonable to believe that this
bacterium is a cancer-promoting strain. Interestingly, there
are also some seemingly unsupportive evidence. For ex-
ample, prodigiosin is a secondary metabolite, isolated from a
culture of Serratia marcescens. It induces LC apoptosis in
both caspase-dependent and caspase-independent pathways
[10]. It is still early to tell whether Serratia marcescens has a
driving or suppressive effect on LC. However, based on
Table 3, if Serratia marcescens drives LC progression, a
possible pathway is metastasis in the brain. Similarly, as
shown in Table 2, the reason for the driving effect by Acti-
nomyces neesii may be due to the promotion of lymph node
metastasis. Also, Haemophilus parainfluenzae, as a risk factor
to survival, may promote the EGFR-WT carcinomas but not
EGFR mutant ones, and these cases cannot be treated by
targeted TKIs, which is a possible reason for the poor survival.

*e mechanisms underlying the impact of ITM on
survival may include the following and various aspects. First,

Table 9: Association between Haemophilus parainfluenzae and the
OS.

Outcome Median 95% CI Log-rank chi-
square

P

value

−
20

months 18.676 21.324
4.933 0.026

+ 14
months 5.368 22.632

Table 10: Cox regression analysis of PFS based on IMT results.

Bacteria B Wald P value Exp
(B)

Enterococcus −0.199 0.131 0.717 0.820
Streptococcus crista −1.216 3.951 0.047∗ 0.297
Acinetobacter jungii 0.380 0.379 0.538 1.462
Aerococcus light green 0.115 0.041 0.840 1.121
Staphylococcus haemolyticus −2.588 5.715 0.017∗ 0.075
Haemophilus haemolyticus 0.267 0.209 0.648 1.306
Actinomyces neesii 0.643 0.696 0.404 1.901
Corynebacterium
pseudodiphtheriae 0.468 0.614 0.433 1.596

Streptococcus constellation 0.217 0.091 0.762 1.242
Streptococcus pneumoniae 0.102 0.048 0.827 1.107
Haemophilus parainfluenzae 0.966 2.681 0.102 2.627
Prevotella II 0.460 0.497 0.481 1.584
Haemophilus influenzae 0.463 0.502 0.479 1.589
Haemophilus 0.018 0.001 0.978 1.018
Corynebacterium jergeri 0.450 0.612 0.434 1.569
Enterobacter cloacae −1.070 2.556 0.110 0.343
Serratia marcescens −0.881 1.410 0.235 0.415

Table 11: Cox regression analysis of OS based on IMT results.

Bacteria B Wald P value Exp
(B)

Enterococcus 0.161 0.079 0.778 1.175
Streptococcus crista −1.592 4.151 0.042∗ 0.203
Acinetobacter jungii 0.042 0.005 0.946 1.043
Aerococcus light green −0.670 0.962 0.327 0.512
Staphylococcus haemolyticus −13.925 0.002 0.964 0.000
Haemophilus haemolyticus 0.974 2.297 0.130 2.649
Actinomyces neesii −0.725 0.741 0.389 0.484
Corynebacterium
pseudodiphtheriae 0.973 1.644 0.200 2.646

Streptococcus constellation −0.776 0.816 0.366 0.460
Streptococcus pneumoniae −0.777 1.980 0.159 0.460
Haemophilus parainfluenzae 1.396 4.771 0.029∗ 4.038
Prevotella II 0.092 0.015 0.904 1.096
Haemophilus influenzae −0.527 0.377 0.539 0.590
Haemophilus 0.278 0.130 0.718 1.320
Corynebacterium jergeri 1.997 6.086 0.014∗ 7.366
Enterobacter cloacae −0.799 1.629 0.202 0.450
Serratia marcescens −13.556 0.003 0.960 0.000

Table 12: Logistic regression analysis of 2-year survival based on
general information and IMT results.

Variables B Wald P value Exp (B)
Age −0.189 2.512 0.113 0.827
Major stage −1.118 0.513 0.474 0.327
Pathological type 0.000 1.000
ADC −21.501 0.000 0.998 0.000
SCC −19.736 0.000 0.999 0.000
ASC −20.288 0.000 0.999 0.000
Haemophilus
parainfluenzae −0.049 0.001 0.974 0.952

Serratia marcescens 41.742 0.000 0.999 1.3∗10∧18
Acinetobacter jungii 0.336 0.029 0.864 2.1∗10∧9
Streptococcus constellation 19.164 0.000 0.998 2.1∗10∧8

Journal of Healthcare Engineering 5



ITM (as well as bacteria outside the tumor) may drive
carcinogenesis directly. It is estimated that 20% of cancers
are caused by infectious agents [11]. *e dysbiosis of some
carcinogenic microbiomes causes direct DNA damage and
inflammation [12]. Moreover, inflammation triggered by
microbial dysregulation can largely impact invasion and
angiogenesis, which significantly drives the malignant
progression. Known targets of microbiome-induced in-
flammation include TLRs, NF-ĸB, and STAT3 [13–15].
*ese direct effects exerted by microbes are highly possibly
carcinogenic. Also, there are some indirect mechanisms. For
example, through modulation of immune response, the
response to treatment and prognosis can be influenced.
Besides, the inflammatory effect triggered by IMTs, their
inhibitive effects on the immune system can also play an
essential role [12]. At least partially, ITM can result in the
exhaustion of immune cells, and they inhibit antitumor
immunity together with the tumor cells. For example, they
may exert suppress NK cells [16]. However, given the di-
gestive tract has more abundant flora, most attention to the
relationship between microbiome and cancer has been paid
to colorectal cancer and gastric cancer. *ere are limited
data about the impact of ITM on the prognosis of LC, but
related research can be used as reference. Recently, a Chinese
study found nine enriched bacteria in the lung of NSCLC
patients [17]. Also, the analysis of T cells and B cells implied
that these bacteria in the lung may change the immune cell
infiltration in LC tissues. Recently, a retrospective study of
69 NSCLC reported that patients treated with anti-PD-1
antibodies receiving antibiotics had greatly decreased ob-
jective response rate, OS, and PFS compared to those who
did not use antibiotics [18]. *is result highlights that in-
appropriate usage of antibiotics may influence the flora of
the tumor environment and impair the treatment effect.
Indeed, the use of antibiotics has been reported to be as-
sociated with an elevated risk of LC onset [19, 20]. Moreover,
when not limited to the local lung tissue, another interesting
issue is whether the gut-lung axis may impact the outcome of
chemotherapy and later survival through the impact of
microbiota. *is issue is being investigated by a multicenter,
prospective, double-blind randomized trial [21], but the final
result has not yet been announced.

Still, the present study has some limitations. *e main
shortcoming is the small sample size. *e number of many
classification results was around 5 in one cell, which is the
major reason for the inconsistency between the univariate
analysis and binary regression analysis. Also, due to the
limited sample size, the performance of bacteria in the 2-year
prediction model is not outstanding enough, and we cannot
divide the dataset into the training set and test set; hence, the
scalability of the model is still unclear.

5. Conclusion

*is novel study proved that ITMwas related to malignancy,
EGFR mutation, first-line outcome, and survival of NSCLC.
Also, our results implied the potential anti-NSCLC activity
of antibiotics when used reasonably. It is still necessary to
deepen the understanding of the characteristics of ITM and

its interactions with NSCLC tumors and the immune cells,
which is significant in individualized approaches to the LC
treatment.
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*e data used to support this study are available from the
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)is article examines distinctive techniques for monitoring the condition of fishes in underwater and also provides tranquil procedures
after catching the fishes. Once the fishes are hooked, two different techniques that are explicitly designed for smoking and drying are
implemented for saving the time of fish suppliers. Existing methods do not focus on the optimization algorithms for solving this issue.
When considering the optimization problem, the solution is adequate for any number of inputs at time t. For this combined new flanged
technique, a precise system model has been designed and incorporated with a set of rules using contention protocols. In addition, the
designed system is also instigated with a whale optimization algorithm that is having sufficient capability to test the different parameters
of assimilated sensing devices using different sensors. Further to test the effectiveness of the proposed method, an online monitoring
system has been presented that can monitor and in turn provides the consequences using a simulation model for better understanding.
Moreover, after examining the simulation results under three different scenarios, it has been observed that the proposed method
provides an enhancement in real-time monitoring systems for an average of 78%.

1. Literature: A Brief Review

For applying the proposed indication on monitoring fish-
eries with smoking and cutting methods, many existing
methodologies have been analyzed, and they are discussed in
this section. Since many accurate predictions are needed

under water, a smart quality sensor has been designed with a
new adaptive system model [1]. )e major exertion has
concentrated on analyzing the varying nature of fishes, and
an ice storage system has been used for storage where only a
limited number of measurements have been provided.
Consequently, association between index quality and
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standard quality is provided by selecting a sequencing
method that validates calibration and corroboration of
sensors. Also, wireless sensors have been integrated, and
their performance on water quality has been checked in the
western region of Andhra Pradesh where direct field visits
have been made for designing an autonomous mode of
operation [2]. )e researchers examined and created an
autonomous vehicle that is capable of traveling inside water
and reports corresponding information to the base station.
)is type of system has been inspected in India for the first
time, and it is significantly supportive for all aqua farmers to
lead a better quality of life. A review has been prepared by
comparing different methods for monitoring the health
parameters of each fish [3] that are present inside the water.
)is type of review provides complete information on the
usage of low-power devices that requires only minimum
water for improving the productivity in farms. Moreover,
the impact of freshwater has also been discussed, but only a
small area has been considered, and it is not enough to make
a prudent decision since the area of monitoring is much
important for aquaculture research.

Moreover, an analytical method for monitoring water
quality has been examined [4] under four different cate-
gories that even include the existence and nonexistence of
different contaminants. For monitoring both physical and
biological contaminants, a high-end network setup is needed
with low-cost sensors. )e major reason for using high-
quality setup is to avoid microbes that affect the aqua farms,
but the cost of implementation is higher when a high-end
network setup is established. Once the fishes are gathered,
they should be desiccated for a period of time; therefore, a
smoking machine is established [5], which observes only a
small quantity of water. However, the setup consists of a
closed-loop circulation with Arduino Uno sustenance where
high-cost pipes and chambers are established. )is method
serves as a basic perception of desiccating the fishes within
three hours, and it can even be changed from one place to
another. Even during the smog period, the fishes can be
dehydrated for six hours, but the amount of energy that is
consumed for this process is much higher due to the ex-
istence of a huge chamber. )erefore, to overcome the
drawback of the big-sized chamber that cannot be used in
the indoor environment, a machine learning algorithm for
smoking fishes has been created [6]. )is procedure uses the
concept of k-nearest neighbor for receiving the data from the
chamber with help of low-cost sensors. But, in most
methods, only a binary value is not sufficient to determine
the simplicity of prediction. )e researchers have also ra-
tionalized the old technique of image classification to the
video detection method [7] where an automated detection
scale has been presented with different time scales. One
additional advantage of the aforementioned method is that it
paves way for transferring the video to all cable telescopes.
But a high number of video nodes is needed for underwater,
and it will be difficult to integrate all information from
several nodes.

In a fish processing survey, it is observed that most of
the fishes are smoked and expurgated before reaching the
final stage [8] that is not good for health. )erefore, it is

necessary to monitor the amount of proteins that are
present in each fish, and they should be extracted for use in
other sources. Furthermore, the researchers have explored
that the amount of freshness in fish fillets should also be
monitored [9] that is significantly useful for improving the
accuracy of the entire system. )is procedure can be
implemented with multiple ethereal that can store fishes for
a period of 12 days, and the high amount of power will be
consumed during this process when images are extracted.
For both assessment and data processing techniques the
components of machine vision applications are extracted
[10] that include the size and volume of fishes to be smoked.
)is type of machine vision application serves as an im-
portant component for the automatic processing of aqua
food processing techniques. Moreover, for measuring both
quality and quantity of fishes, an electronic sensor device
has been implemented that detects tongue and nose for
electronic authentication process [11]. )is type of high
advancement needs metal-oxide-semiconductor field-ef-
fect transistor electrochemical sensors to be implemented
at a high cost.

Additionally, control guidance by the food processing
industry for storing vulnerabilities has been provided [12] that
serve as a contrivance for all countries to follow highly defined
standards in aqua farms. By following these standards, an
investigation has been made in the Mediterranean Sea [13]
where attrition is prevented and fishes are protected in
prematured stage itself. Since most of the process is imple-
mented with sensors, a new system model is necessary;
therefore, a semiconductor sensor model has been created
[14], and it is integrated with machine vision algorithms.
Besides, this system an agent-based simulator has also been
introduced in the current system process that provides an
inherent mechanism for monitoring fishes [15].)is type of
model is having many hidden layers, and all these layers are
fulfilled only using the cost of communication channels.

To improve the health of fishes in underwater, whale
optimization algorithm is used. In this study, the behavior of
fishes and their presented environment, that is, underwater,
are analyzed for the number of sensors deployed. Both
environment and fish-related information are analyzed
using the sensors. Based on the current state, the perfor-
mance of optimization is achieved using the sensors.

)e rest of this paper is organized as follows. Section 2
summarizes the precise design methodology in which the
proposed system overview is detailed. Section 4 discusses the
proposed optimization algorithm for using the fishers im-
provement analysis. Section 5 discusses the results and
discussion for the proposed methodology in which the
overall results of the designed methodology are highlighted
in detail, and finally, the system is concluded with the
conclusions and further enhancements.

2. Precise Design Methodology

For designing a precise methodology, it is much important
to calibrate the sensors, and all the decompositions that are
used for smoking fishes must run in a parallel manner. Since
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parallel operations are performed, a likelihood model has to
be formed that performs different sensor operations when
data is distributed individually. )erefore, the likelihood
function can be established using the following equation:

f(i) � 
n

i�1

μi − pi( 
2

σ2i
, (1)

where pi denotes the prediction of sensors for distributed
data. μi and σi represents the mean and variance of given
likelihood functions.

Equation (1) denotes that variation in size of fishes with
different sizes in the smoking process has been con-
sidered using mean and variance functions. Also,
during the cutting process, it is difficult to cut the fishes
of the same size; therefore, for proper examination of
length and breadth, data are predicted using a contact
distance sensor that is indicated as LVDT has been
integrated inside the corresponding cutting machines.
After unknown likelihood values are known in the next
step, all measurement counts gained during the cutting
process have to be calculated using the following
equation:

dci

dti

� μi 1 − 10mi(t)
 , (2)

where mi(t) denotes various concentrations in the pop-
ulation of fishes at time t� 0 inside the smoking chamber.
Equation (2) indicates that all concentrated population
values will be segregated with respect to time, and it will
be multiplied with mean values that are obtained from
equation (1). One major reason for considering all
segregated values in terms of time is that each fish will
be kept inside the chamber at different times, and for
each time, a separate size cannot be given as input
likelihood values. )erefore, for cutting the fishes in
equal size, it is necessary to separate fishes of different
sizes, and all can be kept inside the chamber by fol-
lowing different time periods. In addition, for taking all
measurements, it is obligatory to observe that output
voltage of sensors during the temperature setting
process. )us, the output voltage in terms of time can be
represented as follows:

max volti � 
n

i�1

298K × e
tempi 1/t1− 1/t0( )

e
tempi 1/t1−1/t0( ) × gi

, (3)

where 298K represents the initial temperature when fishes
are kept inside the chamber for the smoking process. tempi

denotes distinguishing temperatures between 1,000K and
3,000K. t1 and t0 signify different timing characteristics
when fishes are smoked inside the chamber. gi represents
greater resistance that is provided when corresponding
voltages are divided.

Equations (1)–(3) indicates that the prediction of sensors
should be a variable process and it should be eminent using a
statistical test that follows a chi-square distribution as in-
dicated in the following equation:

S
2
i � 

n

i�1

Ei − Pi( 

P
2
i

, (4)

where S2i denotes the corresponding sampling times. Ei and
Pi represent the observed and predicted values from LVDT
sensors, respectively.

In order to establish the relationship between input and
output variables, it is necessary to integrate a polynomial
regression that is nonlinear in nature as given in the fol-
lowing equation:

θi � 
n

i�1
ciτi, (5)

where ci denotes the scaled cutting factor of fishes. τi

represents the enduring measurement values of LVDT
sensors.

If equation (5) is established correctly, then it indicates
that the efficiency of the entire process is going to be decided
using inclinations of the water quality process where high
velocity needs to be applied for smoking fishes by integrating
wide channels. Also, it is necessary to find the activity of each
fish that is present inside the pond using two different
parameters since cutting and smoking methods are used.

ai � 
n

i�1
e
ωi ∗ ϑi , (6)

where ωi represents the average swimming time of different
fishes inside the pond. ϑi denotes the swimming speed of
each fish.

Equation (6) is specified to calculate the speed and time
of spinning for each fish since it is necessary to differentiate
different types of fishes that are present inside the pond.
Once the activities of different fishes are known, then the
total area of the tarn will be monitored, and the rapidity of
the airstream will be converted using control rule as follows:

R(i)100m � ℵ25 +
Ei25m

Ei14.4m
, (7)

where ℵ25 represents the rapidity of the air stream at an
altitude of 25meters. Ei25m and Ei14.4m represent the rapidity
of the air stream at an altitude of 25meters and 14.4meters,
respectively.

Equation (7) indicates the control rule where sensors are
placed at an altitude of two different meters such as 25
meters and 14.4meters. After establishing the altitude of
each pond, measurement and regulation of the feed process
for each fish have to be calculated; this is designed using the
following equation:

feedi � 1 − imax − imin( , (8)

where imax and imin denotes the maximum and minimum
intestine values of each fish, respectively.

Equation (8) denotes that difference between the max-
imum and minimum intestine values will provide the
amount and regulation of feed using calcium-sensing re-
ceptors. )e perception behind this calculation is to de-
termine the amount of water that is absorbed by each fish in
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its intestine. In addition, the sensitivity of absorbed water
will be measured at various luminescence levels that are
exposed by calcium receptors.

3. Optimization Algorithm

In this section, an optimization process is introduced for
integrating the system model for defined objective
functions such as monitoring of pond, measurement, and
regulation of feed with proper natural contaminant
proportions. )erefore, in the first step, a set of rules have
been defined using contention protocols since the load of
measurement is higher. For making this contention pro-
tocol work, the main node will be divided into many
subnodes that is termed as adaptive tree method. )e
protocol is designed to distribute the work allocated to each
sensor node and to provide a collision-free technique, while
packets are distributed to intended recipients. With the use
of collision-free protocols, collisions do not occur, and the
CSMA/CD and CSMA/CA use the possibility of the col-
lisions for the transmission channel that is acquired using
any station. )erefore, for every successful packet trans-
mission, an optimal path will be selected, and it can be
given statistically as follows:

Probi � 

n

i�1

zi − 1
zi

 , (9)

where zi represents a number of stations struggling to get
channel access from the central node.

Suppose if a station is connected to the corresponding
channel in the specified first slot, then the probability rate
can be given as follows:

ziprobi 1 − probi( 
zi− 1

. (10)

Since many subnodes are present in the media access
control sublayer for monitoring the condition of fishes that
are present in underwater, the expected number of uni-
formly distributed stations must be discovered. )is is
expressed using the following:

Ui � log2zi. (11)

For monitoring the entire pond, which is present in
underwater using wireless sensors, four different steps are
followed in every transmission cycle. In the first phase of
transmission, a request for sending data will be sent, and
in the next phase, once the request is accepted, entire data
will be discarded in current node, and it will be sent back
to the requested nodes. In the third and fourth phase data,
acknowledgment will be sent from each subnet node that
is connected in a pipe-like structure. Moreover, con-
tention-free protocols will use the concept of time-di-
vision multiple access where each and every node will be
allotted a separate slot for data transmission. At the final
stage, all packets will be combined for providing sub-
optimal congestions, and it can be expressed using the
following condition:

Ti,j � 
n

i�1
Propi + Propj + Ti0 + Tj0, (12)

where Propi and Propj denote the propagation delay in
seconds. Ti0 and Tj0 represents the delay from first ith and jth
nodes, respectively.

Whenever protocols are defined using wireless sensors, a
large computational complexity will be present that can be
solved by the application of the corresponding algorithm.
)erefore, in the proposed method, a whale optimization
algorithm [16, 17] will be incorporated for optimizing the
schedules in control and data transmission phases. )e
major advantage of selecting a whale optimization algorithm
is that it provides an accurate system for allocating different
resources in underwater that are consumed by fishes. In
addition, the implemented algorithm is having the ability to
provide solutions using very few parameters, and even global
solutions can be obtained within less period of time. Since
the problem is linear, it is necessary to calculate capacity
constraints as follows:


n

i,j�1
TWij ≥AWij, (13)

where TWij denotes total water supply resource from ith to
jth node. AWij represents available water supply resource
from ith to jth node.

Equation (13) denotes that the total water supply should
be greater than or at least equal to the available water supply
in different resources. To calculate the current precise so-
lution, distance between whale and generated prey should be
observed. )is can be calculated using the following
equation:

Δi � dw(t) − dp(t)


, (14)

where dw(t) and dp(t) represent the distance of whale and
prey with respect to time.

Subsequently, it is necessary to explore the solution in
whale optimization algorithm using exploration phase
where two different coefficient will be used for performing a
global search that can be expressed using the following
equation:

d(t + 1) � dt − i.j. (15)

Here i, j represent two different coefficient that are used
in the exploration phase.

Consequently, the aforementioned protocol and algo-
rithm have to be implemented with a system model with
different objectives. )erefore, step-by-step implementation
is elucidated in Figure 1.

4. Results and Discussion

In this section, validation of the system model after inte-
grating whale optimization algorithm by defining a set of
rules has been deliberated. Since the proposed method is
deciphering multiple objectives, the following three major
scenarios are considered:
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(i) Scenario 1: surveillance of tarn
(ii) Scenario 2: regulation of feed
(iii) Scenario 3: proportion of natural contaminant

For these aforementioned scenarios, simulation analysis
is performed by incorporating the corresponding hardware
setup with Node-RED, and the reproduction is performed
offline using MATLAB for better indulgence of day-to-day
activities of fishes in underwater.

4.1. Scenario 1. In this scenario, the basic parameter that is
necessary for monitoring the fish pond is investigated. Since
more number of fishes is present in underwater, there is a
necessity for monitoring the turbidity level of water inside
the tarn. In the proposed exploration, fishes that are present
inside the pond are monitored for a period of 20 days un-
interruptedly, and all observed data have been stored in the
online monitoring system. )e data have been imported
using MATLAB, and simulation results for scenario 1 have

been reflected in Figure 2. If the turbidity level of water is
reduced, then fishes can stay inside the water for a long
period of time, and hence, level of health can also be
increased.

From Figure 2, it can be observed that for every time
period, the maximum and accurate turbidity levels are
monitored. Also, if an intelligent sensing device is present, it
is possible to evaluate the precise value of turbidity level;
therefore, in Figure 2, time period of sensors is reserved for
one alignment, and turbidity values that are measured in
NBTare reticent for another alignment. After examining the
simulated results, it is ascertained that the proposed method
using an intelligent sensing device performs well when
compared to the existing method. For example, if the time
period of sensors is 15,000 minutes, then the level of tur-
bidity for an existing method is 168 NBT, but the proposed
method provides the exact turbidity level that is observed as
108 NBT. )is proves that within the selected time period
and even if the time period is poignant, the proposedmethod
can provide exact turbidity values without any error.

4.2. Scenario 2. After examining the turbidity level, the
amount of feed that is supplied to fishes must be counter-
acted; this is examined in this scenario. If the amount of feed
is much higher than the body length of fishes, then they
cannot move to the exact position, and if it moves inside
high depth, then it is difficult for fishermen to catch fishes.

)erefore, this method has been monitored using an
intelligent sensing device, and simulation results for de-
termining the amount of feed has been provided in Figure 3.
Figure 3 is plotted by considering the body length of fishes
that are measured in meters. By measuring the body length
of fishes, the amount of feed that is supplied for each fish
should be either increased or decreased. From Figure 3, it
can be observed that only sensors canmonitor the amount of
feed in a precise way as compared to the existing method in
absence of the intelligent sensing device. For example, if the
body length of fish is 13.5meters, then the amount of feed
that needs to be supplied for a day is 10, but in existing
methods, only 9 times the fishes are nourished. )is will
affect the health, and furthermore, it will decrease the
lifetime of fishes. Since the proposed method can regulate
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the correct amount of feed, it can be preferred for real-time
monitoring in underwater.

4.3. Scenario 3. )is scenario examines the third major
parameter that defines the maximum natural contaminant
that is present in underwater. In real-time application of
fisheries, natural contaminant should be much lesser for
preventing the fishes before it enters the red zone region.
)erefore, careful experimentation has been processed by
establishing sensors, and the percentage of natural con-
taminant that is mixed with undesirable content has been
observed. To realize the percentage of mixture simulation
results using observed values are plotted in Figure 4.

Figure 4 is plotted by considering the temperature that is
present in underwater where it is varied between 85° and
105°. )e major reason for considering the temperature is
that for each period of time, the level of contaminants will
vary, and if the temperature is much higher, then the original
contaminant level will be further reduced.

)e growth of fishes will be much higher only when it is
present in the bottom layer of water, and if natural

contaminants are reduced, fishes will come up to the top
level, and in early stages, they will be hooked. )erefore, to
avoid this, the proposed method provides the exact amount
of natural contaminants that are present in the pond. In this
scenario, the proposed method performs much better than
the existing method in terms of percentage identification of
contaminants and prevents the fishes before it enters the
upper layer.

5. Conclusions

A new flanged real-time monitoring and examination of
fishes in underwater have been introduced with the simu-
lation model in this article. Even though many methods are
available for monitoring the state of fishes that are present in
underwater, it is necessary that remote checks should be
performed using intelligent monitoring devices. )erefore,
the major advantage of the proposed method is that it re-
duces the time of fish vendors as they can able to smoke and
dry the fishes within a short period of time. Since this new
technique combines monitoring the health of fishes with
cutting and smoking techniques a set of rules has been
designed with contention protocols since large data is
processed. )is technique is also integrated with Node-RED
for storing central data where users can able to access it using
an authentication key. Subsequently, this online monitoring
system can provide day-to-day results, and they are inte-
grated with simulation fragments that are executed using
MATLAB. It has been experiential that the integrated whale
optimization algorithm that is integrated with system model
can provide improved results around 78% that is much
higher than existing methods. In future, the proposed
method can be protracted by introducing robotic technology
to further reduce the export time of vendors.
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*e study focused on the therapeutic effect of clinical treatment on urinary calculi with kidney failure and its relationship with the
serum inflammatory factor levels. 90 children with melamine urinary calculi were selected as research subjects. Of them, 52 cases
were in group 1 (nonrenal failure), and 38 cases were in group 2 (combined with renal failure). In addition, 35 hospitalized
children with no history of melamine-contaminated milk feeding during the same period were used as healthy controls. *ey all
underwent ultrasound imaging examination based on the speckle noise algorithm, and the prognosis was analyzed. It was found
that the peak signal-to-noise ratio (PSNR), structural similarity (SSIM), and local edge preservation index (EPI) of the algorithm in
this study were significantly greater than other algorithms (P< 0.05). *e admission age of the children in group 1 was sig-
nificantly younger than that of group 2, the bilateral stone rate was significantly higher than that in group 2, and the difference was
statistically significant (P< 0.05). Of the 52 children in group 1, the stone disappeared in 25 cases after treatment, the stone was
reduced in 20 cases, and the stone remained unchanged in 7 cases.*e total effective rate of treatment was 88.46%. Of the 38 cases
in group 2, the stone disappeared in 22 cases after treatment, the stone was reduced in 12 cases, and the stone remained unchanged
in 4 cases. *e total effective rate of treatment was 89.47%. No difference was noted in blood urea nitrogen (BUN), blood
creatinine (Cr), TNF-α, and C-reactive protein (CRP) levels in group 1, group 2, and the healthy control group (P> 0.05). Hence,
the denoising algorithm in this study has better denoising effects on ultrasound images than traditional algorithms, with higher
definition and less noise and artifacts.*e clinical treatment of children with urinary calculi and renal failure is highly effective, the
renal function and serum inflammatory factor levels return to the normal range, and the inflammatory response is weakened.

1. Introduction

Kidney failure is a decline in kidney function that occurs
when the kidneys are unable to maintain metabolism and
water and electrolyte balance. Renal failure is divided into
acute renal failure and chronic renal failure [1, 2]. Acute
renal failure arises from the rapid decline of glomerular

filtration rate, accumulation of nitrogenous waste in the
body, water and sodium retention, and electrolyte imbal-
ance, and patients will have symptoms such as reduced urine
output or even anuria, general edema, and heart failure [3].
Acute renal failure is also known as acute kidney injury, and
its causes include prerenal, renal parenchymal, and postrenal
factors [4, 5]. Acute kidney injury caused by prerenal and
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postrenal factors is reversible but timely diagnosis and active
treatment contribute to a good prognosis and in most cases
can restore the kidney function to normal [6–8]. In clinical
practice, chronic renal failure is common in nephrology,
mainly arising from kidney damage and serious destruction
of the nephron, which then lead to endocrine disorders,
nitrogen metabolite storage disorders, and water electrolyte
and acid-base balance disorders. In the case of chronic renal
failure, the body’s immunity and resistance will decrease
significantly, and the internal environment disorders caused
by renal excretion and metabolic dysfunction will further
make the body’s response to infection abnormal. Worse still,
the clinical application of antibiotics is subject to various
limitations [9]. Clinical treatment of acute renal failure and
chronic renal failure generally uses hemodialysis. Hemo-
dialysis is a renal replacement treatment for patients with
acute and chronic kidney failure. It can drain blood from the
body to the outside of the body and pass it through a dialyzer
composed of countless hollow fibers.*e electrolyte solution
(dialysis solution) with a similar concentration of the blood
exchanges substances with the blood to remove metabolic
waste, maintain electrolyte and acid-base balance, and at the
same time remove the excessive water [10]. In the study,
hemodialysis was performed on children with urinary stones
and renal failure.

With the continuous advancement of science and
technology, medical ultrasound imaging technology has
made great progress in both imaging quality and imaging
speed [11]. Ultrasound has become one of the commonly
used examination methods for kidney diseases due to its
advantages of noninvasiveness, convenience, low cost, and
reproducibility, and whether there are congenital malfor-
mations, cystic lesions, and stones can be determined by
observing the shape of the kidney. In the meanwhile, it can
also be used for the auxiliary examination of acute renal
failure [12, 13]. However, due to the limitations of ultra-
sound imaging mechanisms, ultrasound images have in-
herent disadvantages. A large amount of speckle noise often
appears in the original ultrasound image, reducing the
readability, and it is impossible to observe the tiny struc-
tural edges and lesion areas, which increases the risk of
misdiagnosis [14–16]. *e removal of speckle noise in
ultrasound images has always been a topic of great concern
in the medical field. Traditional ultrasound image
denoising techniques are mainly image filtering techniques
in the spatial domain, such as classic median filtering, mean
filtering, andWiener filtering. However, these methods face
an obvious contradiction between noise filtering and edge
preservation, so they have certain limitations. Speckle noise
algorithm solves the initial value of the partial differential
diffusion equation of the original image and takes different
diffusion coefficients and the numbers of iterations to
generate the corresponding scale image and further pro-
duce the final filter image by image transformation. *is
kind of algorithm is not influenced by the filtering window
and the shape. When applied to process ultrasonic images,
it can effectively suppress noise while preserving image
details and even enhance contrast and improve image

quality, which can overcome the difficulties existing in
traditional algorithms.

*e study aimed to analyze the effect of clinical treat-
ment of urolithiasis complicated with renal failure and the
changes of serum inflammatory factors, expected to provide
a reference for the clinical treatment of children with renal
failure. Ninety children with melamine urinary calculi who
were admitted to the hospital were selected as the research
subjects. According to the presence or absence of renal
failure, 52 cases were in group 1 (nonrenal failure), and 38
cases were in group 2 (combined with renal failure). *ey all
underwent ultrasound imaging examination based on the
speckle noise algorithm. *e effect of clinical treatment was
evaluated, factoring into the effective rate, prognosis, renal
function, and changes in inflammatory factor levels. Ad-
ditionally, the relationship between urinary calculi com-
bined with kidney failure and serum inflammatory factor
levels was analyzed.

2. Materials and Methods

2.1. Research Subjects. Ninety children with melamine uri-
nary calculi who were admitted to the hospital from May 3,
2019, to January 15, 2021, were selected as the research
subjects, including 53 males and 37 females. According to
the presence or absence of renal failure, 52 cases were in
group 1 (nonrenal failure), and 38 cases were in group 2
(combined with renal failure). In addition, 35 hospitalized
children who had no history of drinking melamine-con-
taminated milk and were free of urinary tract diseases during
the same period were selected as the healthy control group,
including 23 males and 12 females. *is study has been
approved by the Medical Ethics Committee of the hospital,
and the subjects and their family members fully understood
the situation of the study and had signed an informed
consent form.

Inclusion criteria were as follows: (I) children with
complete clinical data; (II) children who had signed an
informed consent form; (III) children under 3 years of age;
(IV) imaging examination that confirmed the presence of
urinary calculi; and (IV) hematuria examination showing
normal red blood cell morphology. Exclusion criteria were as
follows: (I) hematuria of glomerular origin; (II) children
with urinary tract malformations; (III) children who with-
drew from the experiment midway; and (IV) children with
metabolic diseases.

2.2. Ultrasound Examination. Color Doppler ultrasound
system was used to perform urinary tract ultrasound ex-
amination on the child with a probe frequency of 3.5MHz.
Before the examination, the child was allowed to drink a
proper amount of water to fill the bladder. During the ex-
amination, the child was in a lateral position. *e probe was
placed in the double kidney area to scan the kidneys.*en, it
walked along the renal hilum, renal pelvis, and ureter to
check the junction of the renal pelvis and ureter and the
upper part of the ureter. Next, in the supine position, the
outer edge of the rectus abdominis was compressed. After
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the walking direction of the abdominal aorta was identified,
the intestine was opened, and the probewalked along the ureter
to scan the abdominal segment, pelvic segment, second
stricture, and terminal segment of the ureter. Next, the bladder
above the symphysis pubis was scanned, and the angle was
adjusted to display the opening of the bilateral ureters in the
bladder wall. Subsequently, the presence or absence of urinary
calculi and the presence or absence of dilation of the collecting
system of the kidneys and the ureter were observed. If there
were urinary tract stones, the size, number, location, shape, and
internal echo of the urinary tract were recorded, and it was
checked whether there were urinary tract malformations.

2.3. Ultrasound Denoising Algorithm Based on Shearlet
TransformandKDAModel. Shearlet transform (ST) [17] is a
new type of multiscale geometric analysis tool. Compared
with contourlet transform, it has lower time complexity and
unlimited number of directions. However, STdoes not have
translation invariance, and the pseudo-Gibbs phenomenon
will occur during image reconstruction. *erefore, in this
study, the nonsubsampled shearlet transform (NSST) is
introduced to optimize it.

First, the two-dimensional compound expansion affine
system can be expressed as follows:

ƛPQ(ω) � ωi,j,n(x)|detP|
1/2ω Q

k
P

i
x − n : i, k ∈W, n ∈W

2
 , (1)

where P and Q represent a 2× 2 invertible matrix, |detP| � 1,
and both n and k are constants. If ƛPQ(ω), there is


i,k,n

h,ωi,k,n 



2

� ‖h‖
2
. (2)

*en, the elements of the system are called composite
wavelets. Pi is related to scale changes and Qk is associated
with geometric transformations with constant area. Let

P � P0 or P1 , Q � Q0 or Q1 , P0 � 〈 5 0
0 3 〉,

P1 � 〈 3 0
0 5 〉, Q0 � 〈 2 2

0 2 〉, and Q1 � 〈 2 0
2 2 〉; then, the set in

(1) is a shear wave, P � P0 or P1 is an anisotropic
stretching matrix, and Q � Q0 or Q1 is a shear matrix.
*en, the shear wave transform function is as follows:

ω(0)
i,k,n(x) � 23i/2ω(0)

Q
k
0P

i
0x − n ,

ω(1)
i,k,n(x) � 23i/2ω(1)

Q
k
0P

i
0x − n ,

(3)

where i≥ 0, −2i ≤ k≤ 2i, ω(0)(β) � ω(0)(β1.β2) �

ω1(β1)ω2(β2/β1), and ω(1)(β) � ω(1)(β1.β2) � ω1(χ2)ω2
(β2/β1). For any (β1.β2) ∈ C0, C0 � (β1.β2) ∈

R2||β1|≥ 1/Q, |β2/β1|≤ 1}, C1 � (β1.β2) ∈ R
2||β1|≥ 1/Q,

|β2/β1|≤ 1} constitutes the supporting domain of ω(0)
i,k,n(x)

and ω(1)
i,k,n(x). Figure 1 shows the support frequency domain

of the shear wave in theR2 plane. *e yellow line represents
C1, and the green line represents C0.

*us, for any image h i≥ 0, −2i ≤ k≤ 2i, the ST can be
expressed as follows:

Shearletωh
(i,k,n)

� h,ω(c)
i,k,n . (4)

*e NSST transform discretization constructs the al-
gorithm together with the Laplacian pyramid and the di-
rectional filter [18]. First, the image is decomposed by the
Laplacian pyramid to obtain a high-frequency subband and
a low-frequency subband. *e subband represents the edge
detail information in the image, and the low-frequency
subband represents the overview of the original image.
*en, the high-frequency subband is divided by directions
with a directional filter to obtain the directional detail
information in the image. Next, the low-frequency subband
is further decomposed, and the above steps are repeated
(Figure 2).

*e threshold function is weighted by scale to prevent
the decrease of noise pollution level with the reduction of
resolution [19], and the scale function controls the size of the
threshold under the resolution to effectively filter out the
noise under each resolution. *erefore, the scaling function
is defined as follows:

W(r) �

�����������

α log
r + 1

r
 



, (5)

where r represents the scale where the NSST transform
coefficients are located, r� 1 represents high resolution, and
α represents the attenuation degree parameter. *en, the
hard threshold method is introduced for improvement,
expressed as follows:

Si,j � θW(r)ϕi, ϕj, (6)

where θ is the constant that controls the global threshold,
W(r) represents the scale weighting function, ϕ represents
the standard deviation of the noise image, and ϕ2i,j represents
the noise variance in the NSST transform decomposition
subband. *e noise variance can be expressed as follows:

ϕ2i,j �

�����������������������������


Zl

x�1 
Zl

y�1 J
NSSST
i,j (x, y)J

NSSST#
i,j (x, y)



Zj

, (7)

where JNSSSTi,j (x, y) represents the NSST transform coeffi-
cient of the j-th scale in the i-th direction, JNSSST#i,j (x, y) is the
resurrection yoke of JNSSSTi,j (x, y), and Zj represents the
length of the subband.

Figure 1: Shear wave support frequency domain in the R2 plane.
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Finally, the threshold of the high-resolution NSST co-
efficients is solved to obtain the denoising coefficients at
various high resolutions. *e NSST coefficients after
threshold denoising can be expressed as follows:

J
→NSSST

i,j (x, y) �
J
NSSST
i,j (x, y), J

NSSST
i,j (x, y)



≥ Si,j

0

⎧⎨

⎩

⎫⎬

⎭. (8)

*e above is the optimization process of the NSST. A
larger threshold value is used at high resolution, and a
smaller threshold value is used at lower resolution to ef-
fectively filter out the noise at each high resolution.

However, the low-resolution coefficients after the
optimization still retain less low-frequency noise, so
further processing is necessary. *erefore, the NSST co-
efficients are combined with the nuclear anisotropic dif-
fusion model to perform anisotropic diffusion denoising
on the NSSTcoefficients of the low-frequency subbands so
that the low-frequency noise is filtered out and the low-
frequency details are also well preserved. Next, the NSST
coefficients substitute the two-dimensional image, and the

new nuclear anisotropic diffusion model can be expressed
as follows:

J
NSST

(e � 0) � J
NSST

0,

zJ
NSST

(x, y)

ze
� Div c ∇Φ J

NSST
 

�����

����� ∇JNSST ,

∇Φ J
NSST

 
�����

�����u
�

v∈λu
JNSSTu − JNSSTv

����
����
2

λu




⎡⎢⎢⎣ ⎤⎥⎥⎦

0.5

,

(9)

where JNSST represents the NSST coefficient matrix in the
low-frequency subband after the ultrasound image is
decomposed by NSST, Φ is the mapping function,
‖∇Φ(JNSST)‖ represents the nuclear gradient modulus in the
eigenspace determined by the mapping function, λu rep-
resents the field of u, and |λu| represents the size of the field.
*en, kernel replacement is performed, and the square of the
gray difference in a certain characteristic direction in the
feature space can be expressed as follows:

Low frequency
subband

High frequency subband

N
SS

T

Shearing Filters Detailed information
with directionality

N
SS

T

Low frequency
subband

Shearing Filters Detailed information
with directionality

High frequency subband

N
SS

T

Low frequency
subband

Shearing Filters Detailed information
with directionality

High frequency subband

1

2

3

Figure 2: High- and low-frequency subband processing flow based on NSST transform.
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To better control the degree of local diffusion, the
grayscale and nuclear gradient models are jointly used to
control the degree of diffusion of the image. *en, the
optimized diffusion equation is as follows:

c ∇Φ J
NSST

 
�����

�����  � exp −
ϕF ∇Φ JNSST( 

����
����

4τ
 

2
⎛⎝ ⎞⎠, (11)

where ϕ2F represents the local grayscale variance of the image
and τ represents the diffusion threshold, expressed as
follows:

τ � median ∇Φ J
NSST

 
�����

�����  − median ∇Φ J
NSST

 
�����

����� ,

(12)

where median represents the median function.
Combining the NSST coefficients with the nuclear an-

isotropic diffusion model can realize high-quality denoising
of ultrasound images. Figure 3 shows the specific process.

2.4. Observation Indicators. Basic information of groups 1
and 2 was recorded, such as the admission age, bilateral
stone rate, feeding time, amount of milk taken, and feeding
methods (mixed feeding and artificial feeding).*en, groups

1 and 2 were compared for the effective rate (disappearance
of stones, reduction of stones, and no change in stones) and
prognosis (discharge rate with stones, stone disappearance
rate after 1 year, discharge rate with water accumulation, and
water disappearance rate after 1 year). Next, the renal
function indexes (blood urea nitrogen (BUN) and blood
creatinine (Cr)) and serum inflammatory factors (TNF-α
and C-reactive protein (CRP)) of group 1, group 2, and the
healthy control group were recorded after treatment.

2.5. StatisticalMethods. *e data was processed by SPSS19.0
version statistical software, the measurement data were
expressed by the mean± standard deviation (‾x± s), and the
count data were expressed by the percentage (%). One-way
analysis of variance was used for pairwise comparison. *e
difference was statistically significant at P< 0.05.

3. Results

3.1. Denoising Results. *e Lena images and Barbara im-
ages with different degrees of Gaussian white noise pol-
lution (noise standard deviations were 5, 15, and 25, resp.)
were used as samples, and the original images were all
grayscale images with a size of 521 × 521. *e anisotropic

Input original noise image

NSST decomposition

Approximate NSST coefficient at coarse NSST coefficient at high resolution

NSST coefficient

Anisotropic diffusion denoising Threshold denoising

Low frequency coefficient

Inverse NSST transform

Denoised image

Figure 3: Image denoising process based on NSST coefficients and nuclear anisotropic diffusion model.
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diffusion denoising algorithm based on LPND, the
denoising algorithm based on the traditional NSST
transform, and the denoising algorithm based on KDA
were introduced to compare with the algorithm of the
study. *e four algorithms were then compared for the
PSNR, SSIM, and EPI [20].

As shown in Figure 4, for the Lena images with different
degrees of Gaussian white noise pollution, the PNSR, SSIM,
and EPI indicators of the four algorithms all decreased as the
noise standard deviation increased. *e indexes of PNSR,
SSIM, and EPI of the algorithm in this study were always
greater than those of LPND, NSST, and KDA, and the
difference was statistically significant (P< 0.05).

As shown in Figure 5, for the Barbara images with
different degrees of Gaussian white noise pollution, the
PNSR, SSIM, and EPI of the four algorithms all decreased as
the noise standard deviation increased. *e PNSR, SSIM,
and EPI of the algorithm in this study were always greater
than those of the LPND, NSST, and KDA algorithms, and
the difference was statistically significant (P< 0.05).

3.2. 0e Denoising Effect of the Algorithm for the Ultrasound
Images of Children. Figure 6 shows the denoising perfor-
mance of four algorithms for ultrasound images of renal
failure. It was noted that the image noise and artifacts were
significantly reduced versus the original image after being

processed by the four algorithms, and the image quality was
improved. Of the four algorithms, the algorithm in this study
demonstrated the best denoising effects, with higher defi-
nition and less noise and artifacts.

Further quantitative comparison found (Figure 7) that
the PNSR, SSIM, and EPI of the algorithm in this study were
significantly greater than those of the LPND, NSST, and
KDA algorithms, and the difference was statistically sig-
nificant (P< 0.05).

3.3. Comparison of Clinical Data between Group 1 and Group
2. Figure 8 shows the clinical data of the children in groups
1 and 2. It was noted that the admission age of the children
in group 1 was significantly younger than that of group 2,
the bilateral stone rate was significantly higher than that in
group 2, and the difference was statistically significant
(P< 0.05). *ere were no statistically significant differences
in the feeding time, the amount of milk taken, and the
feeding methods of the children in groups 1 and 2
(P> 0.05).

Figure 9(a) is an ultrasound image of a child with
melamine urinary calculi, and it shows dilated ureter and
hyperechoic echo with acoustic shadow, central echo sep-
aration, and anechoic area around the kidney. Figure 9(b) is
an image of a child with melamine urinary calculi and renal
failure. It was noted that the kidney was slightly enlarged, the
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Figure 4: *e denoising performance of the four algorithms for Lena images with different degrees of Gaussian white noise pollution:
(a) PSNR; (b) SSIM; (c) EPI.∗*e difference compared with the algorithm in this study is statistically significant (P< 0.05).

6 Journal of Healthcare Engineering



cortex was thickened, the cortex and medulla were clearly
demarcated, and the medulla contour was obviously
enlarged.

3.4. Total Effective Rate of Treatment for Children in Groups 1
and 2. It was noted from Figure 10 that, of the 52 children
in group 1, the stone disappeared in 25 cases after treat-
ment, the stone was reduced in 20 cases, and the stone
remained unchanged in 7 cases. *e total effective rate of
treatment was 88.46%. Of the 38 cases in group 2, the stone
disappeared in 22 cases after treatment, the stone was

reduced in 12 cases, and the stone remained unchanged in 4
cases. *e total effective rate of treatment was 89.47%.
*ere was no statistically significant difference in the total
treatment effective rate between the two groups of children
(P> 0.05).

3.5. Comparison of Prognosis of Children in Groups 1 and 2.
Figure 11 shows the prognosis of children in groups 1 and 2.
No difference was noted in the rate of discharge with stones,
the rate of stone disappearance after 1 year, the rate of
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Figure 5: *e denoising performance of the four algorithms Barbara images with different degrees of Gaussian white noise pollution:
(a) PSNR; (b) SSIM; (c) EPI. ∗*e difference compared with the algorithm in this study is statistically significant (P< 0.05).
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Figure 6: Denoising performance of four algorithms on ultrasound
images of renal failure. (a)–(e) are the original image, image
processed by the LPND algorithm, image processed by the NSST
algorithm, image processed by the KDA algorithm, and image
processed by the algorithm in this study.
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discharge with water accumulation, and the water loss rate
after 1 year (P> 0.05).

3.6. Comparison of Renal Function of Children in Group 1,
Group2, and theHealthyControlGroup. Figure 12 shows the
renal function of children in group 1, group 2, and the
healthy control group after treatment. No difference was

noted in the blood BUN and blood Cr of the children in
group 1, group 2, and the healthy control group after
treatment (P> 0.05).

3.7.Comparisonof SerumInflammatoryFactors inChildrenof
Groups 1 and 2 after Treatment with the Healthy Control
Group. Figure 13 shows the serum inflammatory factors in
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Figure 8: Comparison of clinical data between groups 1 and 2: (a) the age of admission and the rate of bilateral stones; (b) the feeding time
and the amount of milk taken; (c) the feeding methods (mixed feeding and artificial feeding).
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Figure 9: Ultrasound images of the patients: (a) an ultrasound of a child with melamine urinary calculi; (b) an ultrasound of a child with
melamine urinary calculi and renal failure.
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children of groups 1 and 2 and the healthy control group
after treatment. No difference was noted in the TNF-α and
CRP levels of children between group 1, group 2, and the
healthy control group after treatment (P> 0.05).

4. Discussion

Acute renal failure is a common kidney disease, and it is
associated with many factors, such as changes in human
hemodynamics and injury from toxic substances [21]. *e

clinical manifestations of urinary calculi in children are
often atypical and easily confused with other abdominal
diseases. If diagnosis and treatment are delayed, it may be
complicated by acute kidney failure [22]. In this study, 90
children with melamine urinary calculi were selected as
research subjects. Of them, 52 cases were in group 1
(nonrenal failure), and 38 cases were in group 2 (combined
with renal failure). In addition, 35 hospitalized children
with no history of melamine-contaminated milk feeding
during the same period were used as a healthy control. *ey
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Figure 10: *e total effective rate of treatment for children in groups 1 and 2. *e inner circle represented group 1, and the outer circle
represented group 2.
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Figure 11: Comparison of prognosis of children in groups 1 and 2: (a) rate of discharge with stones and rate of stone disappearance after 1
year; (b) rate of discharge with water accumulation and rate of water loss after 1 year.
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all underwent ultrasound imaging examination based on
the speckle noise algorithm, and the prognosis was ana-
lyzed. Firstly, the Lena images and Barbara images with
different degrees of Gaussian white noise pollution (noise
standard deviations were 5, 15, and 25, resp.) were used as
samples. It was found that the PNSR, SSIM, and EPI in-
dicators of the four algorithms all decreased as the noise
standard deviation increased. *e indexes of PNSR, SSIM,
and EPI of the algorithm in this study were always greater
than those of LPND, NSST, and KDA, and the difference
was statistically significant (P< 0.05). *is was in line with
the research results of Li et al. (2016) [23] that compared
with the traditional ultrasonic denoising technology, this
algorithm can overcome the contradiction between noise
filtering and entry edge reservation, indicating that the
algorithm in this study had a good denoising effect on
images with different degrees of noise pollution. After the
algorithms were applied to ultrasound images of renal
failure, it was noted that the image noise and artifacts were
significantly reduced versus the original image after being
processed by the four algorithms, and the image quality was
improved. Of the four algorithms, the algorithm in this
study demonstrated the best denoising effects, with higher
definition and less noise and artifacts [24].

*e clinical data of the children in groups 1 and 2 were
compared, and it was found that the admission age of the
children in group 1 group was significantly younger than that
in group 2, the bilateral stone rate was significantly higher
than group 2, and the difference was statistically significant
(P< 0.05), which indicated that renal failure might be related
to the age [25]. Of the 52 children in group 1, the stone
disappeared in 25 cases after treatment, the stone was reduced
in 20 cases, and the stone remained unchanged in 7 cases.*e
total effective rate of treatment was 88.46%. Of the 38 cases in
group 2, the stone disappeared in 22 cases after treatment, the
stone was reduced in 12 cases, and the stone remained un-
changed in 4 cases. *e total effective rate of treatment was
89.47%. *ere was no statistically significant difference in the
total treatment effective rate between the two groups of
children. In this study, hemodialysis was used for children
with renal failure, and there was no bleeding or infection
during the treatment, and the treatment effect was good. As
for the prognosis, no difference was noted in the rate of
discharge with stones, the rate of stone disappearance after 1
year, the rate of discharge with water accumulation, and the
water loss rate after 1 year (P> 0.05). It suggested that
children with renal failure had a good prognosis after
treatment, and most of the symptoms disappeared or were
alleviated [26]. No difference was noted in the blood BUN and
blood Cr of the children in group 1, group 2, and the healthy
control group after treatment (P> 0.05). It suggested that the
renal function of children with renal failure recovered after
treatment to normal. In terms of the comparison of serum
inflammatory factors, no difference was noted in the TNF-α
and CRP levels of children between group 1, group 2, and the
healthy control group after treatment (P> 0.05). It also
showed that the serum inflammatory factor levels returned to
normal after treatment, and the inflammatory response was
weakened [27].

5. Conclusion

In this study, 90 children withmelamine urinary calculi were
selected as research subjects. Of them, 52 cases were in group
1 (nonrenal failure), and 38 cases were in group 2 (combined
with renal failure). In addition, 35 hospitalized children with
no history of melamine-contaminated milk feeding during
the same period were used as a healthy control. *ey all
underwent ultrasound imaging examination based on the
speckle noise algorithm, and the prognosis was analyzed.
*e results showed that the denoising algorithm based on ST
and KDA model in this study had good denoising effect on
ultrasound images than traditional algorithms, with higher
definition and less noise and artifacts. It has been proved that
the clinical treatment of children with urinary calculi and
renal failure is highly effective, the renal function and serum
inflammatory factor levels return to the normal range, and
the inflammatory response is weakened. However, some
limitations in the study should be noted. *e sample size is
small, which will reduce the power of the study. In the
follow-up, an expanded sample size is necessary to
strengthen the findings of the study. In conclusion, this
study provides good theoretical support for the clinical
diagnosis and treatment of urinary calculi complicated with
renal failure.
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Objective. To explore the status quo of psychological resilience, mindfulness level, the sleep quality of pregnant women by Prenatal
Diagnosis Screening, and the mediating effect of psychological resilience on sleep quality and mindfulness.Methods. A survey of
298 pregnant women was conducted using the psychological resilience scale, Pittsburgh sleep quality index, and the concise
version of the five-factor mindfulness scale. Results. +e total score of psychological resilience of pregnant women was
(68.96± 17.27), mindfulness was (77.25± 12.65), the median of total sleep quality was 6, and the detection rate of sleep disorders
was 31.9%. +e sleep quality of pregnant women was negatively correlated with mindfulness level and psychological resilience
(p< 0.01), and mindfulness level was positively associated with psychological resilience (p< 0.01). Bootstrap analysis showed that
psychological resilience played an 14.1% mediating role between mindfulness and sleep quality. Conclusion. +e psychological
resilience of pregnant women is low, sleep quality is poor, and mindfulness is mild to moderate. Psychological resilience plays an
important role in mediating between mindfulness level and sleep quality that suggests nursing staff should pay attention to and
improve the psychological resilience of pregnant women screened by prenatal diagnosis to improve the mindfulness level and
sleep quality of pregnant women screened by prenatal diagnosis.

1. Introduction

Studies at home and abroad show that about 78% to 87% of
pregnant women have sleep problems during pregnancy
[1, 2]. +e sleep survey reported that nearly 80% of women
complained about disturbed sleep during pregnancy [3].
+is will increase the risk of comorbidities in pregnant
women and increase the likelihood of preterm birth [4].
Clinically, pregnant women usually refuse to use psycho-
tropic medications to treat sleep problems during pregnancy
due to concerns about fetal growth and development.
Mindfulness is to purposefully focus your attention entirely
on the present, without attaching any judgment, perception,
or awareness. Mindfulness interventions as effective drug
alternative therapies have been shown to improve sleep
quality [4]. Mindfulness meditation is becoming a method of

mental health intervention, and theoretical concepts related
to it have an effect on psychopathology [5]. Psychological
resilience is a dynamic process that takes shape as a change
allowing people to find balance and to evolve positively [6].
It is the product of the interaction between individuals and
the environment. Improving psychological resilience help
individuals reintegrate and grow in the face of difficulties
[7, 8]. Psychological resilience can effectively enhance
changes in the hormonal levels caused by sleep disorders.
+erefore, this paper aims to understand the status of sleep
quality, mindfulness level, and psychological resilience in
prenatal diagnosis screening of pregnant women, and to
explore the role of psychological resilience between mind-
fulness level and sleep quality, to provide a reference to
improving the sleep quality of screening pregnant women
with prenatal diagnosis.
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2. Materials and Methods

2.1. Subjects. From July to September 2020, 298 pregnant
women were selected from the outpatient department of
obstetrics and gynecology in a tertiary hospital.

Inclusion criteria are as follows: (1) age >18 years old; (2)
smooth language communication; (3) pregnant women who
voluntarily participate in the study and actively cooperate;
and (4) elected prenatal diagnostic screening.

Exclusion criteria are as follows: (1) pregnant women
with previous mental illness; (2) low intelligence or com-
bined with severe complications; (3) communication im-
pairment and hearing impairment. +ere were no ethical
conflicts in “Materials and methods.”

2.2. Study Tool. General data shall be designed by the re-
searcher, including basic data of age, education level, ad-
dress, living status, working status and monthly family
income, pregnancy week, adverse pregnancy history, mode
of pregnancy, and other relevant data.

2.2.1. Five Facet Mindfulness Questionnaire-Short Form
(FFMQ-SF). +e scale consists of five dimensions: obser-
vation, description, perceived action, no judgment, and no
behavior, with a total of 24 items. Using a grade Likert5 score
method with a total score of 24 to 120, higher scores rep-
resent higher levels of individual mindfulness [9].

2.2.2. Connor Davidson Resilience Scale (CD-RISC).
Connor and Davidson developed Connor Davidson Resil-
ience Scale (CD-RISC) in 2003 [10]. Yu and Zhang [11], a
Chinese scholar, introduced and Chineseizing it. +e
Cronbach’s alpha of the Chinese version was 0.916, and the
test-retest reliability was 0.821. +e scale includes three
dimensions: toughness, optimism, and self-improvement,
with a total of 25 items. +e Likert 5-level scoring method is
used, with a total score of 100 scores. +e higher the score,
the higher the mental Resilience.

2.2.3. Pittsburgh Sleep Quality Index (PSQI). Applied Liu
and Tang’s Chinese version to evaluate the sleep quality in the
past month. +e scale includes 19 self-assessment items and 5
other-assessment items, and the scoring items are the top 18
items in the self-assessment items. Scoring items contain 7
factors, each factor 0∼3 scores, total score range 0∼21 scores,
the higher the score, the worse the sleep quality [12]. PSQI
total score greater than 7 scores for poor sleep quality [13].

2.3. Study Method. Researchers and trained nurses dis-
tributed the questionnaire. Unified guidance is adopted. On
the premise of obtaining their consent, the corresponding
help was given in the questionnaire filling process, and the
empty items were filled again after the inquiry. All ques-
tionnaires are returned on the spot after completion and
check the completeness and quality. A total of 300

questionnaires were distributed, and 298 were effectively
recovered, with an effective rate of 99.3%.

2.4. Statistical Method. SPSS22.0 was used for statistical
analysis. Counting data were tested by the number of people,
in percentage description. Measurement data are described
by mean and standard deviation. Pearson correlation
analysis was used to analyze the correlation between
mindfulness level, psychological resilience, and sleep quality
of pregnant women in prenatal diagnosis screening. +e
hierarchical regression analysis was used to analyze the
mediating effect of psychological resilience [14], and the
structural equation model was established by AMOS23.0
software. +e Bootstrap method is used to further verify the
result.

3. Results

3.1.GeneralData of PrenatalDiagnosis Screening for Pregnant
Women. A total of 298 pregnantwomen for prenatal diagnostic
screeningwere included in this study. Age: less than 25 years old,
1 person, 0.3%; aged 25–30, 228 person, 75.7%; aged 30–35, 67
people, 22.3%; older than 35 years, 2 people, 0.7%. Education:
students in junior high school and below, 2 people, 0.7%; high
school, 28 people, 9.4%; specialized schools, 96 people, 31.9%;
undergraduate, 161 people, 53.5%; masters or above, 11 people,
3.7%. Address: rural areas, 44 people, 14.6%; township, 120
people, 39.9%; urban areas, 134 people, 44.5%. Living status: with
parents, spouses, 70 people, 23.3%, with spouses, 211 people,
70.1%; separated from spouses, basically live alone, 17 people,
5.6%. Family monthly income: less than 5000 yuan, 22 people,
7.3%; 5000–10000 yuan, 112 people, 37.2%; 10000 to 20000
yuan, 111 people, 36.9%; 20000 to 30000 yuan, 46 people, 15.3%;
more than 30000 yuan, 7 people, 2.3%. Working situation: 216
employees, 71.8%; 82 nonemployees, 27.2%. Only child: 172,
57.1%; No, 126, 41.9%. Whether the pregnancy is planned: yes,
193,64.1%; No, 105,34.9%. +e mode of delivery: 234 natural
births, 77.7%; 64 births by cesarean section, 21.3%. Adverse
pregnancy: yes, 2, 0.7%; no, 296, 98.3%. Pregnant week: less than
13 weeks, 78 people, 25.9%; 13–28 weeks, 188 people, 62.5%;
more than 28 weeks, 32 people, 10.6%. Satisfaction degree of
husband-wife relationship: 250 people were satisfied, accounting
for 83.1%; 48 people, general, 15.9%.

3.2. Prenatal Diagnosis and Screening of PregnantWomen for
Psychological Resilience (Table 1). +e dimension score of the
optimistic, self-improvement, as well as the tough and tensile
group, was 10.59± 3.08, 22.46± 5.89, and 35.93± 8.94, re-
spectively. +e item average score of the optimistic, self-
improvement, as well as the tough and tensile group, was
2.65± 0.77, 2.81± 0.74, and 2.76± 0.69, respectively.

3.3. Prenatal Diagnosis and Screening of PregnantWomen for
Sleep Quality. +e total Pittsburgh sleep quality score and
the score of all dimensions of pregnant women with prenatal
diagnosis is shown in Table 2, with 95 sleep disorders de-
tected, 31.9%.
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3.4. Prenatal Diagnosis and Screening for Maternal Mind-
fulness Levels (Table 3). +e dimension score of the obser-
vational dimensions, describe dimensions, known
dimension of action, do not judge dimensions as well as do
not judge dimensions was 15.16± 2.94, 16.70± 3.45,
13.46± 5.00, 13.58± 3.59, and 18.36± 3.62, respectively. +e
item average score of the observational dimensions, describe
dimensions, known dimension of action, do not judge di-
mensions as well as do not judge dimensions was 3.79± 0.73,
3.34± 0.69, 2.69± 0.10, 2.71± 0.72 as well as 3.67± 0.72,
respectively.

3.5. Prenatal Diagnosis and Screening of Mindfulness Level,
Sleep Quality, and Psychological Resilience. +e results of
person correlation analysis showed that PSQI was negatively
correlated with the CD-RISC score range in prenatal di-
agnosis screening pregnant women (r� − 0.426, p< 0.01).
+e PSQI was negatively associated with the FFMQ-SF score
(r� −0.429, p< 0.01), and the FFMQ-SF was positively as-
sociated with the CD-RISC score (r� 0.373, p< 0.01).

3.6. Test of the Mediating Effect of Maternal Psychological
Resilience between Sleep Quality and Mindfulness Levels.
+e results showed that the negative effect of mindfulness
level on sleep quality decreased from −0.429 to −0.314, and
the effect was still significant (p< 0.01), indicating that
psychological resilience played a partial mediating role in the
prediction of mindfulness level on sleep quality in pregnant
women screened by prenatal diagnosis, as shown in Table 4.
+is conclusion needs to be further verified.

3.7. Validation of Mediating Effect Model of Psychological
Resilience between Mindfulness Level and Sleep Quality in
Prenatal Diagnosis Screening Pregnant Women. +e struc-
tural equation model of psychological resilience, mindful-
ness level, and sleep quality of prenatal diagnosis screening

pregnant women was established. +e maximum likelihood
method and AMOS23.0 software were used for mediating
effect test. +e path analysis is shown in Figure 1. +e model
absolutely fits the exponential x2/df� 3.067, GFI (adaptation
index)� 0.890, AGFI (adjusted fitness index)� 0.831, IFI
(value is configuration)� 0.937, RMSEA (progressive square
and square root)� 0.096, NFI (standard adaptation index)�

0.919, showing good data fit. As can be seen from Figure 1,
the direct effect of mindfulness level on sleep quality is 0.28,
and the indirect effect of psychological resilience on sleep
quality is 0.141 (product of 0.47 and −0.30), accounting for
34.49% of the total effect, suggesting that psychological
resilience plays a partial role between sleep quality and
mindfulness level. Further interval estimation was per-
formed using the variation correction bootstrap confidence
region estimation method with a sample size selection of
5000 [15]. Under 95% CI results, the mediation of psy-
chological resilience between sleep quality and mindfulness
level was −0.146, the interval did not contain 0
(LLCI� −0.248, ULCI� −0.069), suggesting a mediation
effect of psychological resilience between mindfulness level
and sleep quality; the direct effect of mindfulness level on
sleep quality was −0.251 and the interval did not contain 0
(LLCI� −0.435, ULCI� −0.047), indicating a significant
direct effect.

4. Discussion

4.1. �e Psychological Resilience Level of Pregnant Women
with Prenatal Diagnosis Screening Is at a Relatively Low Level.
+is study showed that the psychological resilience of
pregnant women in prenatal diagnosis screening was low,
which was consistent with the results of Zhong et al. [16].
+e score of optimism dimension was the lowest
(10.59± 3.08), which was consistent with the study of Shang
et al. [17]. +e reason may be that prenatal diagnosis during
pregnancy and screening of pregnant women need to face
both physical and psychological pressure. As the growth of
pregnancy week, pregnant women will have early pregnancy
reaction, insomnia, anemia, urinary frequency, oedema,
constipation, stature change, changes in hormone levels, and
lack of awareness of pregnancy and childbirth. +e fear of
prenatal diagnosis results, resulting in negative emotions
such as anxiety. Pregnant women’s lack of confidence in a
successful pregnancy weakened their psychological resil-
ience. Clinical nursing staff should take positive and effective
measures to establish mutual communication groups, on-
demand education in pregnant schools, and one-to-one
psychological counseling. While improving the nursing
ability, help prenatal diagnosis screening pregnant women

Table 1: Total score of psychological resilience and scores of all dimensions of pregnant women screened after prenatal diagnosis (n� 298).

Project Number of entries Score range (scores) Dimension score (x ± s, component) Item average score
(x ± s, component)

Optimistic 4 1∼15 10.59± 3.08 2.65± 0.77
Self-improvement 8 3∼31 22.46± 5.89 2.81± 0.74
Tough and tensile 13 6∼48 35.93± 8.94 2.76± 0.69
Total scores 25 12∼92 68.96± 17.27 2.76± 0.69

Table 2: Total scores of sleep quality and all dimensions of
pregnant women with prenatal diagnosis (n� 298).

Project Median
Sleep quality 1.00
Sleep time 1.00
Hours of sleep 0.00
Sleep efficiency 0.00
Dyssomnia 1.00
Hypnosis drugs 0.00
Day dysfunction 1.00
Total scores 6.00

Journal of Healthcare Engineering 3



understand pregnancy and prenatal diagnosis-related
knowledge, establish confidence in a successful pregnancy,
and then improve the negative emotions of pregnant
women.

4.2. Mindfulness Levels in Pregnant Women Screened for
Prenatal Diagnosis Are Low. +is study showed a prenatal
diagnostic screening of pregnant women with mindfulness
levels at a lower level, lower than related studies [18]. +e
mindfulness level of pregnant women with prenatal diag-
nosis is at the middle level, indicating that their self-regu-
lation and cognitive ability need to be improved. +e level of

mindfulness affects individuals’ cognitive patterns and
negative emotions caused by sleep problems. +e higher the
level of mindfulness, the stronger the self-regulation ability,
and the more optimistic and positive they can face diffi-
culties [19]. +e level of mindfulness can be improved
through learning, and long-term mindfulness practice can
give practitioners peace and tranquility [20]. Mindfulness
helps sleep by detecting sleep problems and not responding
to any emotions or thoughts that arise. It is also necessary to
explore patterns of prenatal diagnostic screening for preg-
nant women to improve sleep quality through mindfulness
practice. Medical staff can screen pregnant women for
mindfulness levels as early as possible in prenatal diagnosis

Table 4: Results of stratified regression analysis of mindfulness level, psychological resilience, and sleep quality for prenatal diagnosis
(n� 298).

Project Dependent variable Argument β price t price p price R2 price F Price p price
Step 1 Sleep quality (Y) Mindfulness level (X) −0.429 −8.181 0.000 0.182 66.933 0.000
Step 2 Psychological resilience (M) Mindfulness level (X) 0.373 6.918 0.000 0.136 47.863 0.000
Step 3 Sleep quality (Y) Mindfulness level (X) −0.314 −5.874 0.000 0.262 53.596 0.000

Psychological resilience (M) −0.309 −5.746 0.000

Table 3: Total scores of mindfulness levels and all dimensions of pregnant women screened after prenatal diagnosis (n� 187).

Project Number of entries Score range (scores) Dimension score (x ± s, component) Item average score
(x ± s, component)

Observational dimensions 4 6∼20 15.16± 2.94 3.79± 0.73
Describe dimensions 5 7∼24 16.70± 3.45 3.34± 0.69
Known dimension of action 5 5∼23 13.46± 5.00 2.69± 0.10
Do not judge dimensions 5 7∼23 13.58± 3.59 2.71± 0.72

Do not act dimension Total 5 7∼25 18.36± 3.62 3.67± 0.72
24 50∼107 77.25± 12.65 3.09± 0.51
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and use the hospital-community and network resources to
develop appropriate interventions to bring mindfulness into
life and improve sleep quality through continuous learning
and self-practice in prenatal diagnosis screening pregnant
women.

4.3. Pregnant Women Have Poor Sleep Quality. +is study
showed that the median sleep quality of prenatal diagnostic
screening was 6 score, and the detection rate of sleep dis-
orders was 31.9%. +e results showed that the three factors
namely, sleep time, sleep disorder, and daytime dysfunction
scored higher, consistent with Tan et al. [21]. +e causes of
sleep problems in pregnant women include fear of prenatal
diagnosis screening results, increased nocturia, difficulty to
find a comfortable sleeping position, physical pain, and
discomfort, resulting in prolonged sleep time and sleep
disorders. With the development of society, more and more
professional women in the workplace need to work at high
intensity while taking into account, their pregnancy
[2, 22, 23]. Excessive energy into work may lead to daytime
dysfunction. +erefore, we should attach great importance
to sleep factors during pregnancy. Clinical medical staff
should thoroughly evaluate the sleep status of pregnant
women in prenatal diagnosis screening. Given the relevant
influencing factors, early identification and intervention
should be carried out to shorten sleep latency, control sleep
disorders, and reduce the incidence of daytime sleep dis-
orders to better improve pregnant womens sleep quality in
prenatal diagnosis.

4.4. Relevant Analysis between Sleep Quality, Mindfulness
Level and Psychological Resilience. Pearson correlation
analysis showed that the sleep quality of pregnant women
screened by prenatal diagnosis was negatively correlated
with psychological resilience. Sleep quality is negatively
correlated with mindfulness and positively associated with
resilience. Sleep quality was negatively correlated with
mindfulness levels and positively correlated with psycho-
logical resilience. +is indicates that higher the mindfulness,
the better the sleep quality, and higher the psychological
resilience, the higher the mindfulness. +e results of hier-
archical regression analysis, structural equation model, and
bootstrap method show that psychological resilience is the
intermediary variable of the sleep quality and mindfulness
level of prenatal diagnosis and screening of pregnant women
and plays a partial intermediary role, accounting for 33.49%
of the total effect. +is indicated that psychological resil-
ience, as a protective factor within individuals, can enhance
the positive function of the mindfulness level. In the face of
pregnancy-related problems, at the same mindfulness level,
pregnant women with high psychological resilience levels
can take a relatively more positive attitude and response way
to adapt to the current state, less affecting sleep quality. On
the contrary, pregnant women with poor psychological
resilience are more likely to produce destructive emotions or
even psychological problems and then appear sleep disor-
ders. Consistent with the results [24], studies have shown
that psychological resilience is the protective resource for the

prenatal diagnosis and screening of the sleep quality of
pregnant women. For pregnant women with low mindful-
ness levels, the mindfulness level can be improved by im-
proving psychological resilience and sleep quality. +e limit
of the study is that this study is short of scientific experi-
ments, which made the result not so solid. Further studies
are needed to confirm the opinion of these reports.

4.5. Summary. In conclusion, prenatal diagnostic screening
for maternal psychological resilience plays a significant
mediating effect between mindfulness and sleep quality.
Clinical nursing staff should pay attention to improving the
psychological resilience of pregnant women in prenatal
diagnosis and screening, and fully explore and utilize the
integration of social resources so that pregnant women in
prenatal diagnosis and screening can enhance their ability to
cope with state changes, maintain good mental health, and
improve the mindfulness level of pregnant women, and
improve sleep quality. In this study, we only selected
pregnant women with prenatal diagnosis and screening in a
tertiary hospital as the research object. +e sampling may be
biased and cannot fully represent pregnant women with
prenatal diagnosis and screening. In future studies, multi-
center selection samples are needed for further exploration.
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Background. Colorectal cancer is the third frequent tumor in the whole world.MiR-483, located at the 11p15.5 locus, acts as an oncogene
in multiple tumors. �e purpose of this study is to explore the important roles of miR-483 in colorectal cancer.Materials and Methods.
RT-qPCR andwestern blot were applied to calculate themRNA levels ofmiR-483 and genes.�eKaplan–Meiermethodwas conducted
to calculate the survival of patients with colorectal cancer. �e proliferation and invasive abilities were measured by Methyl �iazolyl
Tetrazolium (MTT) and transwell assays.Results. MiR-483was upregulated in colorectal cancer tissues, and the upregulation ofmiR-483
predicted poor prognosis of colorectal cancer patients. NDRG2was a target gene ofmiR-483 in colorectal cancer. Furthermore,miR-483
has been reported to promote colorectal cancer cell proliferation and invasion through targeting NDRG2 by the PI3K/AKTpathway and
epithelial-to-mesenchymal transition (EMT). In addition, the overexpression of miR-483 promoted xenograft growth of LOVO cells.
Conclusion. MiR-483 promoted cell proliferation through the NDRG2/PI3K/AKT pathway and invasion-mediated EMT in colorectal
cancer. In view of the multiple mechanisms of molecular immunotherapy, it is necessary to further study the relationship betweenmiR-
483 and colorectal cancer, so as to �nd a more direct and e�ective treatment method to prevent colorectal cancer.

1. Introduction

Colorectal cancer (CRC) is a type of gastrointestinal cancer
that is the third frequent tumor in the whole world [1, 2].
Despite the increase of treatment modalities, the metastasis
remains to be a challenge for the treatment of colorectal
cancer [3]. �erefore, it is urgent to investigate the new
biomarkers for the early diagnosis and metastasis of colo-
rectal cancer.

MicroRNAs (miRNAs) are noncoding RNAs with a
length of 18–25 nucleotides, which repressed gene

expression through directly binding to the mRNA 3′-un-
translated region (3′-UTR) at the posttranscriptional level
[4, 5]. MiRNAs may act as tumor suppressors or oncogenes
to regulate the tumor process including growth, di�eren-
tiation, and metastasis [6, 7]. A previous study has reported
several miRNAs played important roles in colorectal cancer,
including miR-483 [8]. MiR-483, which has been reported to
be located at the 11p15.5 locus, plays important roles in
multiple tumors, including breast cancer, nasopharyngeal
carcinoma, and anaplastic thyroid cancer [9–11]. Yang et al.
have revealed that, in prostate cancer, miR-483 promoted
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cell proliferation and invasion [12]. Similarly, Tang et al.
have illuminated that miR-483 promoted the proliferation,
migration, and invasion and inhibited the apoptosis in
hepatocellular carcinoma [13]. Even in colorectal cancer,
miR-483 was overexpressed and mediated cellular prolif-
eration by directly targeting DLC-1 [14]. (erefore, we
conjectured that miR-483 may promote cell proliferation
and metastasis through regulating the PI3K/AKT pathway
and EMT in colorectal cancer.

N-Myc downstream-regulated gene 2 (NDRG2) belongs
to the NDRG family and is a newly identified differentiation-
related gene whose promoter has hypermethylation [15, 16].
NDRG2 played a vital role in multiple biological processes
including cell growth, metastasis, and apoptosis [17].
Tamura et al. have indicated that loss of NDRG2 enhanced
the metastasis potential in oral squamous cell carcinoma
[18]. Moreover, Yamamura et al. have revealed that the
suppression of NDRG2 was associated with poor prognosis
in gastrointestinal cancer [19]. Even in colorectal cancer, Ali
Golestan indicated that overexpression of NDRG2 pro-
moted cell proliferation and invasion [20]. Moreover, Claire
Agosta has illuminated that miR-483 promoted the mi-
gration and invasion through directly binding to NDRG2 in
adrenocortical cancer [21]. (us, we firmly believe that miR-
483 may play an important role in carcinogenesis through
NDRG2 in colorectal cancer. In this study, we revealed that
miR-483 was upregulated in colorectal cancer and the
overexpression of miR-483 predicted poor 5-year survival.
MiR-483 promoted the proliferation and invasion in colo-
rectal cancer. In addition, miR-483 promoted growth of
CRC cell xenograft.

2. Materials and Methods

2.1. Sample Collection. Cancer tissue samples from 47 pa-
tients with colorectal cancer were collected from Weifang
People’s Hospital. Meanwhile, we also collected the 47
control tissues which were obtained from nonnecrotic colon
patients. Patients were excluded if they received chemo-
therapy or radiation therapy before the blood was drawn. All
the samples were immediately frozen in liquid nitrogen and
stored at −80°C. Informed consent was obtained from all
individual participants included in the study. All the spec-
imens of this study were approved by the Ethical Committee
of Weifang People’s Hospital.

2.2. Cell Culture. Two human colorectal cancer cell lines
(LOVO and SW480) and a normal colorectal epithelial cell
line CCD-18Co were obtained from the American Type
Culture Collection (ATCC, Manassas, VA, USA). All the
cells were cultured in the RPMI-1640 medium (Hyclone,
UT, USA) with 10% fetal bovine serum (FBS), 100U/ml
penicillin, or 100mg/ml streptomycin at 37°C in humidified
air with 5% CO2.

2.3. Cell Transfection. (e miR-483 mimic and the miR-483
inhibitor, as well as their negative control (NC), were
synthesized and purchased from GenePharma (Shanghai,

China), which were transfected into colorectal cancer cells
VOLO to up- or downregulate the expression of miR-483.
(e transfection was performed using Lipofectamine 2000
Reagent (Invitrogen, Carlsbad, CA) pursuant to the com-
mand of the manufacturer.

2.4. RNA Extraction and Real-Time Quantitative Polymerase
Chain Reaction (RT-qPCR). For the miRNAs, total miRNAs
were extracted utilizing the miRNeasy Mini Kit (Qiagen,
Hilden, Germany) from tissues or cell lines. (e reverse
transcription was carried out to synthesize the first cDNA
chain using the TaqMan miRNA Reverse Transcription Kit
(Applied Biosystems, Foster City, CA, USA). (en, the
qPCR was performed using the miRNA-specific TaqMan
miRNAAssay Kit (Applied Biosystems) on an ABI7500 real-
time PCR system (Applied Biosystems). (e relative levels of
miRNAwere derived using the 2−ΔΔCt method with U6 small
nuclear RNA as normalization.

For the mRNAs, the TRIzol reagent (Invitrogen) was ap-
plied to extract total RNA. (e Omniscript Reverse Tran-
scription Kit (Qiagen) was utilized to synthesize the first cDNA
chain from total RNAs. (e qPCR was carried out using the
QuantiTect SYBR Green PCR Kit (Qiagen) on a Quantitect
SYBR green PCR system (Qiagen). A method was used for the
mRNA quantification, which was normalized by GAPDH. We
analyzed the data using the 2−ΔΔCt method for relative quan-
tification. (e sequences of primers were as follows: miR-483
forward 5′-AGTTGGCTCACGGTTCTTTCAA-3′, reverse 5′-
ATCGCCATGGCCCGCATGTCGG-3′; U6 forward 5′-GC
TTCGGCAGCACATATACTAAAAT-3′, reverse 5′-CGCT
TCAGAATTTGCGTGTCAT-3′; NDRG2 forward 5′-CCT
CACCTC TTCCATTCC-3′, reverse 5′-TATCACCTC CACG
CTCAA-3′; and GAPDH, forward 5′-CGGAGTCAACG
GATTTGGTCGTAT-3′, reverse 5′-AGCCTTCTCCATGGT
GGTGAAGAC-3′.

2.5. Western Blotting. Total proteins were extracted using
the RIPA buffer (Beyotime, Nantong, China), and then, we
tested the protein concentration by bicinchoninic acid
protein assay (BCA). Equal amounts of proteins were
isolated by 10% sodium dodecyl sulfate polyacrylamide gel
electrophoresis (SDS-PAGE) and transferred onto a pol-
yvinylidene fluoride (PVDF) membrane (Millipore, Bos-
ton, MA, USA). After blocking with 5% nonfat dried milk
for 1h, the membrane was incubated with the primary
antibody against NDRG2 (1 : 1000; ab174850, Abcam,
Cambridge, USA), E-cadherin (1 : 1000; ab197751, Abcam),
N-cadherin (1 : 1000; ab256744, Abcam), vimentin (1 : 1000;
ab92547, Abcam), p-PI3K (1 : 1000, 17366, Cell Signaling,
San Jose, CA, USA), PI3K (1 : 1000, 3821, Cell Signaling),
p-AKT (1 :1000, 5197, Cell Signaling), AKT (1 :1000, 4685,
Cell Signaling), and GAPDH (1 : 3000, Cell Signaling) at
4°C overnight. Subsequently, the membranes were incu-
bated with the secondary HRP-conjugated antibody
(Beyotime) for 2 h at room temperature. Finally, the
protein signal was determined with the enhanced chem-
iluminescence (ECL) kit (Pharmacia Biotech, Arlington,
USA).
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2.6. CCK-8 Assay. (e ability of cell proliferation was
measured by CCK-8 assay. In brief, 300 μl cell suspension
with a concentration of 80% was seeded in each well of the
96-well plates. Meanwhile, CCK-8 reagent (Dojindo,
Kumamoto, Japan) was added after 24 h, 48 h, 72 h, or 96 h of
culture, and the absorbance at a wavelength of 450 nm was
evaluated using a Model 680 Microplate Reader (Bio-Rad,
Hercules, CA).

2.7. Transwell Assay. Transwell insert (8 μm pore filters, BD
Bioscience, Bedford, MA) with a Matrigel (BD Biosciences)-
coated membrane was used to calculate the invasion and
migration assay. Cells suspended in serum-free media were
seeded to the upper chamber, while a normal RPMI-1640
medium with 15% FBS was added in the lower chamber.
After incubating for about 24 h at 37°C, the invasive cells
were fixed and stained by 4% paraformaldehyde and 10%
crystal violet, respectively. Finally, we photographed and
counted the invasive cells in five random fields under a
microscope (Tokyo, Japan).

2.8. Dual-Luciferase Reporter Assay. NDRG2 was predicted
to be a potential downstream target of miR-483 using
TargetScan (https://www.targetscan.org). (e binding se-
quences were mutated from 5′-AGGGCAGA-3′ to 5′-
AGGCGUCA-3′ to validate whether miR-483 directly binds
to NDRG2 in colorectal cancer cells. Subsequently, the wild
type and the mutant 3′-UTR of NDRG2 were inserted into
the dual-luciferase reporter vectors, which were designated
as WTor MUT. For the luciferase assay, Lipofectamine 3000
Reagent (Invitrogen, USA) was employed to be cotrans-
fected with the miR-483 mimic and theWTorMUTplasmid
into VOLO cells. (en, the luciferase activity was measured
on a dual-luciferase reporter assay system (Promega, USA).

2.9. Xenograft Tumor Formation Assay. Four-week old nude
mice were purchased from Charles River Laboratories (Beijing,
China). VOLO cells (5×106 cells) were subcutaneously injected
into one side of the axillae of the nudemice.(e length and the
width of the xenograft tumor were evaluated and recorded
every 3 days after completing the transplant tumor model. (e
volume of the xenografts was calculated as the square of length
multiplied by the width divided by two. (e experiment was
terminated after culturing for 26 days, and the xenografts were
incised. All animal experiments were performed in the animal
laboratory center of Weifang People’s Hospital and approved
by the Animal Care and Use Committee of Weifang People’s
Hospital.

2.10. Statistical Analysis. All data are expressed as the
means± standard deviation (SD) of at least three indepen-
dent experiments. Statistical analysis was performed using
SPSS 16.0 software (IBM, Armonk, NY, USA). (e differ-
ences between two or more groups were compared using
Student’s t-test or one-way ANOVA. (e association be-
tween the expression of miR-483 and the overall survival for
colorectal cancer patients were assessed by the

Kaplan–Meier curve and log-rank test. Results were con-
sidered statistically significant if P< 0.05. Each experiment
was repeated three times.

3. Results

3.1. Upregulation of MiR-483 Predicted Poor Prognosis of
Colorectal Cancer. (e mRNA level of miR-483 was calcu-
lated in 47 pairs of colorectal cancer and nonnecrotic colon
tissues. As expected, the expression of miR-483 was higher in
colorectal cancer tissues in comparison with corresponding
nonnecrotic colon tissues (P< 0.05) (Figure 1(a)). In addition,
the overexpression of miR-483 predicted poor 5-year survival
in colorectal cancer (P< 0.05) (Figure 1(b)).

3.2. MiR-483 Promoted the Proliferation and Invasion in
Colorectal Cancer Cells. (e expression of miR-483 was
assessed in two colorectal cancer cell lines (LOVO and
SW480) and a normal colorectal epithelial cell line CCD-
18Co. Similar with the findings in tissues, miR-483 was
overexpressed in CCD-18Co cells compared with colorectal
cancer cell lines LOVO (P< 0.05) and SW480 (P< 0.05)
(Figure 2(a)). To explore the functions of miR-483 in co-
lorectal cancer, the miR-483 mimic or the miR-483 inhibitor
was transfected in LOVO cells to up- (P< 0.01) or down-
regulate (P< 0.05) miR-483 (Figure 2(b)).

MTT assay revealed that the miR-483 mimic promoted
cell proliferation (P< 0.05), while the cell proliferative ability
was suppressed by the miR-483 inhibitor in LOVO cells
(P< 0.05) (Figure 2(c)). Furthermore, transwell assay illu-
minated that the miR-483 mimic enhanced the cell invasive
ability (P< 0.01) while the miR-483 inhibitor suppressed
(P< 0.05) (Figure 2(d)). All the findings elucidated that miR-
483 promoted the capacities of proliferation and invasion in
colorectal cancer cell line LOVO.

3.3. MiR-483 Regulated the Expression of NDRG2 through
Directly Binding to the 3′-UTR of NDRG2 mRNA.
TargetScan predicted NDRG2 was a target gene of miR-483
and the binding site was located at 3′-UTR of NDRG2
mRNA. To validate miR-483 direct binding to the potential
binding site of NDRG2, the binding sequences were mutated
from 5′-AGGGCAGA-3′ to 5′-AGGCGUCA-3′ and then
inserted into the luciferase vectors (Figure 3(a)). (e lu-
ciferase reporter assay indicated that the luciferase activity of
LOVO cells transfected with the wild-type NDRG2 3′-UTR
was decreased by miR-483 mimic (P< 0.05), while the miR-
483 mimic has no effect on the luciferase activity of cells
transfected with mutant NDRG2 3′-UTR (P< 0.05)
(Figure 3(b)). Furthermore, the mRNA levels of NDRG2
were measured when transfected with the miR-483 mimic or
the miR-483 inhibitor in LOVO cells. As expected, the
overexpression of miR-483 enhanced the mRNA level of
NDRG2 (P< 0.05), while the knockdown of miR-483
inhibited the expression of NDRG2 in LOVO cells (P< 0.05)
(Figure 3(c)). All the results illuminated that miR-483
regulated the expression of NDRG2 in colorectal cancer cell
line LOVO.
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Figure 1: Upregulation of miR-483 predicted poor prognosis of colorectal cancer. (a) �e expression of miR-483 was higher in colorectal
cancer tissues than in the nonnecrotic colon tissues. (b) Overexpression of miR-483 predicted poor 5-year survival of colorectal cancer
patients. ∗P< 0.05. NT: normal tissues; CRC: colorectal cancer.
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Figure 2: MiR-483 promoted the proliferation and invasion in colorectal cancer cells. (a) MiR-483 was overexpressed in CCD-18Co cells
versus LOVO and SW480 cells. (b)�e miR-483 mimic or the miR-483 inhibitor was transfected to up- or downregulate miR-483 in LOVO
cells. (c) MTTassay revealed that the miR-483mimic promoted the proliferation in LOVO cells. (d)�e invasive ability was enhanced by the
miR-483 mimic cell, while it was inhibited by the miR-483 inhibitor in LOVO cells. ∗P< 0.05; ∗∗P< 0.01.
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3.4. MiR-483 Promoted the EMT and Activated the Phos-
phorylation of the PI3K/AKTSignaling Pathway. �e relative
mRNA level of NDRG2 was calculated, and it was found to
be upregulated in nonnecrotic colon tissues in comparison
with that of colorectal cancer tissues (P< 0.05) (Figure 4(a)).
Also, the expression of NDRG2 was detected in normal
colorectal epithelial cell line CCD-18Co and two human
colorectal cancer cell lines LOVO and SW480. Not unfor-
tunately, the expression of NDRG2 was lower in LOVO
(P< 0.05) and SW480 (P< 0.05) cells than that in CCD-
18Co cells (Figure 4(b)). Moreover, western blot was con-
ducted to assess the expressions of EMT and PI3K pathway
associated proteins in LOVO cells. We discovered that the
miR-483 mimic promoted the EMT via NDRG2 by sup-
pressing the expression of NDRG2 and N-cadherin while
improving the expression of E-cadherin in LOVO cells

(Figure 4(c)). Phosphorylation of PI3K and AKT promoted
cell growth, proliferation, and survival [22]. As we expected,
the overexpression of miR-483 enhanced the expression of
p-PI3K and p-AKT in LOVO cells (Figure 4(d)), which
elucidated that miR-483 activated the phosphorylation of the
PI3K/AKT signaling pathway.

3.5. MiR-483 Enhanced the Xenograft Growth In Vivo.
LOVO cells stably transfected with the miR-483 mimic, or
control plasmid was applied to inject into the nude mice
subcutaneously. �e xenograft tumor volume was calculated
every 3 days, and the group of transfecting the miR-483
mimic had a higher growth rate than the control group
(Figure 5(a)). After dissecting the nude mice, the xenograft
tumors were collected and the volumes were calculated.
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Figure 3: MiR-483 regulated the expression of NDRG2 through binding to NDRG2mRNA 3′-UTR. (a) TargetScan predicted NDRG2 was a
target gene of miR-483 and the binding site was located at the 3′-UTR of NDRG2 mRNA. (b) �e luciferase reporter assay indicated that
miR-483 directly targeted NDRG2 in LOVO cells. (c) Overexpression of miR-483 enhanced the mRNA level of NDRG2, while the
knockdown of miR-483 inhibited the expression of NDRG2 in LOVO cells. ∗P< 0.05; #P< 0.05.WT: wild type; MUT: mutant type.
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Also, we discovered the tumor volumes of cells over-
expressing miR-483 was bigger than that of the control
group, which indicated that miR-483 mimic promoted the
growth of colorectal cancer xenograft (P< 0.05)
(Figure 5(b)).

4. Discussion

Colorectal cancer is the third frequent tumor and one of the
leading causes of cancer-related death worldwide [1, 2]. �e
morbidity and mortality of colorectal cancer caused by
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Figure 4: MiR-483 promoted the EMT and activated the phosphorylation of the PI3K/AKT signaling pathway. (a) �e mRNA level of
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metastasis are increasing rapidly [3, 23]. (erefore, it is
urgent to explore the early diagnosis and metastasis of newly
biomarkers for colorectal cancer.

MiRNAs repressed the protein degradation and trans-
lation through directly binding to the 3′-UTR of target
mRNA at the posttranscriptional level [24]. MiR-483 which
acted as a prognostic biomarker was upregulated in
esophageal squamous cell carcinoma [25]. Consistent with
the findings, we discovered that miR-483 was upregulated in
colorectal cancer tissues in comparison with the nonnecrotic
colon tissues. Moreover, miR-483 may act as a prognosis
marker and the overexpression of miR-483 predicted a poor
5-year overall survival of colorectal cancer patients, which
was the first time to propose the association between miR-
483 and the survival of CRC. Furthermore, miR-483 played
an oncogenic role and promoted cell proliferation and
migration in esophageal squamous cell carcinoma [26]. In
adenocarcinoma, Song et al. indicated that miR-483 pro-
moted cell invasion and the EMT [27]. Our results were
consistent with all the findings that the overexpression of
miR-483 in colorectal cancer promoted cell proliferation and
invasion, while the reverse was downregulation. However,
miR-483 served a tumor suppressive role in glioma [28], and
we speculated that miR-483 has a tissue-specific expression.
In addition, we first proposed that miR-483 promoted the
growth of colorectal cancer cell xenografts.

NDRG2 is a gene with promoter hypermethylation and
is a newly identified differentiation-related gene [15, 16]. In
esophageal cancer, NDRG2 inhibited cell proliferation,
migration, invasion, and the EMT [17]. NDRG2 was a target
gene of several miRNAs including miR-141b, miR-375, miR-
301, and miR-650 [29–32]. Consistent with the findings of
Claire Agosta in adrenocortical cancer [21], we discovered
that NDRG2 was a target gene of miR-483 and miR-483
mediated the expression of NDRG2 in colorectal cancer.(e
expression of NDRG2 was lower in colorectal cancer tissues
than in nonnecrotic colon tissues. Moreover, miR-483
promoted colorectal cancer cell proliferation, invasion, and
EMT through targeting NDRG2 and activated the PI3K/
AKT pathway.

5. Conclusions

MiR-483 promoted colorectal cancer cell proliferation, in-
vasion, and EMT through directly targeting NDRG2 and
activated the PI3K/AKT pathway. In addition, the over-
expression of miR-483 promoted the growth of LOVO cells
xenograft. Our data suggest that miR-483 is a prognostic
predictor and can serve as a potential therapeutic target of
colorectal cancer.
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Data supporting the findings of this study are available on
reasonable request from the corresponding author.
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Psoriasis is a common chronic and recurrent disease in dermatology, which has a great impact on the physical and mental health
of patients. Meta-analysis can evaluate the effectiveness and safety of defubao in the treatment of psoriasis vulgaris. (is article
observes psoriasis skin lesions treated with topical defubao and the changes in blood vessels under dermoscopy. Considering that
the Apriori algorithm and the existing improved algorithm have the problems of ignoring the weight and repeatedly scanning the
database, this paper proposes a matrix association rule method based on random forest weighting. (is method uses the random
forest algorithm to assign weights to each item in the data set, and introduces matrix theory to convert the transaction data set into
a matrix form and store it, thereby improving operating efficiency. (is article included 11 studies, of which 7 studies used the
indicator “Researcher’s Overall Assessment” (IGA) to evaluate the efficacy, 5 studies used the “Patient Overall Assessment” (PGA)
as the efficacy evaluation index, and Loss Area and Severity Index (PASI) was used as an observation index to evaluate the efficacy.
Seven studies conducted safety comparisons. In this paper, IGA and PGA were used as evaluation indicators. (e treatment effect
of the defubao group was better than the calcipotriol group and the betamethasone group. (e differences were statistically
significant.(e effect of the Fubao treatment for 8 weeks is significantly better than that of 4 weeks and 2 weeks, and the differences
are statistically different. Using PASI as the evaluation index, a descriptive study was carried out, and it was found that after 4
weeks of treatment for psoriasis vulgaris, the average PASI reduction rate of patients was higher than that of the calcipotriol group
and the betamethasone group. (e safety evaluation found that after 8 weeks of treatment, the incidence of adverse events in the
defubao group was significantly lower than that in the calcipotriol group.

1. Introduction

How to discover these hidden and valuable relationships has
always been a research hotspot in the field of data mining
[1, 2]. Among them, data mining technology refers to a large
number of data sets, through association rule mining,
classification, aggregation and outlier detection and other
methods, to find the internal relationship between the data
in the data set without obvious characteristics, so as to guide
people in subsequent production activities. For example, in
the typical case of retail data on beer and diapers, if the
decision-makers did not use data mining technology to
effectively analyze the retail data, how could they find that

people who bought beer would also buy diapers? Among
them, in the case of beer and diapers, association rules
technology is used, which is a very practical data mining
technology [3–5]. (is mining technology has been widely
used in many fields such as store layout, consumer behavior,
accident data analysis, and fraud detection [6, 7].

Psoriasis, known as “white boil” in traditional Chinese
medicine, is a common chronic, inflammatory, and recur-
rent skin disease [8]. It is characterized by red papules or
plaques with multiple layers of silvery white scales covering
the limbs. Extensive side, scalp and back, severe skin lesions
can spread all over the body, accompanied by varying de-
grees of itching [9, 10]. (e disease can be seen in all races,
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and the prevalence varies among different regions and races.
Psoriasis is clinically divided into 4 types, including vulgaris,
erythroderma, pustular, and articular types, among which
vulgaris is the most common, accounting for more than 97%
of all patients [11]. Common TCM syndrome differentiation
mainly includes blood syndrome, blood heat syndrome,
blood dryness syndrome, blood deficiency syndrome and
blood stasis syndrome [12]. However, psoriasis persists for a
long time and the pathogenesis is complicated. Only four
types cannot meet the complex and changeable clinical
syndrome differentiation needs of psoriasis vulgaris. At
present, our country is in a period of social transformation
and rapid economic growth, and the subsequent air pol-
lution, water pollution and increasing living pressure have
laid hidden dangers for the occurrence of this disease [13].
(erefore, the need for research and treatment of this disease
is more urgent than in any previous period. Modern
medicine has been continuously exploring and researching
the disease, and there have been a lot of research results.
However, the etiology and pathogenesis of psoriasis are still
unclear. Its treatment has large side effects and lacks safe,
effective and satisfactory long-term curative effects. (is
article aims to systematically collect patients’ symptoms,
related factors, and analyze the distribution characteristics of
pathogenic factors, combination characteristics, distribution
of related factors and typical symptoms caused by patho-
genic factors as comprehensively as possible, and discuss the
differentiation of psoriasis vulgaris [14]. Element charac-
teristics, using the simple, flexible, accurate, and compre-
hensive characteristics of syndrome elements to describe the
pathogenesis of psoriasis vulgaris, provide a basis for more
accurate and effective differentiation and treatment of
psoriasis vulgaris [15]. In this way, the complex pathogenesis
is divided into several syndrome differentiation elements of
the combination of syndromes, and the precise differenti-
ation of syndromes can be used to guide the treatment more
accurately, so as to be beneficial to more in-depth research
on the disease and to further improve the clinical efficacy of
the disease. At present, the common indicators for evalu-
ating the severity of psoriasis include skin lesion area and
severity index, the researcher’s overall assessment, the pa-
tient’s overall assessment, and the target skin lesion score.
(e first three indicators are to observe and evaluate the
overall severity of the patient. Target lesion scores are widely
used to assess the severity of specific lesions in psoriasis. It
includes erythema, scale, and infiltration. TLS observes
specific local skin lesions. (erefore, when it is necessary to
combine auxiliary examination methods to dynamically
observe and record changes in diseases or skin lesions, TLS is
more intuitive and comparative.

Calcipotriol has been widely used in the treatment of
psoriasis, and its efficacy and safety have been recognized
by doctors and patients. Local topical glucocorticoids are
also the first choice for the treatment of psoriasis. Before the
advent of defubao, the effect of using glucocorticoid in the
morning and calcipotriol at night was significantly better
than using calcipotriol or glucocorticoid alone twice a day.
Topical calcipotriol and glucocorticoids have been used as
classic first-line drugs for the treatment of psoriasis for

several years. Calcipotriol is a vitamin D derivative, which
can regulate the proliferation and differentiation of epi-
dermal cells, as well as the production and release of pro-
inflammatory cytokines. Local topical glucocorticoid
therapy will have a wide range of biological effects, such as
inhibiting the production and migration of inflammatory
cells, regulating the release of cytokines (such as IL-2) and
chemokines, and regulating DNA synthesis. However,
external hormones alone have side effects, including skin
atrophy, telangiectasia, and uneven pigmentation. Defubao
is a compound preparation of betamethasone and calci-
potriol, containing calcipotriol 50 μg/g and betamethasone
dipropionate 0.5mg/g. Defubao was approved by the State
Food and Drug Administration for the treatment of pso-
riasis vulgaris. In theory, it has both calcipotriol’s pro-
keratinocyte differentiation effect and betamethasone anti-
inflammatory effect, which combines the advantages of the
two drugs and complements the side effects of the two
drugs. However, the effectiveness and safety of defubao still
need strong evidence-based medical evidence to objectively
evaluate.

2. Related Work

Many scholars have proposed binding and nonbinding
association rules [16–18]. For example, they add restrictions
on the number of transactions and transaction time to each
item in the database to reduce the number of association
rules, generate only interesting rules, generate only nonre-
dundant rules, or use sampling to display association rules,
or generate only those that meet certain requirements [19].

Relevant scholars have adopted the maximum utility
value strategy, and proposed the LQS-tree storage structure,
item connection and sequence connection to expand the
sequence, and also provided width pruning and deep
pruning to prune undesirable sequences [20]. Related
scholars have proposed a four-stage MapReduce framework,
which is completely based on the famous Spark platform for
mining HUSP [21]. (e framework provides more efficient
and faster mining performance for processing large data sets.
It includes four stages: initialization, mining, update, and
generation. It is based on the MapReduce framework run-
ning on the Spark platform to process large data sets.

At present, most of the algorithms are mainly focused on
HUSP mining in static databases, without considering
streaming data. In streaming data, unlimited data appears
continuously and at a high speed, which will increase the
difficulty of mining. Based on this, related scholars have
proposed a HUSP-UT algorithm, which is based on a data
stream tree structure [22, 23]. A large number of experi-
ments on real data sets show that HUSP-UT can effectively
identify high-efficiency sequences. In addition, the article
also proposes a new upper bound-sequence expansion
utility. A variety of pruning strategies are further adopted
[24].

In the real world, the time interval between elements is
also very important. However, the existing HUSP mining
algorithms cannot extract sequential patterns of this nature.
(e researchers took into account the utility of the elements
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and the time interval, and proposed a sequential pattern
mining algorithmwith the nature of time interval [25, 26]. In
addition, four time constraints are used to process the time
intervals in the sequence to extract more meaningful pat-
terns. In addition, two upper bounds of utility are proposed,
namely the upper bound of residual utility (RUUB) and the
upper bound of co-occurrence utility (CUUB) to prune
hopeless candidates. Under the assumption that multiple
events can occur simultaneously and persist for different
periods of time, considering the utility of events, a pattern
mining algorithm based on high-efficiency intervals,
HUIPMiner, is proposed [27, 28].

Relevant scholars believe that psoriasis is related to the
five internal organs, and is most closely related to the liver
[29]. (e main factors are that the liver controls drainage,
the blood storage in the liver, and the pathological inter-
action between the liver and other internal organs. Scholars
used a multi-center randomized controlled method for
clinical observation [30]. (e treatment group was mainly
given the prescription of cooling blood and detoxification,
the liver-clearing and purging gunpowder was used for the
blood-heat syndrome, the liver-releasing and qi-regulating
medicine was used for the blood stasis syndrome, and the
liver-softening detoxification was used for the blood-dry
syndrome [31–33]. All were treated with medicine that was
soothing to the liver and relieved depression. (e im-
provement of DLQI scores in the treatment group was better
than those in the control group. (erefore, the treatment of
psoriasis from the liver theory based on Liangxue Jiedu
Decoction can effectively improve the degree of skin lesions,
TCM syndromes and quality of life [34, 35].

(e TCM syndrome differentiation type included in the
literature lacks objective and unified standardized standards.
(e outcome index adopts the comprehensive curative effect
evaluation index, and the improvement of symptoms is
based on the subjective judgment of the investigator, which
makes the judgment of curative effect lack objectivity. In
addition, in the trial design, most of the literature lacks long-
term follow-up, which affects the combined analysis of the
long-term efficacy of external use of traditional Chinese
medicine in the treatment of psoriasis vulgaris. (is may be
related to the long treatment period of traditional Chinese
medicine and the relatively difficult follow-up. A small part
of the literature even lacks the description of the adverse
reaction, and most of the literature lacks objective basis
when describing the adverse reaction, which reduces the
completeness of the data.

3. Method

3.1. Mining Based on Apriori Text Association Rules. (e
following introduces the related concepts of Apriori and the
main algorithm process in two parts.

(1) Support: For a given data set, how often certain
features are found. Support is defined as follows:

support(A, B) � P(A⊆B)∪P(A∩B). (1)

Among them, A and B are itemsets.

(2) Confidence degree: It reflects the certainty of the
reflection rules on the basis of frequent itemsets. (e
confidence is defined as follows:

Confidence(A, B) � P(A∪B)∩P(A∩B). (2)

(3) Frequent itemsets: Frequent itemsets find the set of
data that is not less than the minimum support
degree.

(4) Strong association rules: On the basis of frequent
itemsets, strong association rules also meet artifi-
cially set thresholds.

Apriori’s algorithm uses the candidate function to gen-
erate frequent itemsets. (e function first counts the number
of occurrences of each element in the itemsets (also known as
support count), and finds the frequent itemsets. (en the
function rescans the data set, using the iterative layer-by-layer
method until there is no maximum itemset generated. (e
calculation process of Apriori is shown in Figure 1.

3.2. Diagnostic Model Construction Method. RNN and DBN
can also achieve better experimental results in practical
applications. However, these two methods still have prob-
lems in processing text data. In view of the shortcomings of
the above methods, CNN, as a typical neural network, can
solve the above problems well. As a feedforward network, it
has outstanding performance in reducing weights and
computational complexity.

(e input data has a certain format, and the image itself
is composed of multiple pixels, so it has certain regularity.
For text data, the converted word vector is generally used as
input data.

To extract the features of the input data x(i), the discrete
convolution formula is

y(n) � 
∞

i�0
[h(n − i + 1)•x(i + 1)]. (3)

Among them, h(n− i) is the convolution kernel.
A filter is also called a convolution kernel. Assuming that

the length of the input data is n and the size of the con-
volution kernel ism, the feature length after the convolution
operation is n−m+ 1. However, this situation will reduce
the length of the feature. CNN adopts an expansion method,
that is, filling the boundary of the input data to prevent
problems caused by size changes.

(e feature matrix obtained by convolution has a rel-
atively large dimension and cannot accurately describe data
features. After pooling, more accurate features can be ob-
tained, which is convenient for subsequent work.

TextCNN optimizes the standard CNN convolutional
layer structure, which uses simple models to achieve ex-
cellent results in multiple data sets, achieves end-to-end
classification effects, and makes it better to process text
content. Compared with CNN, the network structure is
simple, and the input data is one-dimensional data. (e
biggest feature of TextCNN is to classify text. (e data are
mapped to a low-dimensional space for encoding through
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the feature extractor of the embedding layer. Figure 2 shows
the architecture of the psoriasis data mining system based on
association rules.

3.3. Random Forest Algorithm. (e algorithm principle is as
follows:

(1) (e sample is replaced with n samples randomly
selected as the training set.

(2) Use the training set to construct a decision tree, and
randomly extract features during the construction
process.

(3) Repeat the above process to generate multiple de-
cision trees.

(4) Integrate all decision trees to predict new data (the
majority vote is generally used for classification).

(e random forest algorithm can effectively weigh each
feature in the data set. (e main idea is to calculate the
average contribution of each feature in the random forest for
all trees in the random forest. (e Gini index is commonly
used as a measurement indicator. (e process of random
forest algorithm is shown in Figure 3.

Here, VIM is used for variable importance measures, and
GI is used for Gini index. Taking a data set containing n
features as an example, the calculation method of the j-th
feature Gini index score VIMj(Gini) is:

GIm � 
K

k�0


K

k′�1

pmkpmk′( , (4)

where K represents the number of categories included, and
Pmk represents the probability of randomly sampling two

samples of different categories from nodem.(e importance
of feature Xj to node m is:

VIMGini
jm + GIl � 2GIr + GIm. (5)

Here, GIl and GIr, respectively, represent the Gini index
of the new node after branching. If the node of feature Xj in
decision tree i belongs to setM, then the importance of Xj to
the i-th tree is:

VIMGini
ij � 

m⟶M

VIMGini
jm + GIl + GIr + GIm ,

VIMGini
j � 

n−1

i�0
VIMGini

ij − GIl − GIr − GIm .

(6)

3.4. Design of Matrix Association Rule Algorithm Based on
Random Forest Weight. (e traditional Apriori algorithm
and the existing improved algorithm have problems such as
low operating efficiency, and many redundant rules. In re-
sponse to these problems, this section combines the random
forest algorithm with matrix theory, proposes a matrix as-
sociation rule algorithm based on random forest weights, and
designs and implements related comparative experiments.

Due to the introduction of weights, the traditional
support and confidence are no longer applicable. In addi-
tion, the transformed matrix needs to be compressed
according to related properties to further obtain frequent
itemsets. (erefore, this paper defines the weighted support
and weighted confidence, and provides related definitions
and proofs for matrix compression.

W(X) is recorded as the weight of item set X, which
represents the sum of the weights of all items in item set X:
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W(X) � 
i,I(X)

W ij  + GIl + GIr + GIm | 
i,I(X)

W ij . (7)

WSup(X) is recorded as the weighted support of item setX:

WSup(X) � W(X)•W(X)•Sup(X). (8)
If WSup(X) >minsup (customized minimum

weighted support), then the item set X is called a weighted
frequent set. (e weighted confidence of the association
rule X-Y is:

WConf(X↦Y) � WSup(X∩Y)|WSup(X∪Y). (9)

Suppose there is a transaction data set D� {t1, t2, t3, t4,
t5}, and its corresponding item set is I� {I1, I2, I3, I4, I5}.
First, we scan the transaction data set D, and obtain the
weight of each feature through the above random forest
method. (e conversion method is, if the j-th item exists in
the i-th transaction, we set the value of the i-th row and the j-
th column of the matrix to 1, otherwise set its value to 0. (e
transformed transaction matrix D1 is shown in Table 1.
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On the basis of the converted matrix, we add two new
rows Sup and WSup, and add a new column sum_c, where
sum_c is used to record the total number of items contained
in each transaction, and Sup and WSup are used to record
the support of different items, respectively.

We set the minimum weighted support min_wsup,
compare the support number of each item recorded in the
last row, if the support number of an item is not less than
min_sup, it will be recorded as frequent 1 item set, otherwise
the corresponding column will be deleted. If the value
corresponding to an element is 0, we delete the corre-
sponding row to obtain a new transaction matrix.

(is process is repeated all the time, resulting in frequent
k itemsets (k≥ 2). We delete the matrix column corre-
sponding to the item Ij that appears less than k in the
frequent k− 1 item set and recalculate the sum_c column of
the matrix. According to property 2, if the value of an el-
ement is less than k, we delete the corresponding row of the
element in the matrix. If the value of an element is less than
min_sup, we delete the column corresponding to the
element.

3.5. Statistical Processing. RevMan 5.3 software was used for
meta-analysis of the data. First, X2 is used to evaluate the
heterogeneity between similar studies. If P≥ 0.1 and
I2≤ 50%, it means that there is homogeneity between the
studies, and the fixed effects model is used for meta-analysis;
if P< 0.05, I2> 75%, it is considered that there is hetero-
geneity between the studies and the heterogeneity should be
analyzed. After subgroup analysis is conducted according to
the research design and different treatment options, and
after eliminating the problems of the quality of the research
design and different treatment options, the random effects
model can be used to combine the effect size, and the re-
search results can be explained carefully. Sensitivity analysis
is performed on the heterogeneity caused by different re-
search methods, and different model calculations are per-
formed to evaluate the stability of the meta-analysis results.
(e outcome variables of this study are all two-category
count data, and the odds ratio and 95% confidence interval
are used as the analysis statistics. For those with insufficient
data in clinical trials, only descriptive analysis will be
performed.

4. Results and Discussion

4.1. Effectiveness Analysis. (ere are 4 randomized trials to
evaluate and compare the effectiveness of defubao and
betamethasone in the treatment of psoriasis vulgaris through
IGA indicators. According to the course of treatment, they

are divided into 3 subgroups: treatment for 2 weeks,
treatment for 4 weeks, and treatment for 8 weeks. After 2, 4,
and 8 weeks of treatment, the proportion of patients in the
defubao group whose IGA assessment changed to “regres-
sion of skin lesions” or “very mild skin lesions” was sig-
nificantly higher than that of the betamethasone group. (e
group had no heterogeneity in each outcome index, so fixed
effects models were used for meta-analysis. (e results
showed that whether the treatment course was 2 weeks or 8
weeks, the treatment effect of defubao was significantly
better than that of betamethasone, and the difference was
statistically significant.(e IGA used the IGA as an indicator
to evaluate the asymmetry of the funnel chart between the
defubao group and the betamethasone group at 8 weeks, and
there is a publication offset in the study, as shown in Fig-
ure 4. However, in the subgroup comparing the efficacy of 4
weeks, the Cochrane Q analysis suggests that the combined
data of the three groups are significantly heterogeneous, so
the 4-week period is valid. (e conclusions reached suggest
that after 4 weeks of treatment, the treatment effect of the
defubao group is better than that of the betamethasone
group.

(ree trials compared the effectiveness of defubao and
calcipotriol (1 time/day) using IGA as an observation in-
dicator. According to the different treatment time, they are
divided into 3 subgroups and compared separately. (e
difference in curative effect of treatment for 2 weeks,
treatment for 4 weeks, and treatment for 8 weeks is mainly
compared. (e 2-week curative effect subgroup and the 8-
week curative effect subgroup, respectively. A fixed effects
model was used for data analysis. As shown in Figure 5, the
funnel graph is asymmetric, and the research has a publi-
cation offset. (ere is significant heterogeneity in the three
groups of data compared between the four-week efficacy
subgroups, and the random effects model is selected for data
analysis. (e results showed that the treatment with defubao
was applied in 2 weeks [OR� 5.49, 95%CI (4.27, 7.05),
P< 0.001], 4 weeks [OR� 4.67, 95%CI (3.31, 6.57),
P< 0.001], and 8 weeks [OR� 3.44, 95% CI (2.78, 4.25),
P< 0.001], and the effective rate of treatment was signifi-
cantly better than that of calcipotriol, and the differences
were statistically significant. In addition, the efficacy of
defubao (1 time/day) and calcipotriol (2 times/day) was
compared.

Five randomized controlled trials compared the effect of
defubao and other drugs by comparing the baseline change
rate of PASI before and after 8 weeks of treatment. Based on
the provided clinical trial data, we conducted a descriptive
analysis of the trial results, as shown in Figure 6.

4.2. Security Analysis. Six studies compared the safety issues
of using defubao and calcipotriol. (ree randomized ex-
periments compared the safety difference of treatment for 4
weeks, and 3 randomized controlled experiments compared
the safety difference of treatment for 8 weeks. Meta-analysis
uses a fixed-effects model to compare the occurrence of
adverse events. (e results suggest that the defubao group
was used for 4 weeks or 8 weeks. (e incidence of adverse

Table 1: Transaction matrix D1.

I1 I2 I3 I4 I5
T1 1 2 1 2 1
T2 2 1 1 1 2
T3 2 1 1 2 1
T4 1 2 2 1 2
T5 1 2 2 1 1
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events was significantly less than that of the calcipotriol
group. (e funnel chart shows asymmetry, and there is a
publication offset in the research, as shown in Figure 7.

Four randomized controlled trials compared the safety
of defubao and betamethasone for 8 weeks of treatment, that
is, the proportion of at least one adverse event. (e results
showed that after 8 weeks of treatment with defubao and
betamethasone, there was no statistical difference in the
incidence of adverse reactions between the two. Two ran-
domized controlled trials compared the incidence of adverse
reactions after using Defabao and placebo for 4 weeks.
(rough data analysis, it was found that the proportion of
adverse events in the placebo group was significantly higher

than that in the defubao group. (e results of different
groups for 8 weeks are shown in Figure 8. In addition, the
safety analysis and comparison results are shown in Table 2.

4.3. Discussion. Relevant scholars observed the changes in
clinical PASI score and vascular dilatation under derma-
toscope after treatment, and the relative index was used to
calculate the evaluation index [36]. Many published eval-
uation indicators for observing curative effect are compared
with the decline rate. In the initial stage of the trial design,
this article consulted a large number of domestic and foreign
literatures and found that even if the psoriatic skin lesions
appear normal to the naked eyes, the capillaries still have
different degrees of expansion under dermoscopy [37]. With
drug treatment, the skin lesions of psoriasis improved, and
the improvement of skin lesions reduced the release of
vascular growth factors and inflammatory mediators, which
in turn changed the state of intravascular microcirculation of
the whole body skin, and the intravascular microcirculation
of the skin surrounding the skin lesions. It will change
accordingly, that is, the “normal skin data around the skin
lesion” will change. (e comprehensive evaluation com-
pared the relative index algorithm and the decline rate al-
gorithm [38]. In this experiment, the decline rate was
selected as the evaluation index, the target skin lesion score
(TLS) was observed to evaluate the severity of the skin lesion,
and the diameter of the vascular bulb was used to evaluate
the degree of vasodilation, respectively.
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In addition, in order to be able to observe the overall
condition of the skin lesions under a dermatoscopic field
of view, and reduce the error caused by the difference in
the observation field, the area of the psoriasis skin lesions
selected in this experiment is 4–9 cm2, which makes the
data obtained more objective. However, this experiment
only observed the changes in specific skin lesions of pa-
tients with psoriasis after treatment with defubao, and did
not observe and evaluate the overall disease severity of the
patients. In the study included in Study 1 (meta-analysis)
of this article, it was found that the PASI score of patients
with psoriasis vulgaris was significantly decreased after
topical application of defubao. Because previous studies
have found that in mouse experimental models, the in-
hibitory effect of steroid hormones on DNA synthesis can
be observed even if they are far away from the site where
steroid hormones are used [39]. In addition, the im-
provement of psoriasis plaques reduces the release of
vascular growth factors and inflammatory mediators, and
the intravascular microcirculation of the whole body skin
will be improved.

(e two main immunohistological changes in psoriasis
are the changes in the skin microvascular system and the
abnormal differentiation of the epidermis in the end-stage.
(e capillary loops in the dermal papilla can be seen
elongated, bent and dilated. Relevant scholars have found
that in the early stage of psoriasis, the skin lesions and
surrounding capillaries dilate and abnormal blood flow
precede the inflammatory manifestations and hyperplasia of
the skin lesions [40]. With the treatment, the skin lesions
improved, the plaque disappeared, and the degree of va-
sodilation and function also gradually recovered. (e re-
searchers compared the blood vessel diameters of scalp
lesions in healthy people, patients with seborrheic derma-
titis, and patients with psoriasis through dermoscopy, and
found that the diameters of scalp capillaries in the seborrheic
dermatitis group and the healthy group were similar [41].
(ere was a significant difference between the capillary
diameter of the group and the former two, and the vascular
bulb was significantly expanded. In recent years, the use of
noninvasive examination methods to evaluate the efficacy of
drugs has increasingly appeared in several skin diseases
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Table 2: Comparison results of safety analysis.

Outcome indicators χ2 Heterogeneity p OR 0.95CI Z P

Defubao vs placebo 4 weeks 0.01 0.52 0.61 (0.41,0.89) 2.3 0.02
Defubao vs betamethasone 8 weeks 0 0.93 0.92 (0.84,1.1) 0.56 0.16
Defubao vs calcipotriol 8 weeks 0.65 0.03 0.57 (0.48,0.66) 6.4 0.011
Defubao vs calcipotriol 4 weeks 0.32 0.21 0.52 (0.42,0.61) 5.2 0
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including psoriasis. After local or systemic drug treatment,
the researchers evaluated the effect of the drug by evaluating
the change in the diameter of the capillary globules in
psoriasis or the number of capillary globules per unit field of
view before and after the treatment [42].

(is article compares the effectiveness and safety dif-
ferences of defubao, calcipotriol, betamethasone, and pla-
cebo in the treatment of psoriasis vulgaris. Regardless of the
treatment for 2 weeks, 4 weeks, or 8 weeks, compared with
the calcipotriol group, the betamethasone group, or the
placebo group, the efficacy of the defubao group was more
significant. Topical calcipotriol and glucocorticoids are
classic drugs for the treatment of psoriasis, but calcipotriol
requires an alkaline environment to maintain stability, and
betamethasone can be more effective in an acidic envi-
ronment. (e two are incompatible when mixed, and it is
difficult to have both. For this reason, the researchers de-
veloped a unique and stable excipient to overcome the in-
compatibility barrier of the two, and finally form a
formulation containing stable active ingredients. (is not
only gives play to the advantages of the two drugs, makes the
treatment effect stronger, but also reduces the amount of
topical glucocorticoids, thereby reducing the risk of hor-
mone-related adverse reactions. (is may be the reason why
defubao is better than calcipotriol and betamethasone. In
addition, meta-analysis found that after 4 weeks of treat-
ment, the effective rate of the defubao group (1 times/day)
was 1.72 times that of the calcipotriol group (2 times/day),
which provides powerful clinical guidance for medication
However, the low frequency of medication and the signif-
icant effect are more acceptable to patients. From the per-
spective of pharmacoeconomics, it can reduce costs and is
more beneficial to patients. (e study found that the inci-
dence of adverse events in the calcipotriol group was sig-
nificantly higher than that in the defubao group, while the
difference in adverse events between the defubao group and
the betamethasone group was not statistically significant.
Moreover, it is mentioned in the literature that long-term
use of defubao will not increase the risk of glucocorticoid-
related adverse events compared with nonglucocorticoid
topical drugs. (is shows that the safety of defubao treat-
ment is worthy of recognition.

(is study found that within 8 weeks of medication, the
curative effect increased with the time of medication, 8 weeks
curative effect >4 weeks curative effect >2 weeks curative effect,
and the difference between them was statistically significant.
However, there is a lack of longer-term efficacy data.(erefore,
clinical observations of a longer course of treatment are needed
to determine the optimal medication time for treatment with
defubao. (is meta-analysis only compares the efficacy of
defubao, calcipotriol and betamethasone, and does not com-
pare with other topical drugs. (is study included 11 studies,
divided into multiple subgroups. When designing the study,
the publication bias was tested by formulating detailed search
strategies, searching literature from multiple libraries, for-
mulating inclusion and exclusion criteria, sensitivity analysis,
and making funnel charts. (e number of studies included in
some subgroups is small, which affects the results of hetero-
geneity testing. In addition, this study only retrieved Chinese

and English articles, and did not retrieve research conclusions
in other languages. All of the above may cause bias.

(is study evaluated the efficacy of topical defubao on
psoriasis vulgaris. (rough clinical observation and der-
moscopic observation, it was found that defubao had a
significant effect on psoriasis skin lesions. (e treated
psoriasis plaques improved in all patients, and at the same
time, the diameter of the capillary bulbs under dermoscopy
gradually decreased.

However, there is a big difference between the speed and
intensity of the improvement of the diameter of the capillary
bulb under the dermoscopy and the clinical TLS score. After
4 weeks of treatment, the TLS score was 25/32 of “completely
healed skin lesions” and “significantly improved”, which
reached almost 78%, while the spheroid diameter score was
much lower than 10%. After 6 weeks of treatment, the target
skin lesions of 26 patients had completely disappeared.
Under dermoscopic imaging observations, only 5 patients
returned to normal vascular diameters, while in other pa-
tients, even those whose clinical skin lesions disappeared
completely, there were still significant telangiectasias.

(ere may be two mechanisms for the difference in
results between the two. One possibility is that we have
observed that the psoriasis skin lesions have subsided
clinically, but there may still be slight keratinocyte prolif-
eration or low-level growth factor secretion in the skin le-
sions. (ese small changes may continue to stimulate blood
vessel formation. Another possibility is that the regulation
speed of the keratinocyte proliferation cycle is faster than the
speed of capillary remodeling or disappearance, the pro-
liferation cycle of keratinocytes has returned to normal, but
the expanded capillaries still exist. After treatment, some
psoriasis skin lesions have dilated capillaries that can be-
come smaller, but they cannot return to their normal size. As
we all know, all clinical treatment observations are per-
formed with standard doses within the safe range of each
drug, so it cannot be excluded that increasing the dose of the
drug can improve the microcirculation changes of the
psoriasis skin lesions and make it possible for the dilated
blood vessels to return to normal.

(is article not only searched the English database, but
also searched the Chinese database. (e included studies are
more comprehensive and involve more ethnic groups. (e
comparisons were made with PASI, IGA, and PGA as
evaluation indicators, and the results obtained were more
comprehensive and objective. (e included articles are all
high-quality randomized controlled trials, divided into
multiple subgroups, and stratified analysis of the difference
in efficacy of 2 weeks, 4 weeks, and 8 weeks of treatment.

5. Conclusion

(is paper studies the classic algorithm Apriori in associ-
ation rules, points out the insufficiency of this algorithm and
the existing improved algorithms in dealing with unbalanced
medical data sets, and then proposes a new scheme of
mining association rules after balancing first to improve it. A
new scheme for mining association rules that balances first
and then mines is proposed. In the data balance part, aiming
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at the blind sampling problem of the traditional SMOTE
algorithm, a balance improvement algorithm based on the
combination of K-means and SMOTE is proposed. Defubao
was safer than calcipotriol and placebo. (e difference was
statistically significant, but there was no statistical difference
from betamethasone. Defubao is more advantageous than
calcipotriol or betamethasone in the treatment of psoriasis
vulgaris. High-quality systematic reviews provide an effec-
tive and objective choice for the choice of clinical external
medications. Two randomized controlled trials were con-
ducted to compare the efficacy of defubao in the treatment of
psoriasis vulgaris in 2, 4, and 8 weeks. A fixed-effect model
was used for data analysis, and the results showed that the
efficacy after 4 weeks of use was better than that after 2 weeks
of use [OR� 0.73, 95% CI (0.61, 0.86), P< 0.01].(e curative
effect after 8 weeks of use was significantly better than that
after 4 weeks of use [OR� 0.68, 95% CI (0.47, 0.98),
P< 0.01]. (e curative effect after 2 weeks of use was sig-
nificantly weaker than that after 8 weeks of use [OR� 0.49,
95% CI (0.41, 0.58), P< 0.01]. After topical treatment of
psoriasis skin lesions with defubao, the clinical observation
showed that the skin lesions subsided and the diameter of the
vascular bulb became smaller under dermatoscope, sug-
gesting that defubao is effective in treating psoriasis vulgaris.
(ere is a positive correlation between the target skin lesion
score of a specific skin lesion in psoriasis and the diameter of
the vascular bulb. As the treatment time increases, the
correlation between the two increases. (e reduction rate of
the clinical target skin lesion score after treatment of pso-
riasis skin lesions is significantly greater than the reduction
rate of vascular globule diameter. (e microvascular healing
of the skin lesions is later than the clinical cure. (e ob-
servation of skin lesion vascular changes can be used to
evaluate the condition of psoriasis and guide drug selection.
However, this study only compared the efficacy of defubao,
calcipotriol and betamethasone, and did not compare with
other topical drugs. Further research is needed. In addition,
there is also a lack of data to study the longer-term efficacy of
defubao.
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Multiple myeloma is one of the hematological malignancies and inhibited osteoblast di�erentiation of bonemarrowmesenchymal
stem cells (BM-MSCs) which has been proved as a major complication of the patients with multiple myeloma. However, the
pathomechanism of symptom remains unclear. Besides, several studies have indicated that LINC00461 plays an important role in
the progression of multiple tumors. Hence, this study attempted to reveal the role of LINC00461 in the osteoblast di�erentiation of
MSCs. In this study, the expression level of LINC00461 in the exosomes of multiple myeloma cells was measured, and BM-MSCs
were cultured with the exosomes to observe the change of cellular phenotype. Moreover, downstream target of LINC00461 was
searched and veri�ed with dual-luciferase reporter assay, and the activation of the Wnt/β-catenin pathway was also observed by
Western blot. �e results showed that the isolated BMSCs exhibited special biomarkers of MSCs. LINC00461 was signi�cantly
upregulated in the exosomes originated multiple myeloma cells, and increased LINC00461 signi�cantly impeded the osteoblast
di�erentiation of MSCs. Moreover, LINC00461 could signi�cantly suppress the activation of theWnt/β-catenin pathway inMSCs.
In conclusion, this study suggested that LINC00461 in exosomes of multiple myeloma could reduce the activity of the Wnt/
β-catenin pathway to inhibit the osteoblast di�erentiation of BM-MSCs via targeting miR-324-3p.

1. Introduction

Multiple myeloma is the most dangerous malignant he-
matological diseases with high morbidity. Statically, more
than 100000 people have been diagnosed with multiple
myeloma, and approximately 2% cancer-related death in the
world is caused by this disease each year [1, 2]. At present,
even with the current therapeutic strategies, including ra-
diotherapy, chemotherapy, and drug intervention, the
prognosis of the patients with multiple myeloma remains
unsatisfactory [3]. According the recent study, the 5-year
survival rate of the multiple myeloma is less than 40% [4].
�erefore, investigating more e�ective intervention tech-
niques for multiple myeloma are urgent.

�e failure of osteoblast di�erentiation is a major
reason causing the bone-related complications of the
patients with multiple myeloma, such as osteoporosis and

osteodynia, which is also related with the malignant
progression and of multiple myeloma [5]. �e osteoblast
di�erentiation of human mesenchymal stromal cells
(hMSCs) serves as an important role in maintaining the
stability of skeletal internal environment [6]. Recently,
increasing studies have indicated that multiple myeloma
cells can remarkably inhibit the di�erentiation of MSCs,
and the intervention on osteoblast di�erentiation of MSCs
has also been con�rmed as a promising strategy for al-
leviating the poor prognosis of the patients with multiple
myeloma [7, 8]. Several studies have indicated the aber-
rant expression of some noncoding RNAs, such as long
noncoding RNA (lncRNA) and micro-RNA (miRNA).
lncRNA consist of almost 200 ribonucleic acids, and
miRNA contains approximately 22 ribonucleic acids
[8, 9]. lncRNA and miRNA involve the progression of
cellular development and di�erentiation, and lager studies
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in recent ten years have illustrated that those aberrant
noncoding RNAs involve the formation and development
of multiple diseases [8, 10].

LINC00461 has been confirmed as a tumor promoter
involving the malignant progressions of many cancer cells
[11]. However, few studies have revealed the functions of
LINC00461 in multiple myeloma.'us, this study attempted
to investigate the role of LINC00461 in multiple myeloma
cells and then reveal the molecular mechanism of
LINC00461 on osteoblast differentiation of BM-MSCs.

2. Materials and Methods

2.1. BM-MSCs Isolation and Osteogenic Differentiation.
'is study was approved by the hospital ethic committee,
and the human-related experiments were performed fol-
lowing the Declaration of Helsinki protocol. 'e primary
CD 138+ BM cells were isolated from mononuclear cells of
the patients and normal donors. 'e BM-MSCs obtained
from the patients and health donors were cultured with
Dulbecco’s modified Eagle medium (DMEM) with 20% fetal
bovine serum (FBS).

After cell attachment, BM-MSCs were cultured with the
osteogenic induction medium (full culture medium con-
taining 10−2M β-sodium glycerophosphate, 50mg/mL
L-ascorbic acid, and 10−7M dexamethasone) to induce the
progression of osteoblast differentiation. After culture for 21
days, BM-MSCs were strained with alizarin red S (Beyo-
time), and then, the osteoblast mineralization in three
random microscopic regions was imaged and quantified
with Image-Pro Plus 6.0 software. Finally, the relative
mineralized regions were calculated.

2.2.CellCultureandTranslation. Human normal plasma cell
line (nPCs) and human myeloma cell lines including H929
and U266 cell lines purchased from Tongpai Biotechnology
Co., Ltd (Shanghai, China), and the cells were cultured with
the 1640 medium containing 10% FBS. All cells were cul-
tured in an incubator with 5% CO2 and 37°C. 'e cells
subculture was performed when the confluence of the cells
was at 90%.

'e cell transfection was performed when cellular
confluence was at 70%. In brief, 4 μg of DNA or 100 pmol
RNA was incubated with 250 μl serum-free mediums for
5min and then was mixed and incubated with isometric
serum-free containing 10 μl Lipofectamine 2000 at 25°C for
20min. Finally, the mixtures were added into each well, and
the cells were further incubated for 24 hours.

2.3. Exosomes Isolation. U266 cells were cultured with FBS-
free 1640 medium, and the culture medium was collected
and centrifuged at 800 g for 5min, followed by 3000 g for
10min and 10000 g for 60. After that, total exosome isolation
reagent (Cat#: 4478359; 'ermo Fisher Scientific) was used
for isolation of exosomes from the supernatants. Afterward,
exosomes were harvested from the pellets and resuspended
in PBS. 'en, 0.22 μm pore size polyvinylidene difluoride
(PVDF) membrane filters (Cat#: GVWP04700; Millipore

Sigma) were used to filter any remaining cells or debris. 'e
concentration of exosome was quantified through the BCA
kit.

2.4. Cells Differentiation and Observation. 'e MSCs were
cultured and induced with osteogenic differentiation me-
dium, including alpha-minimum essential medium con-
taining 10% FBS, 2mM L-glutamine, 100mM
dexamethasone, 0.2mM L-ascorbic acid, and 10mM
β-glycerophosphate. 'e osteogenic differentiation of BM-
MSC cells were observed after alizarin red staining. In brief,
the MSCs were fixed with 1% formaldehyde for 15min after
inducing with osteogenic differentiation medium, and then,
the cells were rinsed with double distilled water. After that,
the cells were stained with 2% alizarin red S solution
(pH� 4.2, Shanghai Zeye Biotechnology Co., Ltd, Shanghai,
China) for 10min. Finally, after rinsing with double distilled
water for three times, the cells were imaged and then
quantified with decalcification solution at 405 nm.

2.5. qRT-PCR. For RNA extraction, the total RNAs of the
cells were isolated with TRIzol reagent. 'e total RNAs were
transcribed as cDNA by a PrimeScript® RT reagent Kit
('ermo Fisher, Massachusetts, the USA). 'e reaction
system including primers, cDNA, dNTPs, and Taq DNA
polymerase were prepared according the instruction of the
qRT-PCR kit (Sigma-Aldrich, Missouri, USA). After that,
qRT-PCR was performed according to the following pro-
gram: denaturation at 95°C for 3min, followed by ampli-
fication for 40 cycles at 95°C for 12 s and at 53°C for 40s and
70°C for 30s. 'e relative levels of miRNA or mRNA were
calculated with the 2−(ΔΔCt) method. 'e sequences of the
primers are given in Table 1.

2.6. Western Blot. 'e total proteins of the cells were
extracted with RIPA buffer on the ice, and then, the
concentration of the extracts was measured with the BCA
kit. 'e protein was added with loading buffer and then
boiled at 100°C for 5min. After that, 30 μL of the symbol
was separated by SDS-polyacrylamide gel electrophoresis
(SDS-PAGE), and then, the proteins in the gels were
transferred on the polyvinylidene difluoride membranes
by the wet transfer method. 'e membranes were blocked
with 5% fat-free milk at 4°C for 2 hours and then were
incubated with the related primary antibodies at 4°C
overnight. Subsequently, the membranes were washed
with TBST for three times, and then, the membranes were
incubated with the second antibodies. Finally, the ex-
pressions of the related proteins were observed with a
chemiluminescence detection system.

2.7. Dual-Luciferase Reporter Gene Assay. 'e binding sites
of LINC00461 and miR-324-3p were obtained from the
NCBI database (https://www.ncbi.nlm.nih.gov/) and used
for synthetizing the mutant sequences of LINC00461. 'e
mutant type and wild type of LINC00461 were, respectively,
cotransfected with miR-324-3p mimics or the miR-NC into
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assay system was used to observe the luciferase activity of
HEK-293T.

2.8. Data Analysis. 'e experiments in this study were
performed 3 times, independently. 'e data analysis was
performed with SPSS 20.0 with the chi-squared test or
ANOVA with Tukey’s post hoc-test and then were graphed
with GraphPad Prism 8.0. Moreover, P< 0.05 meant that the
statistically significance existed in two groups.

3. Results

3.1. LINC00461Was Upregulated in the Exosomes of Multiple
Myeloma Cells. To analyze the role of LINC00461 in mul-
tiple myeloma cells, the expression levels of LINC00461 in
cells and pathological symbol were measured with qRT-
PCR. 'e result showed that LINC00461 was significantly
upregulated in multiple myeloma cells, compared with the
normal cells (Figure 1(a), P< 0.01). Moreover, the increased
LINC00461 was also found in the exosomes originated from
multiple myeloma cells (Figure 1(b), P< 0.01). 'ose ob-
servations suggested that LINC00461 may involve the
progression of multiple myeloma and was abundant in the
exosomes of multiple myeloma cells.

3.2.9e Exosomes of Multiple Myeloma Cells and LINC00461
Inhibited the Osteoblast Differentiation of MSCs. To inves-
tigate the mechanism of multiple myeloma cells on blocking
the osteoblast differentiation of MSCs, the exosomes orig-
inated from MSCs were used to culture MSCs cells. 'e
results showed that compared with normal MSCs, the ex-
pression levels of RUNX2 and ALP were downregulated,
significantly (Figures 2(a)–2(c), P< 0.01). Moreover, com-
pared with the cells transfected with negative control of
LINC00461, MSCs transfected with LINC00461-expressed
vectors exhibited poor progression of osteoblast differenti-
ation (Figure 2(d), P< 0.01). 'ose observations suggested
that LINC00461 was the main substance in the exosomes,
which could restrain the osteoblast differentiation of MSCs.

3.3. MiR-324-3p Was a Downstream Target of LINC00461.
To reveal the regulation mechanism of LINC00461 in de-
velopment of multiple myeloma, the downstream targets of
LINC00461 were searched and matched with TargetScan, an
online database. 'e results showed that miR-324-3p was a
potential downstream target of LINC00461 (Figure 3(a),
P< 0.01). 'e binding effect of LINC00461 and miR-324-3p

was verified by dual-luciferase reporter assay, and the results
showed that LINC00461 could directly target 3′-UTR of
miR-324-3p. Moreover, the expression level of mi-485-5p
was also detected with qRT-PCR. 'e results showed that
miR-324-3p was significantly downregulated in MSCs after
transfecting with LINC00461-expressed vectors (Figure 3(b),
P< 0.05). 'ose observations suggested that miR-324-3p
was a downstream target of LINC00461, and miR-324-3p
also involved in the progression of multiple myeloma.

3.4. MiR-324-3p Reversed the Effect of LINC00461 on the
Osteoblast Differentiation of the MSCs. To further confirm
whether miR-324-3p is involved in the regulation of
LINC00461 on osteoblast differentiation of MSCs and
proosteocytic cells, the miR-324-3p inhibitors and miR-324-
3p mimics were cotransfected into cells. 'e results showed
that compared with LINC00461-negative cells, the levels of
RUNX2 and ALP in MSCs cotransfected with LINC00461-
expressed vectors and miR-324-3p mimics were reversed,
partly (Figures 4(a)–4(c), P< 0.01). Moreover, the inhibited
osteoblast differentiation of MSCs treated with exosomes of
multiple myeloma cells was remarkably reversed after
transfecting with miR-324-3p mimics (Figure 4(d),
P< 0.01). 'ose observations supported that LINC00461
could inhibit the osteoblast differentiation of MSCs and
proosteocytic cells via targeting miR-324-3p.

3.5. LINC00461 Reduced the Activity of Wnt/β-Catenin
Pathways via Targeting miR-324-3p. To delve the regulation
mechanism of LINC00461 in the progression of multiple
myeloma, the activities of the Wnt/β-catenin pathway were
observed by Western blot. 'e study showed that Wnt and
β-catenin were remarkably downregulated in MSCs after
transfecting with LINC00461-expressed vectors (Figure 5,
P< 0.01). Moreover, to further investigate whether miR-
324-3p was involved in the regulation of miR-324-3p on
multiple myeloma cells, the LINC00461-expressed vectors
and miR-324-3p mimics were cotransfected into MSCs, and
Western blot showed that the effect of LINC00461 on
multiple myeloma could be reversed by increased miR-324-
3p (Figure 5, P< 0.01). 'ose observations suggested that
LINC00461 could inactivate the Wnt/β-catenin pathway via
targeting miR-324-3p.

4. Discussion

Multiple myeloma is still a malignant plasma cell disorder,
which seriously threatens the health of people, and several
studies have indicated that the suppressed osteoblast dif-
ferentiation of the MSCs induced by multiple myeloma can
promote the progression of bone-related disease [12].
lncRNA and miRNA involve in the life activities of cells, and
the aberrant expression of those noncoding RNA may serve
as a key biomarker and drug target reference for clinical
treatment [13]. 'is study proved the relationship of
LINC00461 and multiple myeloma and the revealed the
regulation mechanism of LINC00461 on osteoblast differ-
entiation of the MSCs.

Table 1: Primer sequences of LINC00461, miR-324-3p, and U6.

Name of primer Sequences
LINC00461-F 5′-GCGTGGACTACTCTGATG-3′
LINC00461-R 5′-CCAAGTGCTTACTGTCT-3′
miR-324-3p-F 5′-ATTAGCCCACTGCCCCAGGT-3′
miR-324-3p-R 5′-CCCACTGCCCCAGGTGCTGCTGG-3′
U6-F 5′-CTCGCTTCGGCAGCACA-3′
U6-R 5′-AACGCTTCACGAATTTGCGT-3′
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lncRNA disorder is closely related with the progression
of multiple myeloma [14]. In this study, it was found that
LINC00461 was significantly upregulated in the multiple
myeloma cells and their exosomes. Several studies have
indicated that LINC0046 plays a tumor promoter role in
some cancer cells and involves the multiple malignant be-
haviors of the tumor cell, including drug resistance, pro-
liferation, and migration [15]. Qu et al. confirmed that
LINC00461 is extremely upregulated in the rectal cancer
cells and could decrease the sensitivity of tumor cells on
cisplatin via mediating the miR-593-5p/CCND1 pathway
[11]. 'e failure of osteoblast differentiation induced by
multiple myeloma has been identified as a major reason
leading the poor prognosis of the patients [16]. Increased

RUNX2 and ALP have been confirmed as the biomarker
events for the differentiation of BMSCs [17]. 'is study also
found that the exosomes originated from multiple myeloma
cells or upregulation of LINC00461 could obviously inhibit
expression of RUNX2 and ALP. Exosomes, the nanometre-
sized membranous vesicles with a diameter of about
30–100 nm, are secreted through the endocytic pathway [18].
'e exosomes containing some cancerogenic factors can be
released by tumor cells and then may promote angiogenesis
and stromal remodelling. Liu et al. indicated that the exo-
somes derived from multiple myeloma could effectively
block the differentiation of BMSCs [19]. 'erefore, those
study suggested that LINC00461 silence induced the dif-
ferentiation of osteoblast.
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Figure 2: LINC00461 inhibits the osteoblast differentiation of MSCs. (a)–(c) 'e relative expression levels of RUNX2 and ALP measured
with Western blot. (d) 'e osteoblast differentiation of MSCs observed by alizarin red staining.
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Figure 1: LINC00461 significantly upregulated in the multiple myeloma cells and their exosomes. (a) 'e relative expression level of
LINC00461 in normal andmultiple myeloma cell lines. (b)'e relative expression level of LINC00461 in the exosomes originated from nPCs
and U266.
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lncRNAs are characterized by regulating the cellular
activities via serving as a molecular sponge to specially
combine with the related mRNAs and miRNAs. Dong
et al. indicated that LINC00461 promotes the proliferation
and migration via regulating miR-30a-5p/integrin β3 axis

[20]. 'e studies have indicated that miR-324-3p serves as
a tumor inhibitor to impede the progression of some
cancer cells. Zhao et al. observed that miR-324-3p was
remarkably downregulated in thyroid cancer, and in-
creased miR-324-3p could effectively block the
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Figure 4: LINC00461 inhibits the osteoblast differentiation of MSCs via targeting miR-324-3p. (a)–(c) 'e relative expression levels of
RUNX2 and ALP measured with Western blot. (d) 'e osteoblast differentiation of MSCs observed by alizarin red staining.
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Figure 3: MiR-324-3p was a target of LINC00461, and miR-324-3p was related with osteoblast differentiation of MSCs. (a) 'e binding
effect of LINC00461 and miR-324-3p observed by dual-luciferase assay. (b) Increased miR-324-3p observed in MSCs during the osteoblast
differentiation.
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progression of hemangioma via targeting PDRG1 [21]. In
this study, it was found that LINC00461 could directly
target the 3′-UTR of miR-324-3p. It was also found that
miR-324-5p was downregulated in the MSCs cells
transfected with LINC00461-expressed vectors, and miR-
324-3p could partly reverse the effect of LINC00461 on the
osteoblast differentiation of MSCs. Kocijan et al. [22]
confirmed that the expression of miR-324-3p was cor-
related with formation and development of the patients
with postmenopausal osteoporosis. Moreover, the study
also confirmed that miR-324-3p upregulation could partly
reverse the effect of LINC00461 on osteoblast differenti-
ation of MSCs. 'ose proofs suggested that LINC00461 in
the exosomes originated from multiple myeloma cells
could impede the osteoblast differentiation of MSCs via
targeting miR-324-5p.

Cell differentiation involves the changes of multiple
signaling pathways, and increasing studies have indicated that
the activation of theWnt/β-catenin pathway is responsible for
osteoblast differentiation [23]. 'e study has indicated that
the antagonists produced and secreted by multiple myeloma
cells may block the progression of osteoblast differentiation
via inactivating the Wnt/β-catenin pathway in MSCs [24]. In
this study, it was found that the expression levels of Wnt and
β-catenin in MSCs were obviously downregulated after
treating with the exosomes of multiple myeloma cells and
LINC00461-expressed vectors, suggesting that LINC00461
regulates the osteoblast differentiation of MSCs via inacti-
vating the Wnt/β-catenin pathway. Moreover, it was also
observed that increased miR-324-3pcould partly reverse the
inactivated Wnt/β-catenin pathway [25]. Razny et al. indi-
cated that miR-324-3p was significantly downregulated in the
progression of osteoblast differentiation, which may be re-
lated with the activation of the Wnt/β-catenin pathway [26].
'us, those proofs suggested that LINC00461 could inactivate
the Wnt/β-catenin pathway to suppress the osteoblast dif-
ferentiation of MSCs via targeting miR-324-3p.
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Figure 5: LINC00461 inhibits Wnt/β-catenin via targeting miR-324-3p. (a)–(c) 'e expression levels of Wnt and β-catenin measured by
Western blot.
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Purpose. (is study aims to determine the influence of targeting araC-resistant acute myeloid leukemia by dual inhibition cyclin-
dependent protein kinase (CDK9) and B-cell lymphoma-2 （Bcl-2). Method. (e c-Myc inhibitor 10058-F4 and the CDK9
inhibitor AZD4573 were used to determine the cell cycle arrest and apoptosis. Results. 10058-F4 reduces c-Myc protein levels and
suppresses HepG2 cell proliferation, possibly by upregulating cyclin-dependent kinase (CDK) inhibitors, p21WAF1, and reducing
intracellular alpha-fetal protein (AFP) levels. Conclusion.(e combination of AZD4573 and 10058-F4 has a synergistic anti-araC-
resistant AML activity, providing a solid database for the aforementioned scientific hypothesis.

1. Introduction

Hematopoietic stem cells can self-renew and differentiate,
and their control regulates their proliferation speed [1, 2].
When hematopoietic stem cells show malignant prolifera-
tion, leukemic cells are characterized by abnormal prolif-
eration, impaired differentiation, and blocked apoptosis.(e
proliferation and accumulation of leukemic cells are sub-
stantially held in the bone marrow and other hematopoietic
tissues and proceed to infiltration in other body tissues and
organs, thus affecting the normal physiological function of
the human body. Common clinical symptoms of leukemia
are various anemic blood pictures, uncertain bleeding,
common infections and body fever, and enlargement of vital
body organs, including liver, spleen, lymph adenomegaly,
and skeletal pain [3–6]. Acute myeloid leukemia (AML) is a
cancer of blood cell myeloid cell lines defined by the rapid
growth of abnormal leukocytes, accumulating in the pa-
tient’s bone marrow and interfering with the normal blood
cells production, and its incidence increases with age [7–10].
In our country, 3-4 people develop leukemia per 100,000
people. Leukemia ranks sixth among female malignancies,
seventh among men, and first among children and adults
under 35. (erefore, it is urgent to develop more effective

treatment strategies to enhance the therapeutic effect of
leukemia and reduce mortality. Currently, the primary
treatment of AML is “7 + 3” therapy combined with HSCT
[11]. Although most patients can achieve complete remis-
sion after chemotherapy, most of these patients will relapse
with complications. In addition, approximately two-thirds
of older patients (over 60 years old) with AML are refractory
to standard chemotherapy and have a poor prognosis [12].
Currently, the five-year overall survival in adult AML is only
about 25% and about 65% in pediatric patients. (erefore, it
is of great scientific and clinical importance to find newAML
therapies, develop new therapeutic strategies to prolong the
survival rate of AML patients, and ultimately improve their
cure rates.

2. Method

(e Bcl-2 protein family comprises antiapoptotic proteins
(Bcl-2, Bcl-xL, Mcl-1, Bcl-w etc.) and proapoptotic proteins
(Bim, Bak, Bad, Bax, etc.), and the two classes of protein
ratios determine cell survival or cell death [13, 14]. (e
aberrant expression of antiapoptotic Bcl-2 family proteins is
firmly linked with chemoresistance and poor prognosis [15].
10058-F4 is a c-Myc inhibitor that explicitly inhibits c-Myc-
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Max interactions and prevents the transcriptional activation
of c-Myc target gene expression [16–19]. 10058-F4 can
promote caspase-3-dependent apoptosis and regulate
autophagy. 10058-F4 inhibited leukemic cell growth and
inhibited Myc and Max dimerization. Cell cycle arrest and
apoptosis were induced by 10058-F4 in AML cells. AML cells
stalled by 10058-F4 in the cell cycle phase of G0/G1
downregulated the expression of c-Myc and upregulation of
CDK inhibitors, including p21 and p27 [20].

3. Results

Meanwhile, the apoptosis was induced by 10,058-F4 per-
forming mitochondrial pathway activation, and down-
regulation of Bcl-2, upregulation of Bax, cytochrome C
release within the cytosol, and cleavage of caspase 3, 7, and 9
were observed. In addition, bone marrow cell differentiation
is also induced by10058-F4, perhaps by activating multiple
transcription factors. Similarly, 10058-F4 acts on primary
AML cells to cause apoptosis and differentiation. 10058-F4
reduces c-Myc protein levels and suppresses HepG2 cell
proliferation, possibly by upregulating cyclin-dependent
kinase (CDK) inhibitors, p21WAF1, and reducing intra-
cellular-alpha-fetal protein (AFP) levels [21]. (e human
telomerase reverse transcriptase (hTERT) downregulated at
the transcriptional level by the treatment of 10058-F4. Be-
sides inhibiting He 2 cell proliferation, HepG8-F4 is used to
enhancing its sensitivity and responsiveness against con-
ventional chemotherapeutics, including doxorubicin, 5-
fluorouracil (5-FU), and cisplatin. It has also been shown
that Mcl-1 causes the tolerance of tumor stem cells to
chemotherapeutic agents by enhancing mitochondrial oxi-
dative phosphorylation [22].

Moreover, Bcl-2 was also overexpressed in human
AML stem cells, and inhibition of Bcl-2 selectively
eradicated quiescent AML stem cells by inhibiting mi-
tochondrial oxidative phosphorylation [23–25].(e above
studies suggest that targeting both Bcl-2 and Mcl-1 in-
duces apoptosis through the mitochondrial pathway. On
the other hand, it inhibits mitochondrial oxidative
phosphorylation while killing AML primary cells and
stem cells [26]. Our previous work demonstrated that the
FLT3 inhibitors midostaurin and gilteritinib can down-
regulate Mcl-1 and synergy with anti-F L T 3 mutation-
positive AML activity with ABT-199 [27]. Still, studies of
their combined application on AML stem cell killing
activity are lacking.

CDK is a cyclin-dependent kinase that functions to
activate the phosphorylation of downstream cell cycle-as-
sociated proteins while regulating its activity itself, influ-
enced by phosphorylation and nonphosphorylation [28]. Its
activity control points are mainly summarized as follows: (1)
the concentration of cyclin because CDK needs to bind to
some cyclins to produce activity; (2) CDK phosphorylation
sites; (3) the regulation of CDK repressors, such as CDK
repressor CKI; and (4) the control of protein catalytic
factors.

AZD4573 is a potent CDK9 inhibitor with high selec-
tivity. Scheme 1

In cells, the short-term treatment of AZD4573 can de-
crease intracellular pSer2-RNAPII (concentration and time
correlation), with the activation of caspase 3 and apoptosis in
most hematologic blood cancer cell lines. In various human
blood cancer cells, AZD4573 induced rapid caspase acti-
vation (6 h) and lost survival viability (24 h), with little effect
on solid tumors. Cyclin-dependent kinases (CDK) are a wide
range of key proteins that perform cellular activities and
function, including cell division and transcription. Dysre-
gulation is identified as an important tumorigenesis driver.
Additionally, the role of CDK in cancer and its involvement
in the transcriptional process has been demonstrated re-
cently. In most cancers, CDKs openly used as vital tran-
scriptional regulators (e.g., CDK9) for consistent production
of short-lived gene products that support cell survival [29].
(erefore, CDK9 pathway dysregulation is seen in various
malignancies, making it a key anticancer target [30]. (is
approach has been used to initiate the discovery of CDK9
inhibitors by conducting human clinical trials [31].

Protein kinases are an important name in the CDK9
inhibitors list. (ese are the large family of enzymes and are
responsible for the regulation of most eukaryotic cellular
functioning and regulate cell signaling pathways by protein
phosphorylation. (is process is responsible for enzymes
activation or inhibition, increasing protein-protein inter-
actions, alteration of cellular localization, or generation of
protein recruitment sites. Regulation of protein kinases itself
is generated by various transcriptional and posttranslational
modifications. (e overall outcome of the whole process is
the regulation of cellular functioning, including prolifera-
tion, apoptosis, and differentiation. (e encoding of the
human genome includes more than 500 genes of protein
kinase. Because of its key function, dysregulation of protein
kinase due to gene mutations or lack of negative regulators is
associated with many pathological diseases (e.g., cancer and
inflammatory diseases). A protein-dependent kinase (CDK)
is a serine (Ser)/threonine ((r) protein kinase activated by
the regulatory cyclin. (e encoding of 20 CDK (numbers
1–20) of the human genome belongs to the CDK and CDK-
like clades of the CMGC. CMGC is a subfamily of human
cell kinases, such as cyclin-dependent, glycogen synthase,
mitogen-activated, and CDC-like kinases.

CDK and its cyclin partners perform their particular
roles in many cellular functioning, including cell division
and cell transcription, responding to intracellular and ex-
tracellular cell signaling. (e structure of CDK protein is a
double-leaf, and the active site is sandwiched between the
(amino) N-terminal lobe, particularly comprising sheet B
and the (carboxyl) C-terminal lobe of the helix. (e CDK
regulation is initiated by cyclin subunits binding, which is
itself regulated by formation and degradation, and the
phosphorylation of the conserved residues in the T-and
glycine (G) rich loop structures of CDK. Due to the evo-
lutionary connection and key functional roles, CDKs can be
categorized into two major groups: CDKs that are re-
sponsible for the cell cycle regulation, including CDKs 1–7
and 14–18, and CDKs for transcription regulation, including
CDKs 7–13 and 18–20. Due to these central regulatory
activities, dysregulation of CDK is closely linked to human
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cancers or malignancies. (is is especially true of CDK9,
where CDK9 is a key transcriptional regulator in which
cancer cells openly utilize to continuously produce short-
lived proteins that sustain survival. During transcription
elongation, a component called P-TEFb is a major target of
DRB. A protein obtained from the human immunodefi-
ciency virus 1 (HIV1), called the transcriptional trans-
activator (TAT), performs a vital role in HIV1 viral
transcription by creating a complex containing P-TEF.

Based on the above literature analysis and preliminary
research basis, we propose the scientific hypothesis of this
project（Figure 1 ）. In araC-resistant AML, applying
AZD4573 and 10058F4 to downregulate c-Myc andMcl-1 to
inhibit Bcl-2 simultaneously and, on the other hand, to
induce apoptosis by the activation of the endogenous ap-
optotic pathway. We demonstrated in our previous work
that the combination of AZD4573 and 10058-F4 has a
synergistic anti-araC-resistant AML activity, providing a
solid database for the aforementioned scientific hypothesis.

For a comprehensive validation of the above hypothesis,
this study will focus on addressing three key scientific issues:①
in araC-resistant AML, AZD4573 downregulated c-Myc and
Mcl-1.(us themolecularmechanism of inducing apoptosis in
AML cells in coordination with 10058-F4;② effects of
AZD4573 and 10058-F4 on the energy metabolism of Arac-
resistant AML cells further illustrate the molecular mechanism
of the AZD4573 and 10058-F4 synergy against araC-resistant
AML;③ the in vivo activity of the combination of AZD4573
and 10058-F4 and the effects on araC-resistant AML cells.

4. Discussion

Cells in the human blood are all derived from pluripotent
HSCs in the bone marrow. Pluripotent hematopoietic SCs
differentiate into myeloid progenitors, and after a series of
differentiation maturation processes, myeloid progenitors
eventually become erythrocytes, granulocytes, monocytes,
and platelets, while lymphoid progenitors differentiate
into lymphocytes and plasma cells [32–35]. Each blood cell
has important and unique physiological functions, and
blood cell abnormalities can lead to the occurrence of dis-
ease. Leukemia is triggered if blood cell precursor cells arrest
and proliferate malignantly. Leukemic cells are able to in-
hibit the generation of normal blood cells and infiltrate other

healthy tissues and organs, causing hematopoietic dys-
function. (e clinical manifestations of patients with leu-
kemia are usually anemia, easy fatigue, fever, bleeding
points, pain in limbs, infection, hepatic manifestations, and
splenomegaly. (e exact etiology of leukemia is currently
unclear, with smoking, ionizing radiation, exposure to
certain chemical reagents, viruses, and genetic factors being
possible triggers of leukemia. About 75,000 new leukemia
patients occur in China every year, while 53,000 individuals
die of leukemia every year. In the past two years, the in-
cidence of leukemia in China has been on the rise.

Leukemia can be categorized into acute leukemia and
chronic leukemia according to the fast and slow course of the
disease. Abnormal proliferating cells of acute leukemia are
not mature andmake rapid clinical progress; blood cells with
abnormal proliferation of chronic leukemia develop more
mature but do not have the anti-infection ability of normal
leukocytes, and the clinical progress is slow. Leukemia can be
divided into myeloid leukemia and lymphoid leukemia
according to the origin of the onset cell. By combining the
incidence rate with the cellular source, leukemia can be
divided into four types, as shown in Table 1:

Acute myeloid leukemia (AML) is a highly malignant
hematological disease with abnormal proliferation, blocked
differentiation, and high cell heterogeneity. Routine treatment
of AML is divided into two stages.(e first stage is the induced
remission phase, and the primary aim is to reduce the number
of AMLmain cells to achieve complete remission, where AML
cells are not detectable in both the bonemarrow and peripheral
blood, and healthy blood cells return to normal levels. Com-
monly used drugs are cytarabine (cytarabine, araC) and
anthracyclines such as daunorubicin (daunorubicin, DNR),
idarubicin, andmitoxantrone.(e conventional chemotherapy
regimen was a 7-day continuous intravenous infusion of
standard-dose cytarabine (100–200mg/m2/d) plus daunoru-
bicin continuous intravenous infusion (60–90mg/m 2/d), also
known as “7+3” therapy.

(e second stage of AML treatment is the postremission
treatment. A small number of undetectable AML cells will
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Scheme 1: Chemical structure of AZD4573. AZD4573 is a novel
and selective inhibitor of CDK9, exhibiting rapid cell-death in-
duction in most hematologic blood cancer cell lines.

Cell proliferation
Cell cycle and apoptosis
Cell autophagy

Bcl-2 BAX

CDK 4/6CDK
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Figure 1: In araC-resistant AML, we apply AZD4573 and 10058F4
to downregulate c-Myc to inhibit Bcl-2 and affect the cell prolif-
eration, cell cycle and apoptosis, and cell autophagy.
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treatment, AML will relapse within weeks to months. (ere
are two strategies after remission: the first is consolidation
therapy, which refers to the same or higher intensity of
chemotherapy with chemotherapeutic drugs without cross-
resistance as the chemotherapeutic drugs used for inducing
remission therapy. Suitable for AML patients under 60 years
of age, who are highly tolerated and can continue to receive
2–4 cycles of araC after remission. (e other is to find a
suitable bone marrow donor for bone marrow transplan-
tation. Patients need a feasibility and risk assessment to
decide on a bone marrow transplant. Bone marrow trans-
plant patients need to remove AML cells before bone
marrow transplantation, and not all patients can withstand
this treatment, and there is a certain risk of surgical failure.
Patients with AML may still relapse even with the most
effective after remission therapy. Althoughmost patients can
achieve complete remission after chemotherapy, most of
these patients will relapse with complications. In addition,
approximately two-thirds of older patients (over 60 years
old) with AML are refractory to standard chemotherapy and
have a poor prognosis. Currently, the five-year overall
survival in adult AML is only about 25% and about 65% in
pediatric patients. (erefore, it is of great scientific and
clinical importance to find new AML therapies, develop new
therapeutic strategies to prolong survival in AML patients,
and ultimately improve their cure rates.

Acute myeloid leukemia (AML) is initiated by the ab-
normal myeloblasts accumulation, primarily in the bone
marrow, which leads to bone marrow failure and finally
causes death [36–39]. Involvement of peripheral blood is
frequent in AML, while infiltration of vital body organs
(most ominous, brain and/or lungs) is quite rare; the most
common sign in AML patients is high blood cell count (e. g.,
>50,000/L). Granulocytic sarcoma (GS), also referred to as
AML, that confined to bone marrow or blood does not
progress to organs. GC usually developed involvement of
bone marrow within 1 year time and is generally treated as
myeloid-involved acute myeloid leukemia. (e 2016 World
Health Organization (WHO) criteria for acute myeloid
leukemia define at least 20 percent of bone marrow (or
blood) cells (MFCs).(e exception to the 220% standard was
CBF acute myeloid leukemia including cytogenetic abnor-
malities (t [8; 21], or inv [16], or t [16; 16]), NPM1 mutant
AML, or acute promyelocyte leukemia; in each case, the
diagnosis of acute myeloid leukemia was not dependent of %
of blast seen. Occasionally myeloid blasts may also have
T-cell or B-cell markers for the identification or may have
distinct myeloid and lymphoid populations [40–43]. (ese
AML cases are identified as “mixed phenotypic acute

leukemia.” It is still unclear whether it requires simultaneous
treatment as acute myeloid leukemia, lymphoblastic leu-
kemia, or both. Treatment dependence is based on the extent
to which the myeloid or lymphatic component is dominant.
Cases with fibroblasts of over 20% but lack markers are
called acute undifferentiated leukemia, often treated as acute
myeloid leukemia.

(e prognosis of AML patients ranges from the death of
treatment to within days, i.e., treatment-related mortality to
cure it, possibly. (e main reason for patients is treatment
resistance and often presents as relapse after remission
rather than a TRM with decreasing incidence even in older
patients. Knowledge of the various premutational states of
gene therapy improves our ability to assign initial treat-
ments. More importantly, whether ostensibly patients have
measurable residual disease in time in remission should
affect subsequent management. (e US Food and Drug
Administration has approved several new drugs, discussing
their role in treatment.

Based on data that indicate predictive covariates, the
following factors are more important than the difference in
acute myeloid leukemia—MDS disease, and some centers
treated patients with blast number >10% as acute myeloid
leukemia, even if they were treated by the WHO as a blast
number of more than 2. From a biological perspective, the
pattern of acute myeloid leukemia mutations occurring after
previous hematological disorders (e. g., myeloid marrow
dysplasia) is generally more similar to that found in MDS
than primary (new) acute myeloid leukemia.

As research advances, many new therapies have been
constantly proposed and applied to clinical experiments,
such as small-molecule inhibitor-targeted therapies, im-
munotherapy. Among them, small-molecule inhibitor-tar-
geted treatment is even more popular and highly concerned.
Small molecule inhibitor-targeted treatment mainly sup-
presses cell growth, proliferation, and survival by targeting
relevant cell signaling pathways (for example, kinase
pathway, apoptosis pathway, DNA damage repair-related
pathway) to achieve the effect of treating AML [44–47]. At
present, the research of such new therapies has also achieved
gratifying results. In recent years, the FDA has successively
approved multiple small-molecule targeting inhibitors to
treat AML, such as the Bcl-2-selective inhibitor venetoclax,
the FLT-3 inhibitor midostaurin and gilteritinib [48].

Traditionally, new drugs have been tested in newly di-
agnosed cases of acute myeloid leukemia with relapse or at
risk of disadvantage [12, 49–51]. One possibility is on the
MRD setting.(is practicemay tend to abandon these drugs,
but in less advanced diseases, they may act better. However,
the registration of many new drug trials is limited to

Table 1: (e classification of leukemia.

Number Disease Popular
1 Acute lymphoid leukemia Children aged 3–7 years; is relatively rare in adults
2 Acute myeloid leukemia 67–70 years old, especially the elderly over 65; is rare before 45 years old
3 Chronic lymphoid leukemia Frequently occurring in adults, occasionally in adolescents; it is extremely rare in children
4 Chronic myeloid leukemia Extremely rare among children with a median age of onset over 70 years
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morphological relapse (>5% fibroblasts) [52]. (e response
rate to new therapeutics may be higher if tested in MRD
cases, and MRD is the only evidence of disease. It is the
rationale for relapse that the predictive value of positive
MRD trials is very high, particularly in individuals taking
pretreatment of ELN 2017 year confrontation, the interval
between MRD emergence and morphological relapse is
usually short (<1 year), and the side effects of “targeted”
therapy are generally limited, thus creating a favorable risk
ratio when used for the MRD treatment. It is most likely that
more targeted therapies for MRD will follow in the next few
years. In recent years, it has also been seen to detect re-
currence by bone marrow morphological evaluation of
technical partial replacement criteria based on MRD; it
seems that when MFC results are negative, the morphology
of the cell will inevitably present with <5% of fibroblasts,
which is below the morphological recurrence threshold.
When the identical drug treatment is used to treat MRD
relapse only and morphological degeneration, AML patients
who only treat MRD will compare outcomes. It will also
allow testing the very plausible yet unproven hypothesis that
reduced MRD will generate better results. (e next step will
allow the piloting of new therapeutics with MRD negative
cases but having a high risk of recurrence based on the
pretreatment markers.

Finally, we may have overestimated our knowledge of
targeted therapeutic targets. We note that the above bene-
ficial effects of sorafenib, commonly considered as FLT 3
inhibitors, and, by adding to 7 + 3, appear to be the same in
the population, regardless of whether they have FLT3 ITD or
not. (erefore, there may have potential value once the
outcome of targeted therapy. However, the limit is that there
are not enough solid data that support the opinion, which
suggest us to conduct further experiments to confirm this.
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Objective. To explore the value of serummiR-144 andmiR-221 in diagnosing atherosclerosis (AS).Methods.e clinical data of 52
AS patients treated in the department of cardiovascular medicine of our hospital from August 2019 to August 2020 were
retrospectively analyzed, and 53 healthy persons were selected from the physical examination center at the same period as the
control group. By measuring the indicators including the serum vascular endothelial growth factor (VEGF), superoxide dismutase
(SOD), miR-144, and miR-221 in patients of both groups, their value of diagnosing AS was analyzed. Results. Compared with the
control group, the AS group obtained signi�cantly higher serummiR-221 and miR-144 expression levels (P< 0.001), signi�cantly
higher mean serum homocysteine (Hcy) level value (P< 0.001), lower mean serum SOD level (P< 0.001), and signi�cantly higher
level values of serum VEGF, nuclear factor-kappaB (NF-kB), and transforming growth factor-β (TGF-β) (P< 0.001), and the area
under ROC curve, sensitivity, and speci�city of combining miR-221 with miR-144 were signi�cantly higher than those of single
diagnosis. Conclusion. Serum miR-221 and miR-144 expression levels are increased in AS patients, and combining the two
indicators in diagnosis is more accurate and can provide an accurate basis for diagnosis and condition assessment of AS.

1. Introduction

Atherosclerosis (AS) is a slowly progressive cerebrovascular
disease. Research and investigations have revealed that [1, 2]
approximately 20 million people worldwide die from the
disease each year, which is an important cause of diseases
including angina, coronary heart disease, and sudden car-
diac death, as well as a leading cause of death in the elderly
population. Although the fatality rate of AS shows a de-
creasing trend with modern medical treatment technology
advancing day by day, its incidence rate is still increasing.
Traditionally, AS is assessed mainly by imaging methods
such as ultrasound vascular examination or X-ray, but
quantitative indexes of assessment are lacking. According to
the research �nding [3], the incidence of AS is closely related
to vascular in�ammation, cell proliferation and apoptosis,
and lipid metabolism, which is a complex and slow process.
Recently, with the intensive research on exosomes, it has
been found that exosomes can act as an important medium

of intercellular communication and plays a major role in the
occurrence and progression of AS. Micro-RNAs (miRNAs),
stably present in various body �uids as the biomarker for
various types of diseases, involve in the formation of AS as
the key signaling and molecular regulator (Figure 1) [4–6].
miR-144 is structurally highly conserved and involves in the
occurrence and progression of cancer, and cardiovascular
diseases. Foreign scholars have con�rmed [7] the down-
regulation of miR-144 in plasma of patients with medullary
carcinoma of thyroid, which in turn led to the development
and progression of thyroid cancer; other studies have proved
that [8] miR-144 played the role of cancer suppressor gene in
cervical cancer, which provided a new direction in the later
diagnosis and treatment for cardiovascular diseases. It has
been proved that miR-211 is expressed abnormally in pa-
tients with epithelial ovarian cancer and closely related to the
processes such as incidence, invasion, and metastasis of such
disease [9, 10]. Currently, the diagnostic e§cacy of miR-144
and miR-221 in AS is rarely studied, and therefore, it was
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analyzed herein to prevent and treat relevant cardiovascular
diseases by target regulating miR-144 and miR-221 ex-
pression levels.

2. Data and Methods

2.1. General Information. -e study was reviewed and ap-
proved by the hospital ethics committee. -e clinical data of
52 AS patients treated in the department of cardiovascular
medicine of our hospital (08.2019–08.2019) were selected for
the retrospective study, and 52 healthy persons were screened
from the physical examination center at the same period as
the control group. Patients in the AS group met the diagnosis
criteria of the disease, namely, abnormal blood lipid indexes
and vascular stenosis lesions found in arteriography, and their
clinical manifestations included angina, arrhythmia, head-
ache, and fainting. -ose with heart failure, angina, heart
disease, hypertension, kidney function obstacle, and other
cardiovascular diseases were excluded. Under the condition
that all subjects signed the informed consent and agreed to
join the study, the retrospective analysis and physical ex-
amination were conducted to all enrolled subjects, and their
gender, age, BMI values, and other indicators were recorded.

2.2. Index Detection

2.2.1. Detection of miR-221 and miR-144 Level Values.
-e subjects fasted for more than 10 h. Before blood
drawing, relevant instruments were prepared as required.
-e patients took the sitting position, with an arm extended

straight on the table and the tourniquet tied at the upper
arm; they were instructed to repeatedly make a fist to fill the
vein, a cotton stick moistened with iodophor was used to
make a ring disinfection treatment at the site for veni-
puncture with a syringe to collect 10ml of venous blood,
blood was placed in a procoagulant containing blood col-
lection tube, and after centrifugation at 3,500 r/min for
10min in an intelligent high-performance centrifuge
(Beckman Coulter China branch; model: Avanti JXN-30/
26), the serum from the upper layer was collected for rel-
evant index detection [11, 12].

-e extraction of RNA in serum was conducted
according to the specification of blood RNA extraction kit
(Shanghai GenePharma Co., Ltd.). -e extracted RNA was
collected and reversely transcribed into cDNA with the
genome removal reverse transcription kit (Shanghai Ruifen
Biotechnology Co., Ltd.). -e expression levels of serum
miR-221 and miR-144 were detected by the real-time
fluorescent quantitative PCR method.

2.2.2. Detection of Serum Superoxide Dismutase (SOD) and
Homocysteine (Hcy) Levels. -e level values of serum SOD
and Hcy were detected with the automatic biochemical
analyzer (Shanghai Huanxi Medical Device Co., Ltd.; model:
LW C200E).

2.2.3. Detection of Vascular Endothelial Growth Factor
(VEGF), Nuclear Factor-Kappa B (NF-kB), and Transforming
Growth Factor-β (TGF-β) Levels. -e cytokine levels were
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Figure 1: Effect of exosomal miRNA on AS progression.
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detected by enzyme-linked immunosorbent assay (ELISA),
the VEGF and NF-kB kits were purchased from Shanghai
Zhen Ke Biological Technology Co., Ltd., the FGF-β kits
were purchased from Shanghai Win-Win Biotechnology
Co., Ltd., and all operations were carried out according to
the kit instructions.

2.3. Statistical Processing. -e statistical analysis and pro-
cessing of experimental data were conducted with SPSS 21.0
software, the picture drawing software was GraphPad Prism
7 (GraphPad Software, San Diego, USA), the diagnosis value
was analyzed by the Mann–Whitney U test, and the area
under receiver operating characteristic curve (ROC curve),
the measurement data examined by the t-test and expressed
by (x± s), and differences were considered statistically sig-
nificant at P< 0.05.

3. Results

3.1.Between-GroupComparisonofBasicClinical Information.
Other than various blood lipid indicators, no obvious be-
tween-group differences in the gender ratio, mean age, BMI
value, smoking history, and drinking history were observed
(P< 0.05), as given in Table 1.

3.2. Between-Group Comparison of SerummiR-221 and miR-
144 Levels. Compared with the control group, the AS group
had significantly higher miR-221 expression level and sig-
nificantly lower miR-144 expression level (P< 0.001), as
shown in Figure 2.

3.3. Between-Group Comparison of Serum SODandHcy Level
Values. Compared with the control group, the AS group
presented significantly higher mean serum Hcy level values
(P< 0.001) and significantly lower mean serum SOD level
values (P< 0.001), as shown in Figure 3.

3.4. Between-Group Comparison of SerumVEGF, NF-kB, and
TGF-β Level Values. -e serum VEGF, NF-kB, and TGF-β
level values were significantly higher in the AS group than in
the control group (P< 0.001), as given in Table 2.

3.5.Diagnosis Value of SerummiR-221 andmiR-144 Levels for
AS. -e areas under the ROC curves of serum miR-221 and
miR-144 levels for the diagnosis of AS was 0.670 and 0.613,
respectively, and the area under the ROC curve of combined
diagnosis was 0.858 (Table 3 and Figures 4–6).

4. Discussion

AS will cause arterial wall thickening, vessel stenosis, and
vascular elasticity decrease, which is the main pathological
basis of coronary heart disease, cerebral infarction, and
peripheral ischemic vascular disease [13] and chronic in-
flammatory disease triggered by various factors. Since the
early symptoms of the disease are not obvious, most patients
have entered middle and late stages when diagnosed,

seriously affecting the prognosis. Intravascular ultrasound
(IVUS) examination is a common method for the diagnosis
of AS [14–16], but it cannot accurately obtain the internal
fine structure of local plaques, has less significance for
identifying their vulnerability, and is an invasive tomo-
graphic technique [17]. On people’s deeper exploration of
serum biology, it is found that inflammation extends
through the whole occurrence and progression process of
AS, a long-term formed and progressed chronic inflam-
matory response, while serum marker levels are relatively
stable and less affected by other factors, presenting higher
sensitivity and specificity. Studies have shown that multiple
cell-derived exosomal miRNAs are involved in this in-
flammatory process [18], exacerbating the disease progres-
sion of AS by causing inflammatory responses in its targeted
cells and then leading to the formation of endothelial cell
insufficiency, monocyte adhesion, foam cell, and vascular
remodeling in the arterial wall. Among them, miR-221
accelerates the progression of AS by participating in the
inflammatory response, activating its target genes, and
causing dysfunction of the vascular endothelial membrane
in patients. In the study conducted by foreign scholars [19]
on a rat model of inflammation caused by chronic intake of
sucrose, by detecting the exosomes in rats’ blood, it was
found that their miR-221 expression in plasma was signif-
icantly elevated, from which it could be speculated that miR-
221 in plasma exosomes might be involved in the inflam-
matory response. Another study also found [20] that
upregulated miR-221 expression could inhibit the cell cycle
regulator p27kip1 in vascular smooth muscle cells, thereby
mediating vascular calcification to cause atherosclerosis and
stenosis. In this study, by detecting the expression levels of
serum miR-221 in AS patients and in healthy persons, it was
found that the miR-221 expression level was significantly
higher in AS patients (P< 0.001), which was proved in the
study by Elbaek et al. [21].

As an evolutionarily highly conserved miRNA, miR-144
is mapped on chromosome 17 in humans and exists as a
miR-144/miR-451 gene cluster [22]. miR-144 levels in tis-
sues are also of a great value in the diagnosis and prognosis
evaluation of malignant tumors, and its clinical utility has
been demonstrated in diseases such as breast cancer, oral
squamous cell cancer, and colon cancer cancer [23]. Studies
have found that [24] miR-144 is highly expressed in car-
diomyocytes, and its high expression level can promote
myocardial oxidative stress, thereby inducing myocardial
injury related diseases, and its key role in the occurrence and
progression of cardiovascular diseases have been confirmed
by several foreign clinical trials. In this study, it was found
that the serum miR-144 expression level in AS patients was
significantly higher than that in the healthy group, and Lu
et al. [25] in their study found that miR-144 expression in AS
plaques and vascular smooth muscle cells (VSMCs) would
gradually elevate as the disease progressed, presumably due
to the imbalance of methylation and demethylation systems
in vivo causing increased methylation of the miR-144
promoter.

An ideal serum marker shall have high specificity and
sensitivity. In this study, miR-144 was found to be under
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Table 1: Between-group comparison of basic clinical information (n (%), x± s).

Item AS group (n� 52) Control group (n� 53) X2/t P
Gender 0.094 0.759
Male 30 (57.69%) 29 (54.72%)
Female 22 (42.31%) 24 (45.28%)

Mean age (x± s, years) 64.37± 3.26 64.42± 3.31 0.078 0.938
BMI (x± s, kg/m2) 21.19± 1.02 21.23± 1.04 0.199 0.843
Smoking history 29 (55.77%) 31 (58.83%) 0.079 0.778
Drinking history 32 (61.54%) 28 (52.83%) 0.813 0.367
Total cholesterol (x± s, mmol/L) 5.22± 0.47 3.52± 0.46 18.731 <0.001
Triacylglycerol (x± s, mmol/L) 1.62± 0.46 0.84± 0.21 11.212 <0.001
LDL-C (x± s, mmol/L) 3.56± 0.35 2.26± 0.17 24.280 <0.001
HDL-C (x± s, mmol/L) 1.12± 0.31 1.34± 0.23 4.135 <0.001
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Figure 2: Between-group comparison of serum miR-221 and miR-144 levels (x± s). (a) -e between-group comparison of miR-221
expression levels. -e horizontal axis denotes the AS group and control group, and the vertical axis denotes the level. -e miR-221
expression level of the AS group and control group was 10.24± 2.31 and 3.12± 0.54, respectively, and ∗ indicates the significant between-
group difference in the miR-221 expression levels (t� 21.841, P< 0.001). (b) -e between-group comparison of miR-144 expression levels.
-e horizontal axis denotes the AS group and control group, and the vertical axis denotes the level. -e miR-144 expression level of the AS
group and control group was 1.31± 0.16 and 0.25± 0.07, respectively, and ∗∗ indicates the significant between-group difference in the miR-
144 expression levels (t� 44.122, P< 0.001).
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Figure 3: Between-group comparison of serum SOD and Hcy level values (x± s). (a) -e between-group comparison of serum SOD level
values. -e horizontal axis denotes the AS group and control group, and the vertical axis denotes the value (μg/g). -e mean serum SOD
level values of the AS group and control group were (477.30± 31.19) and (606.65± 32.00), respectively, and ∗ indicates the significant
between-group difference in mean serum SOD level values (t� 20.970, P< 0.001). (b) -e between-group comparison of serum Hcy level
values. -e horizontal axis denotes the AS group and control group, and the vertical axis denotes the value (μmol/L). -e mean serum Hcy
level values of the AS group and control group were (28.17± 6.20) and (9.09± 3.85), respectively, and ∗∗ indicates the significant between-
group difference in mean serum Hcy level values (t� 18.983, P< 0.001).
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Table 2: Between-group comparison of serum VEGF, NF-kB, and TGF-β level values (x± s).

Group n VEGF (pg/ml) NF-kB (ng/L) TGF-β (ng/L)
AS group 52 432.25± 35.64 1.69± 0.36 257.83± 5.27
Control group 53 142.56± 24.26 1.04± 0.29 67.48± 4.58
T 48.770 10.198 197.662
P <0.001 <0.001 <0.001

Table 3: Diagnosis value of serum miR-221 and miR-144 levels for AS.

Indicator Area under ROC curve Positive rate (%) 95% CI Sensitivity (%) Specificity (%)
miR-221 0.670 24.76 0.566–0.774 86.75 81.26
miR-144 0.613 21.90 0.505–0.721 79.25 74.27
miR-221 +miR-144 0.858 43.81 0.781–0.935 93.25 85.37
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Figure 4: ROC curve of diagnosing AS with serum miR-221 expression level.
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Figure 5: ROC curve of diagnosing AS with serum miR-144 ex-
pression level.
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Figure 6: ROC curve of diagnosing AS with miR-221 +miR-144
expression level.
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expressed in the serum of AS patients, and its area under the
ROC curve for the diagnosis of AS was 0.613, whereas miR-
221 had an area under the ROC curve of 0.670, which was
higher than that of miR-144. But considering the low
specificity of miR-144 in the diagnosis of AS, miR-221 was
adopted for combined diagnosis, and as a result, the com-
bination could improve the specificity and sensitivity of
miR-144 for the diagnosis of AS, with an area under the ROC
curve of 0.858. Deficiency of this study is that the small
number of cases selected and the failure to consider the effect
of disease type and stage on the results of the study are prone
to bias of conclusions.

In conclusion, both miR-144 and miR-221 participate in
the occurrence and progression of AS, and the combination
of the two has a higher diagnosis value and can provide a
new direction for the clinical diagnosis of AS.
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Population at risk can benefit greatly from remote health monitoring because it allows for early detection and treatment. Because
of recent advances in Internet-of-)ings (IoT) paradigms, such monitoring systems are now available everywhere. Due to the
essential nature of the patients being monitored, these systems demand a high level of quality in aspects such as availability and
accuracy. In health applications, where a lot of data are accessible, deep learning algorithms have the potential to perform well. In
this paper, we develop a deep learning architecture called the convolutional neural network (CNN), which we examine in this
study to see if it can be implemented. )e study uses the IoT system with a centralised cloud server, where it is considered as an
ideal input data acquisitionmodule.)e study uses cloud computing resources by distributing CNN operations to the servers with
outsourced fitness functions to be performed at the edge. )e results of the simulation show that the proposed method achieves a
higher rate of classifying the input instances from the data acquisition tools than other methods. From the results, it is seen that the
proposed CNN achieves an average accurate rate of 99.6% on training datasets and 86.3% on testing datasets.

1. Introduction

Data collection has becomemuch easier, thanks to the rise of
smart Internet-of-)ings (IoT) devices and sensors. How-
ever, the analysis and utilization of data still face challenges
associated with incorrect feature extraction. When faced
with these difficulties, researchers and specialists began
looking for optimal solutions that allow extraction of most

possible data from a given dataset. Our ability to learn more
about our surroundings has improved since the invention of
AI in the late twentieth century.

Ongoing advancements in artificial intelligence (AI)
have been implemented in numerous industries, including
the education and medical field. According to numerous
studies [1–3], AI has shown the ability to outperform
humans and information systems at most cases [4–8]. It is a
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mechanical, electrical, and chemical organism that consti-
tutes the human body [5]. Electrocardiogram (ECG) signals
are a biophysical indicator of the electrical activity of the
heart. It shows how the beating of the heart changes over
time [9–13]. Automated systems have a difficult time
spotting anomaly. External noise and the body response to
different physical conditions are examples of this [6–8].

To our knowledge, convolutional neural network (CNN)
works well with ECG recordings from the data acquisition
IoT devices. Appropriate ECG signal processing with the
CNN learns features using patient needs with abnormalities
in arrhythmia and heart failure [14–16].

In this paper, we develop the convolutional neural
network (CNN) architecture, which we examine in this
study to see if it can be implemented. )e study uses the IoT
system with a centralised cloud server, where it is considered
as an ideal input data acquisition module.

)e main contribution of the work involves the
following:

(i) )e authors develop a sparse CNN with autoen-
coding properties in order to improve the accuracy
of classification.

(ii) )e speed and reliability of IoT systems are heavily
dependent on the speed and reliability of the in-
ternet connection used. Smart gateway devices lack
the processing power to execute CNN
methodologies.

(iii) )e study uses cloud computing resources by dis-
tributing CNN operations to the servers with out-
sourced fitness functions to be performed at the
edge. It is therefore enabling improved system
availability by making decisions at the local level.

(iv) An ECG classification using input IoT data acqui-
sition modules is evaluated in terms of response
time and accuracy in a real-world case study.

2. Background

Each of the six waves in the ECG waveform is separated into
two waves, two segments, and one complicated wave. During
the initial electrical activity of the human heart, which is
known as the PR interval, the right atrium chamber depo-
larizes, causing deoxygenated blood to exit via the vena cava
into the right ventricle. It is at this point that two distinct
pumping mechanisms kick into high gear: one to move
deoxygenated blood to the lungs for oxygenation and the
other to move oxygenated blood throughout the remaining
part of the body. To begin another heartbeat cycle, the heart
ventricles must be repolarized during the QT interval in-
cluding the QRS complex, the ST segment, and the T-wave.

Some of the most critical and subtle ECG signals may be
missed by commonly used applications that only count the
number of beats per second and ignore the ECG signal
pattern morphology that changes without altering the cycle
normal time. A great deal of effort has gone into figuring out
how to get useful information out of such sensitive medical
records. Several methods utilizing the feature extraction

based on features, feature combinations, or a selection of
features were presented [17]. Time-frequency analysis of
ECG signals can be done using wavelet transforms devel-
oped by the authors in [18]. In this paper, ECG classification
using a CNN is presented to address these shortcomings.
CNNs are a type of hierarchical artificial neural networks
(ANNs) [19, 20] that use downsampling and convolutional
layers to alternately mimic the human visual cortex cells.

3. Proposed Method

Figure 1 shows an autoencoder with the hidden layer for
learning features from the input x if there are data x �

x1, x2, x3, x4, x5  available. All three layers are referred to as
input, hidden, or reconstitution layers. )e input layers are
connected directly with layer 2 or hidden layers, where it
performs various operations of autoencoding, and then layer
3 performs the process of providing the outputs of the
hidden layers.

)e goal of the reconstitution layer is to minimize the
error between the layers. )e hidden layer can be thought of
as a different way to represent data because the essential
characteristics of the data can be extracted from it.

Autoencoder networks are actually designed to learn the
activation function hW,b(x) ≈ x. )e limited neurons in the
hidden layer extract the hidden features. As an example,
1024 neurons can be used to process a 32× 32 matrix image.
In a similar way to PCA and other dimension reduction
methods, this is what this does. However, the hidden layer
contains only a few neurons. According to this constraint,
any network can be made to become sparse if the activation
value of each hidden layer jth neuron is aj.

ρj �
1
m



m

i�1
ajxi, (1)

where m is the input layer neurons and ρj is the sparse
constraint constant (like 0.05).

)e study uses the KL distance function to optimise ρj
when solving the hidden layer.

KL ρρj  � ρ log
ρ
ρj

+(1 − ρ)log
1 − ρ
1 − ρj

. (2)

CNNs use a spatiotemporal convolution kernel to specify
the feature map in their convolution layer. Each feature map
output of the last subsampling layer l consists of the bias
term bℓj and convolution kernel Wℓ

ij only if there exist input
feature maps Nin. )e formula for estimating the feature
map Xℓ

j of output j is as follows:

X
ℓ
j � f 

Nin

i�1
αij X

ℓ−1
i ∗W

ℓ
ij  + b

ℓ
j

⎛⎝ ⎞⎠. (3)

Additionally, it must adhere to the following rules:


i

αij � 1,

0≤ αij ≤ 1.

(4)
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Backpropagation begins with determining how each
subsampling layer (l) is connected to its next convolution
layer, and this must be done before we can begin the process,
so as to conduct backward the next layer residual δℓ+1. To
determine the feature map of the jth residual (δℓj) layer, we
can apply the gradient descent method. Suppose the layer
activation function f which is the derivative of f′(zℓ

j) has the
input zℓj. )e formula for the calculation is as follows:

δℓj � f′ z
ℓ
j  · conv2 δℓ+1j , rot180 W

ℓ+1
j  . (5)

In the above process, the convolution kernel conv2(·) must
be rotated in order to perform cross-correlation calculations.

)e sparse constraint is imposed on the output of the
sparse autoencoder neural network. However, in this case,
the input is limited to a sparse set of values.)ese twomodes
of operation are distinct, but they accomplish the same
thing. Features can be extracted from input data using sparse
autoencoder neural networks. Spatiotemporal convolution is
a major change in this framework because all of the previous
layer input feature maps are used as inputs for each output
feature map. Due to the sparse constraints, the feature maps
can be fed to the output map, and this is limited extremely.

3.1. Event Recognition Using the CNN. In the above frame-
work, we feed the CNN seven consecutive 64× 64-pixel
frames in order to capture ECG data encoded in the input
image frame, with the current image frame serving as the
centre of attention. Assume that each frame in the input set
is a 64× 64 greyscale image with the same dimensions.
Scaling is required if the dimensions are different from one
another.

Convolution kernels of the form 7× 5× 5 can be used by
the C1 layer to obtain 36 feature maps to extract 36 different
features from the input frames. As complicated as action
event classification is, the 36 feature maps are perfectly
capable of classifying the simple action. On the contrary, the
convolution kernel is 5× 5 in the space dimension. In other
words, each C1 layer feature map is linked to all seven 5× 5
image blocks. )e C1 layer produces 36 number of 60× 60-
pixel feature maps as a result.

It is a sampling layer, the S1 layer. Accordingly, the C1
layer feature maps are rescaled to improve the CNN resil-
ience to scale changes and minor deformations. )e sub-
sampling layer scaling factor cannot be too large.

4. Results and Discussion

In this section, the entire simulation is conducted in the
Python environment to study the effectiveness of the pro-
posed model. Table 1 shows the proposed CNN which is
compared with existing image classification models such as
VGG-16, ResNet-50, Inception V3, EfficientNetB0, and
EfficientNetB7, the parameters of which are given in Table 1.

)e proposed CNN is compared with existing methods
such as VGG-16, ResNet-50, Inception V3, EfficientNetB0,
and EfficientNetB7 in terms of various performance metrics
including accuracy, precision, recall, F-measure, and

percentage error. Moreover, the running time of the pro-
posed method is tested on training and testing times.

Table 2 shows the results of accuracy between the pro-
posed CNN and existing methods such as VGG-16, ResNet-
50, Inception V3, EfficientNetB0, and EfficientNetB7. )e
results of the simulation are conducted on both training and
testing stages.)e results of accuracy show that, at the time of
training, the study has more accuracy than at the testing stage.
Moreover, it is seen that the proposed CNN has higher
classification accuracy than other methods.

Table 3 shows the results of run time between the
proposed CNN and existing methods such as VGG-16,
ResNet-50, Inception V3, EfficientNetB0, and Effi-
cientNetB7. )e results of the simulation are conducted on
both training and testing stages.)e results of run time show
that, at the testing stage, it has higher run time than the
training stage. Moreover, it is seen that the proposed CNN
has reduced run times than other methods.

Figure 2 shows the results of precision between the
proposed CNN and existing methods such as VGG-16,
ResNet-50, Inception V3, EfficientNetB0, and
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Figure 1: Sparse CNN of autoencoding type.

Table 1: Deep learning parameters.

Model Parameters
VGG-16 138 million
ResNet-50 25 million
Inception V3 24 million
EfficientNetB0 5.3 million
EfficientNetB7 66 million
Proposed CNN 60,000
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EfficientNetB7. )e results of precision show that, at the
time of the testing stage, the proposed CNN has higher
precision rate than other methods.

Figure 3 shows the results of recall between the proposed
CNN and existing methods such as VGG-16, ResNet-50,
Inception V3, EfficientNetB0, and EfficientNetB7. )e re-
sults of recall show that, at the time of the testing stage, the
proposed CNN has higher recall rate than other methods.

Figure 4 shows the results of F-measure between the
proposed CNN and existing methods such as VGG-16,

ResNet-50, Inception V3, EfficientNetB0, and Effi-
cientNetB7. )e results of F-measure show that, at the time
of the testing stage, the proposed CNN has higher F-measure
rate than other methods.

Figure 5 shows the results of MAE between the pro-
posed CNN and existing methods such as VGG-16,
ResNet-50, Inception V3, EfficientNetB0, and Effi-
cientNetB7.)e results of MAE show that, at the time of the
testing stage, the proposed CNN has reduced MAE than
other methods.

Table 2: Accuracy (%) of training and testing.

Model Accuracy with training datasets Accuracy with testing datasets
VGG-16 75.0 74.5
ResNet-50 87.0 76.3
Inception V3 90.7 77.15
EfficientNetB0 93.8 78.8
EfficientNetB7 94.9 84.4
Proposed CNN 99.6 86.3

Table 3: Running time (ms) of training and testing.

Model Running time with training datasets Running time with testing datasets
VGG-16 352,628 793,412
ResNet-50 38,797 117,167
Inception V3 15,652 97,854
EfficientNetB0 10,422 79,485
EfficientNetB7 5252 43,685
Proposed CNN 4556 42,965

Pr
ec

isi
on

 (%
)

40

50

60

70

80

90

100

15 20 25 30 35 40 45 5010
Testing images

VGG-16
ResNet-50
Inception V3

EfficientNetB0
EfficientNetB7
Proposed CNN

Figure 2: Precision.

4 Journal of Healthcare Engineering



 

55

60

65

70

75

80

85

90

95

100

F-
m

ea
su

re
 (%

)

15 20 25 30 35 40 45 5010
Testing images

VGG-16
ResNet-50
Inception V3

EfficientNetB0
EfficientNetB7
Proposed CNN

Figure 4: F-measure.

 

 

45

50

55

60

65

70

75

80

85

90

Re
ca

ll 
(%

)

15 20 25 30 35 40 45 5010
Testing images

VGG-16
ResNet-50
Inception V3

EfficientNetB0
EfficientNetB7
Proposed CNN

Figure 3: Recall.

Journal of Healthcare Engineering 5



5. Conclusions

In this paper, CNN examines the input signal from the IoT
devices, where ECG data are classified to detect the presence
of arrhythmia and heart failure from the image dataset. )e
classification of the dataset on two different heartbeat signals
enables faster training and testing packages. )e utilization
of cloud resources to perform the CNN classification shows
fastest classification process without lags. )e simulation is
conducted to test the efficacy of the CNN against ECG image
datasets. )e simulation shows that the proposed CNN
classifies well the instances than other existing methods. )e
results of the simulation show an improved accuracy rate of
98% than image ECG classification models. In the future,
federated learning can be used to examine the multimodal
signals for the purpose of improved classification of in-
stances in case of arrhythmia and heart failure.
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are available from the corresponding author upon reason-
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A rising proportion of older people has more demand on services including hospitals, retirement homes, and assisted living
facilities. Regaining control of this population’s expectations will pose new difficulties for lawmakers, medical professionals, and
the society at large. Smart technology can help older people to have independent and fulfilling lives while still living safely and
securely in the community. In the last several decades, the number of sectors using robots has risen. Comrade robots have made
their appearance in old human life, with the most recent notable appearance being in their care.*e number of elderly individuals
is increasing dramatically throughout the globe. *e source of the story is the use of robots to help elderly people with day-to-day
activities. Speech data and facial recognition model are done with AI model. Here, with the Comrade robotic model, elder people’s
healthcare system is designed with better analysis state.*e aim is to put in place a simple robotic buddy to determine the health of
the old person via a headband that has been given to them. Comrade robot may do things like senior citizens home automation,
home equipment control, safety, and wellbeing sensing, and, in emergency situation, routine duties like navigating in the outside
world. *e fear that robotics and artificial intelligence would eventually eliminate most of the jobs is increasing. It is anticipated
that, in order to survive and stay relevant in the constantly shifting environment of work, workers of the future will need to be
creative and versatile and prepared to identify new business possibilities and change industry to meet challenges of the world.
According to the research, reflective practice, time management, communicating, and collaboration are important in
fostering creativity.
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1. Introduction

Technology is a trend that affects human existence in every
part of the world. Robots are an exciting example of what the
future of technology holds. Robotics has enhanced human
life and industry significantly, thanks to the technology [1].
Adults with autism are already a regular thing in many
industries, including healthcare, military service, and do-
mestic assistance. *e global population is growing, there-
fore making the requirements of this demographic an
increasingly significant issue for health providers, govern-
ment officials, caretakers, and families. Due to these reasons,
buddy robots (which serve as aids to elderly people) are often
seen as having an authoritarian function in helping indi-
viduals do their caring duties without assistance. An in-
creased old population is often brought up as a method of
dealing with the rising number of senior persons. Actually,
robots are becoming more prevalent in the senior care
sector. We should have been aware of certain ethical issues
that have recently been brought to light as a result of these
advances. Artificial intelligence approaches are applicable
for various fields of utility. Digital smart systems, medical
data analysis, healthcare system, and other applications are
possible with AI model. Specifically, disease diagnosis with
deep learning, radiology model with ML, automatic systems,
and so forth are the most utilized healthcare systems of AI.

A rising need for new technology has emerged for older
adults because of the greying of our current generation. *e
primary reasons in favour of this are that there are too few
hospital workers and many individuals want to live as in-
dependently as possible rather than be placed in an insti-
tution [2]. Additionally, we will need an adequate supply of
healthcare professionals together with the use of cutting-
edge technology. Robotics is playing a significant role in
helping older people these days. A household use robot that
is particularly intended for use at home may be regarded as a
level of service robot. *e business of making robots spe-
cifically for the house is expanding from scientific and
commercial standpoints. In order for Comrade robot to be
the most effective in the house, it should be able to carry out
several activities such as home monitoring, gadget man-
agement, personal assistance, and entertaining. When more
and more robots are developed to engage with a human
being to give the sort of care that is often provided by a
licensed therapist, the lack of healthcare and the standard of
living for the elderly will both improve [3]. Designing a
providing assurance “robotic arm” to supervise the old
person is the method being used. *e overall aim is to create
a low rental Comradeship robot to assist an elderly person
with daily home automation.

In the end, the house robot could traverse the usual
home settings without any human assistance, carrying out
duties such as senior citizens monitoring devices, home
gadget management, and security and stability sensing, as
well as in the case of an attack. *is document has two
distinct sections. One is a Comrade robot, while the other is a
health monitoring band. A Comrade robot does so in the
form of “making itself helpful”; that is, it is capable of
assisting people in a household setting. *e old person is

constantly being kept under constant supervision by the
Comrade robot [4]. With the sensors incorporated in the
design, the leaving comments industrial vehicle ensures both
safe and secure environment in the family environment.
Trespassers, gas leaks, and fire are all on the list. In the
creative and emotional realm, Comrade robots and emo-
tional synthetic avatars have now been created for graduate
training. It may be difficult to extract a ministry of planning
from both materials; therefore, teams that want to build
Comrade robots must create their own website from scratch.
Of course, there are many representations of structure for
Comrade robot, but it is also tough to locate how the actual
ones operate. Most articles concern themselves with how
well an overall behavior performs, with little emphasis on the
detailed architecture needed for replication.

*is article, covering the themes of the first twenty
months of exercises of RoboCare, explains the kind of
programs the group has done so far and the subjects in
which they have focused. *e RoboCare program is dedi-
cated to creating distributed applications where program-
ming and autonomous agents all work together to
accomplish an overall objective, which is to provide a supply
of services that are ready for use in settings where people
may need help and direction. While we are also interested in
supporting endangered elderly individuals to enjoy an in-
clusive environment in their own homes, our primary focus
is on bringing the concept to market [5]. According to recent
data, Europe and Japan are gradually growing older. In order
to increase public attention to this matter of “independence”
and “ageing at home,” new ways of supporting the seniors
and persons with disabilities have been created.

*is is why when it comes to RoboCare, most of the
study deals with two potential situations, which are referred
to as the RoboCare Household Atmosphere and the Quality
of Life Institution setting [6]. Robotic frameworks, wearable
devices, activity monitoring in complicated settings, and
human relationships are the main components of strong
reliance for the future of robotic care. Here we will give the
reader a short summary of the key findings that we have
discovered so far and many lessons we have learnt from
those efforts to custom-tailor AI for assisted living. Remote
sensing data-based applications, image processing, video
and audio recognition system, security system, and so forth
are the applications of this research field.*emajor objective
is to improve the performance state of medical data analysis
and the robot model construction with efficient analysis is
designed. *is research contributes to improving the robot
technology and availability of AI in medical healthcare
system. Comrade robot model with AI utility helps to obtain
a better performance result.

*e remainder of the paper is organized as follows.
Section 2 analyzes various review papers related to the topic.
*e overview of robot model is studied in Section 3. *e
module performance and architecture of Comrade robot are
described in Section 4. Section 5 analyzes the AI technology
in the healthcare system. Specifically, the elder healthcare
system is designed. Section 6 presents the methodology, and
Section 7 evaluates the analyzed performances result. Section
8 concludes the proposed work.
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2. Review of Literature

Lifespans across the globe are rising, and therefore the
percentage of the people in retirement ages is growing
(Moyle et al. [6]). As visual acuity in older adults diminishes,
this necessitates the provision of more services and has a
larger impact on budgets for healthcare provision. *e older
population needs more research to help them retain emo-
tional human fellow. Robotic technology may be used to
assist both rehabilitative and sociable robots in relieving
strain on social care facilities. Large data processing, over-
lapping issue, and feature set analysis difficulties are the
major problem of conventional work.

You may also look into Comradeship robotics, which are
little robots that are made to look and behave like animals
(Pu et al [4]). *ey aid creatures during rodent therapy by
decreasing the dangers for the mammals individually. In
general, Schrödinger, the mechanical seal, is a famous ex-
ample. *e advantages of getting to know Paro, a simulated
nursing care Comrade for elderly people, include decreased
irritation as well as depressive disorder in cognitive im-
pairment, better immune responses, less burden on care
providers, and enhanced affect and information exchange
among both elderly people and their day care providers.
Furthermore, paracetamol may help to minimize the need
for hallucinogenic and analgesia medications and may help
to lower cholesterol levels.

*e authors in [7] and others examine the main
methodologies, including designation as well as learning
algorithms, which are essential in the development of de-
veloping quantum computing, as well as designation and
learning algorithms, and computational efficiency that are
applicable in the field of growing artificial intelligence and
intricate their use [8–10]. Research methods employed in
data security, personal computing, and cloud services
provide better findings, as diverse assessment criteria are
taken into consideration.

*e impact of robot animals upon autonomous older
adults was examined in a clinical trial (Abubshait et al. [11]),
and also the researchers reported that robotic dogs may offer
social enjoyment and relationships. While practical assis-
tance was very attractive, the fact that the robot looked and
felt more like a human created a conflict. People preferred
soft fur and recommended play elements, such as plush toys,
as potential improvements for the Comrade robots that are
presently available. When new, brightly colored, child-ori-
ented dogs were used, this restricted the kind of impressions
respondents might create. Note that although older persons
and individuals with memory are incorporated throughout
Comrade robot creation, they are seldom, if ever, offered the
opportunity to be engaged. Interaction typically happens in
the project design whenever healthcare services are engaged.

It was recommended that the construction of something
like an everyone around collapse detection technique be
undertaken (Celis et al. [12]). Utilizing just one aeration rate,
an innovative wearable gadget for the detection of falls was
created. Ubiquitous computing Remote Monitoring for the
Old capable of detecting an individual’s fall as maintaining
the health of the patients. An Intelligent Home Security

System based on GSM and ARM Architectural design: In-
dustrial robots have lately been created utilizing a range of
technologies, including the Web, wireless communications,
wirelessly, and speech recognition.

3. General Overview of Robots

*e word robot was originally derived from the Czech word
robot, which means forced labor. Karel Capek, the Czech
writer, introduced the term robot in his play “R.U.R.” Capek
used the term robotic in a series called “Rossum’s Universal
Robots” that premiered in Prague in 1921. *e robots in
R.U.R were built by man, and they were supposed to work
for humanity.*us, from generations to generations, human
people have made use of robots to do various jobs. However,
there is just no generally accepted definition for robots [11].
Despite this disagreement, the University of the Robot
Society still sees a robot as a multipurpose fully program-
mable tool that is used to transfer credible commitments,
tools, or optical disks in various ways using preprogrammed
movements. *is concept differentiates robots from other
automated machines, because they are programmable. A
robot may be described as an upgradeable, complex nervous,
sentient, and transportable machine that uses energy to do
work. Regardless of its form and size, a robot has seven
major elements. *is collaboration serves a particular goal.
Figure 1 depicts the parts of a robot.

3.1. Controller. *e commander is in charge of coordinating
the robot’s movements. *e operational environment refers
to the area within which a robot may operate [13]. *e
microcontroller is also in charge of collecting input first
from surrounding environment via the use of its sensing.

3.2. Power Conversion Unit. *e fusion reactor supplies the
robot’s controls. Electricity, combustible materials, and
battery storage are all commonplace power stations in robots
[14]. Most of the electricity that is provided to a building
comes from the grid, and, in order to power the building, the
system uses an AC/DC electrical power converter to change
the AC electricity into DC electricity.

3.3.Manipulator. *e robotics have had the capacity to pick
up, alter, and blow things up. *e robot’s manipulation
imitates outstretched arm of something like a human in-
dividual. Manipulators typically refer to the joints con-
necting the arms with the upper arms, elbows, and wrists.
Joints tend to be either rotational or sliding [4]. Reaction
kinetics refer to the way wherein the joints are arranged to
define the potential stepper motor.

3.4. End Effector. *e final part of the system, which con-
nects to the input device, is known as the manipulation link.
*e instrument handle’s link is known as an actuation. It
imitates the mechanical arm, mimicking the results
obtained.
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3.5. Sensors. Robots may now have the sensor take a specific
measurements of the surroundings, with the sensing’ data
helping to shape the robot’s behaviors. To guarantee the
robot’s security, this is often done. Devices utilize a robot to
respond to environmental variations.

3.6. Actuator. In most of the robots, the actuators are often
known as the muscles of the robot. *e conversion takes
place by using the energy that drives your robot’s mobility.

3.7. Control and Task Program. A collection of commands
from themanufacturers of the robot’s controller are known as
the management plan, while a sequence of questions typically
supplied by the user are called the task programme [15]. To
accomplish a particular job, the manipulator must carry out
the movements task programmed by the task programme.

4. Architecture of Comrade Robot

To develop up with a proper Comrade robot structure, we also
must research the many needs that Comrade robots may have.
Just one “perfect” Comrade robot might fulfill all these criteria.
Meanwhile, theoretically speaking, the need of a Comrade
robot does not quite apply; in reality, one is still required [16].
*e specifications for a given robot rely on a variety of different
variables, including the kind of intended application and also
the particular hardware components that are required. Here we
provide a comprehensive list of all potential criteria an engineer
should consider while designing a generic structure. *e main
task of the Comrade robot is to sense the environment around
it, including hearing, seeing, and touching. Intercultural
competence calls for synchronizing data; thus, various kinds of
data need attention. In addition, inputs processing may be
programmed to target specific sensor data, in response to
predictions from a mixing process. Significance must be ver-
ified on every piece of data received, and all information
collected must also be classified before it can be kept.

*e Comrade robot was able to have a classroom dis-
cussion with the user. What this implies is not just to create
effective sentences and also to take fundamental principles of
communicating into consideration [17]. A Comrade robot
should constantly be likely to preserve the dialogue flowing in
order to sustain a strong connection. *e usage of live in-
teraction also incorporates elements like this; for instance, in
order to prevent boring ormisunderstanding the user, lengthy
pauses should not be present in a discussion. It should be able

to communicate across all modalities and should do so in a
logical and reasonable manner. Speech would overlap with
proper lip motions, which have been prioritized about the
present face animations and the robot dealing with the lips
both of it. We illustrate the construction of a Comrade robot
in Figure 2 and address the specifications outlined above.
However, observe that perhaps the design is abstracted from
the specifics of various kinds of friend robotics, allowing its
application to diverse kinds of robot Comrades. We are
emphasizing again here that it was for a Comrade robot that
also has an “overall” personality; nevertheless, you may build
various parts without putting any content into them. Initial
set of data processing uses dialogue engine and reasoning
engine. Depending on the goals, rules, memory unit, and
emotion recognitions are taken with heuristics approach.
After that, the input and output processing states are de-
termined with facial recognition with animation approach.
Dataset uses source from camera, sound, and so forth and the
speech recognition and facial recognition data are synchro-
nized.With the low-level behavior, the animation controls are
processed. Here this conflict scheduler, the performance of
output state is determined.

5. AI and Robotic Technology in
Elder Healthcare

By building a framework that incorporates current state-of-
the-art AI technologies from an off way, RoboCare aims to
help service providers fully appreciate the kind of assistance
resources available [18]. *e difficult part is to find out
whether the methods listed above might help create edu-
cational software parts that can be purchased off market.
Robotic systems now provide us the ability to create robotic
system with very accurate survival skills. We have effectively
implemented these systems in both the home and hospital
facility settings thanks to a variety of methods.

*e professional diagnosis and management Comrade
robot is able to provide guidance on prevention and
prognosis by collecting data like clinical findings, a client’s
medical records, and previous medical instances. *e robot
was created by the robotics and artificial intelligence, that
is, related to clinical texts, two million clinical data, and
many individual instances [19–22]. *e hospital is con-
ducting a pilot programme in which people participate to
evaluate the robot. When interacting with a client all
through physical diagnosis, the robot “pays attention” to
the dialogue and takes the sensor readings along with
source information to help the clinician diagnose and
prescribe medication [19]. *e clinician then collects in-
formation to interact with the clinician. It is anticipated
that the robot would assist doctors to come to a conclusion
about the cause of the patient’s symptoms quicker and cut
down on mistakes.

*e Health System Mechanism, shown in Figure 3, is
made up of several AI industrial robots. To arrive at a
prognosis, the speech based EHR system and image natural
antibiotic are both utilized. Comrade proposes a diagnosis
and therapy in which all relevant information is collected.

Power 
conversion unitSensor

Manipulator

ControllerControl and 
Task Program

Actuator

Figure 1: Components of a robot.
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*anks to advancements in technology, it is now possible
to provide ambient independent living solutions to help
seniors in their dwellings [23]. *e multidisciplinary ap-
proach that is required for robotics technology problems
includes knowledge from fields like building, fashion, psy-
chological, law, and ethics, as well as technology, computer
programming, science, and medicine. In order to benefit
everyone, robots and information and communication
technology (ICT) must be made accessible across the
populace at school, in hospitals, in home languages, and in
smart neighborhoods. A high degree of acceptance and
usefulness for the users may be achieved by integrating these
approaches in the development of the surroundings.

Some basic suggestions for social order, together with
technological and legal troubles, may be discovered through
the applying load with actual customers in some kind of a
contemporary context.

5.1. Society CenteredDesign. Robotic technologies should be
planned, manufactured, and deployed to assist people in the
day-to-day tasks in a societal architecture. *e intelligent
machines must be able to go from a user-centered design
process to a social system design process, at which devel-
opment process is properly considered and is further in-
tegrated with the society’s requirements [24]. Many of the
ideas shown in the previous sections included users
throughout the whole development process, starting with
the study of end-users’ requirements and leading all the way
through the assessment of the prototype system for valuable
suggestions.

5.2. Stakeholder Readiness. It is also essential to consider the
speed to market in evaluating integrated services. *at level
of readiness indicates how soon the individuals and
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Figure 2: Architecture of Comrade robot.
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organizations are prepared to take and spread the tech-
nologies. *e gap among study and implementation is the
only problem with this topic.

5.3. Low Cost. Considering that personalized robotics are
meant to be used by the individual, the price must be in line
with their financial capability, in place to encourage for
broad service usage. Robotic alternatives incur a reduced
cost for the sake of a costing system [25]: they are costly
owing to the increased components they employ, but then
on the other hand they are less costly for the public health
system. Cloud automation solution models may enable a
new breed of personalized robots for businesses.

5.4. Customizability, Flexibility, and Modularity. *e re-
quirements of the users will fluctuate. Having provided
component services, it is essential to offer one that can re-
spond to customer requirements and competences that vary.

5.5. Robustness, Dependability, Safety, and Security.
Because the test equipment is expected to engage with those
who are vulnerable and aged, it must have been secure and
dependable.

5.6. Autonomy. Robotics institutions are expected to move
independently and make choices based on the needs of
consumers. *ey ought to be capable of identifying errors
that users have made or they have made and make cor-
rections on their own when required.

5.7. Social Informatics of Knowledge Embodiment. Our study
has significance that are present in the system; it is applied to
other comparable systems. Nonetheless, in order to validate
our results, further research with healthcare practitioners in
the field is required [26]. In our research of AI-infused
autonomous vehicles, we disregarded electronic archives,
too. *e usage of other things, like computers, may be af-
fected by AI industrial robotics; however, in our research
paper, we have not seen this. *e possibility of further study
includes research that compares cognitive manifestation in
various entities in order to learn about how they support or
replace one another. Lastly, we have not investigated the
nature of senior executives’ interest in, or usage of, AI
machines. Understanding the four forms of information
embodiment as a generative framework for finding moti-
vators may be the most useful. Mechanistic explanation of
cognitive immersion should rely on knowing the motive.

From a social bioinformatics viewpoint, AI technology is
relevant in the context. It is vital to understand the socio-
spatial relationships AI has with people in order to fully
comprehend its true worth. STIN analytic approach is
particularly helpful, since it offers a paradigm for incor-
porating various social actors’ perspectives while consid-
ering technologies [20]. An excellent illustration of our
findings is that, in contrast to the robots that were intended
to make people’s job and emphasizing, the AI humanoid
systems that operate as rivals and magisters encounter
greater opposition from economic systems than those that
work as collaboration and guild mates. *is STIN study also
showed that the automation technologies supplier has a
minimal but nonetheless significant impact on the market.
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Requiring timely deployment of AI mobile robots for skilled
employees, the supplier highlighted the technologies’
complimentary and nonconfrontational character to help
people gain confidence. *is research confirms that our
awareness of the use of AI industrial robotics in intellectual
work requires a social information systems viewpoint.

By using powerful computers like AI robotic systems,
researchers are showing that they can behave as an inde-
pendent social actor in addition to just being a tool for
humans. When humans and robots interact more naturally
and intuitively, the difference between the humanity and
the machine may become obsolete. Further refinement of
the notion of interconnections in social bioinformatics as
interpersonal relations and living organism connection
converge may be required in order to help more people
have social networks [8]. A manifestation of information
changes understanding labor, and the introduction of new
privacy practices is probable. Since making scientific have
yet to comprehend the consequences of artificial intelli-
gence, it is possible that the necessary training activities
may need new methods of collecting, analyzing, and dis-
playing data at employment. Social and community cus-
tomers frequently need to work with machines, as well.
Because of the resulting shift in the organization, in other
words, the dissemination of materials is most likely to be
caused.

Figure 4 shows major module utilizing expansion,
emancipation, equipping, and expediting. Speech data with
knowledge analysis, human cognition, augmentation, and
AI robot are analyzed in expansion set. Actuation and
competitor design of emancipation is determined. Assis-
tance and automation model uses the procedural knowledge
and final declaration.

6. Methodology

Robotic systems that utilize the making plans, observation,
concurrence, and successive cognitive orientations review
process acquire questionnaire questions from guardians and
carry out the intellectual orienting examination control and
experimental group. *e robot then engages in a discussion
with the user and gathers feedback. When the robot has
finished evaluating the responses, it reports back to those
same caregivers with the results [25]. *is section describes
the cognitive assessment method and the communication
mechanisms platform. Our Friend Robotic, a 3D-printed
desk device, is fitted with a cognition assessment process.
*e capacitive touch screen is linked to an ARM-based
microcomputer executing Android platform, and the in-
teraction is shown on it. In addition to having a 3D camera,
this robot is equipped with a vision circuit composed of an
RGB-D camera for image recognition and four loudspeakers
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that help with sound localization. We have also included
voice and physical movement detection in our robot arm, as
can be seen in Figure 5.*e cognitive orientation assessment
method has seven critical features: a development tool,
inquiry and response creation, agreement between two
parties, excessive screen, Internet computer vision, answer
appraisal, and intelligence score [15]. An online dataset and
native databases are required for the relational database. In
the public cloud, Q&A worksheets containing users’ ac-
counts and summaries of memory score are stored, along
with cognitive orientations evaluations. *ese may be re-
vised and checked by a caretaker. *e personal dataset
provides the user’s focus strategy, test timetables, and Q&A
answers.

6.1. Modeling and Formulations of Comrade Robots. *e
study of bending moment enables one to approach performs
of large masses. According to the current motion, one may
see the position, orientations, and higher incidence as having
evolved through time. Dynamics in robotics are used to
build up basic equations of controls, with the dynamic
transfer function for deceivers acting as the explanation
governing motion. Torque is the mechanism that is re-
sponsible for producing the dynamic movement of both
manipulating arms in a robot’s arm [24]. Dynamic modeling
is involved in the development of the differential equations
of the manipulation as a function of something like the
displacements acting on it. In dynamic modeling, the ro-
botics manipulator’s components are constrained to a set of
forces and; as a result, the locations, velocities, and decel-
eration are determined:

(i) People who have torque needed to achieve certain
end-effector movements are all determined by this
calculation (the direct dynamic problem)

(ii) *e elastic scattering issue is modeled mathemati-
cally, and there are a variety of control methods
which use the model

(iii) It enables the calculation of the real manipulation to
be done using a control scheme

Lagrange’s integrated model may be used to construct
Euler equations andmanipulate Lagrange’s movement. Joint
characteristics and characteristics of the manipulation define
the motion.

A communication model with overall energy K and
gravitational potentialV is shown as follows. Lagrange refers
to

L(q, _q) � K(q, _q) − V(q). (1)

It is a simple procedure using the Lagrangian differential
equation derived.

d
dt

zL

z _q
−

zL

zq
� Qi. (2)

*e general force that corresponds to the generalized
coordinate qi is referred to as Qi. Connection I has kinetic
and potential energy provided.
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A second-order linear evolution equation may be used to
describe the Lagrangian equations of motion for the n-th
links manipulators.
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6.2. Evaluation Process. Google has published a new open
software speech recognition processing framework, known as
SyntaxNet, to the public. Syntax Net’s main purpose is to find
out the words and phrases, and each word is clearly shown in
phrase. A parser is capable of determining the morphological
purpose of any single phrase, including conjunctions, in the
phrase. In addition to providing an also before the model
named Parse McParseface, Goggling also offers a grammar
models, known as Parsey McParseface, that is developed. No
matter how complicated the root of a phrase may be, Syn-
taxNet is able to recognize it [15]. It is able to trace out the
connection between the word meaning and each individual
word in the phrase.*is study aimed to use SyntaxNet, so that
the customer’s voice communication may be processed
genuinely. To illustrate, a phrase will be spoken, at which
point the voice activation component will transform textual
content, which is then processed by SyntaxNet for deeper
comprehension. To put a POS on aword, SyntaxNet examines
the whole phrase as well as the word’s semantics. Similarly,
since SyntaxNet can correctly predict the calculated value
used when a machine evaluates the provided response with
the right answer, assessing answers that utilize math is quite
simple. *e capabilities of SyntaxNet may also be utilized to
detect whether there is negativity in the word but when the
phrase has a pejorative perception.

*e programming language we use to describe para-
graph characteristics is called SyntaxNet. Step one is an-
swering the question, and step two is evaluating the
response. Next, the input is examined and processed using
SyntaxNet to identify both user responses and right answers.
Long computational network and right answer structure are
created from the interpreted results.*ose trees stand for the
concept of a “pos” and how words relate to one other [26].
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*e second step in the algorithm is to connect two trees, and
the saplings are compared using a mating Canadian land. A
compatibility score is given for these tree trunks, depending
on their resemblance. *e robot gives a score of 1 to a right
answer tree and a score of 0 to an erroneous solution tree. A
partial number may be given if the answer matches both
trees; however, the progress and achievement are used to

evaluate the two trees. To determine the user’s cognitive
score, the participant’s characteristics and a caregiver-de-
termined criterion are utilized.

Recognition state of robot has various questionnaires,
which translates the audio data to text data. Depending on
the availability of given response, the NLP is performed and
messages are taken with NLP analysis model.*e parsed text

No

Yes

Yes

Start

The robot takes out the questionnaire.

Translate the Audio to Text

Availability 
of Response

Use Natural Language Processing To 
Analyze Messaging

Extract the parsed text that is essential

Correlate It to the Desired Answer

All tasks have 
been 
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Save all of your feedback and grade for later
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Figure 5: Cognitive assessment of Comrade robot for elder healthcare.
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is extracted with the feature set of given database. *ese
correlated results are analyzed and desired answers are taken
for the task accomplishment. Feedbacks are saved; then the
respective description database assessment result is
produced.

7. Result and Discussion

*e robots were selected based on the category of robotic
systems for old, meaning they may help elderly individuals
feel more at ease with one another. *e many robots
attempted to encompass several diverse settings linked to
ageing, such as healthcare, recreation, and commercial work
[24]. *ere were three types of robots: Comrades, service,
and factory. *e researchers checked all of the materials that
the groups debated about which robot should best suit each
particular task and put it to the blackboard. We should also
point out that respondents were not encouraged to do so,
and they did not identify a robot for every activity. A second
advantage of having several robots on hand is that they may
choose to do multiple activities with each one. In order to
prevent pressuring individuals while being indecisive, the
course designed was used in this phase.

*e data gathered from the activities performed by the
respondents were studied by the psychologist from this
research. *e behaviors generated from the chalkboard and
or the edited version of the meetings originated from two
separate sources. *e whole group meeting was recorded
and mapped onto the blackboard with the included as-
signments [17]. Participants developed 85 activities that
included a majority over and over again. *e main objective
of this study would be to provide light on a variety of ac-
tivities, and thus the researchers focused on just the activities
that were being performed on a regular basis. *us, only 75
quasi tasks were actually and categorized to collect data. A
structure for ageing in place was created so that groups of
actions may be classified thus according to both purpose and
environment.

Basic Activities of Daily Living. *is would be the
minimum set of fundamental tasks a person should
have been able to do while living on their own (e.g.,
bathing).
Instrumental Activities of Daily Living. *e capacity to
carry out effective instrument tasks is an important part
of enjoyable life (e.g., managing a medication regimen).
Enhanced Activities of Daily Living. Independence in-
cludes time for interests, social interaction, and per-
sonal development. It also incorporates interests, social
interaction, and personal growth that extend beyond
functional needs. *ese are obligations that go hand in
hand with large and important tasks (e.g., buying
groceries).
Social Activities. *ose practices are intended to pro-
mote social connectedness, such as maintaining con-
nections through talking with people. *is component
was incorporated to the structure for elderly people
with robot as per the suggestions gathering of data.

7.1. Activities for Ageing in Place with Robots. Table 1 and
Figure 6 show that older adults do the same activities every
day; they refer to around 29 different daily tasks and use the
term Instrumental Activities of Daily Living (20), followed
by Basic Activities of Daily Living (or BADL) and then the
terms Enhanced Activities of Daily Living (or EADL) and
Social Activities (or SA).

7.2. Chosen Robots according to the Different Types of
Activities. Table 2 and Figure 7 show that Paro (50%), Pleo
(47%), and Emys (55%) are the robots selected by the
majority of participants in IADL; Paro (49%), Pleo (42%),
and Emys (48%) are the robots chosen by the majority of
participants in BADL; and Paro (37%), Pleo (36%), and
Emys (32%) are the robots chosen by participants in EADL.

7.3. Accuracy Response of Robots (Comrade and Service) with
Different Activities. *e activity of ageing in robot model is
analyzed with the name and respective value of activity.
Different types of activities are evaluated with robot model.
*e performance states and graph model of Paro, Pleo, and
Emys Comrade robots are obtained. Depending on the
service type, the accuracy response is obtained and activities
of IADL, BADL, EADL, and SA are obtained with two
different states. Table 3 and Figure 8 describe that, in IADL,
Comrade robot gives highest accuracy response with per-
centage of 99% compared to service robot;, in BADL,
Comrade robot gives highest accuracy response with per-
centage of 99% compared to service robot; and, in IADL,
Comrade robot gives highest accuracy response with per-
centage of 92% compared to service robot; in EADL,
Comrade gives highest accuracy response with percentage of
77% compared to service robot; and, in SA, Comrade robot
gives accuracy response with percentage of 64%.

Table 1: Number of activities yield by older adults.

S. no. Name of the activity Number of activities
1 IADL 29
2 BADL 20
3 EADL 13
4 SA 13

0 10 20 30 40
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BADL

EADL

SA

Number of Activities

Figure 6: Number of activities yielded by older adults.
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8. Conclusion

Artificial intelligence is a rapidly expanding area of research,
which has implications in many sectors, such as medical
services, and to provide pharmaceutical aid. It is well
established that the area of healthcare is a dynamic market
for AI. In this article, a robotics framework is created which
uses human messages between a human and a robot to carry
out cognitive orientation evaluation. SyntaxNet, which

enables the robots to comprehend programming knowledge
naturally, helped carry out natural language processing. *e
Comrade robot was created from the ground up to handle
this entire ecosystem. We do not need outside assistance in
order to conduct a cognitive orientation evaluation, since the
system is capable of doing it. *is research sought to elicit
tasks where a certain robot aids with increasing the quality of
life (QoL) and assisting with an autonomous, healthy ageing.
*is research presents occupations that are an important
component of the lives of older people in all the secondary
classrooms. *is study demonstrates that it is possible to use
technologies with an eye on improving the quality of life for
older people. At a profound level, elderly people need robots
to do more complex tasks. In the future, the research work
may be adopted with big data analysis, image processing,
and statistical analysis reviewed with comparative analysis of
machine learning approach.
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Background. Cervical cancer is the leading cause of cancer deaths among women, and more than 85% of cervical cancer deaths occur in
low andmiddle-income countries.�e purpose of this study is to investigate the functions ofMAGI2-AS3 andmiR-15b in cervical cancer.
Materials and Methods. �e mRNA levels of MAGI2-AS3, miR-15b, and CCNE1 were evaluated using RT-qPCR assay. Dual-luciferase
reporter gene assay was used to con�rm whether miR-15b binds to CCNE1. Results. LncRNA MAGI2-AS3 was downregulated, while
miR-15b was upregulated in cervical cancer. Cervical cancer patients with low expression of MAGI2-AS3 have a poor prognosis.
Upregulation ofMAGI2-AS3 inhibited proliferative and invasive abilities of HeLa cells via regulating the expression ofmiRNA-15b.MiR-
15b inhibitor suppressed cell proliferation and invasion. CCNE1 was a direct target gene of miR-15b, which binds to the 3’-UTR of its
mRNA.MiR-15b partially reversed the inhibitory e�ect of overexpression ofMAGI2-AS3 on the proliferation and invasion of HeLa cells.
MAGI2-AS3 mediated the expression of CCNE1 in HeLa cells. Conclusion. LncRNAMAGI2-AS3 inhibits the proliferation and invasion
of cervical cancer cells via themiRNA-15/CCNE1 axis. Our results illustrates thatMAGI2-AS3 can be used as a useful clinical predictor for
early diagnosis and prognosis assessment of cervical cancer.

1. Introduction

Cervical cancer (CC) is the fourth most commonly diag-
nosed cancer in women and one of the most common
cancers in the world. �ere were approximately 570,000 new
cases worldwide in 2018, and 311,000 died of cervical cancer
[1, 2]. �ere are two main types of cervical cancer: cervical
squamous cell carcinoma (CSCC), which accounts for ap-
proximately 80% to 85% of cervical cancer cases, and the
remainder are cervical adenocarcinoma (CAC) [3]. Al-
though treatments such as chemotherapy, radiation, and
surgical resection have improved the prognosis of early-
stage cervical cancer, the metastasis and recurrence of
cervical cancer are the cause of most deaths [4]. �us, it is
urgent to investigate the biomarkers related to cervical
cancer metastasis.

Long non-coding RNAs (lncRNAs) belong to noncoding
RNAs that are greater than 200 nucleotides in length [5].
Increasing evidence has proven that lncRNAs were involved
in range of biological processes, including di�erentiation,
tumorigenesis, and metastasis [6]. For instance, lncRNA-
H19 activated the CDC42/PAK1 pathway to promote cell
proliferation, migration, and invasion by targeting miR-15b
in hepatocellular carcinoma [7]. Long noncoding RNA
DSCAM-AS1 contributed to tumorigenesis to enhance cell
proliferation, migration, and invasion ability in cervical
cancer [8]. LncRNA MAGI2-AS3 suppressed cell viability
and migration via miR-374b/SMG1 signaling pathway in
hepatocellular carcinoma [9]. In addition, MAGI2-AS3
inhibited cell proliferation and invasion through miRNA-
23a-3p/PTEN axis in non-small cell lung carcinoma [10].
�erefore, exploring the mechanism of action of lncRNA
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MAGI2-AS3 may provide new ideas for the clinical treat-
ment of cervical cancer.

LncRNAs always regulate cell progression via spongy
micro-RNAs [11]. Micro-RNAs (miRNAs) are short non-
coding RNAs with a length of approximately 22–25 nu-
cleotides [12]. MiRNAs functioned as regulators in
tumorigenesis by cleaving mRNA and suppressing trans-
lation [13]. MiR-15b enhanced cell cycle from G1 phase to S
phase and reduced cell apoptosis in the treatment of renal
cell carcinoma with sunitinib [14]. However, miR-15b re-
presses cell proliferation, migration, invasion, senescence,
and apoptosis of ovarian cancer [15].

)e cyclin E1 (CCNE1) belongs to the highly conserved
cyclin family, whose members are characterized by a dramatic
periodicity in protein abundance through the cell cycle [16].
CCNE1, acted as a regulator of CDK kinases, whose activity is
required for cell cycle G1/S transition [17]. Overexpression of
CCNE1 has been observed in many tumors, which can lead to
chromosome instability, and thus may contribute to tumori-
genesis. In this study, we found that upregulation of MAGI2-
AS3 inhibited the proliferative and invasive abilities of HeLa
cells via regulating the expression of miRNA-15b. LncRNA
MAGI2-AS3 inhibited cell proliferation and invasion of cervical
cancer via the miRNA-23a-3p/PTEN axis.

2. Materials and Methods

2.1. Clinical Samples. During 2015 to 2018, we collected 47
cervical cancer patients from Shandong Provincial Hospital
Affiliated to Shandong First Medical University and ob-
tained pairs of cervical cancer tissues and corresponding
normal tissues. )e excised tissue samples are frozen in
liquid nitrogen, followed by cryopreservation. All patients
did not receive any therapy before surgery. Our study was
approved by the Ethics Committee of Shandong Provincial
Hospital Affiliated to Shandong First Medical University,
and all patients signed written informed consent.

2.2. Cell Culture andTransfection. A normal cervix epithelial
Ect1/E6E7 cell and three cervical cancer cell lines HeLa,
SiHa, and CaSki were obtained from American Tissue
Culture Collection (ATCC, USA). All cells were cultured in
RPMI-1640 (Hyclone, USA) containing 10% fetal bovine
serum (FBS) in a humidified atmosphere with 5% CO2 at
37 °C.

MAGI2-AS3 overexpression vector (pEX-MAGI2-AS3)
and the control vector were purchased from Ribobio
(Guangzhou, China).)emiR-15bmimic,miR-15b inhibitor,
and the corresponding controls (NC) were synthesized by
GenePharma (Shanghai, China). Lipofectamine 2000 (Invi-
trogen Life Technology) was used to transfect pEX-MAGI2-
AS3, miR-15b mimic, and miR-15b inhibitor into HeLa cells.
All cells were harvested at 48 h after transfection.

2.3. RNA Extraction and Real-Time Quantitative Polymerase
Chain Reaction (RT-qPCR). )e TRIzol reagent (Invitrogen
Life Technology) was used to isolate total RNA from HCC
tissues or cells. )e RT-PCR kit (Takara, Dalian, China) or

Hairpin-it miRNA qPCR quantitation kit (GenePharma) was
used to perform the reverse-transcription and synthesize the
first cDNA chain. )e SYBR Green-based PCR kit (TAKARA
Biotechnology, Dalian, China) was conducted to carry out the
qPCR in an iQ5 Multicolor real-time PCR detection system
(Bio-Rad Laboratories, Hercules, CA). )e primers were
MAGI2-AS3: forward, 5′-CACCTTGCTTGACAACTTGA-3’
and reverse, 5′-CATTACAGCTCGGCTACTGC-3’; glyceral-
dehyde 3-phosphate dehydrogenase (GAPDH): forward, 5′-
ACCACAGTCCATGCCATCAC-3′ and reverse, 5′-TCCAC-
CACCCTGTTGCTGTA-3’; miR-15b: forward, 5′-
CTCAACTGGTGTCGTGGAGTCGGCAATTCAGTT-
GAGTGTAA-3′ and reverse, 5′-ACACTCCAGCTGGGT-
TAGCAGCACATC-3’; U6: forward, 5′-
ATTGGAACGATACAGAGAAGATT-3′ and reverse, 5′-
GGAACGCTTCACGAATTTG-3’.

2.4. Transwell Assay. Cell invasion assay was carried out
using Transwell inserts (Corning, Blacksburg, VA, USA)
with a filter of 8 μm pores (BD Biosciences, San Diego, CA)
according to the manufacturers’ instructions. )e upper
chamber was added 200 μl medium containing 5×105 cells
without serum, and the lower chamber was filled with 600 μl
medium with 20% FBS. After 24 h of incubation, the invaded
cells were fixed and stained with methanol and crystal violet.
A light microscope (Olympus Corporation, Tokyo, Japan)
was used to count the number of the invading cells.

2.5. Cell Counting Kit-8 (CCK-8). Cell counting kit-8 (CCK-
8; Dojindo Laboratories, Kumamoto, Japan) was conducted
to evaluate cell proliferation following manufacturer’s in-
structions. Each well was added with 10 μl CCK-8 solution,
and then the absorbance was measured using a spectro-
photometer ()ermo Fisher Scientific, MA, USA).

2.6. Luciferase Reporter Assay. StarBase v2.0 (http://starbase.
sysu.edu.cn/) software predicted the putative miRNA binding
sites in theMAGI2-AS3 sequences. HeLa cells were seeded in 6-
well plates.)ewild-type (WT) ormutant (MUT)MAGI2-AS3
binding sites and the miR-15b mimic or NC (GenePharma
Biotechnology, Shanghai, China) were cotransfected in HeLa
cells using Lipofectamine 2000 according to the manufacturer’s
instructions. Cells were harvested 48h after transfection, and
assayed using a luciferase reporter assay system (Promega,
Madison, WI, USA) according to the manufacturer’s
instructions.

2.7. Statistical Analysis. GraphPad Prism software, version
5.0 (GraphPad Software, La Jolla, CA) was used to perform
the statistical analyses. )e data are expressed as the
mean± standard deviation (SD).)e difference between two
or more groups was compared by Student’s t-test and a one-
way analysis of variance. Spearman’s correlation analysis was
used to assess the relationships between MAGI2-AS3 and
miR-15b. P< 0.05 is considered to be of statistical signifi-
cances. Results were from at least three independent
experiments.
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3. Results

3.1.MAGI2-As3 Expresses Low Expression in Cervical Cancer.
RT-qPCR was conducted to measure the expression of
MAGI2-AS3 in tissues and cell lines. As expected, the ex-
pression of MAGI2-AS3 in cervical cancer tissues was lower
than that of matched adjacent normal tissues (Figure 1(a)).
Moreover, MAGI2-AS3 has been found to be downregulated
in cervical cancer patients at III-IV stage compared with the
I-II stage (Figure 1(b)). Similarly, the expression of MAGI2-
AS3 was lower in cervical cancer cell lines HeLa, SiHa, and
CaSki than the normal cervix epithelial Ect1/E6E7 cells
(Figure 1(c)). Kaplan–Meier curve was employed to evaluate
the overall survival of cervical cancer patients, indicating
that downregulation of MAGI2-AS3 predicted a worse
prognosis (Figure 1(d)).

3.2.Overexpression ofMAGI2-As3 Suppresses theProliferative
and InvasiveAbilities inHeLaCells. )e transfection efficacy
of pEX-MAGI2-AS3 transfected in HeLa cells was deter-
mined by RT-qPCR assay (Figure 2(a)). CCK-8 and
transwell assays were applied to assess the cell proliferative
and invasive capacities. Cell proliferation was inhibited by
transfecting with pEX-MAGI2-AS3 in comparison with
negative control (Figure 2(b)). Similarly, the invasive ability
of HeLa cells was attenuated by overexpressing MAGI2-AS3
(Figure 2(c)).

3.3. MAGI2-As3 Sponges MiRNA-15b as a ceRNA. )e ex-
pression of miR-15b was calculated after altering MAGI2-
AS3, and we are surprised to discover that the expression of
miR-15b was reduced when overexpression of MAGI2-AS3
in HeLa cells (Figure 3(a)). )e expression of miR-15b was
increased in HeLa, SiHa, and CaSki cells versus normal
cervix epithelial cell Ect1/E6E7 (Figure 3(b)). Likewise, the
expression of miR-15b was also measured, and we found that
miRNA-15b was upregulated in cervical cancer tissues
compared with the paracancerous tissue samples
(Figure 3(c)). Due to the expression of MAGI2-AS3 and
miR-15b in cervical cancer tissues, the correlation analysis
was measured. Not unfortunately, it has a negative corre-
lation between themRNA level of MAGI2-AS3 andmiR-15b
in cervical cancer tissues (Figure 3(d)). )us, all the results
demonstrated that MAGI2-AS3 sponged miRNA-15b and
negatively regulated its expression in cervical cancer.

3.4. Knockdown of MiR-15b Suppresses the Proliferation and
Invasion in HeLa Cells. To investigate the functions of miR-
15b, the expression of miR-15b was reduced by miR-15b
inhibitor (P< 0.05) (Figure 4(a)). Cell proliferation was
inhibited after miR-15b was knocked down compared with
the negative control (P< 0.05) (Figure 4(b)). Similarly, miR-
15b inhibitor reduced the invasive ability of HeLa cells
(P< 0.05) (Figure 4(c)). All the findings suggested that si-
lencing miR-15b suppressed HeLa cell proliferation and
invasion.

3.5. MiR-15b Restores the Inhibitory Effect of MAGI2-As3 on
HeLa Cells. In order to find out whether miR-15b has an
effect on the function of MAGI2-AS3, miR-15b mimics were
transfected into MAGI2-AS3 overexpressing HeLa cells, and
the transfection efficiency was calculated by RT-qPCR
(P< 0.05) (Figure 5(a)). CCK-8 results demonstrated that
retransfection of miR-15b mimic enhanced cell viability
versus only transfected pEX-MAGI2-AS3 group (P< 0.05)
(Figure 5(b)). Moreover, HeLa cells cotransfected with miR-
15b mimic and pEX-MAGI2-AS3 cause a great increase of
cell invasion compared with pEX-MAGI2-AS3 group
(P< 0.05) (Figure 5(c)). )e results revealed that miR-15b
restored the inhibitory effect of MAGI2-AS3 on the pro-
liferation and invasion in HeLa cells.

3.6. CCNE1 Is a Direct Target ofMiR-15b. Next, we designed
to explore how MAGI2-AS3 and miR-15b were involved in
the cervical cancer progression. TargetScan analysis showed
that there was an evolutionarily conserved miR-15b binding
site in the 3’-UTR of CCNE1 mRNA (Figure 6(a)). Subse-
quently, the luciferase reporter assay indicated that the lu-
ciferase activity of wild-type CCNE1 was decreased.
Meanwhile, miR-15b mimic does not alter the luciferase
activity of the mutant CCNE1, which demonstrated specific
binding of CCNE1 3’-UTR to miR-15b (Figure 6(b)). Fur-
thermore, the expression of CCNE1 was reduced after
transfection with miR-15b inhibitor (Figure 6(c)). In ad-
dition, the expression of CCNE1 was increased by knock-
down of MAGI2-AS3, while it was decreased by
overexpressingMAGI2-AS3 (Figure 6(d)). All results exhibit
that CCNE1 is a target gene of miR-15b, and its expression is
mediated by MAGI2-AS3.

4. Discussion

Increasing evidence indicated that lncRNAs played vital
functions in the progression of cervical cancer [18,19]. For
instance, lncRNA-CTS promoted metastasis and epithelial-to-
mesenchymal transition through regulatingmiR-505/ZEB2 axis
in cervical cancer [20]. Long noncoding RNA ZNF667-AS1
inhibited tumor invasion by counteracting downregulation of
micro-RNA-93-3p-dependent PEG3 in cervical cancer [21]. In
our study, we discovered thatMAGI2-AS3was low expressed in
cervical tissues. Also, through comparing the expression of
MAGI2-AS3 in different stage, we found that the expression of
MAGI2-AS3 was lower in III-IV stages than I-II stages. )e
overall survival of cervical cancer patients were calculated and
compared its relationship with the expression of MAGI2-AS3.
)e results indicated that low expression of MAGI2-AS3 was
associated with poor prognosis. Previous studies demonstrated
that MAGI2-AS3 played tumor suppressive roles in high-grade
serous ovarian carcinoma and breast cancer [22,23]. Consistent
with the previous studies, we discovered that upregulation of
MAGI2-AS3 suppressed cell proliferation and invasion in HeLa
cells. However, MAGI2-AS3 promoted progression of gastric
cancer and colorectal cancer [24,25]; thus, we conjectured that
MAGI2-AS3 might have tissue specificity.
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LncRNAs often acted as the endogenous competitive
RNA (ceRNAs) of miRNA. LncRNA MAGI2-AS3
inhibited cell invasion and migration via sponging
microRNA-374a [26]. Similarly, the spongy of MAGI2-
AS3 miR-15b inhibited the progression of bladder cancer
[27]. In this study, we discovered that overexpression of
MAGI2-AS3 reduced the expression of miR-15b. Evi-
dence showed that miR-15b promoted cell proliferation
and invasion by targeting AXIN2 in liver cancer [28].
However, the expression of miR-15b inhibited tumor
progression via directly targeting MYCN in neuroblas-
toma [29]. But the expression of miR-15b in cervical
cancer is unknown; thus, we conducted RT-qPCR to
assess miR-15b. We found that the expression of miR-15b
was higher in cervical cancer cells and tissues. Moreover,
the expression of MAGI2-AS3 has a negative connection
with miR-15b in cervical cancer tissues. However, we
have no evidence to prove whether MAGI2-AS3 and miR-

15b directly bind, which was a limitation in this study.
Next, the functional tests were performed after knock-
down miR-15b in HeLa cells. We discovered that miR-
15b inhibitor can impair cell proliferation and invasion of
HeLa cells. Furthermore, miR-15b partially reversed the
promotive functions of MAGI2-AS3 on HeLa cell via-
bility and invasion. MiR-15b regulates cell differentiation
and survival by targeting CCNE1 in APL cells [30].
Consistent with the above findings, miR-15b was con-
firmed to be directly binding to the 3’UTR of CCNE1 by
luciferase report assay. )e expression of CCNE1 was
suppressed by upregulating miR-15b in HeLa cells.
Meanwhile, overexpression of MAGI2-AS3 enhanced the
expression of CCNE1, and low expression of MAGI2-AS3
reduced the expression of CCNE1. )us, we proposed
that MAGI2-AS3 enhanced cervical cancer cell prolif-
eration and invasion via regulating the miR-15b/CCNE1
axis.
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Figure 1: MAGI2-AS3 exhibits low expression in cervical cancer (a) MAGI2-AS3 has a lower expression in cervical cancer tissues than
matched adjacent normal tissues. (b)MAGI2-AS3 was downregulated in cervical cancer patients at III-IV stage compared with the I-II stage.
(c) MAGI2-AS3 expression was lower in cervical cancer cell lines than the normal cervix epithelial cells. (d) Kaplan–Meier curve indicated
that downregulation of MAGI2-AS3 predicted a worse prognosis.
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5. Conclusion

We found that MAGI2-AS3 inhibited the growth and in-
vasion of cervical cancer by regulating the miR-15b/CCNE1
pathway.)e findings of this study provide new insights into
how MAGI2-AS3 could be an effective target for the di-
agnosis of cervical cancer. However, it is not enough to
support the clinical application of MAGI2-AS3, and more
research is urgently needed.
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Figure 6: CCNE1 is a direct target of miR-15b. (a) TargetScan analysis showed that there was an evolutionarily conserved miR-15b binding
site in the 3’-UTR of CCNE1 mRNA. (b) Luciferase reporter assay indicated that CCNE1 3’-UTR bound specifically to miR-15b. (c) )e
expression of CCNE1 was reduced after transfecting miR-15b inhibitor. (d) )e expression of CCNE1 was increased by knockdown of
MAGI2-AS3, while it was decreased by overexpressing MAGI2-AS3.

8 Journal of Healthcare Engineering



Retraction
Retracted: Investigation on the Effect of Graded Emergency
NursingGroup under the Assistance ofMultidisciplinary First Aid
Knowledge Internet-Based Approach on the First Aid of Acute
Myocardial Infarction

Journal of Healthcare Engineering

Received 12 November 2022; Accepted 12 November 2022; Published 26 January 2023

Copyright © 2023 Journal of Healthcare Engineering. "is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Journal of Healthcare Engineering has retracted the article
titled “Investigation on the Effect of Graded Emergency
Nursing Group under the Assistance of Multidisciplinary
First Aid Knowledge Internet-Based Approach on the First
Aid of Acute Myocardial Infarction” [1] due to concerns that
the peer review process has been compromised.

Following an investigation conducted by the Hindawi
Research Integrity team [2], significant concerns were
identified with the peer reviewers assigned to this article; the
investigation has concluded that the peer review process was
compromised. We therefore can no longer trust the peer
review process, and the article is being retracted with the
agreement of the Chief Editor.

References

[1] L. Song, H. Lu, H. Ru, and X. Zhao, “Investigation on the Effect
of Graded Emergency Nursing Group under the Assistance of
Multidisciplinary First Aid Knowledge Internet-Based Ap-
proach on the First Aid of Acute Myocardial Infarction,”
Journal of Healthcare Engineering, vol. 2022, Article ID
8469930, 6 pages, 2022.

[2] L. Ferguson, “Advancing Research Integrity Collaboratively and
with Vigour,” 2022, https://www.hindawi.com/post/advancing-
research-integrity-collaboratively-and-vigour/.

Hindawi
Journal of Healthcare Engineering
Volume 2023, Article ID 9803083, 1 page
https://doi.org/10.1155/2023/9803083

https://www.hindawi.com/post/advancing-research-integrity-collaboratively-and-vigour/
https://www.hindawi.com/post/advancing-research-integrity-collaboratively-and-vigour/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9803083


RE
TR
AC
TE
DResearch Article

Investigation on the Effect of Graded Emergency Nursing
Group under the Assistance of Multidisciplinary First Aid
Knowledge Internet-Based Approach on the First Aid of Acute
Myocardial Infarction

Lili Song , Han Lu, Hong Ru, and Xue Zhao

Department of Emergency, Beijing Hospital, National Center of Gerontology, Institute of Geriatric Medicine,
Chinese Academy of Medical Sciences, No.1 Da HuaRoad, DongDan, Beijing 100730, China

Correspondence should be addressed to Lili Song; songlili@bjhmoh.org

Received 29 November 2021; Revised 16 December 2021; Accepted 27 December 2021; Published 18 January 2022

Academic Editor: Enas Abdulhay

Copyright © 2022 Lili Song et al.�is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Objective. To analyze the eect of a graded emergency nursing group under the assistance of multidisciplinary �rst aid knowledge
Internet-based approach on the �rst aid of acute myocardial infarction (AMI).Methods. �e clinical data of 90 AMI patients treated
in our hospital from March 2019 to March 2020 were selected for the retrospective analysis, and the patients were divided into the
observation group and the routine group according to the �rst aid order, with 45 cases each. �e patients in the routine group
received the conventional �rst aid measures, and the graded emergency nursing group mode with the help of multidisciplinary �rst
aid knowledge Internet-based approach was adopted for those in the observation group so as to compare the prognosis, nursing
satisfaction scores, etc., between the two groups. Results. Compared with the routine group, patients in the observation group
obtained signi�cantly lower various fast reaction indicators and quality of life score (P< 0.001), higher nursing satisfaction score
(P< 0.001), lower total complication rate (P< 0.05), higher successful rescue rate (P< 0.05), and lower AMI recurrence rate and PCI
reuse rate (P< 0.05).Conclusion. Rescuemeasures by the graded emergency nursing group with the help of multidisciplinary �rst aid
knowledge Internet-based approach are a reliable method for improving AMI patients, and such strategy greatly promotes patients’
quality of life and reduces the PCI reuse rate. Further research will be conducive to establishing a better solution for AMI patients.

1. Introduction

Acute myocardial infarction (AMI), the myocardial
ischemic necrosis resulting from the blockage of coronary
arteries, is a common critical illness with the characteristics
such as rapid disease progression, poor clinical prognosis,
and high mortality [1, 2]. Early reperfusion is the key to
rescuing patients, and studies have found that [3] the case
fatality rate reaches 6% in those who received reperfusion
with onset >6 h and decreases to 2% in those who received
reperfusion with onset <1 h, indicating that prompt rescue is
signi�cant in reducing the mortality of AMI patients [4, 5].
Routine �rst aid processes are cumbersome and signi�cantly
delay the rescue time, so optimization is necessary [6, 7]. For
patients with critical, urgent, and complex condition, instead

of single department working alone, multiple departments
must jointly carry out �rst aid by the way of consultation to
exploit their advantages to the full, thereby taking eective
�rst aid measures with the shortest time and improving the
success rate of �rst aid to the greatest extent through close
cooperation.With the help of themodern Internet assistance
model, an emergency network consisting of the emergency
center, clinic, community medical service, primary hospital,
and ambulance is connected, thus helping rescue sta to
drive out to the emergency scene precisely and quickly and
greatly reducing the time from patients’ onset to admission.
�e treatment eect has been proved in the �rst aid of severe
craniocerebral trauma and chest pain [8]. In addition, in-
vestigations found that triage and �rst aid for patients with
dierent degrees of critical diseases can maximize the �rst
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aid efficiency of nurses at different grades and that the
implementation of graded first aid nursing in the rescue
process can effectively shorten the rescue time, which has
been confirmed in the rescue of patients with abdominal
trauma accompanied by hemorrhagic shock [9]. At present,
there are fewer reports about the graded emergency nursing
group with the help of multidisciplinary first aid knowledge
Internet-based approach in the first aid of AMI, and the
following study was carried out on the basis of the
background.

2. Materials and Methods

2.1. General Data. (e clinical data of 90 AMI patients
treated in our hospital fromMarch 2019 to March 2020 were
selected for the retrospective analysis, and the patients were
divided into the observation group and the routine group
according to the first aid order, with 45 cases each.(e study
met the World Medical Association Declaration of Helsinki
(2013) [10].

2.2. Inclusion and Exclusion Criteria. Inclusion criteria were
defined as follows: (1) the patients who were diagnosed with
AMI by coronary angiography, with clinical manifestations
including severe angina, dizziness, dyspnea, and vomiting,
and received first aid treatment within 12 h upon onset; (2)
the patients who presented classic changes of myocardial
enzymes of AMI (abnormal troponin, creatine kinase iso-
enzyme, and myoglobin levels); and (3) the patients who had
good mental status and could cooperate with the treatment.

Exclusion criteria were defined as follows: (1) the pa-
tients who had chronic obstructive pulmonary disease
(COPD) and severe mental diseases or were complicated
with severe dysfunction in the liver, kidney, and other or-
gans; (2) the patients who had a history of chronic heart
disease or heart surgery; and (3) the patients who were
complicated with cardiac insufficiency or language
expressing difficulty.

2.3. First Aid Measures. (e patients in the routine group
accepted the traditional first aid mode. After admission, the
blood test was performed on patients in time, two or three
effective vein passages were opened as early as possible,
patients were guided to rest in bed, and continuous elec-
trocardiographic monitoring was conducted to closely
monitor changes in various vital signs and carefully observe
patients’ condition. After the patients were diagnosed, the
nurses prepared the patients for surgery and sent them to the
catheterization room [11, 12].

(e graded emergency nursing group mode under the
assistance of multidisciplinary first aid knowledge Internet-
based approach was conducted on patients in the obser-
vation group with the following specific steps. (1) An
emergency nursing group consisting of 1 head nurse, 2
senior nurses, 5 nurses, and 2 specialist physicians was set up
with the head nurse as the group leader. (e emergency
nurses were graded, to be specific, those with at least 5 years
of working experience and obtained the professional title of

above senior nurse were primary nurses; those with at least 3
years of working experience and obtained the professional
title of nurse or senior nurse were secondary nurses; and the
nurses, practice nurses, or senior nurses engaged in ad-
vanced studies with less than 3 years of working experience
were tertiary nurses. (2) A regional Internet collaborative
treatment mode for AMI was established. With the help of
the “BianQueFeiJiu” remote emergency system and the AMI
WeChat group, physicians of the community clinic, emer-
gency clinic, and our hospital could quickly send patients’
ECGs to our AMI emergency center and perform online
communication, realizing disease recognition and consul-
tation in a timely manner. (e “BianQueFeiJiu” informa-
tion-based system was equipped in ambulance that enabled
the use of wireless 12-lead ECG monitor, oximetry, gluc-
ometer, etc., to monitor patients’ various vital signs and
transmit these data and site rescue video to our AMI
emergency center via 4G satellite channel in real time so that
the experts of the emergency center could carry out con-
sultation on patients’ sudden condition in advance based on
the data and video and timely provide relatively reasonable
guidance on first aid, and patients admitted to the primary-
level medical unit of remote area or on the way to the
hospital could receive treatment from our hospital in ad-
vance. (3) Weekly multidepartment assistance training was
carried out to members of the group with the following
contents. First, the group leader clarified the training key
points and objectives; second, the director of the department
of cardiology explained the clinical manifestations, diag-
nosis, and first aid key points of AMI with specific cases in
detail, focusing on helping the emergency nurses to master
relevant AMI knowledge; third, based on the selected cases,
the director of emergency department explained the diag-
nosis, first aid, relevant examinations, escort, preoperative
preparation, etc., in the first aid of AMI, nursing key points,
and relevant precautions of various links and handing over
to the catheterization room in detail; and finally, the head
nurse of cardiac care unit explained the relevant nursing
operation of patients in the unit by referring to classic cases
and demonstrating on-site operation. Members of the group
raised questions about the problems that occurred during
first aid based on the explanation of each department.
According to the training and possible problems, the group
leader did in-depth organization and analysis, discussed
with experts of other departments, optimized and improved
various links of first aid in combination with the opinions of
other group members, and established a new standardized
first aid process.

2.4. Observation Indexes. Fast response indicators: the time
from onset to admission, admission to the completion of
first myocardial enzyme examination, first medical contact
to vascular opening, and onset to calling 120 patients in the
two groups was recorded.

After the patients’ condition was stable, the satisfaction
of the clinical care of AMI patients in our emergency center
was investigated with the questionnaire made by our hos-
pital, which contained 4 items, namely, reception operation,
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basic nursing, service attitude, and service quality. On a scale
of 0–100 points, higher scores indicated higher patient
satisfaction on clinical emergency care.

(e quality of life of patients in the two groups was
assessed by the myocardial infarction dimensional assess-
ment scale (MIDAS) [13], which included 7 dimensions
(emotional reaction, security, diet, physical activity, de-
pendency, worry about medication, and adverse drug re-
actions) and 35 items. Each item was rated by the 5-grade
scoring method (0–4 points), and higher scores indicated the
worse quality of life.

Prognosis: the successful rescue rate, AMI recurrence
rate, and PCI reuse rate of the two groups were observed and
recorded.

(e occurrence of complications of the two groups was
recorded, which included arrhythmia, cardiogenic shock,
chest pain, and hypotension.

2.5. Statistical Methods. In this study, the data were pro-
cessed by the professional statistical software SPSS23.0, the
picture drawing software was GraphPad Prism 7 (GraphPad
Software, San Diego, USA), the enumeration data were
examined by the X2 test and expressed by (n(%)), the
measurement data were examined by the t test and expressed
by mean± SD, and differences were considered statistically
significant at P< 0.05.

3. Results

3.1.ComparisonofClinicalData. No statistical differences in
general data including the mean age, blood pressure value,
infarction site, and place of residence between the two
groups were observed (P> 0.05) (see Table 1).

3.2. Comparison of Rapid Response Indicators. Various fast
response indicators were significantly lower in the obser-
vation group than in the routine group (P< 0.001) (see
Table 2).

3.3. Comparison of Nursing Satisfaction Scores. (e nursing
satisfaction score was significantly higher in the observation
group than in the routine group (P< 0.001) (see Figure 1).

3.4. Comparison of Quality of Life Scores. (e quality of life
score was significantly lower in the observation group than
in the routine group (P< 0.001) (see Figure 2).

3.5. Comparison of Prognosis. Compared with the routine
group, the observation group obtained significantly higher
successful rescue rate (P< 0.05) and significantly lower AMI
recurrence rate and PCI reuse rate (P< 0.05) (see Table 3).

3.6. Comparison of Complication Rates. (e total compli-
cation rate was significantly lower in the observation group
than in the routine group (P< 0.05) (see Table 4).

4. Discussion

AMI is a symptom of myocardial necrosis due to acute,
sustained ischemia and hypoxia in coronary arteries, which
is often complicated by arrhythmias, heart failure, and other
complications, seriously threatening the life health of pa-
tients [14]. Several studies have confirmed that, for AMI
patients, the implementation of timely and effective care is a
key to reducing mortality and improving the quality of
survival [15–17]. Conventional first aid models are often less
normative and methodical and tend to make mistakes in the
actual on-site rescue process with low efficiency, resulting in
poor patient outcomes. With the rapid development of
Internet technology in recent years, the “Internet + smart
first aid” mode has been established in hospitals, which
integrates modern Internet communication technology into
clinical first aid, breaks through the spatiotemporal limi-
tations of traditional prehospital rescue medical activity,
better achieves prehospital and in-hospital seamless dock-
ing, and greatly eliminates the rescue blind area [18]. AMI
patients have an urgent and complex condition, which re-
quires multiple departments to carry out a common rescue
treatment by the way of consultation, which has achieved the
expected effect in the first aid of AMI [19, 20]. (e reasons
are as follows: (1) In the rescue and treatment modes, the
diagnosis and treatment of various departments are con-
ducted independently, so the departments cannot timely
communicate on the information of clinical diagnosis and
understand the patients’ condition, often leading to missing
the optimal treatment timing and extending the time of
rescue treatment. (2)(e multidepartment model of first aid
has multiple roles from multiple departments and is able to
ensure that, during the process of rescuing patients, the
operation of the organization is not affected by external
factors, thereby greatly enhancing the rescue effect [21].
Graded first aid triages patients separately from different
grades of critical care such that nurses with different grades
exert the greatest first aid efficiency, which has been proved
in the first aid of patients with critical cardiovascular disease
in the emergency department [22]. By reviewing relevant
information and combining it with clinical first aid emer-
gency, the study achieved better rescue outcomes by
implementing graded acute care group rescue measures
assisted by a multidisciplinary emergency knowledge In-
ternet-based approach for AMI patients.

(e comparison of various indices of rapid response
between the two groups revealed that, compared with the
routine group, the indices such as time from onset to ad-
mission and from first medical contact to vascular opening
were significantly lower in the observation group, and the
reason was that such care model well solved the problems
such as delays in hospital care. (is care model can connect
emergency centers, clinics, medical service stations, am-
bulance, etc., into a single emergency network, which
maximally extends advanced rescue technology to the front
line and better achieves synergistic first aid of AMI, thus
effectively avoiding under- or overtreatment, which has been
confirmed in the rescue of patients with acute cerebral
hemorrhage [23]. (e study results showed that the nursing
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Table 2: Comparison of rapid response indicators (mean± SD, min).

Group n Time from onset to
admission

Time from admission to the completion of
first myocardial enzyme examination

Time from first medical
contact to vascular opening

Time from onset to
calling 120

Observation 45 54.27± 14.26 13.27± 3.26 89.46± 10.17 20.23± 5.26
Routine 45 66.23± 11.34 24.27± 3.31 117.23± 9.27 36.17± 5.18
t 4.404 15.883 13.537 14.484
P <0.001 <0.001 <0.001 <0.001
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Figure 1: Comparison of nursing satisfaction scores between the
two groups (mean± SD). Note: the horizontal axis indicates the
observation group and the routine group, and the vertical axis
indicates the nursing satisfaction score in points; the nursing
satisfaction scores of the observation group and the routine group
were (83.16± 4.73) and (83.16± 4.73); ∗ indicates a significant
difference in the nursing satisfaction scores between the two groups
(t� 6.999; P< 0.001).

Table 1: Comparison of clinical data.

Item Observation group Routine group X2/t P

Gender 0.044 0.833
Male/female 23/22 22/23

Body mass index (kg/m2) 22.16± 5.38 22.21± 5.27 0.045 0.965
Mean age (mean± SD, years) 61.26± 3.26 61.32± 3.31 0.087 0.931
Mean course of disease (mean± SD, h) 3.02± 0.24 3.04± 0.31 0.342 0.733
Blood pressure value (mmHg)
Systolic blood pressure 136.22± 8.25 136.31± 8.19 0.052 0.959
Diastolic blood pressure 82.15± 6.28 82.24± 6.24 0.068 0.946

Renal function indicator
Urine nitrogen (mmol/L) 6.23± 0.73 6.27± 0.65 0.275 0.784
Creatinine (μmol/L) 82.16± 11.23 82.21± 11.18 0.021 0.983

Infarction site
Inferior wall 14 (31.11%) 15 (33.33%) 0.051 0.822
Anterior wall 12 (26.67%) 14 (31.11%) 0.216 0.642
High lateral wall 19 (42.22%) 16 (35.56%) 0.421 0.517

Blood lipid (mmol/L)
Triacylglycerol 1.46± 0.25 1.42± 0.28 0.715 0.477
Cholesterol 4.62± 0.41 4.71± 0.52 0.912 0.364

Educational degree
College 3 (6.67%) 5 (11.11%) 0.549 0.459
High school 12 (26.67%) 13 (28.89%) 0.055 0.814
Primary school 30 (66.67%) 27 (60.00%) 0.431 0.512

Place of residence 0.180 0.671
Urban area 19 (42.22%) 21 (46.67%)
Rural area 26 (57.78%) 24 (53.33%)
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Figure 2: Comparison of the quality of life scores between the two
groups (mean± SD). Note: the horizontal axis indicates the ob-
servation group and the routine group, and the vertical axis in-
dicates the quality of life score in points; the mean quality of life
scores of the observation group and the routine group were
(38.44± 6.28) and (42.44± 6.69); ∗ indicates a significant difference
in the mean quality of life scores between the two groups (t� 2.924;
P< 0.05).
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satisfaction score was significantly higher in the observation
group than in the routine group, indicating that the graded
emergency nursing group with the assistance of multidis-
ciplinary emergency knowledge Internet-based approach
could greatly improve patients’ nursing satisfaction, and the
reason was that group members performed their own tasks
during the process of rescue, implemented comprehensive
care to patients based on the first aid knowledge of AMI they
had mastered, and obtained the recognition from patients
and their family members because of their solid expertise
and operational skills and high-efficient group care, thus
enhancing the satisfaction [24, 25]. Shortcomings of the
study are as follows: due to the limited study conditions, the
study had a smaller sample size and single case source, and
the effect of factors such as disease classification on study
results was not considered, so the specific rescue plan should
be constantly summarized and improved in future clinical
practice.

Data Availability

(e data used to support the findings of this study are
available on reasonable request from the corresponding
author.
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Table 3: Comparison of prognosis between the two groups (n(%)).

Group n Successful rescue rate AMI recurrence rate PCI reuse rate
Observation 45 100 (45/45) 2.22 (1/45) 0 (0.00)
Routine 45 91.11 (41/45) 13.33 (6/45) 8.89 (4/45)
X2 4.186 3.873 4.186
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Table 4: Comparison of complication rates between the two groups (n(%)).

Group n Arrhythmia Cardiogenic shock Chest pain Hypotension Total incidence rate
Observation 45 0 (0.00) 1 (2.22) 0 (0.00) 1 (2.22) 4.44% (2/45)
Routine 45 1 (2.22) 2 (4.44) 2 (4.44) 3 (6.67) 17.78% (8/45)
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P <0.05
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'e study aims to explore the effect of subclinical diabetic peripheral vascular disease and an epidemiological investigation of
colour Doppler ultrasound images based on a logistic regression mathematical model and a medical image registration algorithm.
Subclinical diabetes patients were selected as subjects, and after ultrasound colour Doppler ultrasonography of peripheral blood
vessels, ultrasound images were taken.'e experimental results show that the area under the curve (AUC) predicted by the model
was 0.748, the sensitivity was 94.12%, and the specificity was 67.93%. All Δ were smaller than a single pixel. 'e detection rate of
colour Doppler ultrasonography was 82.6%, which was significantly better than that of clinical examination (P< 0.01). 'e age,
course of disease, SBP, low-density lipoprotein cholesterol (LDL-C), total cholesterol (TC), and triglyceride (TG) of the peripheral
vascular disease group were significantly different from those of the no peripheral vascular disease group (P< 0.05).'e incidence
of peripheral vascular diseases and nonperipheral vascular diseases in male patients was remarkably higher than that in female
patients (P< 0.05). Moreover, with the increase of age, the incidence of peripheral vascular disease and nonperipheral vascular
disease in diabetic patients showed a trend of gradual increase (P< 0.05). In summary, the mathematical model and registration
method have high accuracy for medical image registration of patients with the diabetes epidemic. In addition, the age, course of
disease, SBP, LDL-C, TG, and TC of diabetic patients were significantly different from those of normal people, which can provide a
reference for the development of later diabetes epidemiology.

1. Introduction

When doctors diagnose and treat patients’ diseases, they
often need to image patients with X-ray, CT, MRI, PET,
SPECT, and other imaging modes to provide complemen-
tary information on patient anatomy and functional
metabolism. Multimode medical image registration is to
transform the spatial position of pixels in an image so that it
is aligned with the pixels of other pattern images in spatial
position, thereby merging image data of various imaging
modes and utilizing respective image information [1]. 'e
characteristic is to express information frommany aspects of
the human body on an image. 'e voxel similarity-based
registration method is a method of high precision and

robustness because it directly uses the statistical property of
image pixel grayscale information, i.e., mutual information,
as the basis for registration, without extracting the ana-
tomical features of the image. Compared with the traditional
method, this method has the advantages of high registration
accuracy (reaching subturbulence level), good reliability,
and no need for image presegmentation and feature ex-
traction. 'e image after registration and fusion is more
conducive to further clinical comprehensive diagnosis [2]. It
has received widespread attention and has found wide ap-
plication in the field of medical image registration.

'e most used optimization algorithms in mutual in-
formation-based medical image registration are the simplex
method and the Powell method, in addition to the simulated
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annealing algorithm and the genetic algorithm [3]. 'ese
optimization algorithms have their own advantages, but they
all have shortcomings. 'e Powell method and the simplex
method do not need to calculate the derivative, but the
Powell method can easily fall into the local optimum in the
registration process, while the simplex method converges
too slowly; the simulated annealing algorithm can jump out
of the local optimal trap. 'e time is long and sometimes
enters the wrong search direction, so the optimal solution
cannot be obtained, and the genetic algorithm is prone to the
problem of “premature convergence” [4].

As China continues to age, the incidence of diabetes
epidemiology is on the rise, and peripheral vascular disease
is the main cause of disability in subclinical diabetes.
Clinically, when there are obvious symptoms, it indicates
that peripheral vascular lesions have occurred for macro-
vascular disease. 190 cases of subclinical diabetes epidemic
patients in our hospital were examined by colour Doppler
ultrasound. A binary logistic regression mathematical model
was established to analyze the fitting effect, and a mutual
information medical image registration algorithm was used
for image analysis. 'e objective is to know the pathological
changes and epidemiological characteristics of peripheral
blood vessels more accurately in patients with diabetes
mellitus and to explore the risk factors of pathological
changes for early diagnosis and prevention.

2. Data and Methods

2.1. General Information. In this study, 190 cases of sub-
clinical diabetes epidemic patients were selected from Oc-
tober 2017 to October 2020. 'e selected patients met the
WHO criteria for diabetes diagnosis, including renal dys-
function, myocardial infarction, cerebral haemorrhage, and
cerebral infarction. 'ere were 130 males and 60 females,
aged 38–79 years old, with an average of (58.9± 6.9) years.
'e course of disease was 1–28 years, with an average of
(7.1± 3.4) years. Another 33 healthy subjects were selected as
the group without peripheral vascular disease. 'e patients
included had signed informed consent, and the study had
been approved by the ethics committee of the hospital.

2.2. Research Methods

2.2.1. Laboratory Inspection. All patients were fasting ve-
nous blood on the 2nd day after admission and were checked

for fasting blood glucose (FBG), glycosylated hemoglobin
(HbAlc), low-density lipoprotein cholesterol (LDL-C), high-
density lipoprotein cholesterol (HDL-C), total cholesterol
(TC), and triglyceride (TG).

2.2.2. Colour Doppler Ultrasonography. Using the colour
Doppler diagnostic instrument, the probe frequency was
7.5∼10.0MHz, the wall filter was 50∼100Hz, and the angle
between the sound beam and the blood flow was <60°. 'e
patient was placed in the supine or prone position, and the
feet were straightened. 'e bilateral peripheral arterial
vessels (femoral common femoral artery, superficial femoral
artery, deep femoral artery, radial artery, dorsal artery, and
anterior tibialis anterior artery) were examined to detect the
diameter of the vessel. Intravascular wall plaque, observing
vascular stenosis and colour flow filling, measuring intra-
vascular-medial thickness (IMT). 'e diagnostic criteria for
peripheral vascular disease are as follows: stenosis; plaque
(single, multiple, and diffuse); intima is not thick, but echo is
enhanced; femoral artery IMT ≥1mm.

3. The Registration Method Based on Mutual
Information and the Hybrid
Optimization Algorithm

3.1. Image Registration Principle Based on Mutual
Information. Mutual information is a basic concept in in-
formation theory. It is used to describe the statistical cor-
relation between two random variables. It can be described
by entropy as follows:

I(A, B) � H(A) + H(B) − H(A, B). (1)

3.2. Registration Transformation Model. For the two images
to be registered, a unified stereo coordinate system is first
established. 'e coordinate origin is defined in the gravy
centre of gravity of the image, and the two images are
coarsely registered. Selecting one image as the reference
image R and the other image as the floating image F, the rigid
body transformation from the spatial coordinate PF of the
floating image to the spatial coordinate PR of the reference
image can be described by the following equation:

VR ∘ PR − CR(  � Rx Φx(  ∘Ry Φy  ∘Rz Φz(  ∘VF ∘ PF − CF(  + t tx, ty, tz . (2)

3.3. Hybrid Optimization Algorithm. 'e genetic algorithm
(GA) is an efficient parallel global search algorithm that
simulates the principle of natural selection and genetic
mechanism. 'e GA algorithm flow is shown in Figure 1.
Unlike many traditional search algorithms, the search results
are closely related to the initial point selection and are easy to
fall into the local maximum excellent solution [5].

'e SA starts from a higher initial temperature T, and
with the continuous decrease of the temperature parameter,
the probability of the jump feature is combined with the
global optimal solution of the objective function in the
solution space; that is, the local optimal solution jumps
probabilistically and finally tends to be globally optimal [6].
'e SA algorithm flow is shown in Figure 2.
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'e scope of the search will be narrowed rapidly, but the
rapidly converged group does not necessarily achieve the
global optimal, which leads to the problem of “premature
convergence” [7]. For this “premature convergence,” a hy-
brid optimization algorithm combining the genetic algo-
rithm and the simulated annealing algorithm is an effective
solution to introduce Metropolis acceptance criteria in GA.

3.4. Hybrid Optimization Algorithm Parameter Determ
ination

(1) In the implementation of the hybrid optimization

algorithm, the gene population with the number of
chromosomes n� 50 is selected, the gene string length is
57, the coding order is (tx, ty, tz,Φx,Φy,Φz), the
single-point crossover is adopted, the crossover prob-
ability is 0.6, and the mutation probability is 0.02.
Each parameter in the stiffness transformation pa-
rameter (tx, ty, tz,Φx,Φy,Φz) is encoded. Since, the
coordinate centre of the image is defined in the gravy
centre of gravity of the image, which is equivalent to
coarse registration of the two images, the amount of
translation in the direction of the coordinate axis is
generally not large, between − 15 and 15mm, each
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Initial population generation

Initialize generation counter (t=l)

Fitness calculation and
Generation evaluation

Print resultMutation

ReproductionGeneration counter,
t=t+1

Stop
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Figure 1: Genetic algorithm flow.
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Figure 2: Simulated annealing algorithm (SA) process.
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translation parameter uses 9-bit binary code, the
rotation angle is between − 10° and 10°, each trans-
lation parameter uses 10-bit binary code, so the
resolution of the translation amount is about
0.06mm/bit, and the resolution of the angle is about
0.02°/bit.

(2) In order for the algorithm to reach a quasiequili-
brium state at the beginning, the initial acceptance
rate should be made.

χ0 �
M

N
≈ 1. (3)

In this study, it uses the method proposed in [8] to
determine T0 by calculating the average increment of the
objective function of several random transformations:

T0 �
Δf+
——

ln χ− 1
0 

. (4)

'e overall structure of mutual information hybrid al-
gorithms is shown in Figure 3.

3.5. Applying a Hybrid Optimization Algorithm to Solve
Spatial Transformation Parameters. 'e main steps of ap-
plying mutual information and hybrid optimization algo-
rithms for image registration are as follows:

(1) Initialize the parameters of the algorithm, T⟶T0,
randomly generate a group of initial individuals to
form the initial population, and calculate the cor-
responding objective function value f of everyone in
the population, called the fitness value. 'e indi-
vidual fitness value of everyone in this study is in-
dividual. Mutual information minus the minimum
mutual information in this generation of individuals;

(2) Determine whether the algorithm stops the criterion.
If it is met, the algorithm ends and returns the
optimal solution; otherwise, the following steps are
performed;

(3) Using the roulette method to select n/2 pairs of
individuals with large adaptation values from the
population, as the parent, perform the following
operations for each pair of parents:

(a) Calculate the fitness value fC1, fC2 of C1, C2 by
the parent P1, P2 by crossing and mutating to
generate the children C1, C2
(b) If fCi(fPi, (i � 1, 2)), replace Pi with Ci; oth-
erwise, accept Ci with probability
exp[− (fCi − fPi)/T]

(4) T � T ∘ α, return 2.

4. CT-MR Registration

'e Vanderbilt University “Review Image Registration Al-
gorithm Evaluation” project has a set of subclinical diabetes
patient data practice groups for researchers to conduct initial

evaluation of the algorithm. 'e data set for CT-MR and
PET-MR registration is also given. As a result, we applied
this set of data and its standard results to evaluate the ac-
curacy of the algorithm results.

'e practice group includes a set of CT data and 6 sets of
MR data for a subclinical diabetic patient.'e 6 sets of MR data
are PD, T1, T2, and PD-rectified, T1-rectified, and T2-rectified
images, respectively. CT image resolution is 512× 512× 29 and
voxel size is 0.653595mm× 0.653595mm× 4mm. MR image
resolution is 256× 256× 26, and voxel size is
(1.25∼1.28mm)× (1.25∼1.28mm)× (4∼4.12mm).

We use the registration method proposed in this study
to register CT and MRI images, using MRI images as
registration reference images, CT images as registration
floating images, and the PV interpolation method for
registration experiments. In the experiment, the image
data is subsampled to speed up the calculation, and the
sampling range on the XY plane is limited to the centre of
gravity of the human brain, which reduces the influence
of image background pixels on mutual information
calculation. We evaluate the accuracy of the registration
results by the following methods: 8 vertices qi, MI of the
registered floating image, and 8 vertices qi,ref of the
standard result:

Δ �
1
8



8

i�1
qi,ref − qi,MI


, (5)

Δk �
1
8



8

i�1


8

i�1
qi,ref ,k − qi,MI,k







k � x, y, z,

(6)

where Δ represents the average geometric distance of the
eight corresponding vertices, representing the average ab-
solute error along the coordinate axis, and the registration
results are compared with the gold standard according to
equations (5) and (6). 'e results are shown in Table 1.

'e registration results of the first 4 behaviours in the
table and the registration result of the 5th behaviour doc-
ument are shown. 'e pixel diagonal distance in the M R
image is taken as a pixel size, namely:

����������������

1.252 + 1.252 + 4.02


≈ 4.373mm. (7)

It can be concluded from Table 1 that all Δ are smaller
than a single pixel size, and our registration result meets the
subpixel precision requirement. 'e characteristics of the
data are used to set the transformation parameter search
order in the Powell optimization process. However, the
algorithm does not make any assumptions about the image
data of the test. It is not necessary to modify the optimization
process for the characteristics of the image. Overall, our
algorithm’s registration result is better, and the versatility is
stronger.

Figure 4 shows the CT image and MR image of the
patient in the practice group and the registration results.
Comparing Figures 1(a) and 1(b), the original spatial
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positions of the two images differ greatly. From (d), after the
transformation, the two images achieved a good registration
result.

5. Statistical Analysis

'e results were expressed as mean± standard deviation
(x± s), and SPSS25.0 statistical software was used for sta-
tistical analysis. 'e incidence rate of peripheral vascular
disease and nonperipheral vascular disease was observed by
the rank sum test. 'e results of two groups were compared
by the t test and the x2 test. P< 0.05 showed that there was
statistical difference, and P< 0.01 indicated significant sta-
tistical difference. 'e binary logistic regression model was
established according to the single factor. 'e Hos-
mer–Lemeshow goodness-of-fit test was used to evaluate the
fitting degree of the model. 'e accuracy of the prediction
model was evaluated by AUC (area under the curve).

6. Results

6.1. Colour Doppler Ultrasonography for Peripheral Vascular
Disease. Among 190 patients, 157 cases of peripheral
vasculopathy were detected by colour Doppler ultra-
sound, including 132 cases of plaque, accounting for
84.1%; 64 cases of intimal thickening, accounting for
40.8%; and 38 cases of arteriosclerosis, accounting for
24.2%. 'ere were 32 cases of vascular stenosis, ac-
counting for 20.4%, and 16 cases of vascular occlusion,

accounting for 10.2%. 105 cases of the posterior tibial
artery were involved, accounting for 66.9%; 90 cases of
the dorsal artery, accounting for 57.3%; 65 cases of the
femoral artery, accounting for 41.4%; 54 cases of the
anterior tibial artery, accounting for 34.4%; and 40 cases
of radial artery 6, accounting for 25.5% (Figures 5 and 6).

6.2. Comparison of Clinical Examination and Colour Doppler
Ultrasonography. Among the 190 patients, 56 patients had
symptoms (peripheral limb pain, numbness, peripheral
cold sensation, foot ulcer, and dorsal artery pulsation
disappeared). 'e detection rate was 29.5%; colour
Doppler ultrasonography showed there were 157 cases of
peripheral vascular disease, and the detection rate was
82.6%; the detection rate of the latter was significantly
better than the former, and the difference was statistically
significant (P< 0.01).

6.3. Analysis of Peripheral Vascular Disease Factors. 'e age,
duration of disease, SBP, LDL-C, TG, and TC in the group
with peripheral vascular disease were significantly dif-
ferent from those without peripheral vascular disease
(P< 0.05 or < 0.01). 'ere were no significant differences
in gender, BMI, DBP, FBG, HbAlc, and HDL-C between
the patients with peripheral vascular disease and those
without peripheral vascular disease (P> 0.05) (Table 2).

Authorisation Server (with registration endpoint)

Client Application Directory Front 
End Interface

3. Start Automatic 
Registration

2. Download Software 
Statement & Certificates

1. Login, Create Software 
Upload CSRs

Open Banking Ltd.

ASPSP

5. Client Credentials4. Registration Request

TPP

Figure 3: Mutual information hybrid algorithms.

Table 1: CT-MR registration results.

CT-PD CT-T1 CT-T2 CT-PDr CT-T1r CT-T2r
Δx 0.723 1.212 2.083 1.561 0.407 1.169
Δy 0.772 1.261 2.061 1.442 0.781 1.203
Δz 1.712 1.190 2.330 2.600 1.129 1.251
Δ 2.210 2.262 3.891 3.818 1.535 2.350
Δ [9] 2.561 1.698 2.899 3.144 1.873 3.712
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6.4. Epidemiological Analysis of Peripheral Vascular Diseases
of Different Ages and Genders. 'e incidence of peripheral
vascular disease and nonperipheral vascular disease was
compared in diabetic patients of different ages and genders
(Table 3). It was found that the incidence rate of peripheral
vascular disease and nonperipheral vascular disease in male
patients were higher than that in females, and the difference
was statistically significant (P< 0.05). With the increase of
age, the incidence rate of peripheral vascular disease and
nonperipheral vascular disease in diabetes showed a gradual
increase trend (P< 0.05).

6.5. Analysis of Prediction and Fitting Effects of the Mathe-
matical Model. 'e meaningful independent variables were
selected, and the ROC curve of the mathematical model
constructed is shown in Figure 7. 'rough repeated cal-
culation, the AUC value predicted by the model was 0.748,
the sensitivity was 94.12%, and the specificity was 67.93%,
which indicated that the logistic regression model had a
good fitting effect.

7. Discussion

Subclinical diabetic peripheral vascular disease is a common
complication of diabetes, and severe cases can cause gan-
grene in patients. According to statistics, the amputation
rate of diabetic peripheral vascular disease is 5 to 10 times
that of normal people, and the incidence of peripheral
vascular disease with a diabetes duration of more than 5
years is more than 90%, while that of nondiabetics is 10%.
'e early clinical manifestations of peripheral vascular
disease lack specificity. Once there is resting pain, inter-
mittent claudication, ischemic gangrene, etc., trauma
treatment or amputation is needed, which brings psycho-
logical and physiological relief to the patient. 'e pain also
increases the pressure on the patient’s life [10]. Diabetes
epidemiology was investigated, and the results showed that
the incidence rates of peripheral vascular disease and
nonperipheral vascular disease in male diabetic patients
were higher than those in females (P< 0.05), and the inci-
dence rates of prediabetes and diabetes increased gradually

Figure 5: Colour Doppler image of the anterior tibial artery.

CT MRI

Carotid arteries

ascending aorta and aortic arch

Superior caval vein (blood pool)

inferior caval vein (blood)

Descending and abdominal aorta

iliac and femoral arteries

Points of SUV measurements

Figure 4: CT-MR image registration result.
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with age, which was consistent with the results of [11].
'erefore, the early diagnosis and prevention of subclinical
diabetes and peripheral vascular disease is particularly
important.

Colour Doppler ultrasonography is characterized by
simple operations and no trauma. It can detect arterial le-
sions early and make effective judgments on the severity of
lesions and the location of lesions [12]. Research shows that
colour Doppler ultrasound is the preferred method for

peripheral vascular lesion examination in subclinical dia-
betes patients and has important clinical guiding significance
for early diagnosis, prevention, and treatment. In this group
of 190 patients with subclinical diabetes, the detection rate of
peripheral vascular lesions was 29.5%, and colour Doppler
ultrasonography was 82.6%. 'e detection rate of the latter
was significantly better than the former. 'e difference was
statistically significant (P< 0.01). Studies have shown that
colour Doppler ultrasound examinations can be used as a

Table 2: Analysis of related factors in the groups with peripheral vascular disease and without peripheral vascular disease.

Index Peripheral vascular disease group (n� 157) Without peripheral vascular disease group (n� 33) χ2/t P

Gender (male or female) 108/49 20/13 0.363 0.125
Age (years) 66.2± 6.6 51.8± 5.4 7.791 0.000
Disease course (years) 9.1± 2.5 5.5± 1.6 6.772 0.000
BMI (kg/m2) 24.1± 2.7 23.8± 2.2 0.547 0.120
SBP (mmHg) 160.4± 16.1 129.0± 14.9 7.039 0.000
DBP (mmHg) 78.2± 7.8 74.1± 6.2 0.993 0.088
FBG (mmol/L) 9.7± 2.5 9.6± 3.3 0.105 0.323
HbAlc (%) 8.2± 0.9 8.6± 1.0 1.326 0.072
HDL-C (mmol/L) 1.3± 0.5 1.4± 0.8 0.573 0.116
LDL-C (mmol/L) 2.9± 0.9 2.1± 1.0 2.674 0.063
TG (mmol/L) 2.6± 1.2 2.0± 1.8 2.558 0.069
TC (mmol/L) 5.6± 1.3 4.9± 0.7 2.373 0.072

Table 3: Comparison of the incidence of peripheral vascular disease and nonperipheral vascular disease in diabetic patients of different ages
and genders (case (%)).

Age
Peripheral vascular disease (n� 157) Nonperipheral vascular disease (n� 33)

Male Female Total Male Female Total
30–40 8 (5.10) 7 (4.46) 15 (9.55) 3 (9.09) 1 (3.03) 4 (12.12)
40–50 12 (7.64) 10 (6.37) 22 (14.01) 3 (9.09) 2 (6.06) 5 (15.15)
50–60 18 (11.46) 13 (8.28) 31 (19.75) 4 (12.12) 2 (6.06) 6 (18.18)
60–70 24 (15.29) 16 (10.19) 40 (25.48) 5 (15.15) 3 (9.09) 8 (24.24)
70–80 29 (18.47) 20 (12.74) 49 (31.21) 7 (21.21) 3 (9.09) 10 (30.30)
P 0.001 0.002 0.001 0.01 0.03 0.001

Figure 6: Brachial artery colour Doppler images.

Journal of Healthcare Engineering 7



routine examination of T2DM, which is conducive to the
early detection of peripheral vascular lesions. Among the 157
patients with peripheral vascular disease, plaque accounted
for 84.1%, followed by intima thickening in 64 cases. 'e
cumulative posterior tibial artery was 66.9%, followed by the
dorsal artery. Studies have shown that peripheral vascular
lesions are mainly plaques, followed by intimal thickening,
and cumulative after the posterior tibial artery. After the
logistic regression mathematical model was constructed, the
prediction fitting effect was good, which was consistent with
the research of [13].

8. Conclusion

In this study, the hybrid optimization algorithm was used
to register the multi-mode medical images. 'e genetic
algorithm is a popular global optimization strategy with a
wide application space. In addition, the algorithm also
has good advancements, which can easily overcome the
problem that the genetic algorithm is prone to early
convergence, and it is not easy to fall into a local optimal
state. 'e accuracy of the algorithm can reach subpixel
levels, and the algorithm can be automatically imple-
mented. 'is method is suitable for clinical application
because it does not require manual intervention or more
preprocessing of images. However, the theoretical deri-
vation and model establishment need to be further dis-
cussed, and the registration accuracy also needs to be
improved.
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Objective. Hepatocellular carcinoma (HCC) is a kind of solid and highly aggressive malignant tumor with poor prognosis.
MicroRNA (miRNA/miR) has been con�rmed to be involved in HCC development. �e current study focused on the functions
and mechanisms of miR-517c in HCC.Methods. Expressions of miR-517c and Karyopherin α2 (KPNA2) mRNA in HCC cell lines
and tissue samples were examined using quantitative real-time polymerase chain reaction (qRT-PCR). Western blot was
conducted for detections of epithelial-to-mesenchymal transition (EMT) and PI3K/AKTmarkers. 3-(4,5-Dimethylthiazol-2-yl)-
2,5-diphenyl tetrazolium bromide (MTT) and Transwell assays were utilized to investigate the in�uence of miR-517c on HCC cell
proliferation, invasion, and migration. TargetScan and luciferase reporter assay were performed to search for the potential target
gene of miR-517c. Results. We demonstrated that miR-517c expressions were decreased in HCC tissues and cells. Moreover, the
clinical analysis showed that decreased miR-517c expressions in HCC tissues correlated with shorter overall survival and
malignant clinicopathologic features of HCC patients. MTT assay showed that miR-517c upregulation prominently repressed
HCC cell proliferation. In addition, miR-517c restoration could signi�cantly suppress HCC cell invasion and migration as
demonstrated by Transwell assays. We also found that miR-517c directly targeted KPNA2 and regulated the PI3K/AKTpathway
and EMT, exerting prohibitory functions in HCC. Conclusion. Taken together, this study stated that miR-517c inhibited HCC
progression via regulating the PI3K/AKT pathway and EMT and targeting KPNA2 in HCC, providing a novel insight into
HCC treatment.

1. Introduction

Hepatocellular carcinoma (HCC) is one of the leading causes
for tumor-related mortalities worldwide [1]. Deterioration
of the original tumor, metastasis, and relapse have been
identi�ed as common factors for the high mortality rates of
patients with HCC [2]. �e current treatment strategies for
HCC patients are mainly liver transplantation and tumor
resection. However, advanced diagnoses of HCC patients are
very common, and lacking speci�c biomarkers as well as
high metastasis rates in advanced stages made tumor re-
section impracticable; as a result, only a few HCC patients
are suitable for surgery [3, 4]. In addition, even in patients
who had received the surgical treatment, the high metastatic
and recurrent risks would limit the survival rates [5].

�erefore, it is emergent to unravel the mechanism of HCC
metastasis and recurrence, to explore promising therapeutic
approaches for HCC treatments.

MicroRNA (miRNA/miR) is a kind of small, noncoding
single-stranded RNA, which regulates expressions of genes
via interaction with mRNA 3′-UTRs, reducing the trans-
lation e�ciencies and/or stabilities of target genes in se-
quence-speci�c manners [6]. Emerging evidence has
indicated that miR is implicated in varieties of biological
processes, including cell invasion, viability, and apoptosis
[7, 8]. A number of known miRs have been con�rmed to
exert critical functions in tumorigenesis through regulating
speci�c target genes. Recent studies have indicated that
dysregulated miRs in HCC could be used as promising
therapeutic and diagnostic targets [9]. �erefore, it is
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imperative to characterize novel miRs which participated in
HCCmetastasis and tumorigenesis, providing novel insights
into HCC diagnosis, therapies, and prognosis.

miR-517c, a pivotal functional miR, has been recently
identified as a tumor-related miR. Despite a previous study
which indicated that downregulation of miR-517c promoted
HCC proliferation [10], the clinical significance and po-
tential mechanism of miR-517c in HCC need further elu-
cidation. (erefore, we measured the expressions of miR-
517c in HCC and searched for the effect of miR-517c on
HCC. As demonstrated by the results of our study, we found
that overexpression of miR-517c inhibited HCC cell pro-
liferation, migration, and invasion. Moreover, we identified
KPNA2 as a direct target of miR-517c in HCC. Consistent
with our findings, studies by Lu et al. showed that miR-517c
inhibited glioblastoma autophagy and EMT through dis-
ruptions of TP53 nuclear translocation via regulating
KPNA2 [11]. Findings of our study indicated that miR-517c
may act as a novel target in HCC therapies.

2. Materials and Methods

2.1. Tissue Specimens and Cell Cultures. Tissue samples were
surgically resected from HCC patients with informed con-
sent at Liaocheng People’s Hospital. No patients had re-
ceived any chemotherapy or radiotherapy treatment prior to
the tissue collection. (e tissues were frozen in liquid ni-
trogen immediately, followed by preservation at −80°C. (e
patients were divided into high and low miR-517c expres-
sion groups according to the median level of miR-517c. (e
present study was conducted in accordance with the Dec-
laration of Helsinki.

(e HCC cell lines (Huh7 and Hep3B) and normal
liver cells LO2 were purchased from the Shanghai Cell
Bank of Chinese Academy of Sciences (Shanghai, China).
All cells were cultured in DMEM (Invitrogen, Carlsbad,
CA, USA) including 10% FBS (Invitrogen) with 5% CO2 at
37°C.

2.2. qRT-PCR. Total RNAs were isolated using TRIzol
(Invitrogen) and reverse transcribed into cDNA using
PrimeScript RT-PCR kit (Takara Biotechnology Co., Ltd.,
Dalian, China). (e miR-517c and KPNA2 expressions
were examined by RT-PCR analysis using the TaqMan
miRNA assay (Applied Biosystems, Carlsbad, CA, USA)
and One Step SYBR PrimeScript™ RT-PCR Kit (Takara)
with U6 and GAPDH as internal controls on an ABI 7900
system (Applied Biosystems), respectively. (e thermo-
cycling conditions were as follows: pre-denaturation at
94°C for 5 min, followed by 40 cycles of denaturation at
94°C for 30 sec, annealing at 55°C for 30 sec, and extension
at 72°C for 90 sec. (e 2−∆∆Ct method was utilized for the
relative expression quantification. (e primers were as
follows: miR-517c forward, 5′-GCC ACA TCG TGC ATC
CTT TT-3′, reverse, 5′-GTC GTA CCA GTG CAG GGT
CC-3’; KPNA2 forward, 5′-ATT GCA GGT GAT GGC
TCA GT-3′, reverse, 5′-CTG CTC AAC AGC ATC TAT
CG-3′; GAPDH forward, 5′-GCA CCG TCA AGG CTG

AGA AC-3′, reverse, 5′-TGG TGA AGA CGC CAG TGG
A-3′; U6 forward, 5′- CTC GCT TCG GCA GCA CA-3′,
reverse, 5′- AAC GCT TCA CGA ATT TGC GT-3′.

2.3. Cell Transfection. (e HCC cells were transfected with
miR-517c mimics, inhibitors, or the negative controls by
Lipofectamine® 2000 (Invitrogen, Carlsbad, CA). 48 h after
the transfections, cells were harvested for the subsequent
experiments.

2.4. MTT Assay. (e cell proliferation ability was detected
by MTT assays. In brief, HCC cells with different trans-
fections (miR-517c mimics/inhibitors) were plated into 96-
well plates and incubated for 0, 24, 48, and 72 h. (en, MTT
(5mg/ml) solution was appended into each well and in-
cubated for another 4 h. After that, 150 μl DMSO was added.
(e OD490 values were determined with a microplate
(BioTek, Winooski, VT, USA).

2.5. Transwell Assays. Cell invasion and migration abilities
were assessed by performing Transwell assays. 8 μm-pore-
sized Transwell chambers (BD Biosciences, San Jose, CA,
USA) coated with or without Matrigel were used for in-
vasion and migration assays, respectively. (e transfected
cells maintained in the medium without serum were plated
into the upper chambers. (e medium containing 10% FBS
was added into the lower chambers as a chemoattractant.
After being incubated for 48 h at 37°C, the invasive or
migratory cells in the bottom chamber were fixed with 95%
ethyl alcohol for 15min at room temperature and stained
with 0.1% crystal violet for 10min at room temperature. In
the meantime, the noninvading or nonmigrating cells
remaining on the top chambers were removed with cotton
swabs. Finally, the results were photographed and quantified
in five randomly selected fields under a microscope
(Olympus, Japan).

2.6. Western Blotting. Total protein extractions were per-
formed with lysis buffer ((ermo Fisher Scientific, Inc.).
(e BCA Protein Assay Kit ((ermo Scientific) was uti-
lized to measure the protein concentrations. An equal
amount of protein samples were subjected to 10% SDS-
PAGE, followed by transfer onto PVDF membranes
(Invitrogen). After being blocked with 5% skimmed milk,
the membrane was then incubated at 4°C overnight with
primary antibodies against E-cadherin (1 : 2000, Abcam),
N-cadherin (1 : 2000, Abcam), vimentin (1 : 1000, Abcam),
PI3K (1 : 1000, Abcam, Cambridge, MA, USA), p-PI3K (1 :
2000, Abcam), AKT (1 : 1000, Abcam), p-AKT (1 : 1000,
Abcam), and GAPDH (1 : 1000, Abcam). After that, the
membranes were probed with appropriate HRP-labeled
secondary antibody (1 : 3,000, Abcam) for 2 h at room
temperature. Finally, the protein band was visualized with
ECL reagents (Millipore, USA). GAPDH was an internal
control.
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2.7. Bioinformatic Analysis. (e putative human target
genes of miR-517c were analyzed using TargetScan (version
6.0; targetscan.org/)

2.8. Luciferase Reporter Assay. Luciferase reporter plasmids
containing wild-type (WT) or mutant (MUT) sequences of
miR-517c in KPNA2 3′-UTR were chemically synthesized by
GenePharma. For luciferase report assays, HCC cells were
cotransfected with miR-517c mimics and KPNA2 3′-UTR-
WT/MUT by Lipofectamine 2000 (Invitrogen) following the
manufacturer’s protocols. 48 h after the transfection, a Dual
Luciferase Reporter Assay system (Promega, Fitchburg, WI,
USA) was applied for the detection of the luciferase activity.

2.9. Statistical Analysis. All data in the current study were
from at least three independent experiments. (e statistical
analysis was conducted using SPSS software version 17.0
(SPSS Inc., Chicago, IL). Comparisons between two groups
were performed by Student’s t test, while comparisons
among multiple groups were conducted by ANOVA and
Scheffe’s post-hoc analysis. (e Kaplan–Meier method with
the log-rank test was utilized to estimate the survival rates.
P< 0.05 indicated statistically significant differences.

3. Results

3.1. Lowered miR-517c Expressions in HCC Correlated with
the Malignant Phenotypes of HCC Patients. miR-517c
expressions in HCC tissues and cells were measured by qRT-
PCR. (e results indicated that that miR-517c was signifi-
cantly downregulated in HCC tissues (Figure 1(a)). Simi-
larly, the decreased miR-517c expression was also identified
in HCC cells (Figure 1(b)). Furthermore, we sought for the
clinical values of miR-517c in HCC progression. (e HCC
patients involved in the current study were divided into high
and low miR-517c expression groups according to the
median level of miR-517c. As shown in Table 1, patients with
low miR-517c expressions exhibited more malignant clini-
copathologic phenotypes than those with high miR-517c
expressions. In addition, we also found that low miR-517c
expression in HCC patients frequently led to shorter overall
survival rates than high miR-517c levels (Figure 1(c)).

3.2. miR-517c Restoration Suppressed HCC Cell Proliferation.
As we had confirmed the downregulation of miR-517c in
HCC tissues and cells, the MTT assays were further con-
ducted to assess the potential functions of miR-517c in HCC
cell proliferation by performing gain or loss functions of
miR-517c. In brief, Huh7 and Hep3B cells were transfected
withmiR-517c mimics or inhibitors to overexpress or inhibit
miR-517c expressions. (e transfection efficiencies were
confirmed by qRT-PCR, and results revealed the successful
overexpression or silence of miR-517c (Figures 2(a) and
2(b)). (en, results of MTT assays indicated that miR-517c
overexpression in Huh7 cells significantly suppressed cell
viability (Figure 2(c)). Moreover, miR-517c silence dra-
matically elevated the viability of Hep3B cells (Figure 2(d)).

3.3. miR-517c Inhibited Invasion andMigration of HCCCells.
To further confirm the biological effects of miR-517c on
HCC progression, Transwell assays were performed. Results
demonstrated that Huh7 cell invasion and migration were
evidently inhibited by miR-517c overexpression
(Figures 3(a) and 3(b)). Moreover, the promotion of cell
invasion and migration was identified in Hep3B cells
transfected with miR-517c inhibitor (Figures 3(c) and 3(d)).
(erefore, we concluded that miR-517c exhibited prohibi-
tory roles in HCC progression.

3.4. Overexpression of miR-517c Inhibited HCC EMT and
Inactivated the PI3K/AKT Pathway in HCC Cells. To search
for the mechanisms by which miR-517c inhibited HCC
metastasis and tumorigenesis, we analyzed the influence of
miR-517c on expression levels of proteins involved in the
EMT and PI3K/AKT signaling pathway, which were related
to tumorigenesis. Western blot results demonstrated obvi-
ous increase in E-cadherin and significant decrease in
N-cadherin and vimentin in Huh7 cells transfected with
miR-517c mimics (Figure 4(a)). In Hep3B cells, miR-517c
silence dramatically downregulated the E-cadherin expres-
sions and upregulated the N-cadherin and vimentin ex-
pressions (Figure 4(b)). Moreover, the phosphorylation of
PI3K and AKT was evidently decreased by miR-517c
overexpression and remarkably increased by miR-517c in-
hibition (Figures 4(c) and 4(d)). Collectively, all these
findings showed that miR-517c exerted prohibitory func-
tions in HCC cells via regulation of the EMTand PI3K/AKT
signaling pathway.

3.5. KPNA2Was Directly Targeted by miR-517c in HCC Cells.
Finally, TargetScan was used to explore the potential targets
of miR-517c for further discovery of the mechanisms by
which miR-517c inhibited HCC progression. Results indi-
cated that KPNA2 was a candidate target of miR-517c
(Figure 5(a)). (ereafter, luciferase reporter assay was car-
ried out to confirm the association between them. miR-517c
mimics dramatically decreased the luciferase activity of HCC
cells which were transfected with KPNA2-3′UTR-WT, while
they did not prominently influence the luciferase activities of
cells with transfection of KPNA2-3′UTR-MUT
(Figure 5(b)). In addition, we also analyzed the effects of
miR-517c on expressions of KPNA2. As demonstrated by the
qRT-PCR analysis, we found that KPNA2 expressions
presented significant decrease in Huh7 cells transfected with
miR-517c mimics (Figure 5(c)). On the contrary, miR-517c
inhibition increased the KPNA2 expressions in Hep3B cells
(Figure 5(d)). Taken together, results suggested that KPNA2
was a target of miR-517c.

3.6. Increased KPNA2 in HCC Was Related to Shorter
Survival Rate of HCC Patients. Subsequently, the expres-
sions and clinical significance of KPNA2 in HCC patients
were further investigated. qRT-PCR results indicated that
KPNA2 was markedly upregulated in HCC tissues
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(Figure 6(a)). Similarly, the increased KPNA2 expression
was also found in HCC cells (Figure 6(b)). (ereafter, the
Kaplan–Meier method was utilized to determine the in-
fluence of KPNA2 on the survival rate of HCC patients. As
expected, we found that the overall survival of HCC patients
with high KPNA2 expressions were significantly shorter
than patients with low KPNA2 expressions (Figure 6(c)).

4. Discussion

Despite the improvements of the therapeutic methods in
HCC treatments over the years, metastasis and relapse of
HCC have recently compromised the efficiency of the novel
therapies and the survival rates of patients with HCC remain
dismal [12]. Hence, thorough understandings of the

**

Normal tissues HCC tissues
0.0

0.5

1.0

1.5
Re

la
tiv

e e
xp

re
ss

io
n 

of
 m

iR
-5

17
c

(a)

LO2 Huh7 Hep3B
0.0

0.5

1.0

1.5

Re
la

tiv
e e

xp
re

ss
io

n 
of

 m
iR

-5
17

c

**

*

(b)

0

20

40

60

80

100

O
ve

ra
ll 

su
rv

iv
al

 (%
)

10 20 30 40 50 600
Time (months)

p=0.0189

miR-517c (+)
miR-517c (-)

(c)

Figure 1: miR-517c was downregulated in HCC and correlated with the adverse clinicopathological features of HCC patients (n� 47). (a, b)
miR-517c levels in HCC tissues or cells were detected by qRT-PCR. (c) Kaplan–Meier analysis of HCC patients with different miR-517c
expressions. ∗p< 0.05; ∗∗p< 0.01.

Table 1: Correlation of miR-517c expression with the clinicopathological characteristics of the HCC patients.

Clinicopathological features Cases (n� 47)
miR-517ca expression

p value
High (n� 19) Low (n� 28)

Age (years) 0.2138
>60 24 10 14
≤60 23 9 14

Gender 0.3141
Male 24 8 16
Female 23 11 12

Tumor size (cm) 0.0124∗
≥5.0 23 4 19
<5.0 24 15 9

TNM stage 0.0209∗
I-II 25 15 10
III 22 4 18

AFP (ng/ml) 0.1620
<400 23 13 10
>400 24 6 18

HBV-negative 21 7 14 0.0958
HBV-positive 26 12 14
Presence of venous invasion 23 3 20 0.0203∗
Absence of venous invasion 24 16 8
Cirrhosis 0.0687
Yes 29 12 17
No 18 7 11

BCLC stage 0.0105∗
0-A 21 14 7
B-C 26 5 21

TNM: tumor-node-metastasis; AFP: alpha-fetoprotein; HBV: hepatitis B virus; BCLC: Barcelona Clinic liver cancer. a(e mean expression level of miR-517c
was used as the cutoff; ∗statistically significant.
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mechanisms underlying HCC metastasis are imperative.
Accumulating studies have shown that miRs are implicated
in tumor development, serving as promising diagnosis
biomarkers, effective prognosis factors, and novel therapy
targets in numerous tumors, including HCC [13, 14].
(erefore, further study about the functional roles and re-
sponsible mechanisms of specific miRs in HCC may help to
identify novel biomarkers. In our study, we identified the
downregulated miR-517c in HCC and confirmed that de-
creased miR-517c indicated shorter survival rate and ma-
lignant clinical outcomes. Moreover, we also demonstrated
that miR-517c upregulation inhibited HCC proliferation,
invasion, and migration.

Epithelial-to-mesenchymal transition (EMT) plays a
vital role in metastasis and invasion, which are the main
causes of most tumor-related deaths, including deaths
caused by HCC [15]. (erefore, metastasis and recurrence
are mainly responsible for the lethal outcome of HCC pa-
tients [16]. It is of great importance to better understand the
underlying mechanisms of HCC metastasis. During the
typical EMT process, polarized and adherent epithelial cells

would be transformed into invasive mesenchymal pheno-
types [17]. In brief, the epithelial cell-cell adhesion mole-
cules, such as E-cadherin, would be downregulated, whereas
the mesenchymal markers, including vimentin and
N-cadherin, are upregulated [18]. A growing number of
studies have revealed that EMT served as a main cause for
HCC metastasis. However, the association between miR-
517c and EMT in HCC was poorly investigated. We found
that miR-517c restoration significantly inhibited HCC cell
EMT.

It is well known that the PI3K/Akt pathway plays im-
portant roles in cell differentiation, apoptosis, and prolif-
eration and has been shown to be implicated in HCC
development [19, 20]. (erefore, inhibition of the PI3K/Akt
pathway is considered as a promising strategy in tumor
therapies. We found that miR-517c upregulation deactivated
this pathway in HCC cells. Karyopherin alpha 2 (KPNA2)
belongs to the importin α family and participates in the
regulation of nucleocytoplasmic transport [21]. It has been
shown that KPNA2 is implicated in the pathogenesis of
various cancers [22, 23]. Upregulated KPNA2 levels are
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Figure 2: miR-517c overexpression inhibited HCC cell viability. (a, b) (e transfection efficiencies of miR-517c mimics or inhibitors in
Huh7 and Hep3B cells were examined by qRT-PCR. (c, d) MTT assays were performed to detect the influence of miR-517c on HCC cell
viability. ∗∗p< 0.01; ∗∗∗p< 0.001.
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found to be correlated with adverse outcomes of patients
with clear-cell and papillary renal-cell cancer [24], bladder
cancer [25], epithelial ovarian cancer [26], and so forth.
Regarding HCC, KPNA2 was confirmed to accelerate HCC
progression, suggesting its oncogenic roles in HCC [27]. In
the current study, we further explored the biological func-
tions and clinical significance of KPNA2 in HCC. Results
demonstrated that increased KPNA2 in HCC tissues cor-
related with the shorter survival rate of the HCC patients.
Moreover, according to bioinformatic analysis, KPNA2 was
a direct target of miR-517c. Furthermore, KPNA2 was also
confirmed to partially participate in the functional roles of
miR-517c in HCC progression.

In conclusion, results of our study demonstrated that
miR-517c was downregulated in HCC. (e decreased miR-
517c expressions indicated adverse clinical outcomes of
HCC patients. Moreover, we found that miR-517c inhibited
HCC progression, such as viability, invasion, and migration,
through regulating the EMT and PI3K/Akt pathway. In
addition, the direct regulation of miR-517c on KPNA2 in
HCC was also considered to be one of the mechanisms by
which miR-517c exerted its inhibitory effects. (erefore, we
draw the conclusion that the miR-517c/KPNA2 axis may be
a novel treatment pathway of HCC. However, the functions
of miR-517c in HCC should be further confirmed in vivo in
future.
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Figure 3: miR-517c upregulation suppressed HCC cell invasion and migration. (a, b) miR-517c upregulation inhibited Huh7 cell invasion
and migration. (c, d) miR-517c inhibition facilitated Hep3B cell invasion and migration. ∗p< 0.05; ∗∗p< 0.01.
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Figure 5: miR-517c regulated KPNA2 expression in HCC cells. (a) Potential binding sites of miR-517c in KPNA2-3′UTRs. (b) Luciferase
activity of HCC cells cotransfected with miR-517c mimics and KPNA2-WT/MUT. (c, d) Regulatory roles of miR-517c in KPNA2 ex-
pressions were detected by qRT-PCR. ∗∗p< 0.01; ∗∗∗p< 0.001.
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Figure 6: KPNA2 overexpression correlated with shorter overall survival of HCC patients (n� 47). (a, b) Increased KPNA2 expressions in
HCC tissues and cell lines were identified by qRT-PCR. (c) (e correlation between KPNA2 expressions and the survival rate of HCC
patients were determined by Kaplan–Meier analysis. ∗p< 0.05; ∗∗p< 0.01.
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Objective. e aim is to investigate the e�ciency and outcome of robotic-assisted sacrocolpopexy (RASC) in a cohort of patients
with pelvic organ prolapse (POP) in our Gynecology Department.Methods. We performed a retrospective study of female patients
who underwent RASC in Chinese PLA General Hospital from January 2013 to December 2020. eir clinical features included
age, degree of prolapse, menopause time, body mass index, pregnancy, delivery, operation time, and bleeding volume. All patients
were followed up for more than 6 months. POP-Q was recorded to evaluate the position of prolapsed organs. PFDI-20, PFIQ-7,
and PGI-I were used to evaluate the life quality after surgery. Results. Twenty-four patients with POP received RASC in our center.
e intraoperative bleeding was 86.9± 98.3ml (20–300ml). e operation time was 143.5± 47.3min (60–240 minutes). e
hospitalization time was 10.4± 2.1 days (8–16 days). And the follow-up time was 40.8± 22.0 months (6–72months). In the POP-Q
follow-up, postoperative Aa, Ba, Ap, Bp, and C were signi¥cantly improved than those before surgery (P< 0.05).e objective and
subjective cure rate was 100%. PGI-I score was very good in 9 (9/24), very good in 10 (10/24), and good in 3 (3/24). Postoperative
PFDI-20 and PFIQ-7 were 2.78± 3.82 and 1.57± 3.86, which decreased dramatically after surgery (P< 0.05). Mesh exposure
occurred in 4 cases (16.7%) at 2–12 months.e exposed diameters were less than 1 cm in 3 cases (2A/T3/S1) and 1-2 cm in 1 case
(3 B/T3/S1). ese mesh exposures healed after conservative observation or mesh excision. Conclusion. RASC for POP has the
advantage of less bleeding and hospitalization time. It is a minimally invasive option for pelvic organ prolapse.

1. Introduction

Pelvic organ prolapse (POP) is a common disease which occurs
in about 40–60% of parous women [1, 2]. It causes a variety of
symptoms and decreased the life quality of old women [3].
Because the aging population in China increased gradually, the
rates of POP surgery are predicted to grow [4]. Traditional
vaginal surgery for POP has been plagued with high failure
rates and complications after mesh-transplantation. Sacro-
colpopexy has been the gold standard for the treatment of
vaginal vault prolapse for decades [5]. It o«ers better post-
operative results than vaginal surgical techniques [6].

With the application of robotic-assisted surgery in gy-
necologic surgery from 2005, researchers began to introduce
this technology into POP surgery. Robotic technology can

provide enhanced visualization and wristed instrumenta-
tion, enabling surgeons to perform minimally invasive
operations [7]. Robotic-assisted sacrocolpopexy (RASC) has
been developed as minimally invasive adaptations of sac-
rocolpopexy [7]. Chinese PLA General Hospital is the ¥rst
hospital to use robotic-assisted technology in gynecologic
surgery in China. RASC has been performed since June 2013.
e primary objective of the present study was to report the
surgical and patient-centered outcomes as well as adverse
events in RASC surgery.

2. Material and Method

We performed a retrospective analysis of patients under-
going RASC for symptomatic apical POP from January 2013
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to December 2020 at Chinese PLA General Hospital. In-
clusion criteria for RASC were symptomatic apical and
anterior prolapse stage≥ III, negative cervical cytology, and
no abnormal uterine bleeding. -e concomitant presence of
urinary incontinence was not considered an exclusion cri-
terion. RASC was performed using the Da Vinci Robot
(Intuitive, Sunnyvale, CA, USA). -e clinical data of the
patients were collected, including age, body mass index,
menopause, pregnancy and delivery times, previous pelvic
floor surgery history, internal medicine complications, op-
eration time, bleeding, postoperative complication, and
quality of life.

POP was defined according to the pelvic organ prolapse
quantification (POP-Q) system. A POP-Q with nine points
(points Aa, Ba, Ap, Bp, C,D, Gh, Pb, and TVL) was used.-e
patients were followed up for more than 6 months by the
chief physician by gynecological physical examination and
postoperative prolapse evaluation in outpatient. Scores from
the Pelvic Floor Distress Inventory (PFDI-20) and Pelvic
Floor Impact Questionnaire (PFIQ-7) surveys were used to
evaluate preoperative and postoperative life quality
outcomes.

-e basic data of patients were collected by Microsoft
Excel (Microsoft Corporation, Redmond, WA, USA) and
statistically analyzed by using SPSS 26.0 software.

3. Results

Twenty-four patients were involved in our study, with a
mean age of 63.3. -ey were all menopausal. Preoperative
demographic characteristics are listed in Table 1.

3.1. Intraoperation Information. -emeshmaterials used for
robot-assisted vaginal vault fixation are all Johnson and
Johnson mesh. -ere were no conversions to laparotomy or
intraoperative complications.

3.2. Postoperative Follow-Up. 24 patients received robotic-
assisted operation, including 15 patients who received
laparoscopic-assisted hysterectomy (LAH) and bilateral
salpingo-oophorectomy (BSO). Mean operation time was
149min and bleeding was 62.9ml. Urinary catheter was
placed before operation and was removed at 2–4 days after
operation. Mean follow-up time was 58.9 months (as shown
in Table 2).

All the patients were followed up formore than 6months
(40.8± 22.0 months (6–72 months)). Anatomic outcomes
are listed in Table 3. -e standard of postoperative objective
cure was POP-Q stage I. In outpatient follow-up, stage I was
found in all cases. -e objective cure rate was 100%. No
prolapse recurrence occurred. PGI-I score was very good in
9 (9/24), very good in 10 (10/24), and good in 3 (3/24).
Postoperative PFDI-12 and PFIQ-7 decreased dramatically.
-e subjective cure rate was 100% (as shown in Table 4).

However, mesh exposure occurred in 4 cases (16.7%) at
2–12 month after surgery. -e exposure diameter was
less than 1 cm in 3 cases (2A/T3/S1) and 1-2 cm in 1 case
(3 B/T3/S1) (IUGA/ICS Prosthesis/Graft Complication

Classification System). -e adverse symptoms were in-
creased vaginal secretions and bloody vaginal secretions.
According to the guidelines proposed by the American
Society of Obstetricians and Gynecologists (ACOG) and the
Gynecological Urology Association (AUGS) in 2017, es-
trogen ointment and metronidazole suppository were used
locally in 3 cases (2A/T3/S1), and the exposed mesh was
partially excised in 1 case (3 B/T3/S1). All patients healed in
3 months.

4. Discussion

Our prospective review shows that RASC is safe and highly
effective in treating advanced apical and anterior prolapse at
a midterm follow-up. It has obvious advantages in intra-
operative bleeding (86.9ml in average), operation time
(149.0min), and hospitalization time (8.5 days). Also, the
urinary catheter can be removed in 3 days after operation. In
our follow-up, a significant improvement in POP-Q score
and QOL was found in all patients with an overall objective
cure rate of 100%.-ese results indicated that it is a minimal
invasive technique for POP.

In 2005, U.S. Food and Drug Administration (FDA)
approved Da Vinci surgical system for gynecological sur-
gery. In 2006, the Chinese PLA General Hospital introduced
China’s first Da Vinci robot operation system. Elliott re-
ported the first series of robot-assisted laparoscopic sacro-
colpopexy for high-grade vaginal vault prolapse [8].-e first
robot-assisted gynecological operation in China was com-
pleted in our hospital in 2009. In 2013, we began to perform
RASC for patients with POP. In our series, mean intra-
operative bleeding was 86.9ml and operation time was
149.0min. Postoperative PFDI-20, PFIQ-7, and PGI-I were
significantly improved than before surgery (P< 0.05). -e
objective and subjective success rate was 100% at more than
6-month follow-up. In previous research studies, Di Marco
et al. reported that the average operation time was 210
minutes, and there was no recurrence after 4 months of
follow-up [9]. Salamon et al. reported a series of 120 patients
who underwent RASC [10]. -e average operation time was
161 minutes, and the bleeding volume was the lowest
(<100ml). -e cure rate was 89%. Serati et al. systematically
reported that the objective cure rate was 84–100% in patients
of all prolapses after RASC with an overall recurrence rate of
6.4% [7]. Culligan reported that 97% of the patients were
satisfied, 95% of the patients were cured, and there was no
prolapse symptom in the PDFI-20 questionnaire [11]. -ese
data show that the RASC is a reliable and mature technique
for POP.

-e robot-assisted surgery is a dedicated technique, so
the learning curve is also important for surgeons, especially
for the beginners. In 2018, Carter-Brooks CM et al. found
that the dedicated robotic team decreased operative time
significantly by 26 minutes during robotic-assisted sacro-
colpopexy with a 17.7% reduction [12]. Geller et al. believed
that after 20 surgeries, the total time required for RASC
surgery was significantly reduced [13]. Mourik et al. de-
scribed a reduction in operative time after 12 sacral vaginal
surgeries and 12 consecutive surgeries [14]. Germain et al.
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reported an 18% reduction in surgical time after 10 surgeries
in 52 patients treated with the RSC over a seven-year period
[15]. Similarly, Akl et al. also reported that the operation
time was reduced by 25.4% based on the experience of the
first 10 cases [16]. We divided 24 patients into two groups by
the admission time (Group 1 : 2013.06–2016.06, n� 12;
Group 2 : 2016.06–2020.12, n� 12). -e mean bleeding and
operation time were 92.5ml and 164.0min in Group 1 and

29.2ml and 133.3min in Group 2, suggesting a 68.0% and
18.7% reduction. -e hospitalization decreased from 9.4
days to 7.7 days. -ese results confirmed that RASC is a
feasible procedure with short learning curve. Yet, when we
started adopting RASC in 2013, we had performed more
than 1000 robot-assisted gynecological operations. For
surgeons without any robot-assisted gynecological operation
experience, more than 20 cases may be needed to gain
enough experience for RASC.

-e cost of robotic surgery is an important issue in
choosing individual strategies. It includes the purchase and
the maintenance of robot platform [17]. In addition, the
robotic surgical instruments and the need for professional
and special engineering assistance are key factors to be
considered [17]. In 2011 Judd reported that the cost of
robotic surgery was $8,508, 47% more than commitment

Table 2: Postoperative demographic characteristics.

Range(n) Mean± sd 95% CI
Robotic-assisted operation
RASC 9 (37.5%)
LAH+BSO+RASC 15 (62.5%)

Operation time (min) 60–240 149.0± 43.7 114.9–172.1
Bleeding (ml) 20–300 62.9± 77.5 27.5–146.3
Hospital stay (d) 8–16 8.5± 2.9 9.1–11.7
Postoperative catheter placement (d) 2–4 3.0± 0.7 2.8–3.3
Follow-up (month) 6–72 58.9± 22.5 27.6–54.1
LAH : laparoscopic-assisted hysterectomy; BSO: bilateral salpingo-oophorectomy.

Table 3: POP-Q characteristics of patients underwent RASC.

Aa Ba Ap Bp C Gh Pb TVL
Preoperative 0.90± 2.43 1.48± 2.54 −1.21± 2.08 −0.92± 2.39 1.52± 2.54 4.73± 0.44 2.94± 0.37 7.88± 0.30
Postoperative −3.00± 0.00 −3.00± 0.00 −3.00± 0.00 −3.00± 0.00 −6.06± 0.52 4.39± 0.24 3.33± 0.24 7.67± 0.24
F 130.884 86.197 27.492 40.891 28.866 0.249 1.282 0.551
P 0.000 0.000 0.000 0.000 0.000 0.620 0.263 0.462

Table 4: Postoperative QOL of patients underwent RASC.

PFDI-20 PFIQ-7 PGI-1
Preoperation 76.93± 25.31 65.17± 31.86
Postoperation 2.78± 3.82 1.57± 3.86 1.71± 0.69
F 44.076 28.265
P 0.000 0.000

Table 1: Preoperative demographic characteristics.

Range (n) Mean± sd 95%CI
Age (years) 46–77 63.3± 11.7
Pregnancy (times)
<3 7 (29.2%)
≥3 17 (70.8%)

Delivery (times)
<3 18 (75.0%)
≥3 6 (25.0%)

BMI 19–29 24.29± 2.87 23.2–25.4
Prior hysterectomy 2
Prior POP surgery 0
Prior stress urinary incontinence surgery 0
POP-Q at baseline
Point Ba ≥− 1 16
Point C≥−1 18
Point Bp≥−1 6

Occult stress urinary incontinence 0
Urinary urgency 0
Fecal incontinence 0
Vaginal bulge 24
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ASC ($5,792) and 15.7% more than laparoscopic surgery
($7,353) [18]. In China, the average cost of robotic surgery is
$8,400, about 8 times of ASC ($1,000) and about 7 times of
laparoscopic surgery ($1,200). Meanwhile the robot-assisted
surgery has not been covered by social insurance. -e high
cost hindered the wide application in China. -erefore, the
cost-efficiency analysis is needed to confirm which patients
benefit more from robotic surgery.

Our study has some limitations. First, it was a single-
center prospective study that did not allow comparing the
possible efficacy of RASC with ASC or LASC. Furthermore,
the sample size is small due to the high costs. Lastly, we lack
the assessment of storage and voiding urinary symptoms
before and after surgery.

5. Conclusions

-e introduction of robotic technology has significantly
improved the efficacy and safety of ASC by converting open
surgical procedures to a minimally invasive approach. We
think RASC can be recommended to patients with old age or
with financial support. Due to the complex manipulation,
the operators should have enough practice of laparoscopic
surgery. Long-term follow-up is also necessary to help in-
form surgeons to build a shared decision-makingmodel.-e
cost-efficiency evaluation is also needed due to the expensive
cost of the surgery.
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Background. Keloid is a benign dermal tumor characterized by abnormal proliferation and invasion of fibroblasts. )e estab-
lishment of biomarkers is essential for the diagnosis and treatment of keloids.Methods. We systematically identified coexpression
modules using the weighted gene coexpression network analysis method (WGCNA). Differential expressed genes (DEGs) in
GSE145725 and genes in significant modules were integrated to identify overlapping key genes. Gene Ontology (GO) and Kyoto
Encyclopedia of Genes and Genomes (KEGG) enrichment analyses were then performed, as well as protein-protein interaction
(PPI) network construction for hub gene screening. Results. Using the R package ofWGCNA, 22 coexpression modules consisting
of different genes were identified from the top 5,000 genes with maximum mean absolute deviation in 19 human fibroblast
samples. Blue-green and yellow modules were identified as the most important modules, where genes overlapping with DEGs
were identified as key genes. We identified the most critical functions and pathways as extracellular structure organization,
vascular smooth muscle contraction, and the cGMP-PKG signaling pathway. Hub genes from key genes as BMP4, MSX1,
HAND2, TBX2, SIX1, IRX1, EDN1, DLX5, MEF2C, and DLX2 were identified. Conclusion. )e blue-green and yellow modules
may play an important role in the pathogenesis of keloid. 10 hub genes were identified as potential biomarkers and therapeutic
targets for keloid.

1. Introduction

Keloids are mainly associated with excessive proliferation of
fibroblasts andmassive deposition of the extracellular matrix
following skin injury [1]. )e clinical presentation of keloids
is primarily a growth of scar tissue above the skin, usually
accompanied by pruritus and pain [2]. Some studies have
shown that keloid formation is closely related to genetic
regulation, inflammatory factors, cytokines, and immune
factors [3, 4]. )e treatment of keloid is not ideal because of
unclear pathogenesis and regulatory mechanisms underly-
ing keloids [5]. For these reasons, the identification of hub
genes involved in keloid is urgent and highly demanded for
improving the clinical outcome.

Keloids have some similarities to tumors; in particular,
the fibroblasts in keloids have unlimited proliferation and

invasive growth [6]. Fibroblasts are the most abundant cells
in the dermis and maintain dermal structure by producing
an extracellular matrix (ECM) [7]. )e ECM is in a constant
state of synthesis, degradation, and remodeling, both under
normal conditions and in the presence of disease or injury
[8]. After a 2-3 d period of haemostasis and inflammation,
the dermis undergoes a proliferative phase in which fibro-
blasts move from a homeostatic state to an activated state,
where their ability to proliferate and migrate is significantly
enhanced and they differentiate into a unique phenotype,
myofibroblasts, which have stronger contractile properties
and synthesized the ECMmore rapidly, thereby accelerating
wound closure [9]. Once the tissue is fully repaired, these
myofibroblasts undergo apoptosis and senescence or revert
to deactivated fibroblasts [10]. However, the persistence of
active fibroblasts (including myofibroblasts) at the site of
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injury may lead to excessive deposition of the ECM and the
formation of abnormal scarring. So, the thickness of the scar
is usually positively correlated with the number of fibroblasts
in the dermis and the density of collagen (the main com-
ponent of the ECM). )erefore, inhibition of fibroblast
proliferation has long been a hot topic in scar research.

Weighted gene coexpression network (WGCNA) anal-
ysis [11] first clusters genes with similar expression patterns
into a module by calculating expression correlations be-
tween genes and then analyses the correlation between the
module and the sample characteristics, such as clinico-
pathological parameters and treatments. WGCNA rapidly
extracts modules and genes that correlate with sample
characteristics from transcriptomic data and obtains bio-
markers with better biological significance than differential
expression analysis based on comparative intramodule
connectivity and gene significance [12]. In this study, we
constructed a WGCNA-based gene coexpression network,
identifying 22 modules. We also performed GO and KEGG
enrichment analysis of genes overlapping in 2 modules
closely related to keloid fibroblast and DEGs. A PPI network
was also constructed, and 10 hub genes were screened out,
including BMP4,MSX1, HAND2, TBX2, SIX1, IRX1, EDN1,
DLX5, MEF2C, and DLX2. )ese hub genes may be bio-
markers for diagnosis and therapy of keloid.

2. Methods

2.1. Data Collection. )e gene expression dataset
GSE145725 (https://www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?acc�GSE145725) provided by Yuanyuan Kang et al.
[13] was downloaded from the Gene Expression Omnibus
(GEO) database [14]. 10 cell lines (5 normal fibroblast and 5
keloid fibroblast) were grown in replicate cultures and
subjected to RNA extraction. One of the keloid samples was
removed after QC. RNA samples with RNA integrity
number (RIN) above 9.8 were hybridized to GeneChip
PrimeView Human Gene Expression Arrays (Affymetrix).

2.2.Weighted Gene Correlation Network Analysis (WGCNA).
WGCNA aims to identify coexpressed gene modules to
explore the relationship between gene networks and phe-
notypes and to examine the core genes in the network [11].
Only top 5000 genes with maximum mean absolute devi-
ation were selected, and abnormal samples were detected
using the Z-score method, with Z-score value −2.5 as a cutoff
for identifying outliers. According to the scale-free topology
criterion, 22 was determined as the optimal soft threshold,
with minimum module size 30 and the module detection
sensitivity deep split 2. Based on the soft threshold, scale-free
network and topology matrices were constructed. )e gene
modules were dynamically cut and eigengenes were calcu-
lated, with 30 as the minimum number of genes in the
module. According to the module eigengenes, intermodule
correlations were constructed and hierarchical clustering
was performed. Finally, 22 modules were obtained and
Pearson correlations between modules and clinical features
were analyzed.

2.3. Differential ExpressionAnalysis. )eGSE145725 dataset
was downloaded from the GEO database via the R (version
3.6.3) package of GEO query 2.54.1 [15]. )e probes cor-
responding to more than one molecule were removed, and
only the probe with the largest signal value was retained
when probes correspond to the same molecule. )en, the
samples were normalized by box plots, and the clustering
between sample groups was demonstrated by PCA plots and
UMAP plots. )e limma 3.42.2 package was then used for
the differential expression analysis between the keloid fi-
broblast group and normal fibroblast. )e top 20 differen-
tially expressed genes (DEGs) were visualized as heatmap
using the ComplexHeatmap 2.2.0 package [16] with the
clustering method of Euclidean distances.

2.4. Key Gene Identification and Enrichment Analysis. )e
green-yellow and blue modules are the modules most as-
sociated with the keloid fibroblast phenotype. )e over-
lapped genes in the two modules and DEGs were identified
as the key genes. Using the org.Hs.eg.db 3.10.0 package, the
key gene symbols were converted into Entrez IDs and then
subjected to Gene Ontology (GO) and Kyoto Encyclopedia
of Genes and Genomes (KEGG) enrichment analysis
through the cluster Profiler 3.14.3 package [17].

2.5. Protein-Protein Interaction (PPI) Network Construction.
Key genes were uploaded to the STRING database (version
11.0) to construct the PPI network [18]. Interactions with a
score above 0.4 were considered significant.)e PPI network
was visualized using Cytoscape software (version 3.8.3) [19].
Top 10 key genes with highest degree were detected as hub
genes by CytoHubba plugin.

2.6. Correlation Analysis and Expression of Hub Genes.
Correlations between hub genes were analyzed, and
Spearman’s correlation coefficients were calculated for
variables that did not satisfy the normal distribution
(P< 0.05). )e correlation matrix and scatter plot were also
plotted using the ggplot2 3.3.3 package.

)e expression profiles of the hub genes were first
subjected to the Shapiro–Wilk normality test. )eWilcoxon
rank sum test was chosen when the gene expression values
did not satisfy the normality test (P< 0.05).

3. Results

3.1. WGCNA. To identify significant modules, firstly, ex-
pression profile distribution of all samples was checked and
abnormal samples were detected.)e results showed that the
median across the samples was essentially at one level, in-
dicating good normalization between samples (Figure 1(a)).
Besides, no outlier sample was found (Figure 1(b)). )en, all
given soft powers were traversed to get the smallest one
which can make the correlation network conform to non-
scale network attributes, and a soft threshold of 22 was
chosen (Figure 1(c)). Based on the soft threshold power and
dynamic tree cut, 22 modules were identified (Figure 2(a)).
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Figure 1: Expression data preprocess and soft power detection. (a) Boxplot plus violin plot showing the expression profile distribution of all
keloid fibroblasts samples. (b) Hierarchical clustering showing sample correlations and outlier samples. Samples labeled with red bars in the
outlier C row are detected potential outlier samples. (c) Network topology for different soft powers. )e soft threshold power in the
WGCNA was determined based on a scale-free R2 (R2 � 0.85).
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To clarify the interrelationship between the 22 coexpression
modules, we performed a cluster analysis (Figure 2(b)). 22
modules differed significantly from each other (Figure 2(c)).
Several modules were associated with keloid fibroblasts. In
particular, the blue module was most positively correlated
with keloid fibroblasts, and the green-yellow module was the
most negatively correlated with keloid fibroblasts.

3.2. Differential Expression Analysis. Meanwhile, we per-
formed differential expression analysis on the GSE145725
dataset to identify aberrantly expressed genes in keloid
fibroblasts. Principal component analysis (PCA) plots
showed significant differences between the keloid fibro-
blast and normal fibroblast groups (Figure 3(a)). Subse-
quently, 19043 genes were filtered. Of these, 458 IDs met
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Figure 2: Construction of coexpression modules. (a), WGCNA module plot. Dynamic Tree Cut represents initial modules. Module colors
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the threshold of |log2(FC)| > 1 and p.adj<0.05, under
which the number of upregulated gene in keloid fibro-
blasts was 215 and in normal fibroblasts was 243
(Figure 3(b)). In addition, we show the expression profile
of top 20 genes with high and low expression in a heat map
(Figure 3(c)).

3.3. Key Gene Screening and Enrichment Analysis. From
WGCNA modules, we selected the blue module and green-
yellow module as the important modules (Figure 4(a)). )e
genes in these modules were then intersected with DEGs, and
the 186 overlapped genes were regarded as key genes
(Figure 4(b)). To understanding the functions and pathways in
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which these genes are involved, GO and KEGG enrichment
analysis were performed. )rough ID conversion, 176 Entrez
ID was filtered. Under the criterion of p.adj<0.05 and q
value<0.2, there were 537 entries for biological process (BP), 3
entries for molecular function (MF), and 4 entries for KEGG.
In GO-BP analysis, a bubble plot showed that key genes were
significantly enriched in the regulation of supramolecular
fiber organization, extracellular structure organization,

extracellular matrix organization, regulation of cell growth,
positive regulation of cell cycle, connective tissue develop-
ment, and extracellular structure organization (Figure 4(c)).
Oxidoreductase activity, acting on the CH-NH2 group of
donors, oxygen as the acceptor, DNA-binding transcription
activator activity, RNA polymerase II-specific, DNA-binding
transcription repressor activity, and RNA polymerase II-
specific were the significant MF entries (Figure 4(d)). Besides,
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key genes were involved in the vascular smooth muscle
contraction, cGMP-PKG signaling pathway, renin secretion,
and AGE-RAGE signaling pathway in diabetic complications
(Figure 4(e)). )ere were no GO-CC enrichment terms.

3.4. HubGene Identification. To find the hub genes in keloid
fibroblasts, we uploaded the 186 key genes to the String
database. Under the threshold of 0.4 interaction score, a PPI
network was constructed (Figure 5(a)). )en, the interaction

(a)

HAND2

MSX1 BMP4

SIX1
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DLX5

DLX2IRX1

TBX2

MEF2C

(b)

Figure 5: PPI network construction. (a) PPI network was constructed based on 186 key genes in the String website, with interaction score
0.4. (b) Top 10 hub genes were identified by degree algorithm in Cytoscape software.
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data were downloaded and imported into Cytoscape soft-
ware. Filtered by CytoHubba calculation, the top 10 hub
genes with highest degree were BMP4, MSX1, HAND2,
TBX2, SIX1, IRX1, EDN1, DLX5, MEF2C, and DLX2
(Figure 5(b)). )en, we calculated the correlation of hub
gene expression with Spearman’s rank (rs) test. )ere was a
positive correlation between BMP4 and MSX1, between
MSX1 and SIX1, between HAND2 and EDN1, between

HAND2 and DLX5, between HAND2 and DLX2, and be-
tween DLX5 and DLX2. Additionally, IRX1 was negatively
correlated with HAND2. MEF2C was negatively correlated
with SIX1, EDN1, and DLX5 (Figures 6(a) and 6(b)). In
terms of expression level, BMP4, MSX1, TBX2, SIX1, DLX5,
and DLX2 were lowly expressed, while HAND2, IRX1,
EDN1, and MEF2C were highly expressed in keloid fibro-
blasts (Figure 7).
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4. Discussion

Despite different treatments such as compression therapy,
corticosteroid injection, and surgical methods, the recur-
rence rate of keloids remains high [20]. To identify better
treatment targets of keloid, this study used WGCNA
analysis, differential expression analysis, and degree algo-
rithm and screened out 10 hub genes associated with keloid
fibroblast from the GSE145725 dataset, including BMP4,
MSX1, HAND2, TBX2, SIX1, IRX1, EDN1, DLX5, MEF2C,
and DLX2.

Among these hub genes, only BMP4 was reported in
keloid. As we know, this gene encodes a secreted ligand of the
transforming growth factor (TGF)-β superfamily of proteins.
Ligands of this family bind various TGF-β receptors leading
to recruitment and activation of SMAD family transcription
factors that regulate gene expression [21]. According to the
work of Xing Dai et al., activation of the BMP4/Smad sig-
naling pathway may promote transdifferentiation of primary
keloid myofibroblasts to adipocyte-like cells [22].

)e emergence of myofibroblasts is an inevitable process
of tissue repair, and this transdifferentiation process is de-
pendent on signaling through the TGF-β1/Smads pathway,
whose activation leads to the binding of Smad3 to Smad4
and the initiation of fibrotic genes expression such as
ACTA2 [23, 24].)e TGF-β1/Smads signaling pathway runs
through the entire process of wound healing from the in-
flammatory phase to the remodeling phase and is one of the
major pathways regulating scar formation [25]. BMP4 could
facilitate this pathway, thus suggesting the reliability of the
results of this study.

In GO-BP-enriched terms shown in the bubble plot, BMP4
was enriched in terms including smooth muscle cell differ-
entiation, regulation of smooth muscle cell proliferation,
smooth muscle cell proliferation, and connective tissue de-
velopment. )ese BPs were all related to keloid fibroblasts or
keloid [26]. In addition to BMP4, other hub genes were also
involved in many GO-BP. EDN1, in particular has a regulatory
effect on many keloid-related BPs, including regulation of
supramolecular fiber organization, myofibril assembly, regu-
lation of smooth muscle contraction, smooth muscle cell
differentiation, smooth muscle contraction, regulation of

smooth muscle cell proliferation, smooth muscle cell prolif-
eration, regulation of smooth muscle cell migration, smooth
muscle cell migration, smooth muscle cell apoptotic process,
regulation of smooth muscle cell apoptotic process, regulation
of cell growth, positive regulation of cell cycle process, positive
regulation of cell cycle, connective tissue development.

Besides, KEGG enrichment analysis showed that the
cGMP-PKG signaling pathway was significantly enriched.
As we know, this pathway mediates platelet activation,
cardioprotection, smooth muscle relaxation, decrease in
intracellular free calcium, and reduced cardiac hypertrophy
[27]. Importantly, PKG is a protein kinase that when acti-
vated by the second messenger cGMP, phosphorylates
VASP, thereby promoting cell growth and differentiation
[28], and phosphorylates Bad [29] and CREB [30], thereby
decreasing the activity of caspase-3 and inhibiting apoptosis.

Although the sample size of this study is not rich enough
and there is no external dataset to validate the screening
results, this study is still the first to identify key aberrant
genes in keloid fibroblast based on the WGCNA algorithm,
which provides therapeutic targets for keloid and reference
for future research. )e limit is that there are not enough
solid foundation to support the opinion. Further experi-
ments are still needed to confirm the study.

5. Conclusions

)e blue-green and yellow modules may play an important
role in the pathogenesis of keloid. 10 hub genes were
identified as potential biomarkers and therapeutic targets for
keloid.
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In 6G edge communication networks, the machine learning models play a major role in enabling intelligent decision-making in
case of optimal resource allocation in case of the healthcare system. However, it causes a bottleneck, in the form of sophisticated
memory calculations, between the hidden layers and the cost of communication between the edge devices/edge nodes and the
cloud centres, while transmitting the data from the healthcare management system to the cloud centre via edge nodes. In order to
reduce these hurdles, it is important to share workloads to further eliminate the problems related to complicated memory
calculations and transmission costs. (e effort aims mainly to reduce storage costs and cloud computing associated with neural
networks as the complexity of the computations increases with increasing numbers of hidden layers.(is study modifies federated
teaching to function with distributed assignment resource settings as a distributed deep learning model. It improves the capacity
to learn from the data and assigns an ideal workload depending on the limited available resources, slow network connection, and
more edge devices. Current network status can be sent to the cloud centre by the edge devices and edge nodes autonomously using
cybertwin, meaning that local data are often updated to calculate global data. (e simulation shows how effective resource
management and allocation is better than standard approaches. It is seen from the results that the proposed method achieves
higher resource utilization and success rate than existing methods. Index Terms are fuzzy, healthcare, bioinformatics, 6G wireless
communication, cybertwin, machine learning, neural network, and edge.

1. Introduction

Since the development of edge computing [1], it has emerged
as a key strategic approach in a variety of application areas,
especially in the fields of data aggregation, network

connectivity, and other industrial tasks.(e edge is regarded
as an open platform for storage and computing applications
because it is situated near a data source or an object on the
network side. Edge computing is placed between the cloud
and end devices and uses a high-speed data communication
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channel with a local data processing capability between them
to transfer data with processing power equivalent to that of
the cloud [2].

(ere are some basic facilities in the current healthcare
system, but time and space are themain obstacles. Because of
the existing circumstances, this is unavoidable; nevertheless,
in the near future, it will not be a hindrance to progress. It is
also worth noting that an ambulance service is nothing more
than a vehicle for transporting patients with oxygen and
road traffic priority. In addition, the current state of aged
care is woefully inadequate. (ere is a great deal of emphasis
on medical staff in the care of the older population. How-
ever, it has not been made available yet. In ambulances, most
patients die on the way to or from the hospital or even before
the ambulance gets there. Current healthcare systems also
lack an accident detection system [3].

Real-time accident detection is needed to ensure that
medical services are available immediately and on the scene.
Furthermore, outbreaks like COVID-19 cannot be handled
due to a lack of technological infrastructure. (is includes
epidemics and pandemics. In the future, a virus identical to
this one is likely to surface. As a result, creating an intelligent
healthcare system is critical. (e high data throughput and
low delay needs of 6G technology for future healthcare
necessitate the use of this technology. Telesurgery, in par-
ticular, necessitates instantaneous communication. Intelli-
gent healthcare systems will also benefit from holographic
communication and augmented or virtual reality. As a re-
sult, intelligent healthcare cannot make use of 5G and 5G
B5G. In the 5G era, intelligent healthcare will be largely
adopted, which will propel a significant amount of progress
[4].

(e virtual cyberspace in the edge cloud is where the
virtual representation of the end (humans and things)
resides, making it a critical part of the cybertwin com-
munication model. Cybertwin can meet three distinct
needs by supplying 3 different features: network commu-
nications assistant feature, network behaviour logger fea-
ture, and digital asset feature [5, 6]. It is crucial that an end
device connect to the server offering the services. (e
cybertwin will access the network in order to provide the
required service to the end, and once that service is
completed, will return the service to the end. (is is the
most fundamental function of the cybertwin’s communi-
cations assistant. Cybertwin can be thought of as the digital
representation of the goals, which allows the system to
collect and log all the data about the network behaviour of
the user’s system. After removing sensitive information,
cybertwin converts the behaviour data of the users into a
digital asset for sale [7].

Cybertwin on the boundary has been configured to
meet the needs of various industries, such as rapid con-
nection and strong security. Data are being gathered at the
cloud centre, while, on the other hand, edge computing
features device-based processing. As end-user resources get
closer to users, latency between the cloud data centre and
devices decreases. (is, in turn, allows for slightly im-
proved quality of service (QoS). Also, as the number of
devices that will be able to connect to the internet increases,

the network bandwidth or capacity will be a major con-
straint on cloud computing. Likewise, the complexity of
end-user requirements raises the difficulty of service al-
location. Above all, excellent resource selection is critical to
meeting end-user needs [8–14].

During the onset of large-scale distributed neural
network use, the limited computing resources found at the
edge devices present several challenges. A shortage of
resources limits storage. (ese limitations are the shortage
of energy and defects in architecture. Despite their
complementary relationship and the reduced latency that
they enjoy, the edge did not have the necessary resources
to make use of cloud computing. A significant influence
on application performance, task scheduling, and end-
user QoS is the allocation or prediction of available re-
sources. Providing an estimate of the required resources
for each end-user will produce an appropriate resource
plan, which should use certain parameters to estimate the
amount of resources consumed. (erefore, in order to
meet the user’s QoS, the resource estimation needs to
incorporate a task allocation strategy that is optimised for
edge computing.

Historical research has identified cloud, edge nodes, and
end-user devices as the requirements for neural network
deployment. Neural networks are less latency-sensitive when
there is increased resource allocation, but they have the
potential to pass on the original source in the event of la-
tency-critical applications. Edge users are offered distributed
services via multiple hidden layers of neural networks. (e
neural network model predicts and then allocates energy
resources in a near real-time manner, with minimal delay
[7]. (e distributed neural network architecture can identify
when tasks get allocated to different partitions at the edge
and will always use a partition with fewer resources if
distributed edge nodes are utilised.

(e aim is to design and implement distributed neural
networks (DNNs) on edge networks with better perfor-
mance, so that devices at the edge are capable of intelligent
workload prediction. A long-standing constraint on com-
putation and resourcing, represented by the trade-off be-
tween the computational load and resourcing task, has to be
maintained using distributed neural networks.

Here, we developed federated learning (FL) [15, 16] as a
subset of cybertwin as a preliminary model to assist with
decisions related to reresource allocation. Such constraints
as memory and communication complexity are incorpo-
rated into the preliminary model.

(e major contribution of the proposed work is stated as
follows:

(i) To improve the effectiveness of resource allocation
decisions, the author built a FL model. With the
DNN serving as a secondary model, it is now
possible to use the following rules: edge resources
allow zero or multiple edge devices, resources
available, memory requirements, and user quality of
service requirements.

(ii) Decentralized training data distribution is a solution
that optimises the reuse of valuable network
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resources, even in the event of an unreliable net-
work. To distribute environments such as this, FL
(each iteration) enables the edge node to compute
updates to the cloud centre independent of system
requirements, user cases, data size, and imple-
mentation effort.

(iii) Conceptually, it can be said that the model com-
pares the total number of servers connected to the
data centre, the number of servers on the edge that
connect to the cloud, and the response time

(is study is structured as follows: Section 2 provides the
network model. Section 3 discusses the problem formula-
tion, and Section 4 provides a detailed discussion on re-
source allocation using the FNN wireless healthcare model.
Section 5 evaluates the entire work with existing resource
allocation models. Section 6 concludes the entire work with
possible directions for future scope.

2. Network Model

Edge computing fundamentals are discussed in this section,
which finds it situated between the cloud and the edge
devices. Storage, computation, and network services can
benefit from edge computing. Edge computing has a dis-
tributed FNN wireless healthcare model that is utilised to
make distributed computation possible with severely
limited memory and processing power in the edge nodes
and edge devices. Because edge devices are near the re-
sources, real-time communication is possible.

(e cyber twin aims to process data while providing the
ability to communicate and perform computations freely.
(e present study uses a 3-tier architecture with an edge
computing model, as shown in Figure 1.

(e control BSs is responsible for data providing to the
control plane that decides the required resources for the
edge IoT devices. (is resource allocation with uplink and
downlink BSs enables user plane to allocate the resources
for data communication from edge devices via edge IoT
devices.

(is edge device is made to generate data and make the
client consumemore of it. In particular, it urges clients to use
more resources from the edge nodes rather than the cloud.
Devices may range from smartphones to IoT sensor nodes,
intelligent vehicles, and even smart cities. (e edge devices
collect data and communicate with each other using a sensor
network. (e cloud servers located in the cloud centre have
significantly more energy and computing power than nu-
merous edge devices [10].

Switches, routers, and local servers, which are typically
deployed for special services, sit on the edge nodes. (e
compute, storage, processing, and data forwarding are all in
place with these nodes. A single or multihop connection can
be used to connect edge devices with edge nodes or edge
servers. Computing, network, storage, and software re-
sources are all available in the microdata centre (MDC).
Cluster servers and data centres that act as storage and
processing points for data received from edge devices are
positioned at the top of the cloud layer.

Figure 2 shows the process of a service request when
using edge computing. Users can submit requests to the
administrator by using edge devices at the beginning. In
order to meet the QoS user requirements, the query is stored
in the edge nodes and is then passed on to the cloud centres
through the edge nodes. Resources, sensor availability,
service, and applications influence the statistics generated by
the monitoring equipment. (is equipment processes data
that are sent to the edge nodes and QoS service levels for
each user requirement, and these data are analysed to
provide appropriate levels of service for each user. To al-
locate resources in an optimal manner, a FNN wireless
healthcare model processes each service on an edge device
locally to provide the optimal distribution of energy and
bandwidth. A distributed FNN wireless healthcare model
selects an existing resource and allocates it according to user
QoS requirements.

3. Problem Formulation

(e study aims to improve the allocation of energy considering
all constraints for optimal consumption of energy at the IoT
edge network. Furthermore, it considers various constraints
including resource allocation constraints, computational re-
source constraints, radio resource constraints, radio resource
allocation over IoT edge constraints, latency constraints, and
task execution constraints. It is hence formulated as follows:

Cloud server (s)

Edge server (s)

Edge IoT Devices

Cybertwin

Access 
Network

6G Communication

6G Communication

UL BSs

DL BSs

Control BSs

User Plane Control Plane

RAN

CN

UE

Figure 1: 6G edge computing framework.
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N

i�1
a(i) ec(i)(  + C(i) 1 − k f

2
(i) a(i) ,

C1: 
N

i�1
f(i)≤F,

C2: 0≤fi ≤ ai ∗F,

C3: 
N

i�1
θi ≤ L,

C4: 0≤ θi ≤ aiL,

C5: ai ∈ 0, 1{ },

C6:
C(i)

f(i)
(1 − a(i)) + a(i)

C(i)

f(i)
+

D(i)

R(i)
 ≤T(i),

(1)

where α is the execution vector, θ is the allocation of radio
resource by 6G network, and f is the resource allocated in
servers.

Furthermore, the tasks are executed locally while con-
sidering all the constrains α(i)� 0 [6], and the parameters are
set as follows: α(i)tc(i)� 0 and α(i)ec(i)� 0 for local task
execution.

(i) C1—resource allocation constraints
(ii) C2—computational resource constraints
(iii) C3—radio resource constraints
(iv) C4—radio resource allocation over IoT edge

constraints
(v) C5—latency constraint
(vi) C6—task execution constraints

4. FNN Resource Allocation

A multinode FNN wireless healthcare model is often re-
ferred as the FNN wireless healthcare model that aims to
improve the precision and performance and scales according
to larger data size. (e increasing size of input data learning

for learning reduces significantly the training errors and
enables error-free complex operations [8]. (is allows the
distributed FNN wireless healthcare model computing to
draw significant decisions and conclusions over larger data
sizes or in case of complex computing. (e purpose-built
distributed FNN wireless healthcare model operates in
distributed edge computing environment that gains ad-
vantage in terms of its performance requirement, user cases,
data size, and implementation effort.

(e FNN wireless healthcare model learns the entire
model with suitable parameters in the form of a matrix
W ∈Rx× y from the data stored across edge devices, where x
and y represent the input and output dimensions. Consider a
FL model at round t≥ 0, where the server is allowed to
distribute the current FLW(t) over the edge IoTdevices.(e
edge devices update independently the FL model W(t) in
terms of its local data. (e data model after update is
considered as W1(t), W2(t), . . . , Wn(t), and hence, the
update on the edge device say i is defined as
Hi(t)� Wi(t) − W(t), where the edge devices i ∈ S(t). (e
edge device sends update to the edge node and then to the
cloud centre, where it computes the global update based on
the aggregation of edge device update.

W(t + 1) � W(t) + H(t) η(t),

H(t) � n
−1

(t)


i∈S(t)

Hi(t)

.

(2)

(e edge node is allowed to select η(t), the learning rate,
and for faster computation, we have considered η(t)� 1. (e
FL is described for the DNN in next section, where it uses an
individual matrix (W) in order of representing the pa-
rameters over each hidden layer. (e parameters repre-
senting the full connected layers of the DNN in FL is hence
described in the form of 2D matrix. On the other hand, the
study aims to increase the efficiency of communication using
the FNN wireless healthcare model that tends to reduce the
communication and transmission cost of sending the up-
dates Hi(t) to the cloud centre. Whereas, the edge model
considers learning the data from edge devices with con-
strained internet connectivity and its computational avail-
ability. To attain gradient computations, the loss function L
with a parameter vector w is minimised using the learning
problem to attain a closed form solution.

(e study considers a simplest circulant matrix approach
considering a vector r with viable error rates. Hence, the
circulant matrix R ∈Rx×y over a vector r is expressed as
follows:

Cir(r) � R ≔

r0 rd−1 · · · r2 r1

r1 r0 rd−1 · · · r2

⋮ r1 r0 · · · ⋮

rd−2 ⋮ ⋮ ⋱ rd−1

rd−1 rd−2 · · · r1 r0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

It has reduced the cost of storage to O(d) instead of
O(d2). (e computations using the circulant matrix uses fast
Fourier transform to increase the speed of computations.

Healthcare Management 
system Administrator

Service
Response

Cloud

Edge servers

Task Allocation - FNN

QoS SR

QoS SR

Service
Request

Edge IoT
Devices

Edge 
Gateway

Figure 2: (e service request in cybertwin for resource allocation.
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(erefore, the computational complexity for a single-layered
DNN (Figure 3) with a vector r having a dimension d is
defined as O(dlogd).

(e modified circulant matrix R ∈Rd×n is expressed as

R � SHGΠHB, (4)

where G, S, and B are the diagonal matrices, H is the
Walsh–Hadamard matrix, and Π∈ {0, 1}d×d is the permu-
tation matrix.

At the edge IoT device, the resource allocation should
meet the user needs, and it should satisfy the QoS needs.
(erefore, the set of resources in the edge node with the
same service is stated as follows:

R � r1, r2, . . . , rn . (5)

Considering all the attributes for resource allocation, the
resource allocation is carried out based on user requirement,
and the resource set q(i) is defined in terms of QoS attributes
available for resource allocation.

q(i) � q1, q2, . . . , qn , (6)

where n is the index resource with QoS attributes including
response time, availability, cost, and reliability.

Here, the cost is estimated as follows:

p � UbDed

μ
φ

, (7)

where U is the basic service cost, µ is the total requests, φ is
the total service requests, b is the cost regulation, and Ded is
the edge IoT device.

If the resource is similar to the QoS attributes as demanded
by edge device, the attributes set is thus expressed as follows:

u � u1, u2, . . . , um . (8)

(e attribute matrix for QoS with respect to the re-
sources is defined in the form of a decision matrix.

R � (r(ij))n×m,

�

r11 r12 · · · r1m

r21 r22 · · · r2m

⋮ ⋮ ⋱ ⋮

rn1 rn2 · · · rnm

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(9)

where r(ij) is the QoS attribute of jth value over a resource (i).
(e processing of the attribute matrix is considered

meaningless if the units of measurement units are different
for the QoS attributes. Hence, the relationship existing
between user satisfaction and the QoS attributes is formu-
lated as follows:

z(ij) �

r(ij) − min r(j)

max r(j) − min r(j)
, q> 0,

min r(j) − r(ij)

max r(j) − min r(j)
, q≤ 0.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

Here, an objective weight is set for each attribute, since
the edge devices at the end-user have selected preference for
a specific attribute that tends to affect the measurement
directly, and it utilizes a weighted technique to estimate the
preference.

d(u, i) � 
m

j�1

������������������

w(j)∗ (q(j) − u(j))
2



,

sim d(u, i) �
1

1 + d(u, i)
,

(11)

where w(j) is the resource attribute weight, d(u, i) is the
distance from ideal to edge node (i), and simd (u, i) is the
proximity degree [0, 1].

5. Performance Evaluation

In this section, the entire simulation is conducted in Matlab
environment to study the effectiveness of the proposed
model. (is section focuses on the experimentation that has
been conducted to verify the effectiveness of the FNN
wireless healthcare model in helping resource allocation
decisions regarding metrics like average success rate, job
response time, and resource utilisation levels. Latency is
calculated by finding the Euclidean distance between edge
devices according to the distance model in [9]. Response
time is a factor in resource allocation, and an edge device
with a high-valued response time would be considered a
failure-allocated task. (e study uses three data centres with
100 servers, where each server consists of 6 cores with 5
hostings per server. (e location of data centre is considered
random with 30ms response time and with 100 bytes low
latency level.

FNN wireless healthcare model effectiveness is studied
through 3 different performance metrics in this study. For
the first time, the average response time of each allocated
resource to the edge device is measured when computing the
impact of cloud servers on the network node. Also, the
average task utilisation is estimated at the node where the
task is created, and third, the likelihood of tasks allocated per
failure is calculated. Each of these 3 responses is analysed
under consideration of response time constraints, and
eventually, network throughput is estimated.

5.1. Influence of Data Centre with Core Server. According to
estimations, the performance of three techniques on three
different servers connected to a data centre is expected. (is
study will lead to the increase of between 200 and 2000 cloud
servers. Careful consideration has been given to the servers,
such that the total servers that are connected to the cloud
data centre have the same number of servers as those
connected to a microdata centre. Figure 4(a) shows the total
servers connected to edge servers for each allocated task.(e
FNN wireless healthcare model improves the performance
relative to the current FL and DNNwhenmore resources are
shared among the edge nodes. (ere is an optimum level of
performance even if only a small number of servers are
connected to the edge servers.
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In Figure 4(b), higher-order use of resources is illus-
trated. One microdata centre of edge handles over 150 cloud
servers, allowing for greater overall resource utilisation than
just the amount of time spent on scare resources. Addi-
tionally, as more servers are added, the resource utilisation
success rate increases and never reaches 99.99%. (e higher
the burden, the less successful the existing FL and DNN
methods are. As these methods have a harder time handling
the increased burden, they have a negative impact on the
success rate. However, missing the response time constraint
(Figure 4(c)) is a significant barrier to making neighbour-
hood edge data centres a reality. Constrained response time,
limited resource utilisation, and improved success rate were
found to improve overall performance with the experimental
results.

5.2. Influence of Data Centre on the Entire Network. (is
proposed study confirms that the FNN wireless healthcare
model achieves the desired performance even when run on
several edge nodes or in microdata centres. Here, we go from
a state with around 200 edge nodes to around 20 edge nodes,
and then, groups of 20 edge nodes are grouped together with
each group assigned to a service provider. Figure 3(a) shows
that as edge nodes increase, response time decreases from 20
to 10ms. It is because the edge nodes and edge devices are
farther apart today. Another feature that already exists
functions with a similar range; response time grows from
18ms to 21ms. Since the cloud centre appears unaffected by
available edge nodes, it can be concluded that the cloud
centre does not rely on the availability of nodes on the edge.
Figures 3(b) and 3(c) illustrate an increase in the amount of
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Figure 3: (a) Response time w.r.t the influence of data centre. (b) Resource utilisation w.r.t the influence of data centre. (c) Success rate w.r.t
the influence of data centre.
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resources used by the FNN wireless healthcare model
compared to the existing FL and DNN. Additionally, the
proposed mechanism has a higher success rate than in
Figure 3(c). (e findings demonstrate that the FL and DNN
are better than other systems at significantly increasing
performance.

5.3. Impact of Response Time Constraint. (e average re-
sponse time tends to increase as the response time con-
straint increases (Figure 5(a)). (is increases scalability, as
the workloads can be distributed fairly between edge de-
vices and edge nodes. Because of their distance, their re-
sponse time tends to be impacted. For example, in

Figure 5(b), the resource utilisation is compared, and it is
found that the increased response time constraint causes
the utilisation to increase. Performance similar to the FNN
wireless healthcare model can be achieved if the response
time constraint at the edge nodes is increased. (e edge
node can provide a higher percentage of completed tasks in
cloud locations because it has a lower response time
constraint. Furthermore, as shown in Figure 5(c), the av-
erage success rate increases when reresponse time con-
straints are extended. When compared to other existing
resource allocation methods, the proposed solution ob-
tained an average success rate of 99.9%. According to the
results, the FNNwireless healthcare model has an edge over
other methods, even when response time limits are present.
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Figure 4: (a) Response time w.r.t the influence of connected data centre. (b) Resource utilisation w.r.t the influence of connected data centre.
(c) Success rate w.r.t the influence of connected data centre.
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6. Conclusion

In this study, the FNN wireless healthcare model applies
its distributed resource allocation settings to allocate
optimal resources to the edge devices. To support the
distributed settings of edge intelligence, FL adjustments
are implemented. In terms of improved average success
rate, higher resource utilisation, and increased network
throughput, the design of computational and storage cost
reduction in the edge network and in hidden layers has
been a big success. Conventional methods demonstrate

higher scalability in distributed deep learning models
compared to the FNN wireless healthcare model. In fu-
ture, metaheuristic models can be deployed to create shear
intelligence on detecting optimal resource allocation to
edge devices.

Data Availability

(e datasets used and/or analysed during the current
study are available from the corresponding author upon
request.
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Authentication is a suitable form of restricting the network from different types of attacks, especially in case of fifth-generation
telecommunication networks, especially in healthcare applications. )e handover and authentication mechanism are one such
type that enables mitigation of attacks in health-related services. In this paper, we model an evolutionary model that uses a fuzzy
evolutionary model in maintaining the handover and key management to improve the performance of authentication in nanocore
technology-based 5G networks. )e model is designed in such a way that it minimizes the delays and complexity while
authenticating the networks in 5G networks. )e attacks are mitigated using an evolutionary model when it is trained with the
relevant attack datasets, and the model is validated to mitigate the attacks. )e simulation is conducted to test the efficacy of the
model, and the results of simulation show that the proposed method is effective in improving the handling and authentication and
mitigation against various types of attacks in mobile health applications.

1. Introduction

In recent times, the mobile and telecommunication devices
get faster and more functional with each wireless network
applicable on mobile health programs in healthcare. )e
speeds we have today were made possible by 4G [1]. Nev-
ertheless, 4G networks are nearing their capacity limit as
more people get online and demand even more data from

their gadgets and smartphones. )e researchers are now on
the verge of transitioning to 5G, the wireless technology.

)e increased traffic can be handled on this network than
on Long-Term Evolution (LTE) networks. )e 5G mobile
network concept is being discussed by both business and
academia. Next-generation mobile networks should be in
place by 2020, according to current estimates. With in-
creasing data traffic, devices are being studied to see if it is
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possible to attain 1ms latency [2]. )ere will also be new
features in 5G, such as the heterogeneous network inte-
gration with the network security over reliability and pro-
visioning [3, 4].

As a result of these performance requirements, various
5G network technology solutions have been implemented,
including HetNets, software-defined networking (SDN), and
more. SDN has gotten a lot of interest recently as a
promising new technology for the next generation of
wireless mobile networks [5–8]. Control plane and data
forwarding are separated or decoupled in an SDN, allowing a
centralised controller to take control of the network. )e
control plane of an SDN network is independent of data
forwarding and programmable. )is SDN functionality
makes network configuration and reconfiguration much
simpler [9].

Additionally, it offers excellent security management
over network opportunities in terms of adaptability and
programmability. In contrast, developing SDN and NFV
technologies may run and instantiate networks and their
services in order to minimise costs and improve perfor-
mance [10]. )e 5G heterogeneous networks are critical to
achieving goals such as low energy consumption, low cost,
and full coverage. HetNet heterogeneity allows for more
coverage, higher capacity, and improved performance.

Different 5G cells, including relays, microcells, and
femtocells are being proposed to support imminent coverage
[11]. As a result, the next-generation network is expected to
be significantly more heterogeneous, and because of the
densified deployment of a small cell, users should expect to
see more frequent handoffs [12–21].

Vertical handover is critical in such a heterogeneous
environment because it allows different networks to be
integrated with one another. As a result, the researchers will
be able to take advantage of the best features of existing
networks. For a registered and valid user to gain access to
network resources, authentication is necessary. Further-
more, mutual authentication can maintain secrecy by pro-
tecting communication entities from diverse threats and
ensuring the integrity of their data. Due to frequent user
movement across multiple networks, a smooth and secure
solution for handover authentication is required to protect
against various attacks.

In order to provide secured access to users on a foreign
network, a rapid and effective authentication mechanism
must be designed. However, there are not many studies
looking specifically at 5G mobile network architecture and
security in mobile healthcare applications.

Due to certificate-based authentication high security
and ability to provide authentication, a system based on
shared key distribution for certificate authentication is
proposed. )us, users in the 5G network environment can
be certified by other networks. It is intended that the ef-
fectiveness of security management techniques, as well as
the overall network view, will be improved using an evo-
lutionary model. Transport Layer Security (TLS) is used in
the proposed approach, but it is enhanced with preinitial
authentication, which gives a shared certificate to registered
user equipment only. As a result, the suggested system

incorporates mutual authentication, key exchange, and
agreement components. Data integrity and privacy are also
provided as well as resistance against many forms of
attacks.

)e main contributions are given as follows:

(i) Using the SDN for network management and se-
curity, as well as the HAU for seamless and effective
handover, helps to create a global perspective of the
network.

(ii) To provide great security and mutual authentica-
tion, the TLS protocol should be used.

(iii) )is ensures that vertical handover processes are
consistent and secure because the certificate au-
thentication relies on key distribution that has a
fuzzy evolutionary model. )e evolutionary model
maintains the handover and key management to
improve the performance of authentication with
nanocore elements in 5G networks.

2. Related Works

By extending the 3GPP LTE hierarchical architecture and
integrating the SDN technology, they presented a 5G mobile
network architecture that can leverage intelligence and
programmable networking capabilities. An authentication
handover [22] based on SDN functions is presented in the
design, and this allows subscribers to track their movements
and their next location to be monitored. As a result, AHM is
able to recognise prospective target cells and begin the
handover operation to minimise the associated signalling
delay.

Symmetric key cryptography and Elliptic Curve Dif-
fie–Hellman are used in [23] to propose an authentication
mechanism for LTE networks. With the addition of a local
authenticator, they fixed the flaws in the EAP-AKA protocol.
As a result, this approach can safeguard user identification
against a variety of attacks while also enabling data integrity
and mutual authentication across users. In the context of 5G
networks, the approach may not be efficient or scalable due
to the high number of small cells and users.

He et al. [24] presented a technique based on binary
pairing functions to secure the operation of handover and
reduce the communication and computation costs as an
alternative authentication scheme. )e delay can be as high
because the authentication server is normally placed re-
motely, which makes it unsuitable for 5G requirements due
to frequent handovers between the authentication server and
tiny cell access points.

An evolved packet system in LTE networks was pro-
posed by in [25] to overcome numerous flaws of EAP by
lowering computational overhead and authentication la-
tency and satisfying security requirements. EPS uses simple
password key exchange. With a secret key, the major goal is
to keep the user UE private while also minimising the size of
sent messages and speeding up the protocol. )e authen-
tication process gets more simplified, but there is a risk of
increased delays in 5G small cell networks due to a higher
frequency of enquiries.
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3. System Model

In order to have robust security against multiple attacks, the
heterogeneous 5G mobile network environment should
match the criteria of secured data transmission from mobile
health applications [26, 27].

)e researchers also need to meet the following re-
quirements: mutual authentication, data privacy and in-
tegrity, and protection from passive and active attacks such
as DoS and Man in the Middle (MitM) attacks. Because
millimetre waves have poor signal transmission character-
istics and operate at very high frequencies, the 5G mobile
network is more heterogeneous, with many tiny cells.

Network accessing over UE differs from that of access
points (APs) and evolved network nodes (eNBs). Using 5G
multilayer coverage, this heterogeneous paradigm not only
keeps up with the progress of existing technologies but also
meets the data traffic demand with small cells that provide
extremely high throughput and underlying macrocells that
provide ubiquitous coverage even with small cell deploy-
ment. Minimal power tiny cells are, therefore, expected to be
a significant part of the 5G network, enabling users to
communicate at low cost while also providing great capacity.

Figure 1 shows the handover authentication unit (HAU)
installed in the 5G mobile network SDN controller, which
underpins SDN technology.

All 5G access points, base station (BS), and switches are
equipped with relevant SDN protocols to support SDN-
enabled 5G networks. To ensure flawless handover au-
thentication, the implemented HAU must keep tabs on and
forecast the locations of registered mobile users and then
prepare the necessary BS and APs before the users arrive.
)eHAU stores and analyses user data by employing a traffic
flow filter to collect physical layer attributes from registered
users. Once user equipment has been preauthenticated for
the first time, data collection will begin.

)e study uses a downlink LTE system, where the eNB is
placed within the UE (u) set. It is then distributed inside the
network coverage range. )e eNBand UE is of a single SISO
antenna type.

We consider the user set S� {1, 2, . . ., S} with the service
set us, where ∪ s∈Sus � u and s ∈ S. Each individual user is
allowed to authenticate the network for one time
∩ s∈Sus � ∅.

While TDMA is employed in LTE, the OFDMA tech-
nology is used in the multiple access strategy. Due to sig-
nalling limits and the assignment of radio resource blocks,
this is taken into account. )e LTE system places the K RBs
in k sets, which are then distributed. )e TTI is the period of
time during which the UE is given access to the RRA al-
gorithm-allocated resources. )e TTI here is the same as the
RB timing duration, and each RB is assigned to a single UE
for the period of a single TTI.

Each TTI complex channel coefficient hu,k contains the
propagation effects over the LTE channel, such as shad-
owing, path loss, and small-scale fading UE (u ∈U) and eNB
over RB (k ∈K). Channel response is referred to as a complex
channel coefficient because coherence is greater than RB;
hence, the channel fades flatly. Subcarrier and the 1st OFDM

symbol are the most common uses for this. In order to
estimate the hu,k, UE uses pilot symbols, and the data are
transmitted via eNB for transmission. )is estimates the
channel hu,k to be as, and it is modelled as follows:

hu,k �
���������
(1 − ξ)hu,k


+

��
ξη


, (1)

where ξ ∈ (0, 1)- channel estimation degradation and η∈C-
channel estimation error.

)e channel estimation error is modelled as a random
variable as follows:

E |η|
2

  � E hu,k



2

 . (2)

)e current research finds the authentication error
linked to channel estimate errors, and the parameter ξ is
assessed depending on the impact of those flaws. Finally,
reports are taken into account at each TTI, and the eNB
obtains measurements immediately.

Additionally, the estimated instantaneous SNR cu,k for
each TTI is determined as follows:

cu,k �
pu,k

hu,k




2

σ2
, (3)

where pu,k- eNB power and σ2- AWGN power.

SDN controller 

AP AP 

eNB eNB 

BS 

eNBBeNBA

APB

APA

SDN Controller

Figure 1: Simplified 5G network architecture with SDN for
medical datasets.
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)e link adaptation mechanism, which is employed in
LTE as well, selects the MCS (m) from a list of MCSs using
eNB (M).

When applied to the set, the MCS selection employs cu,k

and considersM� |M| with varying MCS, where |·| specifies
the cardinality. )e UE u in k-related MCS mu,k is deter-
mined as follows:

mu,k � f cu,k , (4)

where f (cu,k)- link adaptation function.
)e eNB used in this study selects the superior MCS

from among the available UE, resulting in a higher data rate
per unit of network power consumed.

UE uses MCS to transmit information to the eNB, which
assures the block error rate value. )e needed block error
rate value is utilised to acquire the link adaption curve with
minimal SNR cu,k,m, and it is evaluated as follows:

cu,k,m � f
−1

mu,k , (5)

where f −1(·)- inverse link adaptation function.
)e throughput rate ru,k,m over a user k of UE u through

a multichannel system m is illustrated as follows:

Ru � 

K�|K|

k�1


M�|M|

m�1
ru,k,mxu,k,m, (6)

where xu,k,m- assignment allocation index.
)e authentication τu for the UE u is obtained via Ru rate

using φ(·) function as follows:

τu � ϕ Ru( . (7)

4. Proposed Method

Because the 5G mobile network will be highly heteroge-
neous, mutual authentication between the users and server is
one network criterion. )e suggested system makes use of
mutual authentication and FEA-TLS security capabilities.
Apart from these characteristics, FEA-TLS comes with even
more noteworthy ones, including fragmentation, key ex-
change and agreement, reauthentication, and resilience to
MitM and replay attacks.

When it comes to the FEA-TLS protocol specification,
the following shows the process of the proposed protocol:

(i) Public key infrastructure is used by FEA-TLS;
therefore, certificates are required

(ii) )e UE and the authentication server are the first
points of contact

(iii) )e certification authority issues certificates to
authentication servers and user equipment

(iv) )e user equipment certificate must be validated
with a network server during the UE lifetime

(v) To verify a user certificate, the authentication server
needs a certificate from a certification authority

4.1. Proposed FEA-TLS Protocol. According to the estima-
tions, the suggested protocol is more efficient than other
evolutionary TLS-based systems when it comes to handover
authentication with the signed certificate. It also fits the 5G
mobile network requirement for a heterogeneous environ-
ment. Key exchanges are made possible with the deployment
of this FEA-TLS-based system for authenticating user
equipment.

An initial authentication strategy using shared key
cryptography is proposed for use in the new protocol, and
this key will be utilised by the UE to obtain a certificate and
gain access to resources on the foreign network during
vertical handover. UE requests for the foreign network
certificate rather than transferring it straight from that
authority to UE, which is one of the key aspects of the
proposed system.

Figure 2 shows the beginning of the handover authen-
tication procedure. Figure 3 shows the process as it con-
tinues. As a result, the proposed technique protects the UE
identity from being attacked.

4.1.1. Preinitial Authentication. )e user equipment will
transmit the handover request and physical layer attributes
to the home network eNB. )e HAU then verifies these data
before distributing the symmetric keys. eNB on the home
network then responds with symmetric keys from the home
networks, as depicted in Figure 2.

4.1.2. FEA-TLS Authentication. Before the UE begins the
authentication process, the eNB shares the identity of UE
with the AP of a foreign network for the identification
verification process that is provided by the UE during the
handover request, as illustrated in Figure 3. )e UE will now
send the AP a start packet. It is common for this AP to send
the UE a FEA-TLS request packet. )e UE responds to the
AP with a packet including identification information.

As soon as the AP receives the UE identification in-
formation, it compares it with the UE id received from the
eNB in the home network and confirms the information.
Additionally, the AP will need to send an empty FEA-TLS/
start packet, which is an FEA-TLS-packet type with the start
bit set, to the UE during this verification process.)eUEwill
send a welcome message with a cipher message, packet type,
a session Id, and a random number to begin the FEA-TLS
interaction.

)is will be followed by a response from the AP with an
EAP request packet with the FEA-TLS packet type along
with the hello message and version number along with an
acknowledgement to begin key exchange with the AP set-
tings. To verify the certificate, the UE will send an already
shared symmetric key along with a signed response from it.
)is packet is subsequently forwarded to the AP, which
verifies and responds with the completed message con-
taining the signed certificate and key of the response of UE
authentication to the AP. After receiving the completion
handshake message, the UE responds using a null message if
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the verification was successful. )is session will come to an
end when the AP responds with a success message.

Assume that the home network registers the UE with a
SIM and a key is shared between the two networks.
)erefore, when the UE leaves its home network and enters a
foreign network, it must gain access to the foreign network.
Both parties to the roaming agreement have signed it, as
shown in Figure 3.

Public keys that are known by the UE, home network, and
the foreign network tend to get shared between the networks
via the proposed FEA-TLS authentication. A certificate issued
by the certification body is also present on both networks.
SDN controller HAU shares user identity with the foreign
network AP prior authentication based on UE location.

By eliminating the need to communicate identity veri-
fication to the HAU, this AP can perform UE identity
verification faster, allowing for seamless authentication
handover for the UE. As soon as the UE returns to its home
network, the HAU will see if the new UE it just added is in
the list of previously registered ones. As long as the UE is on
the list, HAU will have access to its own private network.

5. Security Verification

)is section conducts both informal analyses as shown
below.

5.1. Mutual Authentication. FEA-TLS provides mutual au-
thentication between the HAU and UE. With a handover
request, the UE challenges the HAU preinitial authentica-
tion. Only the HAU has access to UE secret key, which
grants UE network access.

5.2. User Identity Protection. )e UE will have access to
foreignAps, if it requests a certificate. By distributing certificates
in a fresh order, random variable, time, and the UE location are
obscured. Each time a new user registers, the generation of
temporary Id is carried out using a randomly generated variable.
Aside from that, this temporary identifier will be altered at
random, making it impossible to track down the original
registrant. HAU in SDN has access to the user current location.
By doing this, the user equipment identity is protected.

5.3. Signaling Overhead. In the FEA-TLS approach, au-
thentication takes place between an AP of a foreign network
and a user. Due to the SDN-enabled 5G network, there are
no additional user ID verification and round-trip delays, and
it takes much less time.

5.4. Passive Attack. A valid request packet may be obtained
with this technique, but the message cannot be decrypted
without private key. )e fact that SHA-1 features a mech-
anism for generating keys makes it difficult to decrypt
without the private key. As a result, the study designed the
evolutionary system to be resistant to a passive attack.

5.5. MitM Attack. MitM attacks will not be able to succeed
against this model. When an identity of the user is secured by a
temporary public key pair issued by the UE, attackers cannot
get their hands on or change the key, and thus, it is useless to
them. As a result, the HAU only shares the UE identification
with the AP when the UE makes a handover request and finds
the UE position. As a result, passive attacks are not a problem.

6. Results and Discussion

In this section, the performance evaluation is conducted on
fuzzy evolutionary algorithm to control the HAU.)emodel
is compared with existing methods in terms of various
metrics including space complexity, communication over-
heads, executed handovers, and latency in handover.

6.1. Communication Overheads. Figure 4 shows the com-
munication overhead between FEA-TLS on HAU with
existing fuzzy and TLS methods. )e results of communi-
cation overhead show that the proposed FEA-TLS achieves
reduced communication overhead than the other methods.

6.2. SpaceComplexities. Figure 5 shows the space complexity
between FEA-TLS on HAU with existing fuzzy and TLS
methods. )e results of space complexity show that the
proposed FEA-TLS achieves reduced space complexity than
the other methods.

6.3. Handover Latencies. Figure 6 shows the handover la-
tencies between FEA-TLS on HAU with existing fuzzy and
TLS methods. )e results of handover latency show that the
proposed FEA-TLS achieves reduced handover latency than
the other methods.

UE AP of Home
Network 

Information/Handover Request 

Symmetric key

Figure 2: Healthcare security (initial authentication).

UE AP 

Start

Sending UE identity

HAM

FEA-TLS identity/request

FEA-TLS identity/response

Verified UE identity

Response/Hello/Session ID

Request/Hello/Key Exchange

Request/Cert/Key Exchange

Request/Change Cipher

Response/Null

Success

Figure 3: Flow of authentication for medical data.
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6.4. Executed Handovers. Figure 7 shows the executed
handover between FEA-TLS on HAU with existing fuzzy
and TLS methods. )e results of executed handover show
that the proposed FEA-TLS achieves highly successful
handover than the other methods.

From the results, it cloud be inferred that the pro-
posed method achieves higher rate of accuracy in
detecting the attacks while the data are transmitted from
mobile health programs in healthcare. )is shows higher
efficacy in improving the mitigation of attacks in the
healthcare field.

7. Conclusions

In this paper, we proposed the fuzzy evolutionary model for
handover and key management in 5G networks for im-
proving the network performance in terms of authentication
in mobile health programs. )e use of nanocore elements in
5G hardware with the fuzzy evolutionary model reduces the
computational complexity and delays while authenticating
the messages and users. )e evolutionary model mitigates
the attacks during the training process with relevant data-
sets, and the validation shows improved detection accuracy
for the mitigation of the attacks. )e simulation shows an
improved efficacy of the fuzzy evolutionary model in terms
of improved accuracy, and furthermore, it shows secured
authentication of input messages and users into the network
against various type of attacks in mobile health programs.
)e space complexity, handover latency, and executed
handovers are minimal in the fuzzy evolutionary model than
in other methods.
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&e objectives of this study were to improve the efficiency and accuracy of early clinical diagnosis of cervical cancer and to explore
the application of tissue classification algorithm combined with multispectral imaging in screening of cervical cancer. 50 patients
with suspected cervical cancer were selected. Firstly, the multispectral imaging technology was used to collect the multispectral
images of the cervical tissues of 50 patients under the conventional white light waveband, the narrowband green light waveband,
and the narrowband blue light waveband. Secondly, the collected multispectral images were fused, and then the tissue classi-
fication algorithm was used to segment the diseased area according to the difference between the cervical tissues without lesions
and the cervical tissues with lesions. &e difference in the contrast and other characteristics of the multiband spectrum fusion
image would segment the diseased area, which was compared with the results of the disease examination. &e average gradient,
standard deviation (SD), and image entropy were adopted to evaluate the image quality, and the sensitivity and specificity were
selected to evaluate the clinical application value of discussed method. &e fused spectral image was compared with the image
without lesions, it was found that there was a clear difference, and the fused multispectral image showed a contrast of 0.7549,
which was also higher than that before fusion (0.4716), showing statistical difference (P< 0.05). &e average gradient, SD, and
image entropy of the multispectral image assisted by the tissue classification algorithm were 2.0765, 65.2579, and 4.974, re-
spectively, showing statistical difference (P< 0.05). Compared with the three reported indicators, the values of the algorithm in
this study were higher.&e sensitivity and specificity of the multispectral image with the tissue classification algorithm were 85.3%
and 70.8%, respectively, which were both greater than those of the image without the algorithm. It showed that the multispectral
image assisted by tissue classification algorithm can effectively screen the cervical cancer and can quickly, efficiently, and safely
segment the cervical tissue from the lesion area and the nonlesion area. &e segmentation result was the same as that of the
doctor’s disease examination, indicating that it showed high clinical application value. &is provided an effective reference for the
clinical application of multispectral imaging technology assisted by tissue classification algorithm in the early screening and
diagnosis of cervical cancer.

1. Introduction

Cervical cancer is a commonmalignant tumor in women. Its
incidence ranks third in the world and ranks among the top
three fatal gynecological tumors in most developing coun-
tries. According to a report from the World Health Orga-
nization (WHO), approximately 550,000 women worldwide
become patients with new cases of cervical cancer each year,
andmore than half of these patients die of cervical cancer. As
a developing country, China has more than 150,000 new

patients with cervical cancer each year, of which more than
60,000 fatal cases accounting for more than 30% of new
female patients with cervical cancer in the world. In recent
years, the number of young female patients has gradually
increased [1]. &e site of cervical cancer is in the female
cervix, and the cause is the growth and proliferation of
abnormal cells in the female body. Early cervical cancer
generally has no special differential symptoms, and late
cervical cancer can develop into cervical cancer in situ and
cervical invasive cancer [2]. Some countries under
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development and with scarce medical resources lack ad-
vanced medical resources and inspection equipment, so that
women cannot get timely early screening and diagnosis,
leading to cervical cancer gradually becoming the death
killer of women.

&e early diagnosis and identification methods of cer-
vical cancer mainly include cell smear, colposcopy, and
biopsy [3]. &ese examination methods have different
shortcomings. For example, the cell smear method can easily
lead to missed diagnosis of cancer cells because of the limited
available cell smears; and the colposcopy method is mainly
the result of the subjective judgment of the colposcopy
doctor, so it is highly subjective and cannot make indi-
vidualized diagnosis of patients. For female patients, the
biopsy method needs to bear a physical and psychological
burden, the test results are usually not available in a short
time, and it is easy to delay the patient’s treatment op-
portunity [4,5]. Cervical cancerous tissue will undergo
physiological and pathological changes, which will cause
optical changes in the tissue. Optical pathological diagnosis
can avoid the above defects and has the characteristics of
noninvasive and rapid. Especially, multispectral imaging
technology has been widely used in recent years. Multi-
spectral imaging technology is a new photoelectric detection
technology. As an analysis tool, it has been widely used in
many fields including biomedicine due to its unique tech-
nical advantages of both spectral detection and imaging. &e
biggest difference between multispectral imaging technology
and ordinary imaging technology is that it converts black
and white imaging or red, blue, and green imaging with low
color accuracy into spectral imaging with higher color di-
mensions. A set of image sequences collected at different
band positions are used to accurately record the “color”
information of the marker sample and to obtain a high-
resolution spectrum of each pixel in the image, instead of the
three primary color images seen by the naked eye. With the
assistance of multispectral fluorescence microscopes,
quantum dots can achieve high accuracy and sensitive
quantitative detection of molecular information, in situ and
real-time co-imaging, and multimolecule co-imaging and
interaction. Multispectral fluorescence imaging based on
quantum dots can help improve tumor classification and
predict tumor prognosis. Hu and Ma [6] used the snapshot
multispectral narrowband imaging technology to accelerate
the spectral image acquisition process, improve the gray-
scale contrast between tissues of different disease levels, and
realize the automatic classification of cervical tissue lesions
with high frame rate.

In order to better screen for cervical cancer, it is nec-
essary to identify and segment the image of the lesion. At
present, the extraction of cervical cancer image lesions is
generally performed by doctors for manual segmentation,
which depends on the doctor’s theoretical knowledge and
experience, and is highly subjective. In addition, it is time-
consuming and labor-intensive, more andmore images need
to be processed, and manual segmentation obviously cannot
meet the demand. With the application of computer algo-
rithms in medical imaging, the use of intelligent algorithms
for automatic or semiautomatic segmentation of lesions can

greatly reduce the workload of doctors. &e tissue classifi-
cation algorithm is through the aid of computer algorithms;
all elements in the original image will be summarized into
several clusters with different differences [7].&e elements in
the cluster have similar elements, but there are big differ-
ences between clusters [8]. &at is, after inputting the
original feature map, it is a computer technology that divides
the feature regions of different images. It includes several
modules such as computer signal processing, image analysis,
image fusion, segmentation, and recombination. &e type,
size, range, shape, and other information of the target are
displayed in the figure in the form of division, and the final
inspector will get the most intuitive image morphology [9].
At present, there have been research projects on applying
tissue classification algorithm to the research of lung cancer,
and there are very few research projects corresponding to
cervical cancer. &erefore, the characteristic wavelength of
whether the lesion occurs were adopted in this study, and the
tissue classification algorithm-assistedmultispectral imaging
technology was applied to the screening and diagnosis of
cervical cancer patients, so as to realize the early screening
and discrimination of cervical cancer, providing theoretical
reference for clinically rapid and efficient screening of
cervical cancer.

2. Methods

2.1. Research Objects. In this study, 50 patients with sus-
pected cervical cancer fromOctober 2019 to October 2020 in
the hospital were selected as the research objects. &ey were
between 25 and 55 years old, with an average age of
40.2± 5.3 years.

&e inclusion criteria were defined as follows: patients
who were between 25 and 55 years old; patients with no
pregnancy and no sexual history during the experimental
study; patients with no symptoms of reproductive tract
infections or bleeding; and patients without vagina opera-
tions such as lavage.

&e exclusion criteria were defined as follows: patients
with reproductive tract co-infected diseases or vaginal
bleeding; women during pregnancy and menstrual period;
patients who underwent cervical resection or took drugs to
wash and treat the cervix within 48 hours; patients with
mental or consciousness disorder and poor compliance; and
patients who were allergic to alcohol.

All patients in this study and their authorized persons
had signed the informed consent forms, and the study had
been approved by the Medical Ethics Committee of the
hospital.

2.2. Principle of Multispectral Imaging for Cervical Tissue
Examination. &e micro-snapshot narrowband multispec-
tral imaging system was adopted in this study. &ree nar-
rowband multispectral images of 50 patients’ cervical tissues
were collected under conventional white light waveband,
narrowband green light waveband, and narrowband blue
light waveband, with the number of acquisition frames of
about 25 fps. &e specific details are shown in Figure 1.
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2.3. Multiband Image Fusion. Before the organization algo-
rithm, the multispectral image was firstly fused to eliminate
the influence of factors such as different wavebands, degree of
filtering, and conversion rate with different wavebands [9]. In
this study, contrast was used tomeasure image clarity, and the
below equation is taken as the calculation standard:

Contrast � 
δ
δ(i, j)

2
pδ(i, j). (1)

In (1), δ(i,j)� |i − j| represents the difference in gray value
between two adjacent image elements and pδ(i,j) refers to the
distribution probability of two image elements when the
gray value between the two adjacent image elements was δ.

2.4. Multispectral Fusion Image Combined with Tissue Clas-
sification Algorithm. Due to the difference in the contrast of
the multiband spectrum fusion image between the unin-
fected cervical tissue and the diseased cervical tissue, the gray
value of the lesion area is generally slightly smaller than that
of the normal tissue [10]. &erefore, the tissue classification
algorithm was used to classify the spectra of different tissues
in this study. &e tissue classification algorithm is to use the
band characteristics or spatial characteristics of the multi-
spectral image as the boundary between normal and dis-
eased, so that the elements on the spectrum are divided into
different levels or categories, thereby realizing alternative
subjective analysis [11]. &e tissue classification algorithm
used in this study was mainly to adopt the K-value clustering
algorithm to summarize and analyze the physiological and

pathological regional features of the cervical cancer site and
then apply the corresponding regional features to analyze
the cervical tissues of 50 patients with no lesions. &e second
step was to convert a monochrome black and white image
into a distribution image of a given color. &e algorithm
principle is shown in Figure 2. &e K-means clustering
(KMC) algorithm was adopted to divide the lesion area and
the nonlesion area, and then a single gray-scale image was
stored into a multicolor image that can be intuitively dis-
tinguished. On the one hand, it improved the precise
identification of the target area onmultispectral imaging and
increased the feature discrimination of the image and the
features that can be easily distinguished; on the other hand, it
can also make the clinical imaging physicians more ac-
ceptable when judging the multispectral imaging map in-
tuitively [12]. &erefore, after the KMC algorithm obtained
the gray image, the most classic Bayer image color array
format interpolation algorithm was used. In this study, the
diseased cervical tissue was marked in red, and the normal
cervical tissue was marked in green.

2.5. Evaluation Indicators for Tissue Classification Algorithm-
Assisted Multispectral Image. In order not to be affected by
subjective evaluation, a quantitative evaluation equation was
adopted to evaluate the image quality, so as to evaluate the
restored color images through quantitative indicators to
improve the accuracy of image discrimination. &e average
gradient, SD, and image entropy were selected as the
evaluation indicators to restore the image results. &e results
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Figure 1: Schematic diagram of multispectral imaging system.
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of this study were compared with the reported International
Commission on Illumination (CIE) color reduction method
[13]. In the below equations, G represents the average
gradient, which was the average of the image gray value
change rate and used to reflect the sharpness of the image;
and the larger the G, the better the image; SD represents the
dispersion of the pixels and the average value in the image.
Generally, the larger the SD value, the higher the image
pixels and the better the quality; H is the image entropy,
which represents the characteristics of all gray values of each
image. &e larger the value of G, the more average infor-
mation the image contains and the better the image quality.

G �
1

M × N


M

i�1

N

j�1

���������������

Δf/Δx2
+ Δf/Δy2

2



, (2)

SD �

���������

1
M × N



M

i�1






N

j�1
pi,j − x 

2
, (3)

H � − 
n−1

i�0
pilog2pi. (4)

In (2) above, M ×N represents the size of the image; i
and j represent the pixel value of an element in the i-th
row and j-th column, respectively; Δf/Δx is the image on
the X axis (horizontal direction); and Δf/Δy is the
gradient of the image on the Y axis (vertical direction). In
(3), Pi,j represents the pixel value of the i-th row and j
column; and x represents the average value of the image.
In the above equation (4), n − 1 represents the n − 1 gray
levels of the image, and pi refers to the probability of
occurrence of the i-th gray value.

2.6. Indicators for Combination of Algorithm and Clinical
Examination. &e aforementioned tissue classification
algorithm combined with multispectral imaging was used
to systematically examine the cervical cancers of 50 pa-
tients. In order to prevent infection, in all patients were
used disposable operating tools during the examination,
and experienced imaging physicians and gynecologists
perform biopsy sampling, detection, image collection,
and analysis of results. At least 3 test points were collected
for each patient. Sensitivity and specificity were selected
as the indicators of the algorithm in clinical multispectral
imaging.

START

Enter the number of clusters

Set partition characteristics

Initialize cluster centers

All elements are allocated to
the nearest cluster

Reset each cluster center

Satisfies matrix
convergence

Output result

YES

NO

Figure 2: &e algorithm principle.
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Se �
A

A + C
× 100%. (5)

Sp �
B

C + B
× 100%. (6)

In equations (5) and (6) above, Se and Sp refer to the
sensitivity and specificity, respectively; A means that the
results of the disease examination and the algorithm check of
this research were both positive (with disease); Bmeans that
the results of the disease examination and the algorithm
check of this study were both negative (no disease); Cmeans
that the result of the disease examination was positive and
the result of algorithm adopted in this study was negative;
and D means that the side-by-side result was negative and
the result of this algorithm was positive.

3. Results

3.1. Multiband Image Fusion Results. After all the cervical
tissues were preprocessed, the images were fused and pro-
cessed according to whether different cervical tissues had
different characteristic bands and response to light. It was
found that there was a great difference between the fused
spectral image 3(b) and the image 3(a) without lesions. At
the same time, it was found that the contrast of the fused
spectral image was 0.7549, which was also higher than the
contrast of 0.4716 after the fusion, showing statistical dif-
ference (P< 0.05). It indicated that the separation of the
fused image was improved and the image was clearer, as
shown in Figures 3 and 4.

3.2. Algorithm-Assisted Spectral Image Results. &e histo-
logical algorithm and multispectral image were combined to
perform K-means unsupervised classification processing
and color restoration technology on the collected cervical
tissue. Figure 5(a) shows the 3 detection points of the
cervical tissue and whether there were lesions. Figure 5(b)
shows the multispectral image after fusion processing and
the location of the detection points on the image. Figure 5(c)
shows the tissue classification algorithm-assisted fusion
processing spectral cervical tissue and the results of seg-
mentation in this image. &e green mark in the figure is the
area without lesions, while the red mark is the area with
lesions. In the results of tissue classification diagnosis,
Figure 5(c) is more intuitive than Figures 5(a) and 5(b) for
whether the cervical tissue was cancerous or not and its
scope, making it easier for clinicians to diagnose quickly.

3.3. Evaluation Indicators for Tissue Algorithm Image. &e
restored image was evaluated using three indicators. As
given in Figure 6, the multispectral image average gradient,
SD, and image entropy in this study based on the tissue
classification algorithm were 2.0765, 65.2579, and 4.974,
respectively, which were higher in contrast to the reported
values (1.1777, 50.4657, and 3.9025, respectively), showing
statistical difference (P< 0.05). It disclosed that the multi-
spectral cervical tissue image based on the tissue

classification algorithm was clearer, the segmentation of the
lesion was clearer, and the overall quality of the image was
better. &erefore, it could be applied in clinics to assist
doctors in effectively completing the diagnosis of cervical
cancer.

3.4. Results on Clinical Examination Indicators. To test the
clinical performance of the tissue classification algorithm for
cervical cancer tissue screening, the overall performance was
evaluated by using two indicators (sensitivity and specific-
ity). &e multispectral image was compared with the tissue
classification algorithm and the multispectral image without
the algorithm. It was found (as illustrated in Figure 7) that
the sensitivity and the specificity of the multispectral image
with the tissue classification algorithm were 85.3% and
70.8%, respectively, both of which were larger than those of
the images without the algorithm. Such results suggested
that the use of tissue classification algorithm to assist
multispectral imaging in screening cervical cancer showed
higher accuracy and clinical application value.

4. Discussion

&ere are nearly 150,000 new cases of cervical cancer in
China each year, and deaths due to cervical cancer account
for nearly 20% of the female tumor deaths all over the world.
&e main cause of cervical cancer is that women are infected
by human papillomavirus (HPV) [14]. Infection with high-
risk HPV can cause abnormal cancer of the cervix and cause
epithelial damage of the cervix. Women who are infected
with high-risk HPV, without effective and timely treatment,
will have a 10% chance of developing persistent HPV.
Persistent HPV will continue to infect epithelial cells in the
cervical tissue, causing heterogeneous proliferation of cer-
vical epithelial cells, triggering cervical epithelial cancer, and
greatly increasing the risk of eventually becoming cervical
cancer [15]. Some researchers use HPV virus testing to
screen cervical cancer to improve the screening and early
diagnosis of cervical cancer. &e detection method proposed
by Digene has little specificity for HPV detection, the
specificity for detecting all types of HPV viruses is not more
than 10%, and the specificity for detecting high-risk HPV
viruses that have been typed is only 30% [16]. Testing for
HPV not only is low in specificity and produces unsatis-
factory results but also causes physical and psychological
distress to women. In recent years, some physicians have
used multispectral imaging technology to assist in the
screening of cervical cancer. Generally speaking, most new
HPV infections do not cause symptoms or the disease can
resolve spontaneously, but persistent infection with high-
risk HPV (mainly types 16 and 18) may cause precancerous
lesions. &e high incidence of HPV infection is usually
between 16 and 20 years old. It usually heals on its own but
may also continue to be infected. If it is not treated in time, it
may develop into cervical cancer after 10 to 20 years.
&erefore, if cervical cancer can be detected early and treated
early, most patients can be cured. &erefore, early screening
and diagnosis of cervical cancer is of great significance for
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reducing the morbidity and mortality of patients. Cervical
cancer screening begins with the introduction of Hirsch
cytology test into the clinic as a routine screening item. At
present, the early diagnosis and identification methods for
cervical cancer have different shortcomings. Multispectral
imaging examination, as a way of using the optical changes

of cervical cancerous tissue, is noninvasive and effective in
the screening of cervical cancer.

Multispectral imaging generally refers to a type of
spectrum with a narrowband and high resolution and does
not specifically refer to a certain spectrum. Its imaging
principle is a spatial three-dimensional cube image formed

(a) (b)

Figure 3: Processed images of normal tissue and fusion image: (a) image of the extracted cervical tissue (b) image for lesion area after
multispectral fusion processing.

*

0

0.2

0.4

0.6

0.8

Normal Fusion image

Co
nt

ra
st

Figure 4: Contrast of two extracted images. Note. ∗ means the difference was statistically great in contrast to the fusion image (P< 0.05).

(a) (b) (c)

Figure 5: Classification and diagnosis results of tissues: (a) the 3 detection points of cervical tissue and whether there were lesions; (b) the
multispectral image after fusion processing and the position of the detection points on the image; and (c) the tissue classification algorithm-
assisted fusion processing spectral cervical tissue and the result of the segmentation.
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by an optical image at a certain wavelength. &rough the
multispectral image, not only the image data of the research
target at a certain wavelength can be obtained, which is used
to obtain the two-dimensional morphological data of the
research object, but also the spectral data of a certain
wavelength in the three-dimensional space can be used to
obtain the research object information contained within the
space. &erefore, multispectral imaging technology has been
applied to various aspects [17]. Image fusion is also an
important point in multispectral imaging technology. &e
definition of multispectral image fusion is to combine all the
characteristic information of the multispectral image at the
same wavelength through a specific combination. Relying on
their spatial correlation and complementarity, it finally gets a
clearer and higher resolution image than the original image
[18]. In this study, it was found that after the cervical tissues
of all patients were processed, the spectral image after image
fusion processing and the image 3(a) without lesions were
combined according to the characteristic wavelength band
of different cervical tissues and the response to light. In
addition, the contrast of the fused multispectral image was
0.7549, which was also higher than the fused contrast of
0.4716, indicating that the separation of the fused image was
improved and the image was clearer.

At present, artificial intelligence algorithms have been
widely used in the medical field. For example, Dorta-
Estremera uses deep learning algorithms to identify

unbalanced error reports in medical data [19]. &e tissue
classification algorithm uses the band characteristics or
spatial characteristics of the multispectral image to classify it
as the boundary between unoccurring lesions and suspected
lesions, so that the elements on the spectrum are divided into
different levels or categories, thereby realizing alternative
subjective analysis [20]. In this study, the tissue classification
algorithm was applied to analyze the multispectral image of
cervical tissue. Comparison of unfused and fused multi-
spectral images showed that after the tissue classification
algorithm was used to process the fused cervical tissue
image, the area and the range of the cervical tissue in the
image were more intuitive so that it was easier for doctors to
quickly screen out cancerous lesions by color classification.
In addition, the restored image was evaluated using three
indicators. &e result revealed that the multispectral image
average gradient, SD, and image entropy in this study based
on the tissue classification algorithm were 2.0765, 65.2579,
and 4.974, respectively, which were higher in contrast to the
reported values (1.1777, 50.4657, and 3.9025, respectively). It
suggests that the multispectral cervical tissue image based on
the tissue classification algorithm is clearer, the segmenta-
tion of the lesion is clearer, and the overall quality of the
image is better.

With the application of optical imaging and computer
algorithm technology in medical treatment in recent years,
multispectral imaging technology can present high-definition
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and high-resolution imaging and lesion screening of cervical
tissue. Studies have found that the sensitivity of multispectral
imaging technology can reach nearly 96% and the specificity
can reach nearly 56% [21]. In this study, the multispectral
image of the tissue classification algorithm was compared
with the multispectral image of the nonapplied algorithm. It
was found that the sensitivity and specificity of the multi-
spectral image with the tissue classification algorithm were
85.3% and 70.8%, respectively, which were higher than those
of the image without the algorithm. It indicates that the use of
tissue classification algorithm to assist multispectral imaging
shows higher accuracy and higher clinical application value in
screening of the cervical cancer.

5. Conclusion

Multispectral imaging assisted by tissue classification
algorithm can effectively screen for cervical cancer and
can quickly, efficiently, and safely segment the cervical
tissue from the lesion area and the no-lesion area. &e
segmentation result was the same as the result of the
physician’s medical examination, showing that its clinical
application value was high. &is study could provide a new
idea for the clinical application of tissue classification
algorithm-assisted multispectral imaging technology in
the early screening and diagnosis of cervical cancer.
However, there were still some shortcomings in this study.
&e included sample size was small. To obtain more de-
tailed results, more sample studies are needed in the
future.
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According to the latest clinical data, cardiovascular diseases have ranked �rst in prone diseases, causing 40% of the premature deaths
of China’s population. �is study aimed to investigate the in�uence of Toll-like receptor 2- (TLR2-) mediated in�ammation on the
occurrence and development of familial hypertension combined with hyperlipemia and its related mechanism. Blood specimens
from 66 patients undergoing coronary atherosclerosis were collected and grouped, including 22 patients into the control group, 25
into the familial hypertension group, and 19 into familial hypertension combined with hyperlipemia group. In this study, ELISA was
conducted for determining the levels of four in�ammatory factors of TLR2 and IL-1β, IL-6, TNF-ɑ, and CCL2 in serum and the levels
of relevant indicators in mice. C57Bl/6j and genetically engineered C.129(B6)-Tlr2tm1Kir/Jmice were given subcutaneous injection
of normal saline (wild-saline group), 8-week 40% high-fat diet (wild-high-fat group), and subcutaneous Alzet-implanted angiotensin
II micropump supplemented with the research diet (wild-high fat-Ang II group, Tlr2-/--high fat-Ang II group). Blood pressure in
mice was recorded consecutively with a noninvasive hemopiezometer for eight weeks. TLR2 and IL-1β, IL-6, TNF-ɑ, and CCL2 in
serum of patients with familial hypertension combined with hyperlipemia and the hypertension combined with hyperlipemia mouse
model were higher than those in the normal group. Under combined intervention of Ang II and the research diet, mRNA expression
related to blood pressure, blood lipid, and fat metabolism in Tlr2-/- genetically engineering mice was signi�cantly lower than that in
the wild-high fat-Ang II group. �e phosphorylation levels of AKT, IKK, and p65 in mice with hypertension combined with
hyperlipidemia were signi�cantly higher than those in normal group. �e levels of blood pressure and blood lipid in mice after
blocking the AKTor NF-κB pathway were signi�cantly downregulated compared with those in the wild-high fat-Ang II group, with
statistically signi�cant di�erences (both P< 0.05). In conclusion, TLR2 regulates in�ammation through Akt-NF-κB pathway, thus
inducing the occurrence and development of familial hypertension combined with hyperlipemia.

1. Introduction

According to the latest clinical data, cardiovascular diseases
have ranked �rst in prone diseases, causing 40% of the
premature deaths of China’s population [1–3]. Among these,
hypertension and hyperlipemia are the most common dis-
eases. Patients with hypertension account for about 43% of
the total patients with cardiovascular diseases [4, 5], and
patients with dyslipidemia accounting for 40.4% [6]. With
the improvement of quality of life, hypertension combined

with hyperlipemia has become the normal state for patients
with cardiovascular diseases. Long-term hypertension and
hyperlipemia can result in malignant diseases, such as
stroke, myocardial infarction, renal failure, congestive heart
failure, progressive atherosclerosis, and dementia [7].
Gender, age, smoking, regulation of intestinal �ora, lifestyle,
and genetic determinism can all be taken as individual
di�erence factors for the occurrence of hypertension
combined with hyperlipemia. �e complexity of in�uencing
factors is one of the important reasons for its long-time
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treatment courses [8–11]. At present, the main means for
regulating blood pressure and blood lipid is a drug inter-
vention, with hypotensors (calcium-ion-channel antago-
nists, ACEI, ARB, etc.) combined with lipid-lowering drugs
(HMG-CoA inhibitors) as a common strategy for early and
long-term blood pressure and blood lipid control [12, 13].

Primary familial hypertension is a relatively special
disease, which is mainly induced by the family inheritance as
the disease factor, and acquired factors as the induction
factor. A series of recent studies have shown that immune
system disorders are closely linked to the occurrence of
primary hypertension combined with hyperlipemia. T cells
act with angiotensin II receptors to release TNF-ɑ, IL-6, IL-
17A, and other proinflammatory factors to regulate blood
pressure [14]. HMBG1/TLRs and HMBG1/RAGE signaling
pathways cause arterial spasm, inflammatory cell adhesion
infiltration, and vascular injury, thereby leading to hyper-
tension by acting vascular endothelium [15]. Infiltration and
adhesion were also found in proinflammatory factors, such
as IL-1β and CCL2 in lipid disorders [16, 17]. ,erefore, we
speculated that inflammation plays an important role in the
occurrence and development of primary hypertension
combined with hyperlipidemia.

TLR systems have been proven to play a key role in
regulating the release, migration, and infiltration of in-
flammatory factors [18]; TLR2/TLR4 pathway interacts with
NF-B, MAPK, PI3 K-Akt, mTOR, and other related path-
ways, regulating IL-1β, IL-6, TNF-ɑ, CCL2, and other
proinflammatory factors involved in a variety of physio-
logical activities [19]. Recent research has shown that in-
testinal floras regulate inflammation on the occurrence and
development of cardiovascular diseases through TLR2 [20],
which can also promote the occurrence of thrombotic
diseases combined with hyperlipemia [21]. ,erefore, we
speculated that TLR2-regulated inflammatory response also
plays a role in primary hypertension combined with
hyperlipemia.

On the basis of conventional medication treatment, the
study on new pathological intervention targets for hyper-
tension and hyperlipemia is still vacant. It is urgent to ex-
plore the pathogenesis of hypertension and hyperlipemia
from the molecules and signaling pathways, providing a new
treatment direction for clinical practice. For that, in this
study, we explored the correlation between hypertension
and hyperlipidemia and TLR2 level starting from the clinical
blood specimen, and the specific role and molecular
mechanism of TLR2 inducing the occurrence and devel-
opment of hypertension and hyperlipidemia in the animal
model. And we found that TLR2 can regulate inflammatory
factor levels through Akt/NF-κB pathway, inducing the
occurrence of hypertension combined with hyperlipemia,
which may be a new clinical intervention target.

2. Methods

2.1. Collection and Grouping of Clinical Blood Specimen.
Blood specimen was collected from 80 patients with ath-
erosclerosis who underwent percutaneous coronary in-
tervention (PCI) in the Cardiology Department during the

time from August 2019 to December 2020. Among these, 14
were excluded due to blood test failure and incomplete
patient information, and 66 were included in statistical
analysis. According to blood pressure and blood lipid, the
66 samples were divided into three groups: (1) 22 into the
control group (with normal levels of blood pressure and
blood lipid); (2) 25 into the primary hypertension group
(with higher systolic or diastolic pressure than normal, and
normal blood lipid level); and (3) 19 into primary hy-
pertension combined with hyperlipemia (with higher
systolic or diastolic pressure than normal, as well as higher
TC, triglyceride, and LDL). ,is study has been approved
by the Ethics Committee of our hospital, and all patients
have signed informed consent.

2.2. Animals and Construction of Animal Model. 4-week
C57Bl/6j male mice (weight: 17.36± 0.82 g) and 4-week
genetically engineered C.129(B6)-Tlr2tm1Kir/J male mice
(i.e., Tlr2− /− mice, weight:18.55± 0.91 g) were all raised in
Class SPF Animal Experimental Center, with the temper-
ature of 21∼25°C, the humidity of 40%∼60%, breeding il-
lumination degree of 20lx, and light and shade alternating of
(12 h :12 h), and were free of food and water. C57Bl/6j mice
were purchased from Charles River Laboratories (Animal
License No. SCXK (Shanghai) 2017–0011). C.129(B6)-
Tlr2tm1Kir/J mice (Product No. 022507) were purchased
from Jackson Laboratory, and all tests have been approved
by the Animal Ethics.

Anesthesia in mice was abdominal injection of pento-
barbital sodium (50mg/kg), while euthanasia in mice was
hypoxia to death with carbon dioxide.

2.2.1. Construction of Animal Model

(1) Construction of Mice Model with Hypertension
(22–23). Angiotensin II (Ang II, MCE, 4474-91-3)
was dissolved into dimethyl sulfoxide (DMSO, 10%)
and corn oil (10%) successively into 5.23mg/ml
(5mM) mother solution, which was poured into
Alzet-implanted administration pump (US Alzet,
2006 micropump) capsule. After anaesthesia, 1 cm
off the right of the back centerline of mice was cut
into the skin parallel along the spine, isolated 2∼3 cm
length to the head bluntly; a micropump was
implanted, with the release outlet toward the head,
and finally, the cut was stitched. ,e drug pump
released Ang II to the surrounding skin at 1000 ng/
kg/min for 8 weeks, acting on AT1 receptor to induce
the occurrence of hypertension.

(2) Construction of MiceModel with Hyperlipemia. From
4 weeks old, the mice were fed with research diets
(D12492) for 8 weeks to induce the occurrence of
hyperlipidemia.

(3) Construction of Mice Model with Hypertension
Combined with Hyperlipemia. Ang II administration
pump capsule was implanted combined with hy-
perlipemia feed as intervention to construct model
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mice with hypertension combined with
hyperlipemia.

(4) Construction of Mice Model with Blocking Akt
Pathway. Akt pathway inhibitor CCT128930 (MCE,
885499-61-6) was dissolved into 2.75mg/mL
(8.04mM) mother solution with dimethyl sulfoxide
(DMSO, 10%), polyethylene glycol 300 (PEG300,
40%), and Tween-80 (Tween-80, 5%) successively.
Mice were injected with CCT128930 5mg/kg caudal
vein 3 times a week from 4 weeks old for 8 weeks to
block the Akt pathway.

(5) Construction of Mice Model with Blocking NF-κB
Pathway. NF-κB pathway inhibitor BAY 11–7082
(MCE, 19542-67-7) was dissolved into 2.5mg/mL
(12.06mM) mother solution with dimethyl sulfoxide
(DMSO, 10%) and corn oil (10%) successively. Mice
were intraperitoneally injected with 2.5mg/kg BAY
11–7082 twice a week from 4 weeks old for 8 weeks to
block the NF-κB pathway.

2.2.2. Mouse Grouping and Quantity

(1) Levels of TLR2, related proinflammatory factors, and
lipid metabolism-related mRNAs in mice with hy-
pertension combined with hyperlipidemia induced
by Ang II combined with the research diet: in this
section, the mice were divided into three groups
(n� 5): (a) wild saline; (b) wild-high fat; and (c) wild-
high fat Ang II.

(2) Levels of blood pressure and blood lipid and related
inflammatory factors inmice knockout Tlr2 genes: in
this section, the mice were divided into three groups
(n� 5): (a) wild saline; (b) wild-high fat-Ang II; and
(c) Tlr2-/--high fat-Ang II.

(3) Akt, IKK, and p65 protein expressions and their
phosphorylation levels in model mice with hyper-
tension combined with hyperlipemia: in this section,
the mice were divided into three groups (n� 5): (a)
wild saline; (b) wild-high fat-Ang II; and (c) Tlr2-/--
high fat-Ang II.

(4) Verification of Akt pathway in TLR2-induced hy-
pertension combined with hyperlipemia: in this
section, the mice were divided into four groups
(n� 5): (a) wild saline; (b) wild-high fat-Ang II; and
(c) Tlr2-/--high fat-Ang II; and (d) wild-high-fat-Ang
II-CCT128930.

(5) Verification of NF-κB pathway in TLR2-induced
hypertension combined with hyperlipemia: in this
section, the mice were divided into four groups
(n� 5): (a) wild saline; (b) wild-high fat-Ang II; (c)
Tlr2-/--high fat-Ang II; and (d) wild-high fat-Ang II-
BAY11-7082.

2.3. Blood Pressure Monitoring. A noninvasive hemopiez-
ometer (Kent) was adopted to record diastolic and systolic
pressure every Wednesday and calculate MAP
(MAP� (systolic pressure + 2× diastolic pressure/3).

2.4. Blood Lipid Test

2.4.1. Clinical Blood Specimen. Clinical blood specimen was
collected into the procoagulant tube and centrifuged at
3500 rpm for 7min after resting for 5min. ,e upper serum
was absorbed into the EP tube for measurement. TC de-
tection kit (Nanjing Jiancheng Bio, A111-1-1), triglyceride
detection kit (Nanjing Jiancheng Bio, A110-1-1), LDL
cholesterol LDL-C detection kit (Nanjing Jiancheng Bio,
A113-1-1), and HDL cholesterol HDL-C determination kit
(Nanjing Jiancheng Bio, A112-1-1) were adopted for col-
oring. ,e absorbance value was measured with the enzyme
plate analyzer to calculate the concentration of the four
components.

2.4.2. Blood Specimen from Mice. After fasting overnight,
1ml blood was collected from mouse eyeballs and placed
into a coagulation procoagulant tube (BD) after fully
anesthetized by intraperitoneal injection of pentobarbital
sodium (80mg/kg). After resting for 5min, the mice were
centrifuged at 3500 rpm for 7min, and the upper serum was
absorbed into the EP tube for measurement. ,e determi-
nation method was the same as above.

2.5. ELISA

2.5.1. Clinical Blood Specimen. ,e collection method for
serum was the same as “4. Blood lipid detection of clinical
blood specimen.” Human TLR2 ELISA Kit (ABCAM,
AB227897), human IL-1β ELISA Kit (ABCAM, AB100562),
human IL-6 ELISA Kit (ABCAM, AB178013), human TNF-
ɑ ELISA Kit (ABCAM, AB181412), and human CCl2 ELISA
Kit (ABCAM, AB179886) were used to detect the levels of
TLR2, IL-1β, IL-6, TNF-ɑ, and CCL2 in serum.

2.5.2. Blood Specimen of Mice. ,e collection method for
serum was the same as “4. Blood lipid detection of clinical
blood specimen.” Mouse TLR2 ELISA Kit (ABCAM,
AB224880), mouse IL-1β ELISA Kit (ABCAM, AB197742),
mouse IL-6 ELISA Kit (ABCAM, AB100712), mouse-de-
rived TNF-ɑ ELISA Kit (ABCAM, AB208348), and mouse-
derived CCl2 ELISA Kit (ABCAM, AB208985) were used to
detect the levels of TLR2, IL-1β, IL-6, TNF-ɑ, and CCL2 in
serum.

2.6. Quantitative Real-Time PCR (qRT-PCR). After sacri-
ficing mice with carbon dioxide, the liver was collected and
washed for residual blood with 0.9% saline and stored at
−80°C. 30mg tissues was taken, fully broken on the ice in
homogenate, with 1ml TRIzol RNA separation reagent
(,ermo Fisher, 10296010). After resting 5min, the tissues
were centrifuged at 12000 rpm for 15min, and the upper
clarification aqueous phase was taken. RNA was precipitated
with isopropanol and washed with 75% ethanol solution.
After the precipitation was air-dried, RNA concentration
was determined with a microplate analyzer. After recording
the RNA reversal to a cDNA template with the Reversal
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Reagent (Takara, RR037Q), qRT-PCR (Applied Biosystems
ABI 7500) was performed with TB Green qPCR reagent
(Takara, RR82LR). Amplification conditions: (1) Phase I,
95°C for 30 s; (2) Phase II, 95°C for 5 s, 60°C for 30 s, for 40
cycles; (3) Phase III, 95°C for 15 s, 60°C for 60 s, and 95°C for
15 s. ,e amplification multiple of genes relative to the
internal reference was calculated by 2−∆∆ Ct formula
according to Ct value. ,e upstream and downstream
primer sequences are shown in Table 1.

2.7. Western Blot. After intraperitoneal injection of pento-
barbital sodium (80mg/kg) anaesthesia in mice, the hearts
were collected and the residual blood was washed with 0.9%
saline and stored at −80°C. ,e total protein was extracted
from 30mg tissues, with a 600ml protein cracking solution
(Keyki, KGP702). ,e protein concentration was deter-
mined with a protein concentration determination kit
(Beyotime, P0006), and SDS-PAGE protein upper-like
buffer (Beyotime, P0015) was added to obtain the protein
sample 5min after 100°C degeneration. 50 μg proteins was
sampled from each lane. After SDS-PAGE cataphoresis, the
proteins were transferred to PVDF membrane and incu-
bated overnight at 4°C, with primary antibodies at 1 :1000 of
p-Akt (,ermo Fisher, PA5-95669, 1 : 5000), t-Akt (,ermo
Fisher, PA5-29169, 1 : 4000), p-IKK (,ermo Fisher, PA5-
104696, 1 : 4000), t-IKK (,ermo Fisher, PA5-86059, 1 :
1000), p-p65 (,ermo Fisher, PA5-104961, 1 : 5000), t-p65
(,ermo Fisher, PA5-16545, 1 : 4000), and Gapdh (,ermo
Fisher, AM4300, 1 : 8000). Secondary antibodies of HRP-
labeled sheep anti-rabbit (ABCAM, AB205718, 1 :10,000)
and rabbit anti-mouse (ABCAM, AB6728, 1 :10,000) were
added after washing 3 times with TBST and incubated at
room temperature for 2 h. After washing with TBST, a
chemiluminescence system (Millipore Corporation, Bill-
erica, MA, USA) was adopted for developing, and ImageJ
(NIH, Bethesda, MD, USA) for Grayscale analysis of the
strips.

2.8. Statistical Methods. SPSS 19.0 software and GraphPad
Prism 8.0 software was employed as well. ,e count data
were statistically analyzed with t-test (two sets of data) or
one-factor ANOVA (three sets and above data). Data were
represented by x± s. P< 0.05 was defined as the statistically
significant difference.

3. Results

3.1. Levels of TLR2 and Related Proinflammatory Factors in
Clinical Blood Specimen. ,e general conditions of three
clinical patients’ specimen were statistically analyzed, and
the baseline was adjusted to the same level. Except for related
indicators of hypertension, hyperlipemia and medication,
there were no statistical differences in age, gender distri-
bution, smoking, previous history, and medication in the
subjects of control, familial hypertension, and familial hy-
pertension combined with hyperlipidemia groups (all
P> 0.05, Table 2). Both systolic and diastolic pressure were
significantly higher in the primary hypertension group and

primary hypertension combined with hyperlipidemia group
than those in the control group (both P< 0.001, Table 2). TC,
triglyceride, and LDL were significantly higher and lower
HDL in the primary hypertension combined with hyper-
lipidemia group than those in the other two groups (both
P< 0.001, Table 2). According to the results of ELISA for
relevant indicators of blood specimen in serums, the levels of
TLR2, IL1-β, IL-6, and TNF-ɑ were significantly higher in
primary hypertension group and primary hypertension
combined with hyperlipidemia group than those in the
control group (all P< 0.001, Table 3), with no significant
difference in CCL2 levels among three groups (P � 0.805,
Table 3). ELISA for a clinical sample of serum showed that in
primary hypertension and primary hypertension combined
with hyperlipemia groups, TLR2 and the concentration of
related inflammatory factors were above normal levels,
suggesting that TLR2 may be related to the development of
inflammation.

3.2. TLR2, Related Proinflammatory Factors, and Fat Meta-
bolism-Related mRNA Levels in Mice with Hypertension
Combined with Hyperlipidemia Induced Jointly by Ang II and
Research Diet. In order to further explore the correlation
between hypertension combined with hyperlipidemia and
TLR2 in the animal model, the combined method of Ang II
and research diet was adopted in this study. Significant
changes in blood lipid and blood pressure levels were found
in the wild-high fat group and wild-high fat-Ang II group in
which TC and LDL levels were significantly elevated com-
pared with those in the wild-saline group, with statistically
significant difference (n� 5, all P< 0.001, Figure 1(a)). No
significant differences were observed between HDL and
triglyceride (n� 5, both P> 0.05, Figure 1(a)). MAP also
increased significantly compared with that in the control
group (n� 5, all of P< 0.001, Figure 1(b)), and the model of
mice with hypertension combined with hyperlipidemia was
successfully constructed. TLR2, IL1-β, IL-6, and TNF-ɑ
levels in serum of mice with hypertension combined with
hyperlipidemia also significantly increased (n� 5, all
P< 0.001, Figure 1(c)), but there was no obvious difference
in CCL2 (n� 5, P> 0.05, Figure 1(c)). In addition, in the
qPCR detected lipid metabolism-related mRNAs, genes
responsible for fatty acid oxidation, fat hydrolysis, and
cholesterol hydrolysis were downregulated to varying de-
grees (n� 5, all P< 0.001, Figure 1(d)). In the model of mice
with hypertension combined with hyperlipidemia con-
structed by hyperlipemia and Ang II, blood lipid and blood
pressure levels and lipid metabolism functions have changed
pathologically to different degrees. At the same time, TLR2
and related inflammatory factors also increased to varying
degrees in serum, suggesting the occurrence and develop-
ment of hypertension combined with hyperlipidemia.

3.3. Blood Pressure, Blood Lipid, and Related Inflammatory
Factor Levels inMicewithKnockout Tlr2Gene. To intuitively
verify the influence of TLR2 on pathology processes, the
study group purchased Tlr2-/- mice bred by the Jackson
Laboratory. In mice, after knocking out of Tlr2 gene, MAP
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was higher than that of the wild-saline group (n� 5,
P< 0.001, Figure 2(a)) but significantly decreased compared
with the wild-high fat-Ang II group (n� 5, P< 0.001,
Figure 2(a)). ,e concentration levels of TC and LDL in

serum of the wild-high fat-Ang II group increased but
significantly decreased after knocking out Tlr2 gene (n� 5,
all P< 0.001, Figure 2(b)). After knocking out, TLR2 was not
detected in serum; the levels of IL-1β and TNF-ɑ in serum

Table 1: Upstream and downstream primer sequences of each gene.

Gene Upstream primer (5’-3’) Downstream primer (5’-3’)
Gapdh AGG TCG GTG TGA ACG GAT TTG TGT AGA CCA TGT AGT TGA GGT CA
mAcsm2 GCC AGA CAG AAA CGG GAC TT ACA TGC CGA TAG GCC AGA TG
mAcad10 TGG CTG TGG GCT GGG AG AAA TAG GAG CTG ACG GGC AC
mAcat3 TGG CCA CTT TGA CAA GGA GAT CTG TTG CAT TAG CAG TTG TGA
mAcat2 GAC CCC GTG GTC ATC GTC CCA CAA CCT GCC GTC AAG A
mAcsbg1 ACT CGC AAA CCA GCT CC AGT ACA GAA AGG TTC CAG GCG
mAcox3 GGG TGA TGG TCG GTG ACA TT CGG ACA TCC TTA AAG GGG CT
mAcsl1 ATC TGG TGG AAC GAG GCA AG TCC TTT GGG GTT GCC TGT AG
mCpt1 CAG CTG CTG ACC TCT GAC C AAA GTC ATT CCA GAC ACG CCA
mPparδ GAA CAG CCA CAG GAG GAG AC GAG GAA GGG GAG GAA TTC TG
mEI CTA TCC CAA TGG CGG TGA CTT C CGT GCT CGC ATT TCA CCA TC
mHL CTA TGG CTG GAG GAA TCT G TGG CAT CAT CAG GAG AAA G
mLipe CTT CCA GTT ACC TGC CA AAT CGG CCA CCG GTA AAG AG
mLpl TGG ATG AGC GAC TCC TAC TTC A CGG ATC CTC TCG ATG ACG AA
mGpat GCT GCA ACT GAG ACG AAC CT AAG CCC CCA AGC TTG TGA AT
mSqle GCA ATC TAC GCC ACG TAT TTC T GGG CCC GTG GTT TTG T
mMvd GAG GGA GAC CTC TCC GAA GT GTC TGC ARG CCC ACT GTA CT
mAbca1 GTT TTG GAG ATG GTT ATA CAA TAG TTG T TTC CCG GAA ACG CAA GTC

Table 2: Sample baseline information: comparison of general data, disease history, and medication history of control group, familial
hypertension group, and familial hypertension combined with hyperlipidemia group.

Baseline indicator Control group Familial
hypertension

Familial hypertension
combined with hyperlipemia P

Natural properties

Number of cases (n) 22 25 19
Gender distribution (female

cases/proportion (%)) 6 (27.27) 8 (32) 6 (31.58) 0.930

Age (years) 53.55± 15.02 52.92± 29.91 52.32± 21.12 0.701
Smoking history (positive
cases/proportion (%)) 8 (36.36) 7 (28) 8 (42.10) 0.613

Disease history

Diabetes mellitus 10 (45.45) 12 (48) 9 (47.37) 0.984
Type I diabetes mellitus 1 (4.54) 0 (0) 1 (5.26) 0.528
Type II diabetes mellitus 9 (40.9) 12 (48) 7 (36.84) 0.748

Hyperlipidemia 0 (0) 0 (0) 19 (100) <0.001
Atherosclerosis 19 (86.36) 22 (88) 16 (84.21) 0.936
Heart failure 1 (4.54) 0 (0) 1 (5.26) 0.528

Angina 2 (9.09) 2 (8) 2 (10.53) 0.959
Stable 0 (0) 1 (4) 0 (0) 0.435

Unstable 2 (9.09) 1 (4) 2 (10.53) 0.682
Myocardial infarction 10 (45.45) 11 (44) 10 (52.63) 0.838

STEMI 5 (22.73) 4 (16) 7 (36.84) 0.273
NSTEMI 5 (22.73) 7 (28) 5 (26.32) 0.916
Stroke 0 (0) 0 (0) 0 (0) 1.000

Drug use history

Aspirin 12 (54.54) 10 (40) 10 (52.63) 0.556
Clopidogrel 10 (45.45) 10 (40) 9 (47.37) 0.874
Insulin 10 (45.45) 11 (44) 9 (47.37) 0.976
OHA 12 (54.54) 10 (40) 9 (47.37) 0.608
Statins 0 (0) 0 (0) 19 (100) <0.001

β-Receptor blocking pharmacon 2 (9.09) 22 (88) 19 (100) <0.001
Diuretic 3 (13.64) 23 (92) 18 (94.7) <0.001
CCB 0 (0) 21 (84) 19 (100) <0.001
ACEI 2 (9.09) 20 (80 18 (94.7) <0.001
ARB 1 (4.54) 22 (88) 19 (100) <0.001

Blood pressure level Systolic pressure (mmHg) 129.82± 35.58 149.24± 94.023 155.42± 56.04 <0.001
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Table 3: Comparison of TLR2 and in�ammatory factor expression levels in serum of control, familial hypertension, and familial hy-
pertension combined with hyperlipemia groups.

Indicator Control group Familial hypertension Familial hypertension combined with hyperlipemia F P

TLR2 41.26± 6.80 58.89± 11.33∗∗∗ 63.39± 9.95∗∗∗ 31.52 <0.001
IL-1β 4.31± 0.86 24.74± 5.56∗∗∗ 32.00± 7.57∗∗∗††† 153.10 <0.001
IL-6 8.14± 3.53 35.01± 10.51∗∗∗ 37.92± 16.88∗∗∗ 45.46 <0.001
TNF-ɑ 54.75± 18.01 190.70± 56.51∗∗∗ 262.8± 63.50∗∗∗††† 94.29 <0.001
CCL2 153.60± 18.63 149.80± 19.99 151.40± 19.87 0.22 0.805
∗∗∗Familial hypertension group versus control group, P< 0.001; †††familial hypertension compared with hyperlipemia versus control group, P< 0.001.
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Figure 1: Comparison of blood lipid levels, MAP, TLR2 and expressions of in�ammatory factors, and changes of gene expression in each
group. (a) Comparison of blood lipid levels: the concentration of TC and LDL in serum was lower in high fat-Ang II group and high-fat
group than that in the control group, and the di�erence in the concentration of triglyceride and HDL was not statistically signi�cant
compared to the control group. (b) Comparison ofMAP levels in each group: high fat-Ang II group had signi�cantly higherMAP than high-
fat group after the construction of the model, and in the meantime, MAP in the two groups was signi�cantly higher than that in the control
group. (c) Comparison of TLR2 and proin�ammatory factor levels in serum of each group: TLR2 and proin�ammatory factor levels were
signi�cantly higher in high-fat group than those in the control group, and TLR2 and IL-1β, IL-6, TNF-α, and CCL2 levels did not
signi�cantly increase compared to the control group, while CCL2 levels were not statistically signi�cant compared to the control groups. (d)
Heat map of gene expression abundance detected by qPCR showed signi�cantly lower genes related to fatty acid oxidation, fatty hydrolysis,
and cholesterolosis in high fat-Ang II group and high-fat group compared with the control groups (n� 5; ∗∗∗P< 0.001).
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significantly decreased compared with those in the wild-high
fat-Ang II group (n� 5, both P< 0.001, Figure 2(c)). ,e
levels of IL-6 and CCL2 did not differ significantly among
the groups (n� 5, all P> 0.05, Figure 2(c)). Lipid meta-
bolism-related mRNAs increased in varying degrees in
Tlr2-/--high fat-Ang II group compared with those in the
wild-high fat-Ang II group (n� 5, both P< 0.001,
Figure 2(d)), while there were no significant differences in
the expressions of these genes in Tlr2-/--high fat-Ang II
group and wild-saline group (n� 5, both P> 0.05,
Figure 2(d)). After directly knocking out TLR2 gene to
eliminate TLR2 function in model mice, the symptoms of
hypertension and hyperlipemia were relieved in the
knockout group compared with those in hypertension
combined with hyperlipidemia group. It showed that TLR2
plays a role in the occurrence and development of hyper-
tension combined with hyperlipidemia.

3.4. Akt, IKK, and p65 Protein Expressions and Phosphory-
lation Levels in Mice with Hypertension Combined with
Hyperlipidemia. To explore the molecular mechanisms of
occurrence and development of TLR2-induced hypertension
combined with hyperlipidemia, the study group conducted a
Western blot assay for proteins to explore the expressions of
key proteins in TLR2-related inflammatory pathways in this
case model. ,e phosphorylation levels of Akt, IKK, and p65
proteins in the wild-high fat-Ang II group were significantly
increased (n� 5, all P< 0.001, Figure 3), which were sig-
nificantly lower than in the wild-high fat-Ang II group after
knocking out Tlr2 gene (n� 5, all P< 0.001, Figure 3), with
no significant difference from the wild-saline group (n� 5,
mean P> 0.05, Figure 3). ,e protein results suggested that
Akt and NF-κB pathways may participate in the occurrence
and development of TLR2 regulatory disease.

3.5. Verification of Akt Pathway in TLR2-Induced Hyper-
tensionCombinedwithHyperlipemia. To verify the apparent
involvement of Akt in the process, the study group adopted
the inhibitor to block the Akt pathway, and the phos-
phorylation level of Akt protein was significantly down-
regulated compared with that in the wild-high fat-Ang II
group (n� 5, P< 0.001, Figure 4(a)). ,e mice model with
inhibited Akt pathway was successfully constructed. After
knocking out of Tlr2 gene, MAP in mice significantly de-
creased compared with that in the wild-high fat-Ang II
group (n� 5, P< 0.001, Figure 4(b)). Similarly, after
blocking the Akt pathway, MAP in the wild-high fat-Ang II
group-CCT128930 group significantly decreased compared
with that in the wild-high fat-Ang II group (n� 5, P< 0.001,
Figure 4(b)), with no significant difference from the Tlr2-/--
high fat-Ang II group (n� 5, P> 0.05, Figure 4(b)). ,e TC
and LDL of wild-high fat-ANG II-CCT128930 group were
significantly lower than those in the wild-high fat-ANG II
group (n� 5, both P> 0.05, Figure 4(c)), with no significant
difference from Tlr2-/--high fat-Ang II group (n� 5, all
P> 0.05, Figure 4(c)). ,e levels of IL-1β and TNF-ɑ in
serum in the wild-high fat-Ang II-CCT128930 group were
lower than those in the wild-high fat-Ang II group (n� 5,

both P< 0.001, Figure 4(d)), with no significant difference
from those in the TLR2-/--high fat-Ang II group (n� 5, both
P< 0.001, Figure 4(d)). ,e CCL2 level was also lower than
that in the wild-high fat-Ang II group and Tlr2-/--high fat-
Ang II group (n� 5, both P< 0.001, Figure 4(d)). IL-6 level
did not differ significantly in wild-high fat-Ang II-
CCT128930 group and wild-high fat-Ang II group (n� 5,
both P< 0.001, Figure 4(d)). Tlr2 gene knockout improved
the hypertension and hyperlipidemia symptoms, suggesting
that TLR2 promotes inflammation by activating Akt path-
way, thus inducing the occurrence and development of
hypertension combined with hyperlipemia.

3.6. Verification of NF-κB Pathway Involved in TLR2-Induced
Hypertension Combined with Hyperlipemia. To verify the
involvement of NF-κB in the process, the study group
employed the inhibitor to block the NF-κB pathway. ,e
phosphorylation levels of NF-κB protein were significantly
downregulated compared with that in the wild-high fat-Ang
II group (n� 5, P< 0.001, Figure 5(a)). ,e mice model with
inhibited NF-κB pathway was successfully constructed. After
knocking out of Tlr2 gene, MAP in mice significantly de-
creased compared with that in wild-high fat-Ang II group
(n� 5, P< 0.001, Figure 5(b)). It was also lower in the wild-
high fat-Ang II-BAY11-7082 group than that in the wild-
high fat-Ang II group after blocking the NF-κB pathway
(n� 5, P< 0.001, Figure 5(b)), with no significant difference
from Tlr2-/--high fat-Ang II group (n� 5, P> 0.05,
Figure 5(b)). ,e TC and LDL in wild-high fat-Ang II-
BAY11-7082 group decreased significantly compared with
the wild-high fat-Ang II group (n� 5, P< 0.001, Figure 5(c)),
with no significant difference from Tlr2-/--high fat-Ang II
group (n� 5, P> 0.05, Figure 5(c)). ,e levels of IL-1β and
TNF-ɑ in serum of the wild-high fat-Ang II-BAY11-7082
were lower than those of the wild-high fat-Ang II-BAY11-
7082 group (n� 5, P< 0.001, Figure 5(d)), with no signifi-
cant difference from Tlr2-/--high fat-Ang II group (n� 5,
both P> 0.05, Figure 5(d)). IL-6 and CCL2 levels showed no
significant difference in the wild-high fat-Ang II-BAY11-
7082 group and wild-high fat-Ang II group (n� 5, both
P> 0.05, Figure 5(d)). Inhibiting NF-κB pathway also im-
proved hypertension and hyperlipemia symptoms, sug-
gesting that TLR2 promotes inflammation through the
activation of NF-κB pathway, thus inducing the occurrence
and development of hypertension combined with
hyperlipemia.

4. Discussion

With the development of society and the improvement of
material levels, hypertension has become the most common
cardiovascular disease [1, 2]. Among them, primary familial
hypertension is a relatively special type. Although genetic
factors are dominant in such patients, nongenetic factors still
cannot be ignored. Relevant studies have shown that the
degree and speed of nongenetic factors inducing hyper-
tension is greater in patients with familial hypertension [2].
In recent years, there have been many studies on
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hypertension combined with hyperlipemia from the per-
spective of immune function and related signaling pathways,
with the increasing connection between cardiovascular
diseases and in�ammatory response. But the study of hy-
pertension and hyperlipemia has no good target and in-
�ammatory regulation methods [22–24]. �e exploration of
hypertension combined with hyperlipemia intervention
target and its association with in�ammatory response are the
hot spots in recent years. �erefore, we expect to screen a
protein target related to in�ammation with a positive reg-
ulatory e�ect on primary hypertension combined with
hyperlipemia.

First, we collected three clinical blood specimens: con-
trol, primary hypertension, and primary hypertension
combined with hyperlipemia, and measured the levels of IL-
1β, IL-6, TNF-ɑ, and CCL2 in�ammatory factors in serum
by ELISA. It was found that the four in�ammatory factor
levels in serum of primary hypertension group and primary
hypertension combined with hyperlipidemia group were
signi�cantly higher than those in the control group, and the
research conclusions of the correlation between in�am-
mation and primary hypertension complicated with hy-
perlipidemia are consistent with the existing conclusions
[25–27]. In�ammation is closely related to cardiovascular
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Figure 2: Changes of MAP, blood lipid levels, TLR2 in serum and in�ammatory factor concentrations, and lipid metabolism-related gene
expression between Tlr2-/--high fat-Ang II group and wild-high lipid-Ang II groups. (a) Comparison of MAP in Tlr2-/--high fat-Ang II
group and wild-high fat-Ang II group, MAP after the construction of the model was signi�cantly lower in the Tlr2-/--high fat-Ang II group
than that in the wild-high fat-Ang II group. (b) Comparison of lipids and apolipoproteins in serum in Tlr2-/--high fat-Ang II group and wild-
high fat-Ang II group, TC and LDL in serum signi�cantly decreased in the Tlr2-/--high fat-Ang II group compared to the wild-high fat-Ang
II group, while there was no signi�cantly statistical di�erence between triglyceride andHDL between the two groups. (c) Tlr2-/--high fat-Ang
II group was not detected TLR2 in serum; at the same time, the levels of IL-1β and TNF-α were signi�cantly lower than those in wild-high
fat-Ang II group, with no statistical di�erence in IL-6 and CCL2 concentrations in serum than those in the wild-high fat-Ang II group. (d)
Heat map of gene expression abundance detected by qPCR showed signi�cantly increased related gene expressions of fatty acid oxidation,
fat hydrolysis, and cholesterol hydrolysis in the Tlr2-/--high fat-Ang II group compared to the wild-high fat-Ang II group (n� 5;
∗∗∗P< 0.001).
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Figure 4: Changes of Akt pathway protein, MAP, lipid level, and apolipoprotein level, TLR2 and in�ammatory factors compared those after
blocking the Akt pathway. (a)�e expression of p-Akt, t-Akt proteins in the wild-high fat-Ang II-CCT128930 group was signi�cantly lower
than that in wild-high fat-Ang II group. (b) After the construction of the model, MAP in the wild-high fat-Ang II-CCT128930 group
signi�cantly decreased compared with that in the wild-high fat-Ang II group. (c) �e TC and LDL in serum decreased signi�cantly in wild-
high fat-Ang II-CCT128930 group and wild-high fat-Ang II group compared with those in the wild-high fat-Ang II group, but there was no
signi�cantly statistical di�erence in triglyceride and HDL between the two groups. (d) Comparison of serum levels of TLR2 and
proin�ammatory factor in each group. �e concentration of IL-1β, TNF-α, and CCL2 in serum signi�cantly decreased in the wild-high fat-
Ang II-CCT128930 group compared with that in the wild-high fat-Ang II group, with no statistical di�erence in the concentration of TLR2
and IL-6 (n� 5; ∗∗∗P< 0.001).
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disease, and early in�ammation in�ltration is of important
signi�cance in cardiovascular pathogenesis. Regulation of
in�ammation is extremely extensive and involves complex
signaling pathways [28]. Among these, NF-κB signaling
pathway was studied deeply and thoroughly. We expected to
investigate the e�ects of NF-κB signaling and hypertension
with hyperlipemia, so we �rst assumed the in�ammatory
e�ects of TLR-related protein molecules upstream of NF-κB
signaling pathway, measured TLR2 levels in the three clinical
specimens by ELISA, and found a signi�cant increase in
TLR2 levels in familial hypertension group and familial
hypertension combined with hyperlipidemia group com-
pared with those in the control group. In conclusion, we
assumed that TLR2-mediated in�ammatory responses can
play a role in primary hypertension combined with
hyperlipemia.

�is study is clinical problem-oriented, and after �nding
that TLR2 has a role in primary hypertension combined with
hyperlipemia, we focused on the animal model. �e speci�c

e�ect of TLR2 on the occurrence and development of the
diseases is highly controllable in the animal model, so we
constructed the models of hypertension, hyperlipidemia,
and hypertension combined with hyperlipidemia according
to the relevant and reliable model-making methods [29–32].
Real-time monitoring of blood pressure of di�erent models
was given to the mice in di�erent models to ensure the
reliability of blood lipid levels in di�erent mice for the
occurrence of a lipid disorder. With high similarity to
clinical blood specimens, some levels of in�ammatory fac-
tors in pure hypertension were elevated. Despite irregular
changes in IL-6 and CCL2, the overall in�ammation remains
elevated; also, TLR2 levels increased in serum. �e con-
clusions as above obtained in the mouse model made us
more convinced that TLR2 has great signi�cance in the
occurrence and development of hypertension combined
with hyperlipemia. To provide a more direct veri�cation of
the role of the TLR2, we compared the degree of pathological
changes of hypertension and hyperlipidemia in wild mice
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Figure 5: Changes in NF-κB pathway protein, MAP, lipid level, and apolipoprotein levels, TLR2, and in�ammatory factors after blocking
the NF-κB pathway. (a) IKK and protein expression levels of the wild-high fat-Ang II-BAY11-7082 group were signi�cantly lower than those
of the wild-high fat-Ang II group. (b) MAP in the wild-high fat-Ang II-BAY11-7082 group signi�cantly decreased compared with the wild-
high fat-Ang II group. (c) �e TC and LDL in serum signi�cantly decreased in the wild-high fat-Ang II group and wild-high fat-Ang II
group, with no signi�cant statistical di�erence between triglyceride and high-density lipoprotein in the two groups. (d) �e concentrations
of IL-1β and TNF-α in serum signi�cantly decreased in the wild-high fat-Ang II-BAY11-7082 group compared with the wild-high fat-Ang II
group, with no statistical di�erence in the concentrations of TLR2, IL-6, and CCL2 (n� 5; ∗∗∗P< 0.001).
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and gene knockout mice under the same modeling method
with a TLR2 -/- knockout mouse model. Compared with wild
mice, the occurrence of hypertension and hyperlipidemia in
mice after losing TLR2 gene function was more delayed, and
the degree of pathological changes was less. Meanwhile, the
related inflammatory factors were reduced to comparable
levels in the control group after knocking out Tlr2 gene. In
conclusion, we can determine that TLR2-induced inflam-
mation plays an important role in the disease process of
hypertension combined with hyperlipemia.

In order to deeply reveal the molecular effect of TLR2-
induced diseases, as well as add new cognition to the
pathogenesis of hypertension and hyperlipidemia, we have
conducted further studies on the signaling pathway. Recent
literature reported that TLR2/4 has clear molecular inter-
action mechanisms with the downstream PI3K/Akt pathway
and NF-κB pathway [33–35].,erefore, we assumed that the
presence of TLR2 activates these two signaling pathways,
which are then activated for the transcription of downstream
inflammatory factor encoding genes, resulting in increased
release of inflammatory factors, creating a microenviron-
ment of inflammatory infiltration, and ultimately inducing
the occurrence of hypertension and hyperlipidemia. First,
we tested the degree of activation of Akt and NF-κB sig-
naling pathways in control, hypertensive combined with
hyperlipemia and Tlr2-/- groups. Western blot essay found a
significant increase in phosphorylation levels of Akt, IKK,
and p68 proteins, meaning that Akt and NF-κB signaling
pathways were activated in the model of hypertension
combined with hyperlipemia. To elucidate the role of TLR2,
we simultaneously detected the degree of activation of Akt
and NF-κB signaling pathways in the Tlr2-/- model and
found that the phosphorylation levels of Akt, IKK, and p68
proteins were recovered to comparable to controls in the
gene knockout model. As in the above conclusion, it can be
proved that Akt and NF-κB signaling pathways have a
certain role in hypertension combined with hyperlipemia.
To further confirm the role of the two signaling pathways in
the occurrence and development of this disease, we blocked
Akt and NF-κB signaling pathways with different inhibitors
corresponding to the two pathways. As expected, we found
that blood pressure and lipid levels were still higher than
those in the wild-saline group (controls) regardless of which
path was being knocked out. However, it significantly de-
creased in the wild hypertension combined with hyperli-
pemia model, even the pathological changes were
comparable after knocking out Tlr2 gene, with lower in-
flammatory factor levels. ,erefore, we can confirm the
positive effect of blocking Akt and NF-κB pathways on the
improvement of hypertension combined with hyperlipemia.

5. Conclusion

According to our study, TLR2, inflammatory response, Akt
pathway, and NF-κB pathway all contributed to the oc-
currence and development of hypertension combined with
hyperlipemia, and previous literature have more or less
reported the relationship between the four factors and hy-
pertension combined with hyperlipidemia [36, 37].

However, there was almost no systematic research of the
four on the occurrence and development of the disease. Our
study systematically explained the induction of inflamma-
tion through Akt/NF-κB pathway and thus promoted the
occurrence and development of hypertension combined
with hyperlipemia. In addition, we removed the effects of
TLR2, Akt, and NF-κB pathways, respectively, and found
that the three were more or less effective in the occurrence
and development of the disease. ,ese findings added new
cognition to gene-level research of cardiovascular disease.
Although our research reveals the role of TLR2 on hyper-
tension combined with hyperlipemia, it still lacks systematic
verification for whether TLR2 is a good intervention target
to control hypertension. We expect to continuously expand
the subsequent protein interaction network with TLR2 as the
center and finally screen the new target to intervene in
primary familial hypertension combined with hyperlipemia
to effectively control the occurrence and development of
such cardiovascular diseases.
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Objective. Hepatocellular carcinoma (HCC) remains a devastating tumor globally. Serum exosomes are reliable biomarkers for
tumors, including HCC. Hence, this study explored the efficacy andmechanism of serum exosomes in HCC.Methods. microRNA
(miR)-122 and miR-148a expressions in serum exosomes fromHCC patients and healthy subjects and their predictive efficacy for
HCCwere detected. Correlation between serum exosomal miR-122/148a expressions with survival rate, clinical stage, lymph node
metastasis, and tumor differentiation level and levels of HCC-related serum markers (CA199, FucAFP, ALD-A, and AFu) were
detected. PAX2 staining intensity and expression in HCC were measured. PAX2 predictive efficacy for HCC and its correlation
with clinical stage, lymph node metastasis, tumor differentiation level, and HCC-related serum marker levels were analyzed. +e
targeted binding relationship between miR-122 and miR-148a and PAX2 was predicted and verified. Results. Serum exosomal
miR-122 and miR-148a expressions were downregulated in HCC, showing potent predictive efficacy for HCC, which was
negatively related to clinical stage and lymph node metastasis and positively related to tumor differentiation level, patient survival
rate, and HCC-related serummarker levels. PAX2 showed increased staining intensity and expression in HCC, together with high
predictive efficacy for HCC. PAX2 expression showed a positive correlation with clinical stage and lymph node metastasis and a
negative correlation with tumor differentiation level and HCC-related serum marker levels. miR-122 and miR-148a conjointly
targeted PAX2 in HCC. Conclusion. We demonstrated that serum exosomal miR-122 and miR-148a played a predictive role and
were linked to prognosis in HCC via interactions with PAX2.

1. Introduction

Hepatocellular carcinoma (HCC), as a frequent malignancy
that usually occurs in the presence of chronic liver disease,
accounts for 75–85% of primary liver cancers and con-
tributes to the vast majority of cancer-related deaths [1, 2].
HCC develops mostly as a consequence of hepatitis B in-
fection; in addition, other risk factors including genetic
causes, excessive drinking, hepatitis C infection, and fatty
liver disease also contribute to HCC initiation and pro-
gression [3, 4]. Due to insidious symptoms in the early stage
and subsequent rapid tumor development, a majority of
HCC patients are not diagnosed until the late stage, during
which HCC is largely incurable due to the low therapeutic
response rate and apparent drug resistance [5, 6]. Surgical

resection and liver transplantation are still two standard
methods for treating HCC; however, the recurrence rate
after radical resection and transplantation remains high,
notably reducing the long-term survival of HCC patients
[7–9]. +erefore, novel predicative biomarkers are in urgent
need for promoting HCC diagnosis as well as improving the
prognosis.

Exosomes are characterized by small bilipid protein
structures with a diameter of 30–150 nm and show the
presence of almost all biological fluids including serum,
which makes them recognized as reliable biomarkers for
cancer prognosis and diagnosis [10]. Exosomes harbor
abundant biological cargoes, such as DNA, microRNAs
(miRs), and proteins, which underlie their potential to be
biomarkers for diagnostic applications [11]. miRs, defined as
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a group of small endogenous noncoding RNAs, are potent
regulators of posttranscriptional gene expression, promising
to be candidates for developing biomarkers [12, 13]. Serum
exosomal microRNAs (miRs) are very stable and can act as
effective biomarkers for early cancer diagnosis [14]. Accu-
mulating studies have demonstrated that serum exosomal
miRs have great value in HCC diagnosis and therapy and can
also be used as novel hallmarks for HCC recurrence pre-
diction [6, 15].

+erefore, it was reasonable to hypothesize that serum
exosomes may possess an underlying value in HCC pre-
diction and prognosis via carrying miRs through possible
mechanisms. Consequently, a series of predictions and
experiments were performed to determine the role of HCC-
related serum exosomal miRs and their related mechanisms
in HCC prediction and prognostic evaluation with the
purpose to provide some novel insights for HCC treatment.

2. Materials and Methods

2.1. Clinical Sample Collection. HCC serum samples were
collected from Chongqing General Hospital. HCC patients
had no history of acute, chronic, or malignant diseases or
surgery in the previous 12 months based on the screening
results of the physical examination center of Chongqing
General Hospital. Histologically, HCC patients were con-
firmed with no radiotherapy and chemotherapy history and
no acute/chronic inflammation signs. Normal subjects
(n� 31) were matched with HCC patients (n� 59) by age and
gender. +is study got approval from the Ethics Committee
of Chongqing General Hospital. All subjects signed in-
formed consent. All experiments were performed following
the guidelines and principles of the Declaration of Helsinki.

Peripheral blood samples were collected in the serum
separation tube and treated within 2 h. After centrifugation
(1200g, 4°C, and 10min) of the blood samples, the super-
natant was absorbed and centrifuged (3, 000g, 4°C, and
15min). Next, the supernatant was crushed into several
equal parts and stored at −80°C.

2.2. Extraction of Serum Exosomes. +e exosomes were
separated using gradient centrifugation as previously de-
scribed [16]. Specifically, serum samples were unfrozen on
ice. Next, serum (1mL) was diluted in phosphate-buffered
saline (PBS, 11mL) and then ultracentrifuged (150, 000g,
4°C overnight). After discarding the supernatant, the pre-
cipitate was rinsed with PBS (11mL), followed by centri-
fugation (150, 000g, 4°C, and 2 h). Afterwards, after the
supernatant was removed, the precipitate underwent a
resuspension in PBS.

2.3. Transmission Electron Microscope (TEM) Analysis.
Exosome samples were diluted using PBS at an appropriate
volume. Next, the diluted exosomes (10 μL) were added to
the copper mesh for 1min with excess liquid absorbed using
filter paper, followed by a 1min staining with 2% uranyl
acetate (10 μL) with excess staining solution absorbed using
filter paper. Next, the copper mesh underwent a 15-minute

air-drying and was imaged on an FEI Tecnai G2 Spirit TEM
(+ermo Fisher Scientific Inc., Waltham, MA, USA) at a
voltage of 120 kV.

2.4. Nanoparticle Tracking Analysis (NTA). NTA was con-
ducted for the determination of exosome size and distri-
bution utilizing the NanoSight NS300 system and NTA 2.3
(Malvern Instruments Ltd., Malvern, UK) in compliance
with the instructions of the manufacturer.

2.5. FlowCytometry. Anti-CD63, anti-CD81, and anti-CD47
antibodies or PI were used to label the extracted exosomes. A
flow cytometer was used to excitate 525/620 nm band-pass
filters at 488 nm wavelength for detecting FITC/PI fluo-
rescence to evaluate the positive rates of CD63, CD81, CD47,
and PI in the extracted exosomes.

2.6. Detection of HCC-Related Serum Markers.
Concentrations of cancer antigen 199 (CA199), fucosylated
alpha-fetoprotein (FucAFP), aldolase A (ALD-A), and Al-
pha-L-fucosidase (AFU) were detected using enzyme-linked
immunosorbent assay kits (Nanjing JianCheng Bioengi-
neering Institute, Nanjing, Jiangsu, China). All operations
were carried out as per the kit instructions.

2.7. Dual-Luciferase Reporter Gene Assay. +e binding re-
lationship of miR-122/148a and PAX2 was first predicted
through StarBase (https://starbase.sysu.edu.cn/). +e wild-
type (WT) PAX2 3′UTR fragment containing miR-122/148a
binding sites or mutant (MT) (in the absence of predicted
miR target sequence) was inserted into pmirGLO (Shanghai
Generay Biotech Co., Ltd., Shanghai, China) plasmid. +e
reporter plasmid (pmirGLO-PAX2-WT/MT) was cotrans-
fected with miR-122/148a mimic or mimic NC into
HEK293T cells. After 48 h of transfection, cell lysate was
collected and luciferase activity was measured using Tecan
Infinite M200 PRO instrument and Dual-Luciferase Re-
porter System (Promega Corp., Madison, Wisconsin, USA).
+e firefly luciferase fluorescence intensity was standardized
using Renilla luciferase fluorescence intensity.

2.8. Bioinformatics Analysis. HCCGSE104251 and
GSE138178 microarrays were obtained from the Gene Ex-
pression Omnibus (GEO) database (https://www.ncbi.nlm.
nih.gov/geo/), which were then normalized using the R
language limma package (https://cran.r-project.org/web/
packages/pheatmap/) with |logFC|> 2 and adj. p< 0.05 as
the screening thresholds. +e heatmaps were drawn. +e
targeted binding relationship between miR-122/148a and
PAX2 was predicted through StarBase (https://starbase.sysu.
edu.cn/). +e relationship between miR-122 and miR-148a
expressions and the survival rate of HCC patients was
measured using the KM-Plotter website (https://kmplot.
com/analysis/). +e staining intensity of paired box
(PAX) 2, cyclinD1 (CCND1), myelocytomatosis viral on-
cogene homolog (MYC), neural precursor cell expressed,
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developmentally downregulated 4 (NEDD4), and C-X-C
motif chemokine ligand 5 (CXCL5) in normal liver tissues
and HCC tissues was determined through the Human
Protein Atlas website (https://www.proteinatlas.org/).

2.9. Reverse Transcription-Quantitative Polymerase Chain
Reaction (RT-qPCR). cDNA synthesis was performed using
the All-in-One™ miRNAFirst-Strand cDNA Synthesis Kit
(GeneCopoeia, Rockville, MD, USA) as per the manufac-
turer’s protocols. Reverse transcription was accomplished
via a 60-minute incubation of the mixture at 37°C and then a
5-minute incubation at 85°C, followed by storage at 4°C. RT-
qPCR was carried out utilizing ChamQ SYBR qPCR Master
Mix (NanJing Vazyme Biotech Co., Ltd, Nanjing, Jiangsu,
China) as per the instructions of the manufacturer. All
reactions were checked three times. miRprimer2 software 32
was used for miRNA forward primer design, and its syn-
thesis was finished by Nanjing Genscript Technology Co.,
Ltd. (Nanjing, Jiangsu, China). RT-qPCR was carried out on
the StepOnePlus real-time PCR system (Applied Biosystems,
Waltham, MA, USA) under the conditions of 3min at 95°C,
and then 40 cycles of 10 s at 95°C and 30 s at 60°C. +e
geometric mean of the internal reference was used for RT-
qPCR value normalization, and the relative expression was
determined using the 2−ΔΔCt method.

2.10. Statistical Analysis. SPSS 21.0 (IBM Corp., Armonk,
NY, USA) was utilized to analyze data. +e Kolmogor-
ov–Smirnov test confirmed that data were normally dis-
tributed. +e results were represented as mean± standard
deviation. +e comparison between the two groups was
analyzed using a t-test. A comparison among multiple
groups was analyzed using one-way and two-way analysis of
variance (ANOVA) followed by Tukey’s multiple compar-
ison test. Fisher’s exact test was utilized for measurement
data. Correlation was analyzed utilizing Pearson’s correla-
tion coefficient test, and a receiver operating characteristic
(ROC) curve was drawn to evaluate the predictive efficacy of
miR-122/148a and PAX2 for HCC. +e p value was gained
from a two-sided test. p< 0.05 meant statistically significant.

3. Results

3.1. Serum Exosomes in HCC Patients Were Successfully
Extracted. First, exosomes were extracted from the serum of
31 healthy subjects and 59 HCC patients using gradient
centrifugation. +e size of the extracted particles was ana-
lyzed using the NanoSight NS300 system and NTA 2.3
software, which was observed to be about 92.46± 2.41 nm
(Figure 1(a)). In addition, the extracted particles were found
to be barrel-shaped, ellipsoidal, or round, with a diameter of
about 100 nm under a TEM (Figure 1(b)). To further exclude
the influence of apoptotic bodies on the subsequent ex-
perimental results, we used PI staining and observed that the
extracted exosomes were negative for PI staining, as shown
by flow cytometry results (Figure 1(c)). Exosome specific
surface markers (CD63, CD81, and CD47) were further
determined using flow cytometry, and it was found that

CD63, CD81, and CD47 showed positive expression in the
extracted exosomes (Figure 1(d)). From all the above-
mentioned, we confirmed that the extracted particles were in
line with the characteristics of exosomes.

3.2. miR-122/148a Was Poorly Expressed in HCC Patient
Serum Exosomes and Correlated with Prognosis. Firstly,
differentially expressed miRs in serum exosomes of 5 HCC
patients and 5 healthy subjects in the GSE104251 dataset
from the GEO database (https://www.ncbi.nlm.nih.gov/geo/
) were analyzed, and 179 differentially expressed miRs were
screened (Figure 2(a)) based on the threshold of |logFC|> 2
and p< 0.05. +e first 50 miRs with differential expression
were displayed on the heatmap (Figure 2(b)). Next, ex-
pressions of the first 6 differentially expressed miRs (miR-
122, miR-239, miR-148a, miR-447, miR-681, and miR-581)
in serum exosomes of 31 healthy subjects and 59 HCC
patients were detected using RT-qPCR. miR-122 and miR-
148a were found to be dramatically downregulated in serum
exosomes of HCC patients (Figure 2(c)). Meanwhile, the
predictive efficacy of the first 6 differentially expressed miRs
(miR-122, miR-239, miR-148a, miR-447, miR-681, andmiR-
581) for HCC patients was measured using an ROC curve.
miR-122 and miR-148a showed the largest area under the
curve (Figure 2(d)). Subsequently, miR-122 and miR-148
effects on HCC patient survival rate were predicted through
the KM-Plotter website (https://kmplot.com/analysis/), and
it was found that HCC patients with low expression of miR-
122/148a had a lower survival rate (Figure 2(e)). In addition,
according to our findings, miR-122/148a expression was
negatively correlated with the clinical stage and lymph node
metastasis of HCC patients, while positively correlated with
the tumor differentiation level (Figures 2(f)–2(h)).

3.3.miR-122/148aExpressionWasNegativelyCorrelatedwith
HCC-RelatedSerumMarkerLevels. To further determine the
role of miR-122/148a in HCC patients, we further analyzed
the relationship between miR-122/148a expression in serum
exosomes and the concentration of HCC-related serum
markers (CA199, FucAFP, ALD-A, and AFu) in HCC pa-
tients. First, levels of CA199, FucAFP, ALD-A, and AFu in
59 HCC patients were found to show an obvious elevation
relative to those in 31 healthy subjects (Figures 3(a)–3(d)).
Next, as shown by our results, miR-122/148a expression was
negatively related to HCC-associated serum marker con-
centrations (Figures 3(e)–3(h)).

3.4. PAX2 Was Highly Expressed in Serum of HCC Patients.
Subsequently, we downloaded the HCC GSE138178
microarray (including HCC tissues and normal adjacent
liver tissues of 49 HCC patients) from the GEO database
(https://www.ncbi.nlm.nih.gov/geo/). By setting the
threshold |logFC| >2 and p< 0.05, 539 differentially
expressed genes were identified (Figure 4(a)). +e first 50
differentially expressed mRNAs were displayed in the
heatmap (Figure 4(b)). +e staining intensity of PAX2,
CCND1, MYC, NEDD4, and CXCL5 in normal liver tissues

Journal of Healthcare Engineering 3

https://www.proteinatlas.org/
https://www.ncbi.nlm.nih.gov/geo/
https://kmplot.com/analysis/
https://www.ncbi.nlm.nih.gov/geo/


and HCC tissues was further determined through the Hu-
man Protein Atlas website (https://www.proteinatlas.org/),
which was found to show a notable elevation in HCC tissues
compared to that in normal liver tissues (Figures 4(c)–4(g)).
Furthermore, PAX2, CCND1, MYC, NEDD4, and CXCL5
expressions in the serum of 31 healthy subjects and 59 HCC
patients were detected using RT-qPCR, and they were found
to be noticeably increased in the serum of HCC patients
relative to those in normal subjects, among which PAX2
exhibited the most significant expression difference
(Figure 4(h)).

3.5. PAX2 Expression Was Related to HCC Patient Prognosis.
To further explore PAX2’s role in HCC and its clinical-
predictive efficacy, we first used a ROC curve to predict the
predictive efficacy of PAX2, CCND1, MYC, NEDD4, and
CXCL5 expressions for HCC. PAX2 showed the highest
predictive efficacy for HCC (Figure 5(a)). +e relationship
between PAX2 expression and the clinical stage, lymph node
metastasis, and tumor differentiation level of HCC patients
was further analyzed. As shown by our results, PAX2 ex-
pression showed a positive correlation with clinical stage and
lymph node metastasis, while a negative correlation with
tumor differentiation level (Figures 5(b)–5(d)). Furthermore,
levels of CA199, FucAFP, ALD-A, and AFu were found to be

positively correlated with PAX2expression in the 59 HCC
patients (Figures 5(e)–5(h)). From all of the abovementioned,
PAX2 was crucial in the HCC occurrence and prediction.

3.6. miR-122 and miR-148a Conjointly Targeted PAX2. To
further determine the regulatorymechanism ofmiR-122 and
miR-148a in PAX2, we first predicted the targeted binding
relationship between miR-122/148a and PAX2 via the
StarBase website (https://starbase.sysu.edu.cn/), and it was
observed that miR-122 and miR-148a could target PAX2
3′UTR sequence (Figures 6(a) and 6(b)). +e dual-luciferase
reporter gene assay was designed to further verify the above
binding relationship. 293 T cells cotransfected with miR-
122/148a mimic and PAX2-WT showed remarkably de-
creased luciferase activity, while those cotransfected with
mimic NC and PAX2-MT exhibited no obvious change
(Figures 6(c) and 6(d)). Subsequently, we verified that miR-
122/148a expression showed a negative correlation with
PAX2expression in HCC (Figures 6(e) and 6(f)).

4. Discussion

Globally, HCC still accounts largely for tumor-related
death [17]. Exosomes, widely distributed in biological
fluids including serum, are found to be implicated in
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Figure 1: Serum exosomes in HCC patients are successfully extracted. (a) +e size and distribution of exosomes was analyzed using
NanoSight NS300 system and NTA 2.3 software; (b) the shape and size of exosomes were detected using a TEM; (c) the positive rate of
exosomes was detected by PI staining; (d) the surface marker proteins CD63, CD81, and CD47 of exosomes were determined utilizing flow
cytometry. All tests were repeated three times.
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tumors via carrying their functional cargos, including
miRs, thereby showing potential applications in the
therapeutic interventions of tumors [18]. In the present
study, we demonstrated that HCC patient serum exo-
somal miR-122 and miR-148a were predictive factors for
HCC and related to HCC patient prognosis, which were
mediated by their conjointly targeted PAX2 in HCC.

Serum exosomal miRs promise to be biomarkers for HCC
prediction [6, 15]. In addition, as has been reported previ-
ously, miR-122 is abundant in the liver, and its reduction
plays a pathogenic role in liver diseases [19]. Aberrantly
decreased miR-148a expression has been described in mul-
tiple tumors, with its depletion frequently related to an ad-
vanced clinical stage and metastasis, as well as poor clinical
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Figure 2: Serum exosomal miR-122 andmiR-148a are poorly expressed in HCC and are correlated with prognosis. (a) Volcano plots for the
differentially expressed miRs in serum exosome GSE104251 dataset; (b) a heatmap of the top 50 miRs with the highest degree of differential
expression in GSE104251microarray; (c) RT-qPCRwas utilized tomeasure expressions of miR-122, miR-239, miR-148a, miR-447, miR-681,
and miR-581 in serum exosomes of 31 healthy subjects and 59 HCC patients; (d) the predictive efficacy of miR-122, miR-239, miR-148a,
miR-447, miR-681, and miR-581 for HCC patients was measured using ROC curves; (e) miR-122/148a effects on HCC patient survival rate
were predicted using the KM-Plotter website (https://kmplot.com/analysis/); (f–h) the relationships between miR-122/148a expression and
the clinical stage, lymph nodemetastasis, and tumor differentiation level of HCC patients. All experiments were repeated at least three times,
and each point represented one subject. Data in panel C were analyzed utilizing the unpaired t-test. ∗p< 0.05; ∗∗p< 0.01; ∗∗∗p< 0.001.
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outcome [20]. In the present study, differentially expressed
miRs in serum exosomes of HCC patients and healthy
subjects were first obtained using the GSE104251 microarray,
and thenwe identified the first 6 differentially expressedmiRs,
among which miR-122 and miR-148a were the two most
downregulated miRs in serum exosomes of HCC patients and
showed potent predictive efficacy for HCC, and their ex-
pressions were negatively related to the clinical stage and
lymph node metastasis, and positively correlated with the
survival rate and the tumor differentiation level of HCC
patients. Likewise, serum exosomal miR-122 shows an ob-
vious downregulation in HCC patients, promising to be a
reliable serological biomarker for HCC [21]. miR-122 ex-
pression is tightly linked to tumor size and tumor stage in
HCC, and reduced miR-122 expression is associated with the
short survival of HCC patients [22]. Numerous studies have
demonstrated the abnormally reduced miR-148a expression
in HCC [23, 24]. A previous work further pointed out that
serum miR-148a expression strongly exhibits a negative
correlation with tumor size and tumor-node-metastasis stage
in HCC and a positive correlation with overall survival and
prognosis of HCC patients [25].

As has been demonstrated previously, FucAFP, AFU,
CA199, and ALD-A are effective HCC-specific indexes with
their high levels correlated with a high risk of HCC [26–29].
According to our findings, levels of HCC-related serum

markers (CA199, FucAFP, ALD-A, and AFu) were obviously
elevated in HCC patients, and miR-122/148a expression
showed a negative correlation with levels of these indexes.
Consistently, downregulated miR-122 has been pointed out
to be related to the deregulation of ALD-A in liver disease
[30]. miR-122 is negatively linked to AFP, an independent
risk factor, in HCC [31].

On the other hand, growing studies have shown that
PAX2 acts as an oncogenic gene in diverse cancers, such as
endometrial cancer and ovarian cancer [32, 33]. Differen-
tially expressed genes in HCC were screened in this study,
and we identified PAX2 as the most remarkably upregulated
gene in HCC. In agreement with our observations, in prior
work, PAX2 is found dramatically elevated in HCC [34].
PAX2 is proposed to possess a clinical-predictive role in
endometrial endometrioid carcinoma [35]. As shown by our
results, PAX2 showed strong predictive efficacy for HCC,
with its expression positively correlated with clinical stage,
lymph node metastasis, and HCC-related serum markers
(CA199, FucAFP, ALD-A, and AFu), and negatively cor-
related with tumor differentiation level. Likewise, it has been
shown that upregulated PAX2 is tightly related to HCC cell
propagation [36].

To further determine the regulatory mechanism of miR-
122/148a in PAX2, we first predicted and then verified that
miR-122 and miR-148a conjointly targeted PAX2 in HCC.
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Figure 3: miR-122/148a expression is negatively related to levels of HCC-related serummarkers. (a–d) Concentrations of CA199, FucAFP,
ALD-A, and AFu in 59 HCC patients were detected; (e–h) the correlation of miR-122/148a expression with the serum levels of CA199,
FucAFP, ALD-A, and AFu was analyzed. Data were analyzed using the unpaired t-test. ∗∗∗p< 0.001.
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Figure 4: PAX2 is highly expressed in serum of HCC patients. (a) Volcano plots for the differentially expressed mRNAs in the GSE138178
dataset; (b) a heatmap of the top 50 differentially expressed mRNAs in the GSE138178 dataset; (c–g) the staining intensities of PAX2,
CCND1, MYC, NEDD4, and CXCL5 in normal liver tissues and HCC tissues were determined through the Human Protein Atlas website
(https://www.proteinatlas.org/); (h) PAX2, CCND1,MYC, NEDD4, and CXCL5 expressions in the serum of 31 healthy subjects and 59HCC
patients was detected using RT-qPCR. Data in panel H were analyzed utilizing the unpaired t-test. ∗∗p< 0.01; ∗∗∗p< 0.001.
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Figure 5: Continued.
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Figure 5: PAX2 expression is related to the prognosis of HCC patients. (a) +e ROC curve was used to predict the predictive efficacy of
PAX2, CCND1, MYC, NEDD4, and CXCL5 expressions in HCC patients; (b–d) the relationship between PAX2 expression and
clinical stage, lymph node metastasis, and tumor differentiation level of HCC patients was analyzed; (e–h) the correlation between levels of
CA199, FucAFP, ALD-A, and AFu and PAX2 expression in 59 HCC patients was analyzed. Each experiment was done three times
repeatedly. ∗∗p< 0.01; ∗∗∗p< 0.001.
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Figure 6: miR-122 and miR-148a jointly target PAX2. (a, b) +e targeting binding sites between miR-122/148a and PAX2 were predicted
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repeatedly. ∗∗p< 0.01; ∗∗∗p< 0.001.
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Consistently, previous work has proposed that PAX2
functions as a serum exosomal miR-targeted gene in HCC
[36]. miR-122 exhibits a negative correlation with PAX8 in
H9C2 myocytes [37]. Nevertheless, little could be retrieved
about PAX2’s predictive efficacy in HCC and the interplay
between miR-122/148a and PAX2 in HCC, which, on the
other hand, demonstrated the novelty of this study.

5. Conclusion

All in all, this study supported that HCC patient serum
exosomal miR-122 and miR-148a played predictive roles in
HCC and were linked to patient prognosis via interactions
with their conjointly targeted PAX2 in HCC. miR-122
seemed to have higher relevance to PAX2 expression than
miR-148; however, more studies are required to draw a
certain conclusion that miR-122 had a more important effect
than miR-148. We would like to focus on this issue in our
future studies, and we would like to investigate the in-
volvement of other potential targets such as CCND1, MYC,
NEDD4, and CXCL5 in the near future. Anyway, these
results discovered a novel serum exosome-based therapy for
HCC patients and provided therapeutic values for HCC
treatment.
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,e objective of this study was to analyze the application of proportional hazard mathematical model (PHMM) in Hepatitis B
Virus (HBV) infection analysis of interventional liver cancer patients treated with entecavir, so as to provide data support for
clinical diagnosis and treatment. Based on the survival analysis, the treatment factor x was undertaken as an independent variable
to perform linear regression. ,e regression model took the hazard rate function as the dependent variable to establish an
exponential regression equation to construct a PHMM. 136 patients with primary liver cancer receiving interventional che-
moembolization combined with the drug (entecavir) were selected as the experimental group, who were in the computer gene
expression omnibus (GEO). 87 patients with primary liver cancer who underwent interventional chemoembolization therapy
without antiviral treatment were taken as the control group.,e PHMMwas adopted for comprehensive analysis. In addition, the
factors affecting the virological response to antiviral therapy were analyzed using the multiple logistic regression. ,e results
revealed that HBV deoxyribonucleic acid (DNA) negative conversion rate, Hepatitis B e-Antigen (HBeAg) negative conversion
rate, and HBeAg serological conversion rate in the experimental group were much higher than those in the control group
(P< 0.05). HBV DNA level and proportion of HBsAg <100 IU/mL in the experimental group were much lower than those in the
control group (P< 0.05). ,e virological breakthrough rate and incidence of adverse events at week 24 in the experimental group
were greatly lower than those in the control group (P< 0.05). ,e adverse virological response of patient was positively correlated
with HBVDNA load and HBeAg status and negatively correlated with alanine aminotransferase (ALT) level (P< 0.05).,erefore,
entecavir can significantly inhibit HBV DNA replication in patients with liver cancer, showing high antiviral effect. High baseline
HBV DNA load, positive HBeAg, and low baseline alanine aminotransferase levels were independent risk factors for adverse
virology response to entecavir antiviral therapy, which provided a reference for the selection of antiviral drugs for HBV infection.

1. Introduction

Primary liver cancer is one of the most common malignant
tumors in China [1, 2]. China is a major country in the
incidence of hepatitis, and the main causes of morbidity and
mortality include HBV, HCV, and aflatoxin [3, 4].

According to relevant research reports, the proportion of
people carrying HBV virus in China is about 10%, and HBV
usually acts together with other related factors to lead to the
occurrence of cirrhosis, resulting in human hepatocellular
carcinoma [5]. Considering that the early symptoms of liver
cancer are relatively insidious and not typical enough, they
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often develop to middle to advanced stages when they are
discovered. At this time, liver transplantation, liver resec-
tion, interventional therapy, radiotherapy, chemotherapy,
and other methods should be selected [6]. Transcatheter
arterial chemoembolization (TACE) is the most common
surgical treatment for liver cancer, which has a strong in-
hibitory and killing effect on tumor. However, during the
period, it will affect the transport of liver blood, cause
damage to the normal liver tissues, and greatly reduce the
antivirus effect, which will eventually lead to a large number
of rapid replications of HBV, resulting in liver failure, he-
patic encephalopathy, and other complications [7–9].
,erefore, antiviral therapy during surgery is crucial for the
prognosis of patients.

,ere is also a lot of research on antiviral drugs. For
example, Cho et al. [10] compared the efficacy of tenofovir
and entecavir in antiviral therapy in 53 patients with chronic
kidney disease and found that the safety of hepatic artery
embolization in patients with chronic kidney disease was
comparable between tenofovir and entecavir. Liao et al. [11]
compared the roles of lamivudine and entecavir in the
reactivation of HBV induced by chemotherapy and found
that entecavir had better clinical observation effect than
lamivudine. Entecavir is a guanine nucleoside analogue that
can inhibit HBV activity through phosphorylation and
competition with HBV polymerase deoxyguanosine tri-
phosphate nucleoside [12]. In clinical follow-up studies for
some malignant tumors, chronic diseases, and other dis-
eases, it is not comprehensive enough to consider the
outcome, and it is also necessary to consider the length of
time the subject has experienced a certain outcome. At
present, proportional hazard mathematical model (PHMM)
is commonly used for multivariate analysis of survival data
so that the survival outcome, survival time, and processing
censored data can be handled synchronously. ,e advantage
of PHMM analysis is that it can analyze categorical and
numerical variables and expand the scope of survival
analysis from single-factor to multifactor analysis. In ad-
dition, it can analyze the survival of several factors at the
same time, and the statistical model provides the effect of
each factor. PHMM takes the occurrence of end-point events
and the time elapsed for the end-point events as dependent
variables. It can analyze the impacts of multiple factors on
survival time and analyze data with censored data and does
not require estimation of the distribution type of data.
During the observation, it is necessary to avoid the loss of
follow-up of the observation object, the censorship ratio is
too large, and the bias accelerates. However, the application
of PHMM analysis has an important premise, which refers to
the proportional hazard (the impact of a certain factor on
survival is the same at any time and does not change with
time). When the premise is met, the PHMM can be applied.

In summary, TACE has the side effects of destroying
liver function, so it is particularly important to choose
appropriate antiviral drugs for interventional therapy. Based
on this, the clinical efficacy of entecavir was comprehen-
sively evaluated by comparing the HBV deoxyribonucleic
acid (DNA) conversion rate, HBV DNA infection level,
HBeAg conversion rate, serum positive conversion rate,

HBsAg <100 IU/mL ratio, and complications between the
two groups of patients, to comprehensively evaluate the
efficacy and safety of entecavir in the treatment of HBV
infection in HCC patients.

2. Materials and Methods

2.1. ResearchObject andBasic Information. In this study, 136
patients with primary liver cancer who underwent inter-
ventional chemoembolization combined with antiviral
therapy of entecavir in the computer gene expression om-
nibus (GEO) data library were selected as the experimental
group, and 87 patients with primary hepatocellular carci-
noma treated with interventional chemoembolization
without antiviral drugs were taken as the control group.,is
study had been approved by the ethics committee of hos-
pital, and patients and their families had been informed of
the study and signed informed consent.

Inclusion criteria were as follows: patients aged 30–76
years, patients diagnosed with hepatocellular carcinoma by
pathology, and patients without obvious diseases of heart,
lung, kidney, and other organs. Exclusion criteria were as
follows: patients with antiviral history before surgery, pa-
tients with cerebral renal syndrome before surgery, patients
with other types of liver disease, and patients who have
received liver surgery before.

2.2. PHMMAnalysis. Kaplan-Meier curves and Logrank test
tests were univariate analysis, which studied the relationship
between a single variable and survival, and they were only
applicable to categorical variables instead of numerical
variables, such as gene expression in malignant tumors. In
univariate analysis of survival, the survival function (or
cumulative survival rate) was expressed as follows:

S(t, x), (1)

where S represented the probability that the survival time T
of the research object was greater than a certain time t and x
represented the independent variable (a certain processing
factor), whose assignment rules were given as follows:

x �
0, no treatment factor
1, treatment factor

. (2)

,en, the risk of patients in a treatment group at time t
was shown in (3); and the risk of patients in the control
group at time t was shown in (4).

w(t) � w0(t) × exp(β), (3)

w(t) � w0(t), (4)

relativeriskdegree�
handlinggrouprisks
controlgrouprisk

�
w0(t) × exp(β)

w0(t)

� exp(β).

(5)

,e death function was written as
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D(t, x) � 1 − S(t, x), (6)

where D represented the cumulative mortality from the
observation follow-up to time t. ,e death density function
was m(t, x) � D(t, x), wherem referred to the death density
function (the instantaneous death rate at time t). ,e risk
function was shown as follows:

w(t, x) �
m(t, x)

S(t, x)
, (7)

where w was the hazard rate function, which represented the
ratio of the instantaneous death rate at time t to the number
of survivors at time t (conditional instantaneous mortality
rate).

,e PHMM could be established as follows.
,e data in survival analysis contained censored data,

and the time variable t usually does not satisfy normal
distribution and homogeneity of variance. ,erefore, the
PHMM could not take S(t, x) as the dependent variable
directly, and x was undertaken as the independent variable
for linear regression.,e regression model has taken w(t, x)

as the dependent variable, and an exponential regression
equation was established as

w(t) � w0(t)e
β1x1+β2x2+β3x3+···βkxk( ). (8)

In equation (8), w(0) was the hazard rate function of the
baseline survival distribution, which referred to the hazard
function when all accompanying variables were 0;
x � (x1, x2, x3, . . . xk) was the prognostic variable (inde-
pendent variable covariate, which could be continuous or
discrete); w0(t) was the risk function when the covariate
value was 0; and β � (β1, β2, β3, . . . βk) referred to the re-
gression coefficient of the model, and the meaning of which
was as follows:

In
w(t)

w0(t)
  � β1x1 + β2x2 + β3x3 + · · · βkxk. (9)

In the PHMM, survival time or recovery time was taken
as the dependent variable, and a group of variables related to
survival time were used as independent variables and
prognostic variables or covariates. ,e assumption of the
regression model was as follows:

risk ratio �
w(t)

w0(t)
. (10)

,e hazard ratio was a fixed value, which meant that the
impact of the covariate on the survival rate did not change
with time.

2.3. PCR Detection of HBV DNA Levels and Drug Resistance
Gene Mutations. HBV DNA level and drug-resistant gene
mutation were detected by fluorescence quantitative poly-
merase chain reaction (PCR), which was carried out on the
ABI7500 PCR instrument produced by Life Technology in
the United States. ,e amplification degree was as follows: 2
minutes of incubation at 50°C, 4 minutes of predenaturation

at 94°C, 50 seconds at 60°C, and 50 cycles. HBV DNA <103
copy/mL is considered negative. HBV serological marker
HBsAg was detected by enzyme-linked immunosorbent
assay with reagent from SYM-BIO LIFESCIENCE in Suzhou
province. ,e patient’s serum was dripped on the micro-
porous plate, incubated at 37°C for 30 minutes, and OD
value was determined by an enzyme marker after washing
and color development. HBsAg <0.5 PEI U/mL was con-
sidered negative.

2.4. Observation Indicators. HBV DNA negative conversion
rate, HBV DNA infection level, HBeAg negative conversion
rate, serological conversion rate, and condition of HBsAg
<100 IU/mL were compared between the two groups at
weeks 10, 20, 30, 40, and 50. rtL180M variation,
rtL180M+ rtM204V/I + rtA181T variation, and
rtL180M+ rtM204V/I were recorded in the two groups.
Virological breakthrough rate (virological breakthrough
rate� number of patients with genetic mutations/total
number of patients) and incidence of adverse events (HBV
DNA <103 copy/mL indicates a good virological response) at
week 24 were compared between the two groups. And
postoperative complications were recorded in both groups.

2.5. Statistical Methods. In this study, SPSS19.0 statistical
software was used for data processing, the measurement data
was expressed as mean± standard deviation (x ± s), and the
counting data was expressed as percentage. Multivariate
logistic regression was adopted to analyze the factors af-
fecting the virological response to antiviral therapy. T test
was conducted to compare the data of experimental group
and control group. P< 0.05 indicated statistical significance,
and Origin8.0 was used for plotting.

3. Results

3.1.ComparisonofBasicConditionsbeforeSurgery. As shown
in Figure 1, there was no statistically significant difference in
age, height, weight, tumor size, hemoglobin albumin, total
bilirubin, ALT, positive rate of HBV infection, proportion of
sclerosing hepatocellular carcinoma, and proportion of
tumor thrombus between the two groups (P> 0.05). Figure 2
shows the preoperative CT diagnostic images of some pa-
tients. Figure 2(a) shows a 63-year-old male patient with low
density shadow in the right lobe and the left lobe of the liver,
pleural effusion on the right, and multiple metastases in both
lungs, and space-occupying lesions are considered.
Figure 2(b) shows a female patient aged 58 years old. Most of
her liver is metastatic lesions, and the lesions on the medial
segment of the left lobe of the liver and the upper part of the
right anterior lobe of the liver are relatively large. Figure 2(c)
shows a female patient aged 70 years with dotted high-
density shadow in the right lobe of the liver and dilatation of
the intrahepatic bile duct. ,e carcinoma of the bile duct
cells in the right lobe of the liver with multiple intrahepatic
metastases is considered.
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3.2. Comparison of HBVDNA Level and Negative Conversion
Rate between the Two Groups. As shown in Figure 3, in the
experimental group, at weeks 10, 20, 30, 40, and 50, the HBV
DNA negative conversion rates were 78.43%, 83.59%,

90.93%, 92.56%, and 94.83%, respectively, and the
HBVDNA levels were 5.21± 1.75, 4.28± 1.16, 4.07± 0.86,
3.59± 1.42, and 3.51± 0.47, respectively. In the control
group, at weeks 10, 20, 30, 40, and 50, HBV DNA negative
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Figure 1: Comparison of basic conditions of the experimental group and the control group. (a) Age, height, and weight of the two groups.
(b) Tumor size, hemoglobin albumin, total bilirubin, and ALT in the two groups. (c) ,e positive rate of HBV infection, the proportion of
sclerosing hepatocellular carcinoma, and the proportion of tumor embolism in the two groups.
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Figure 2: Preoperative CTdiagnostic images of patients. (a),e image of a male patient aged 63 years. (b),e image of a female patient aged
58 years. (c) ,e image of a female patient aged 70 years.
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conversion rate was 63.51%, 65.27%, 72.54%, 78.05%, and
84.62%, and HBV DNA levels were 7.36± 2.86, 7.02± 3.03,
6.84± 2.55, 6.37± 2.84, and 5.62± 1.93, respectively. Among
them, the HBV DNA negative conversion rate in the ex-
perimental group was significantly higher than that in the
control group at each time period, and the difference was
statistically significant (P< 0.05). HBV DNA level in the
experimental group was significantly lower than that in the
control group at each time period, and the difference was
statistically significant (P< 0.05).

3.3. 9e Change of HBeAg in the Two Groups. As shown in
Figures 4 and 5, in the experimental group, at weeks 10, 20, 30,
40, and 50, the negative conversion ratios of HBeAg were
20.43%, 31.54%, 46.77%, 59.41%, and 71.53%, respectively, and
the serological conversion rates of HBeAg were 4.66%, 7.83%,
15.92%, 28.71%, and 39.08%, respectively. In the control group,
at weeks 10, 20, 30, 40, and 50, the patients’ negative conversion
ratios of HBeAg were 9.38%, 22.58%, 30.19%, 39.56%, and
54.28%, and the serological conversion rates of HBeAg were
2.96%, 4.22%, 7.17%, 12.04%, and 18.37%, respectively. Among
them, the negative conversion rate of HBeAg in the experi-
mental group was significantly higher than that in the control
group at each time period, and the difference was statistically
significant (P< 0.05). ,e serological conversion rate of
HBeAg in the experimental group at each time period was
significantly higher than that in the control group, and the
difference was statistically significant (P< 0.05).

3.4. Virological Breakthrough Rate and Incidence of Adverse
Events in the Two Groups. As shown in Figure 6, 8 patients
with adverse virological response finally appeared in the
experimental group at week 24, with an incidence of adverse
events of 5.81%. rtL180M mutation was found in 4 patients,
and rtL180M+ rtM204V/I + rtA181Tmutation was found in

5 patients, and the virological breakthrough rate was 6.62%.
In the control group, 9 patients with adverse virological
response finally appeared at week 24, with an incidence of
adverse events of 10.34%. ,ere were 3 patients with
rtL180M mutation, 5 patients with rtL180M+ rtM204V/I
mutation, and the virological breakthrough rate was 9.20%.
Among them, the virological breakthrough rate and inci-
dence of adverse events in the experimental group were
significantly lower than those in the control group, and the
differences were statistically significant (P< 0.05).

3.5. Condition of HBsAg <100 IU/mL in the Two Groups.
As shown in Figure 7, at weeks 10, 20, 30, 40, and 50, the
proportion of HBsAg <100 IU/mL in the experimental
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Figure 3: Comparison of HBV DNA level and negative conversion rate between the two groups in each period. (a) HBV DNA negative
conversion rate of patients in the two groups. (b) HBV DNA level in both groups; ∗ indicates that the difference between the experimental
group and the experimental group is statistically significant (P< 0.05).
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Figure 4: Comparison of negative conversion rate of HBeAg in
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group was 11.24%, 14.70%, 17.93%, 19.11%, and 23.46%,
respectively. And the proportion of HBsAg <100 IU/mL at
weeks 10, 20, 30, 40, and 50 in the control group was 6.42%,
6.93%, 7.14%, 8.05%, and 9.46%, respectively. Among them,
the proportion of HBsAg <100 IU/mL in the experimental
group was significantly lower than that in the control group
at each time period, and the difference was statistically
significant (P< 0.05).

3.6. Postoperative Complications of the Two Groups of
Patients. As shown in Figure 8, in the experimental group,
there were 10 cases of postoperative hepatic encephalopathy,
with the complication rate of 7.35%; 7 cases with concurrent
embolization, with the complication rate of 5.15%; 3 cases
with concurrent ascites, with the complication rate of 2.21%;
and 1 case with acute liver function injury, with the com-
plication rate of 0.74%. In the control group, there were 14
cases of postoperative hepatic encephalopathy, with a

complication rate of 16.09%; 9 cases of concurrent embo-
lization, with a complication rate of 10.34%; 6 cases of
concurrent ascites, with a complication rate of 6.90%; 5 cases
of acute liver function injury, with a complication rate of
5.75%. Among them, the incidence of postoperative com-
plications in the experimental group was significantly lower
than that in the control group, and the difference was sta-
tistically significant (P< 0.05).

3.7. Regression Analysis of Human Papillomavirus (HPV)
Infection and Clinical Pathological Characteristics of Patients.
,e PHMM analysis was performed to eliminate the impacts
and effects of age, height, weight, baseline HBV DNA load,
HBeAg status, ALT level, tumor size, proportion of scle-
rosing hepatocellular carcinoma, hemoglobin albumin level,
and total bilirubin level. ,e variables with statistical sig-
nificance for the virological adverse reactions of patients
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Figure 5: Serological conversion rate of HBeAg in two groups of
patients in each period. ∗ indicates that the difference between the
experimental group and the experimental group is statistically
significant (P< 0.05).
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selected by the univariate analysis were analyzed by the
proportional hazard function model, and the results were
shown in Table 1. ,e analysis results suggested that the
regression coefficients of the adverse virological response
with age, HBV DNA load, and HBeAg state were 0.419,
0.593, and 0.473, respectively, showing significant positive
correlation (P< 0.05); and the regression coefficient to the
ALT level was −0.452, showing significant negative corre-
lation (P< 0.05). ,ere was no significant correlation be-
tween adverse virological response of patients and their
height, weight, tumor size, proportion of sclerosing hepa-
tocellular carcinoma, hemoglobin albumin level, and total
bilirubin level (P> 0.05). ,en, the age, HBV DNA load,
HBeAg status, and ALT level of patients were undertaken as
independent variables for multivariate logistic regression
analysis, and the results were shown in Table 2. ,e results
revealed that the regression coefficients of the adverse vi-
rological response of patient with HBV DNA load and
HBeAg status were 0.631 and 0.569, respectively, showing
significantly positive correlations (P< 0.05); the regression
coefficient with ALT level was −0.583, showing an obviously
negative correlation (P< 0.05); and there was no visible
correlation between age and adverse virological response of
patients (P> 0.05).

4. Discussion

In the era of computer big data, how to effectively mine the
value of data has become one of the key issues concerned by
all walks of life. In particular, data information in the
medical field is complex and has many categories. Only by
filtering and integrating with computers can the value of
data be maximized, and the database is the representative of
this means [13]. ,erefore, the treatment factor x was un-
dertaken as an independent variable to perform linear re-
gression based on the survival analysis.,e regressionmodel
took the hazard rate function as the dependent variable to
establish an exponential regression equation to construct a
PHMM. ,e data of the first-line liver cancer patients in the
GEO database were collected for multiple logistic regression
to analyze the factors that affect the virological response to
antiviral therapy. ,e results showed that the negative rates
of HBV DNA of the experimental group at weeks 10, 20, 30,
40, and 50 were greatly higher than those of the control
group (P< 0.05), and the HBV DNA level was observably
lower in contrast to the control group (P< 0.05). Such results
were consistent with the research results of Kim et al. [14],
showing that entecavir could effectively reduce the HBV
DNA level of patients undergoing surgical treatment and
maintain the long-term inhibition. Hepatitis B surface an-
tigen is an indicator of HBV infection.,e seroconversion of
hepatitis B surface antigen shows that the host immune
system has an overwhelming advantage over the virus and is
used as a sign of recovery from HBV infection. It was found
in this study that the HBeAg negative conversion rate and
serum conversion rate of the experimental group at weeks
10, 20, 30, 40, and 50 were remarkably higher in contrast to
those of the control group (P< 0.05), which was consistent
with the long-term follow-up results of Mücke et al. [15].

,is may be because entecavir can directly act on tran-
scription and replication of ccc DNA and subgenomic
mRNA related to HBsAg expression, thus improving the
negative conversion ratio and serological conversion rate of
HBeAg [16]. In this study, it was found that the probability
of postoperative hepatic encephalopathy, embolism, ascites,
and acute liver function injury in the experimental group
was significantly lower than that in the control group
(P< 0.05), indicating that entecavir could reduce the risk of
postoperative complications and was safe and feasible.

At present, it is generally believed that virological re-
sponse evaluation should be carried out in the 24th week of
antiviral therapy, and targeted treatment can be carried out
according to the virological response. In this research, it was
found that the virological breakthrough rate and incidence
of adverse events of patients in the experimental group at
week 24 were significantly lower than those in the control
group (P< 0.05), which was similar to the study results of
Zhu et al. [17], indicating that entecavir had higher antiviral
intensity. In addition to that, the PHMM was also used to
analyze the relevant factors that affect the virological re-
sponse of antiviral therapy. It was found that there was an
observably positive correlation between the adverse viro-
logical response, HBV DNA load, and HBeAg status of
patients (P< 0.05). Such results indicated that the high
baseline HBV DNA load is a risk factor for the adverse
virological response to entecavir treatment. ,e higher the
load, the greater the likelihood of adverse virological reac-
tions. ,e positive HBeAg is more likely to cause adverse
reactions. ALT is an evaluation index of liver inflammation,
and its level also reflects the degree of immune clearance of
patients. In this research, it was found that there was a
significant negative correlation between adverse virological
response and ALT level (P< 0.05), which was similar to the

Table 1: Univariate regression analysis of virological responses to
antiviral therapy.

Independent variables Regression
coefficients t P

Age 0.419 4.642 0.048
Height 0.246 2.115 0.087
Weight 0.218 2.074 0.070
HBV DNA load 0.593 5.116 0.005
HBeAg status 0.473 5.025 0.008
ALT level −0.452 4.957 0.014
Tumor size 0.327 3.116 0.053
,e proportion of sclerosing
hepatocellular carcinoma 0.253 1.528 0.071

Hemoglobin albumin level 0.166 1.395 0.054
Total bilirubin level 0.280 1.507 0.062

Table 2: Multivariate regression analysis of virological responses to
antiviral therapy.

Independent variables Regression coefficients t P

Age 0.270 3.127 0.056
HBeAg status 0.569 5.731 0.014
ALT level −0.583 5.114 0.017
HBV DNA load 0.631 6.427 0.006
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result of Mak et al. [18] who found a higher rate of adverse
virological response when baseline ALT level < 5ULN. ,e
lower the ALT level, the better the virological response, and
the better the antiviral effect of entecavir.

5. Conclusion

Based on the computer GEO database under the PHMM, the
clinical efficacy of entecavir antiviral therapy in patients
undergoing interventional surgery for liver cancer was an-
alyzed, which provided a reference for the future application
of entecavir inmalignant tumors. However, there were many
shortcomings for this study. ,e sample size of the selected
patients was small and the follow-up time was short, lasting
only 50 weeks, which was not clear enough for the patients
after half a year. ,e samples with longer follow-up time
could be selected accordingly. In summary, entecavir could
greatly reduce the HBV DNA levels and ALT levels, increase
the HBeAg negative conversion rate, and exert a good an-
tiviral effect compared with the seropositive conversion rate
of interventional therapy for liver cancer patients. ,e
PHMM analysis revealed that high baseline HBV DNA load,
positive HBeAg, and low baseline ALT levels were inde-
pendent risk factors for poor virological response to ente-
cavir antiviral therapy.
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epidemiology, prevention, and management of hepatocellular
carcinoma,” American Society of Clinical Oncology Educa-
tional Book, vol. 38, no. 38, pp. 262–279, 2018.

[17] R. Zhu, “Effect of kushenin combined with entecavir therapy
on hepatic fibrosis and immune response in patients with
chronic hepatitis B,” Journal of Hainan Medical University,
vol. 24, no. 11, pp. 13–16, 2018.

[18] F. Carrat, H. Fontaine, C. Dorival et al., “Clinical outcomes in
patients with chronic hepatitis C after direct-acting antiviral
treatment: a prospective cohort study,” 9e Lancet, vol. 393,
no. 10179, pp. 1453–1464, 2019.

8 Journal of Healthcare Engineering



Research Article
Segnet Network Algorithm-Based Ultrasound Images in the
Diagnosis of Gallbladder Stones Complicated with Gallbladder
Carcinoma and the Relationship between P16 Expression with
Gallbladder Carcinoma

Liang Xue ,1 Xiaohui Wang ,1 Yong Yang ,1 Guodong Zhao ,1 Yanzhen Han ,1

Zexian Fu ,1 Guangxin Sun ,1 and Jie Yang 2

1Department V of General Surgery, Affiliated Hospital of Hebei Engineering University, Handan 056002, Hebei, China
2Endocrine Department, Affiliated Hospital of Hebei Engineering University, Handan 056002, Hebei, China

Correspondence should be addressed to Jie Yang; xueliang@hdc.edu.cn

Received 15 September 2021; Revised 28 November 2021; Accepted 1 December 2021; Published 21 December 2021

Academic Editor: Enas Abdulhay

Copyright © 2021 Liang Xue et al. *is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

*e study focused on how to improve the diagnostic coincidence rate of patients with gallbladder stones and gallbladder cancer
based on an optimized Segnet network algorithm and the relationship of gallbladder cancer with multiple tumor suppressor 1
(P16). 300 patients diagnosed with gallbladder cancer in the hospital were selected as the research subjects. *e pyramid pooling
operation was incorporated into the original Segnet network algorithm, and its performance was evaluated, factoring into the
intersection of union (IoU), algorithm precision (Pre), and recall rate (Recall). After 8 hours of fasting, conventional ultrasound
and contrast-enhanced ultrasound examinations were performed, and the images were evaluated by three experienced ultrasound
diagnosticians. *e positive signal of P16 immunohistochemical staining was brownish yellow, which was generally concentrated
in the nucleus, and a small part was located in the cytoplasm. In each slice, ten visual fields were selected.*en, they were observed
under a high-power mirror, and the number was counted. It was found that the optimized Segnet network algorithm increased the
IoU by 7.3%, the precision by 8.2%, and the recall rate by 11.1%. *e diagnostic coincidence rates of conventional ultrasound and
contrast-enhanced ultrasound examinations for gallbladder cancer were 78.13% (25/32) and 87.5% (25/32), respectively. *e
positive expression rate of P16 in gallbladder adenocarcinoma (47.06%) was significantly lower than that of acute cholecystitis
with gallbladder stones (84.38%) and gallbladder polyps (67.16%) (P< 0.05). *e positive expression rate of P16 in patients with
stage III and stage IV (33.33% and 40%) was significantly lower than that in patients with stages I and II (87.5% and 80%)
(P< 0.05). *e positive expression rate of P16 in high differentiation (86.67%) was significantly higher than that of moderate
differentiation (40%) and poor differentiation (28.57%) (P< 0.05). In short, contrast-enhanced ultrasound can effectively improve
the diagnostic coincidence rate of gallbladder cancer, and the expression of P16 in gallbladder cancer is closely related to tumor
staging and differentiation.

1. Introduction

Gallbladder carcinoma, mainly adenocarcinoma, is a
common malignant tumor in the extrahepatic biliary
system [1]. In China, the average age of the onset of
gallbladder cancer is approximately 56 years. Generally
speaking, gallbladder cancer is more common in women. In
addition, more than 85% of clinical gallbladder cancer
patients have gallbladder stones [2]. *e incidence of

gallbladder cancer in patients with gallbladder stones is
about 7 times higher than that of people without gall-
bladder stones. Among patients with gallbladder stones, the
risk of gallbladder cancer in patients with a single gall-
bladder stone greater than 3 cm in diameter is 10 times that
of patients with a gallbladder stone less than 1 cm in di-
ameter. *erefore, the cause of gallbladder cancer may be
related to gallbladder stones [3]. *e P16 gene, also known
as multiple tumor suppressor 1 (MTS-1) gene, is a new type
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of tumor suppressor gene located on human chromosome
92P1. When the P16 protein is expressed at a low level, it
will cause cell disorders and abnormal cell growth, and
ultimately, it will lead to the formation of tumors [4].

For a long time, the main methods to diagnose gall-
bladder cancer included conventional ultrasound, com-
puterized tomography (CT), endoscopic ultrasound, and
magnetic resonance imaging (MRI) [5]. Conventional ul-
trasound can make accurate judgments on the morpho-
logical changes of gallbladder cancer, such as whether the
size, location, and shape are regular, whether the bile duct is
dilated, the degree of dilation, and the invasion of the ad-
jacent tissue and lymph node metastasis, and it is recognized
as the first choice to diagnosemalignant tumors of the biliary
system. Its diagnostic coincidence rate is approximately 80%
[6]. Contrast-enhanced ultrasound can specifically diagnose
tumors with rich and poor blood supply, and especially in
the parenchymal stage, it can comprehensively scan the
surrounding tissue of gallbladder cancer and detect lesions
that conventional ultrasound cannot find [7]. Contrast-
enhanced ultrasound uses a contrast agent to perfuse the
tissue. *e peak time (TTP), peak intensity (PI), contrast
agent perfusion rate, and other related parameters are
recorded to determine the benign and malignant tumors. It
significantly improves the diagnostic coincidence rate [8].

Deep learning can extract the essential features of the
target by network training on a large amount to elevate the
classification accuracy. During the training, it can not only
automatically learn but also automatically modify the
learning parameters [9]. In this research, a Segnet algorithm
was proposed that can reduce the running time of the model
while keeping the detection accuracy unchanged. *e
Segnet algorithm can store the pooled index, avoid saving
the feature map of the decoded part, and save memory [10].

*e innovation of this study was to propose a new
Segnet algorithm to process the conventional two-dimen-
sional ultrasound image of 300 patients with gallbladder
stones and gallbladder cancer. *e immunohistochemical
method was used to detect the expression level of the P16
protein in the cancer tissue. *e primary objective of the
study was to explore the accuracy, specificity, and sensitivity
of contrast-enhanced ultrasound in the diagnosis of gall-
bladder cancer, as well as the relationship between the P16
protein expression and the tumor to fully understand the
mechanism of gallbladder cancer and provide an evidence-
based basis for the clinical diagnosis and treatment of
gallbladder cancer.

2. Materials and Methods

2.1. Research Subjects. In the study, 300 patients diagnosed
with gallbladder cancer in the hospital from October 15,
2017, to April 25, 2021, were selected as the research subjects,
including 135 males and 165 females, with an average age of
(56.82± 12.74) years. Inclusion criteria include those (I)
aged over 50, (II) suffering from gallbladder stones for more
than five years, (III) with the diameter of stones greater than
2 cm, (IV) with the local gallbladder wall thickened, and (V)
with gallbladder polyps greater than 1 cm. *e clinical

symptoms included dull pain, abdominal distension, indi-
gestion, nausea, and vomiting. *e experiment has been
approved by the ethics committee of the hospital. *e pa-
tients and their families understood the research and signed
an informed consent form.

2.2. Segnet Network Algorithm. *e Segnet network algo-
rithm mainly includes an encoding network and a decoding
network. It can completely retain the feature information of
the image, reduce the number of training parameters,
shorten the training time, and display high-precision se-
mantic segmentation images. *e Segnet network algorithm
comprises the convolutional layer, the normalization layer,
the activation function, and the pooling layer (Figure 1).

*e Segnet network algorithm structure has a sym-
metrical structure, with the left side of the network repre-
senting the encoding network and the right side representing
the decoding network [11]. In the Segnet network, the
pooling layer and the upsampling layer are used for image
segmentation. *e feature extraction of the target is com-
pleted by the left convolution layer, i.e., the encoding net-
work. *e pooling layer is used mainly to shrink the picture
and perform deconvolution and upsampling operations [12].
Deconvolution is to make the classification features of the
image more obvious. Upsampling is to restore the image to
the same size as the input image. *e encoding network
extracts the features of the segmented image, transmits it to
the decoding network, and outputs the semantic segmen-
tation image (Figure 2).

In the training process, the linear expression cannot fully
meet the actual needs, and the Relu function is often used for
fitting. *e Relu function is easy to calculate and fast to
converge, and it is expressed as follows:

f(x) �
x, x> 0,

0, x≤ 0.
 (1)

When the input signal ≤0, the output is 0. When the
input signal x> 0, the output is equal to the input.

2.3. Pyramid Pooling Operation. In the original segnet
network, the pooling operation will cause the loss of some
high-frequency components in the image, produce a puri-
fication module, and lose the pixel position and spatial
information (Figure 3). To avoid this problem, the pyramid
pooling operation is introduced. *e pyramid pooling
module uses different coarse and fine scales to fuse features,
and the output of different scales includes feature maps of
various sizes. It avoids producing fuzzy blocks as much as
possible and retains the original features extracted by the
convolutional neural network (CNN) (Figure 4).

2.4. Evaluation Indicators of Experimental Results. *ere are
three evaluation indicators to determine the accuracy of
feature extraction. *e first is the intersection of union
(IoU). It represents the degree of overlap between the
candidate area generated when detecting the target and the
original marked area, and it is expressed as follows:
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IoU �
T1

T1 + S1 + S2
, (2)

where T1 represents a correctly detected nontarget feature,
S1 represents a nontarget feature that is erroneously detected

as a target feature, and S2 represents a target feature that is
erroneously detected as a nontarget feature.

*e second is the precision (Pre), which is the percentage
of real target pixels in the detected target features, and it is
expressed as follows:

Pre �
T1

T1 + S2
, (3)

where T1 represents a correctly detected nontarget feature,
and S2 represents a target feature that is incorrectly detected
as a nontarget feature.

*e third is the recall rate (Recall). It is the ratio of the
detected real target pixels to all the ultrasound samples of the
test set and is expressed as follows:

Recall �
T1

T1 + T2
, (4)

where T1 represents the nontarget feature that is correctly
detected, and T2 represents the target feature that is correctly
detected.

2.5. Ultrasonic Diagnostic Equipment. After 8 hours of fast-
ing, patients with gallbladder cancer underwent a routine ul-
trasound examination. *e patient was in a supine position to
have the multisection examination of the upper abdomen, and

Pooling indices

Convolutional Encoder-Decoder

Figure 1: Structure of the Segnet network algorithm.
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the location, number, size, shape, boundary, and thickness of
the gallbladder wall were recorded. Color ultrasound diagnostic
apparatus was used for contrast-enhanced ultrasound, and an
abdominal probe with a frequency of 3.5MHz was used to
detect the blood flow signal and shape of the lesion and de-
termine the blood flow velocity. After angiography, three ex-
perienced ultrasound diagnosticians evaluated the images
independently.

2.6. Immunohistochemical Staining Procedure and Result
Judgment. *e P16-positive gastric cancer tissue was used as
a positive control, and the phosphate buffered saline (PBS)
instead of P16 primary antibody was used as a negative
control. *e specific steps were as follows:

Firstly, after being dewaxed and hydrated, the paraffin
sections were rinsed with PBS (PH� 7.4) three times for
3minutes each time. *en, according to the requirements of
each antibody, the tissue antigen was repaired accordingly.
Each slice was immersed in 50uL peroxidase blocking so-
lution to incubate for 10minutes at room temperature to
block the activity of endogenous peroxidase. *en, it was
rinsed with PBS three times for 3minutes each time. Next,
each slice was immersed in 50uL normal nonimmune animal
serum to incubate for 10minutes at room temperature.
Subsequently, the serum was removed, and each slice was
immersed in 50uL of the primary antibody to incubate for
60minutes at room temperature. Again, it was rinsed with
PBS three times for 3 to 5minutes each time. After the PBS
solution was removed, each slice was immersed in 50uL
biotin-labeled secondary antibody to incubate for
10minutes at room temperature. *en, it was rinsed with
PBS three times for 3minutes each time. After the PBS
solution was removed, each slice was immersed in 50uL
streptavidin-peroxidase solution to incubate for 10minutes
at room temperature. *en, it was rinsed with PBS three
times for 3minutes each time. After the PBS solution was
removed, each slice was immersed in 100uL of freshly
prepared diaminobenzidine (DAB) solution and observed
under a microscope for 3 to 10minutes. Next, it was rinsed
with tap water and stained with hematoxylin, followed by
rinsing with PBS or tap water to return to blue. DAB was
used for color development. *e slices were dehydrated and
dried with gradient alcohol, cleared with xylene, and
mounted with neutral gum.

*e positive signal of P16 immunohistochemical
staining was brownish-yellow, generally concentrated in the
nucleus, with a small part in the cytoplasm. In each slice, 10
fields of view were selected, which were then observed under
a high-power mirror to count the number. More than 60% of
the cells in the field of view with brown-yellow particles was
defined as strong positive (+++), 30% to 60% of the cells with
brown-yellow particles was defined as positive (++), 5% to
30% of cells with brown-yellow particles was defined as
weakly positive (+), and no obvious brown particles in the
cell were defined as negative (-). A weak positive expression
or above was considered a positive expression.

2.7. Statistical Methods. In this study, SPSS21.0 statistical
software was used for statistical analysis of the result data.
*e calculated data that conformed to the normal distri-
bution were represented by the mean standard deviation
(x± s), and the calculated data that did not conform were
represented by the percentage (%). *e comparison of
counting data adopts χ2 test. P< 0.05 indicated that the
difference was significant.

3. Results

3.1. Performance of the Segnet Network Algorithm. *e
Segnet and the optimized Segnet with the pyramid model
were trained separately. Figure 5 shows the loss value/ac-
curacy change curve of the training set and the validation set.
Figure 6 shows the semantic segmentation network.
According to the result data, the optimized Segnet network
algorithm of the pyramid pooling operation increased the
IoU by 7.3%, the precise (Pre) by 8.2%, and the recall rate
(Recall) by 11.1%. It suggested that the semantic segmen-
tation model with pyramid pooling elevated the accuracy
and speed of target extraction.

3.2. General Information of the Subjects. *ere were 300
patients with gallbladder cancer, including 135 males and
165 females, ranging in age from 50 to 75 years. Pathological
examination showed 32 cases of gallbladder malignant tu-
mors, of which gallbladder adenocarcinoma accounted for
53.12% (17 cases), gallbladder squamous cell carcinoma
accounted for 25% (8 cases), gallbladder adenosquamous

CNN 

CNN 

CNN

CNN

CONCAT 

Pool 

Feature extraction Pyramid pooling Output image 
Input image 

Figure 4: Pyramid pooling module.
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carcinoma accounted for 15.63% (5 cases), and gallbladder
villous cystic glands tumor accounted for 6.25% (2 cases).
*ere were 168 cases of benign gallbladder lesions, including
40% (67 cases) of gallbladder polyps, 11.31% (19 cases) of
gallbladder adenoma, 8.33% (14 cases) of biliary sludge,
19.04% (32 cases) of acute cholecystitis with gallbladder
stones, and 21.43% (36 cases) of chronic cholecystitis with
gallbladder stones (Figure 7).

3.3. Results of Conventional Ultrasound Examination. 25
cases of gallbladder cancer were detected by conventional
ultrasound examination. *e diagnosis coincidence rate was
78.13% (25/32). 4 cases of nodular gallbladder carcinoma
had nodular protrusions in the gallbladder cavity, wide
basement, irregular edges, and heterogeneous internal
echoes.*e abnormal central echoes caused by stones, air, or
necrosis were noted (Table 1). In 5 cases of thick-walled
gallbladder carcinoma, the gallbladder wall was locally
thickened or diffusely unevenly thickened, showing
hyperechoic (more common) or hypoechoic signals, and the
entire gallbladder was stiff, deformed, and the wall was
rough or irregular. In 5 cases of solid gallbladder carcinoma,
the entire gallbladder showed disordered low-echo or me-
dium-echo solid masses, and the dark areas in the gall-
bladder cavity disappeared, often accompanied by
gallbladder stones. *ere were 6 cases of mixed gallbladder
carcinoma, and both thick-walled and nodular types were
noted (Figure 8).

3.4. Results of Contrast-Enhanced Ultrasound Examination.
28 cases of gallbladder cancer were examined by contrast-
enhanced ultrasound, and the diagnosis coincidence rate
was 87.5% (25/32). For patients with gallbladder stones
combined with gallbladder cancer, the mass was large, the
boundary was not clear, and the surrounding halo was
visible. *ere were irregular liquid dark areas inside, the
mass was adjacent to the gallbladder, and the boundary with
the gallbladder was not clear (Figure 9; Table 2).

3.5. Immunohistochemical Staining Results of P16. *e
positive expression of P16 was mainly concentrated in the
nucleus and cytoplasm, with brownish-yellow particles, and
some cell membranes were also stained (Figure 10).

3.6. Expression of P16 in Lesions of Gallbladder Carcinoma.
In 17 cases of gallbladder adenocarcinoma, the positive
expression rate of P16 was 47.06%. In 67 cases of gallbladder
polyps, the positive expression rate of P16 was 67.16%. In 32
cases of acute cholecystitis with gallbladder stones, the
positive expression rate of P16 was 84.38%. In 36 cases of
chronic cholecystitis with gallbladder stones, the positive
expression rate of P16 was 81.56%. *e positive expression
rate of P16 in gallbladder adenocarcinoma was significantly
lower than that in patients with other gallbladder lesions,
and the difference was significant (P< 0.05) (Figure 11).

3.7. 9e Relationship between the Positive Expression of P16
and Pathological Features. As per the clinical staging of
gallbladder cancer, there are 8 cases in stage I, 5 cases in stage
II, 9 cases in stage III, and 10 cases in stage IV. *e positive
expression rate of P16 in the patients of stages III and IV
(33.33% and 40%) was significantly lower than that of the
patients of stages I and II (87.5% and 80%), and the dif-
ference is significant (P< 0.05) (Figure 12).

According to the results of tumor differentiation, 7 cases
were poorly differentiated, 10 cases were moderately dif-
ferentiated, and 15 cases were highly differentiated. *e
positive expression rate of P16 in the high differentiation
(86.67%) was significantly higher than that of moderate
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Figure 5: Loss value/accuracy curve of training set and validation set. (a) Segnet network algorithm. (b) Optimized Segnet network
algorithm.
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differentiation (40%) and poor differentiation (28.57%), and
the difference was significant (P< 0.05) (Figure 13).

4. Discussion

Gallbladder cancer is a common malignant tumor of the
biliary system, and its incidence has been increasing in
recent years. Gallbladder cancer combined with gallbladder
stones continuously stimulates the gallbladder wall mucosa,
causing the abnormal proliferation of mucosal epithelial
cells and cholestasis. Gallbladder cancer lacks specific

clinical manifestations in the early stage and has similar
symptoms of gallbladder stones. *erefore, when it is dis-
covered, it is already in the middle and late stages when the
best treatment opportunity has been lost [13,14]. At present,
the early diagnosis of gallbladder cancer combined with
gallbladder stones is a clinical problem that needs to be
solved urgently.

Conventional ultrasound examination is easy to operate,
noninvasive, low in price, and easy to be accepted by pa-
tients. It is recognized as the first choice for the diagnosis of
gallbladder cancer [15]. However, because of the limitations

(a) (b) (c)

(d)

Figure 8: Conventional ultrasound examination results. (a) Nodular type, with moderate and weak echoes. (b) *ick-walled type, with
diffuse and uneven thickening of the gallbladder wall. (c) Solid type, with an enlarged gallbladder, strong echo group with sound shadow. (d)
Mixed type, the gallbladder wall was thickened regularly with papillary protrusions.

53.12
25

15.63
6.25

Gallbladder malignant tumor (%)

The gallbladder adenocarcinoma Squamous carcinoma of the gallbladder

Gall bladder adenosquamous carcinoma Villous cystadenoma of gallbladder

(a)

40

11.318.33

19.04

21.43

Benign lesion of gallbladder (%)

Gallbladder polyps Gallbladder adenoma
Bile mud sedimentation Acute cholecystitis with gallstones
Chronic cholecystitis with gallstones

(b)

Figure 7: *e pathological examination results. (a) Malignant tumor of the gallbladder. (b) Benign lesions of the gallbladder.

Table 1: Conventional ultrasound examination results.

Gallbladder malignant tumor Benign gallbladder disease
Pathological diagnosis (case) 32 168
Conventional ultrasound diagnosis (case) 25 161
Diagnosis coincidence rate (%) 78.13 95.83
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Table 2: Results of contrast-enhanced ultrasound examination.

Gallbladder malignant tumor Benign gallbladder disease
Pathological diagnosis (case) 32 168
Contrast ultrasound diagnosis (case) 28 166
Diagnosis coincidence rate (%) 87.5 98.8

(a) (b) (c)

(d)

Figure 9: Contrast-enhanced ultrasound examination. (a)*e patient was a 62-year-old male with a history of gallbladder stones for 5 years
and epigastric pain for 5 days. Contrast-enhanced ultrasound examination of the abdomen showed that the continuity of the gallbladder wall
was locally interrupted, and a slightly strong echogenic nodule protruding into the cavity was seen near the bottom. (b)*e patient was a 55-
year-old female with dull pain in the upper abdomen for half a year. Contrast-enhanced ultrasound examination of the abdomen showed the
thickening of the gallbladder wall, and a moderate echogenic mass filled the cyst cavity at the bottom of the gallbladder. (c)*e patient was a
53-year-old female with abdominal pain for 3 days. Contrast-enhanced ultrasound examination of the abdomen showed that the gallbladder
volume increased significantly, and a solid mass with irregular shape was seen in the cyst cavity. (d) *e patient was a 64-year-old female
with a history of gallbladder stones for 5 years and epigastric pain for 5 days. Contrast-enhanced ultrasound examination of the abdomen
showed clear boundaries of gallbladder lesions and irregular thickening of the cyst wall.

(a) (b) (c)

(d)

Figure 10: Results of immunohistochemical staining. (a) P16 was negatively expressed (×200). (b) P16 was weakly expressed (×200). (c) P16
was positively expressed (×200). (d) P16 was strongly positively expressed (×200).
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of the technology itself, the microvessels of the lesion cannot
be well-evaluated. In this study, 25 cases of gallbladder
cancer were detected by conventional ultrasound, and the
diagnosis coincidence rate was 78.13% (25/32), which was
consistent with the research results of Rana et al. (2016) [16].
*ere were a total of 7 cases of missed and misdiagnosed
cases. *e main reasons were as follows: firstly, there is a

certain amount of bile mud and viscous bile deposited in the
gallbladder, and they do not move when the body position
changes. Secondly, the thickness of the normal gallbladder
wall is approximately 2mm. When it is greater than 4mm,
the stone has an arc shape, and it is easy to misdiagnose the
gallbladder with a thickened gallbladder wall and gallbladder
cancer as chronic cholecystitis and gallstone disease.*irdly,
there are many organs around the gallbladder and abundant
vessels. After gallbladder cancer has infiltrated, the outline of
the gallbladder is unclear, and it is easy to bemisdiagnosed as
a tumor in the surrounding tissue.

Contrast-enhanced ultrasound technology is an imaging
technology to understand the anatomy of tumor blood
vessels. It can enhance the backscattered echo of the cells and
improve the diagnostic coincidence rate. However, the low-
resolution results in the unclear intima of large blood vessels,
and it is unable to identify tiny blood vessels [17]. In this
study, 28 cases of gallbladder cancer were detected by
contrast-enhanced ultrasound, and the diagnosis coinci-
dence rate was 87.5% (25/32). Contrast-enhanced ultra-
sound can observe the blood flow characteristics of the
lesions of gallbladder cancer patients in real time, accurately
display the spatial distribution of vascular perfusion, and
significantly improve the signal ratio of detection. In this
study, it can accurately detect the invasive growth of gall-
bladder tumors, providing a theoretical basis for the diag-
nosis of gallbladder cancer.

*e P16 gene is a tumor suppressor gene directly in-
volved in the negative feedback regulation of the cell cycle,
and its level is closely related to the cell cycle [18,19]. When
the P16 gene has mutations or deletions, it will lead to a low
expression or the inactivation of the P16 protein, leading to
cell cycle disorders [20]. In this study, the positive expression
rate of P16 in gallbladder adenocarcinoma (47.06%) was
significantly lower than that of acute cholecystitis with
gallbladder stones (84.38%) and gallbladder polyps (67.16%)
(P< 0.05). It showed that P16 was obviously missing in
gallbladder cancer tissue, and the deletion and mutation of
the P16 gene would lead to the occurrence of gallbladder
cancer. *e positive expression rate of P16 in the high
differentiation (86.67%) was significantly higher than that in
the middle differentiation (40%) and poor differentiation
(28.57%) (P< 0.05), indicating that the positive expression
of P16 protein in the gallbladder cancer tissue was related to
the degree of tissue differentiation.

5. Conclusion

In this study, the ultrasound images based on the optimized
Segnet network algorithm were used to diagnose 300 pa-
tients with gallbladder stones and gallbladder cancer. It was
found that contrast-enhanced ultrasound can effectively
improve the diagnostic coincidence rate of gallbladder
cancer, and the expression of P16 in gallbladder cancer was
closely related to tumor staging and differentiation. How-
ever, some limitations in the study should be noted. *e
sample size is small, which will reduce the power of the
study. In the follow-up, an expanded sample size is necessary
to strengthen the findings of the study. In conclusion,
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Figure 13: *e relationship between the positive expression of P16
and the degree of differentiation. ∗indicates that compared with
high differentiation, the difference was significant, i.e., P< 0.05.
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ultrasound imaging as a new imaging technology has
guiding significance in the early diagnosis and identification
of gallbladder cancer.
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*is study aimed to investigate the application of positron emission tomography- (PET-) computed tomography (CT) image
information data combined with serous cavity effusion based on clone selection artificial intelligence algorithm in the diagnosis of
patients with malignant tumors. A total of 97 patients with PET-CTscanning and empirically confirmed as serous cavity effusion
were retrospectively analyzed in this study.*e clone selection artificial intelligence algorithm was applied to register the PET-CT
images, and the patients were rolled into a benign effusion group and a malignant effusion group according to the benign and
malignant conditions of the serous cavity effusion. Besides, the causes of patients from the two groups were analyzed, and there
was a comparison of their physiological conditions. Subsequently, CT values of different KeV, lipid/water, water/iodine, and
water/calcium concentrations were measured, and the differences of the above quantitative parameters between benign and
malignant serous cavity effusion were compared, as well as the registration results of the clone algorithm.*e results showed that
the registration time and misalignment times of clonal selection algorithm (13.88, 0) were lower than those of genetic algorithm
(18.72, 8).*ere were marked differences in CTvalues of 40–60 keV and 130–140 keV between the two groups.*e concentrations
of lipid/water, water/iodine, and water/calcium in basal substances of the malignant effusion group were obviously higher than the
concentrations of the benign effusion group (P< 0.05). Benign andmalignant effusions presented different manifestations in PET-
CT, which was conducive to the further diagnosis of malignant tumors. Based on clone selection artificial intelligence algorithm,
PET-CT could provide a new multiparameter method for the identification of benign and malignant serous cavity effusions and
benign and malignant tumors.

1. Introduction

Serous cavity effusion (SCE) is a common symptom and sign
in clinical work, which is divided into pleural effusion, as-
cites, and pericardial effusion [1, 2]. When the effusions
occur in two or more parts of the patient’s body simulta-
neously or successively during the course of the disease, they
are called polyserositis. *e causes of SCE are often com-
plicated, and the common causes include malignant tumor,

tuberculosis, hypoproteinemia, and hepatogenic, nephro-
genic, cardiogenic, and autoimmune diseases [3–5]. At
present, there are various methods for detection of SCE. *e
frequently used methods contain biochemical examination,
tumor marker, exfoliated cell detection, flow cytometry, and
telomerase activity assay. However, the detection rates of
these methods are generally low, so it is often necessary to
carry out repeated tests to get more accurate results [6].
Moreover, the traditional imaging detections such as X-ray,
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ultrasound, and computed tomography (CT) can only detect
diseases by relying on morphological changes, and it is
impossible to achieve more effective inspections for early
disease [7, 8]. At this stage, medical diagnosis and treatment
capabilities with the further advancement of E-health have
been improved directly or indirectly from digital medical
equipment to high-level information and knowledge shar-
ing, and various digital imaging and postprocessing tech-
nologies make disease diagnosis more intuitive and accurate.
Under this background, positron emission tomography-
(PET-) CT has gradually been applied in the detection of
SCE.*e PET-CTimaging is a method combiningmolecular
metabolism with anatomical structure images. It has obvious
advantages in early identification and diagnosis of most
diseases [9]. *e detection method is easy to operate and
noninvasive and lets patients suffer little pain. After long-
term clinical application, it has been proved to have obvious
advantages in the differential diagnosis of various diseases.
Above all, it has been applied better in identifying the nature
of effusion and finding the primary lesion of malignant
effusion [10, 11]. In addition, the registration based on the
shape feature points of the PET-CT image is difficult and
requires the application of external reference point features
for registration. However, due to the characteristics of
mutual information function and multiple extreme values,
there are usually multiple local extreme values, so that the
optimization process may converge to the local extreme
value and get wrong registration parameters, resulting in
mismatching of image registration. In recent years, clonal
selection algorithm is widely used in pattern recognition and
combinatorial optimization. Its core is to multiply replica-
tion operator and mutation operator, retain the best indi-
vidual, and improve the poor individual. It is an efficient and
fast convergence algorithm. *erefore, the patients were
detected by PET-CT using clone selection artificial intelli-
gence algorithm in this study, and patients with benign and
malignant effusions were evaluated, thereby providing new
ideas for clinical treatment of peripheral facial paralysis and
pointing out new directions.

2. Methods

2.1. Subjects Investigated and Grouping. 97 patients who
underwent PET-CT scanning in hospital from June in 2017
to June 2019 and were empirically diagnosed as SCE were
retrospectively analyzed. In the patients with malignant
effusion, the primary lesions of some with malignant tumors
have been confirmed by pathology, except for others with
liver cirrhosis and primary liver cancer. According to the
nature of effusion, 97 patients were divided into benign and
malignant effusion, including 25 benign and 72 malignant.
All the patients participating in the experiment had signed
informed consent forms, and this study had been approved
by ethics committee of hospital.

2.2. Inclusion and Exclusion Criteria. *e inclusion criteria
for the patients participating in the experiment were as
follows: the patients met the diagnostic criteria of Western

medicine, were above 20 years and below 65 years of age, had
no other acute diseases or severe complications during the
period of developing SCE, and were under no other
treatment.

*e exclusion criteria of patients participating in the
experiment were as follows: patients in pregnancy or early
pregnancy, having severe cardiovascular and cerebrovas-
cular diseases, liver and kidney function disease, and he-
matopoietic failure, having cerebral infarction, cerebral
hemorrhage, or other brain diseases, having participated in
other clinical experiments, not developing SCE for the first
time, and having the disease again after receiving treatments
on the first onset.

2.3. Immunohistochemical Staining Reaction. *e SCE was
made into a smear and rinsed; after that, the smear was
soaked in the permeable solution for 5 minutes, and then
phosphate buffer solution (PBS) was applied to rinse the
soaked smear. *e rinsed section was added with PBS to be
incubated in an incubator at 37°C for 30 minutes. After the
incubation, the enzyme reaction solution was added to the
incubated section for light avoidance reaction, and it was
rinsed after 1 hour of the light avoidance reaction. *en,
fluorescein isothiocyanate (FITC) working solution was
added to continue the reaction for 30 minutes in the dark;
and the section was rinsed after the reaction finished. Finally,
4′,6-diamidino-2-phenylindole (DAPI) working solution
was dropped on the surface of the section, which was ob-
served with a computer fluorescence microscope.

2.4. Positron Emission Tomography-Computed Tomography
Scanning Detection Method. *e Discovery ST 4 PET-CT
instrument was for PET-CT scanning, and Advanced PET
and Lightspeed 4-slice spiral computed tomography (CT)
were combined on the same machine rack. Before the de-
tection, the patient should fast for 4–6 hours in advance, and
the fasting blood glucose of the patient had to be less than
7mmol/L. If the patient’s blood glucose was too high before
the detection, the insulin should be injected appropriately to
control the blood glucose within the normal range. After the
patient stayed at rest for 15 minutes, the patient was given an
intravenous injection of imaging agent with the amount of
3.71–4.82MBq/kg. After the injection, the patient would
continue to maintain a resting state for 45–60 minutes.
Moreover, PET-CT scanning was applied immediately after
the patient urinated. During the detection, the patient was
placed in a supine position, held his head with his hands,
kept breathing calm, and was scanned from the top of the
skull to the upper femur on both sides. Gemstone spectral
imaging (GSI) mode was used for CTscanning, with a spiral
scanning speed of 0.6 s/ week, a detector width of 4 cm, a
voltage of instantaneous switching between high and low
energy (140 kVp and 80 kVp), and a tube current of about
600mA. *e first group of image reconstruction was the
common 140 kVp image, which was used for real-time
observation during the detection process, with a layer
thickness/layer interval of 5mm. *e second group was a
single energy (70 keV) image with a layer thickness/layer
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interval of 1.25mm. In addition, standard algorithms were
employed for image reconstruction.

2.5. PET-CT Image Registration Based on Clone Selection
Algorithm. *e clone selection process is a positive feedback
process, and the clone selection algorithm is employed to
find the maximum value of normalized mutual information
and its corresponding registration parameters. *e specific
steps are as follows.

*e first step is initialization. *e PET-CT image is used
as the initial research object, corresponding to the possible
solutions of registration parameters. *e floating-point
number is encoded, and the base number is 19, in which the
first 10 bits correspond to the rotation parameters of the
image space transformation, and the last 9 bits correspond to
the scale parameters of the image transformation. *e
probability of crossover is set as Yi� 0.7 and the probability
of mutation as Yt� 0.02. *e second step is evaluation and
selection. *e normalized mutual information value is
calculated; the larger 30 of them are selected to enter the
memory set Pn and the remaining Pm. *e third step is
clone. In the memory set Pn, K with higher normalized
mutual information value are selected for cloning, and the
number of clones is proportional to the fitness. It is ensured
that the selection of registration parameters develops to-
wards the optimization direction.

*e fourth step is crossover and mutation. *e super-
mutation process in biological clone selection is simulated,
and the cross-mutation operation is carried out on the re-
sults after clone, so the mutation rate is inversely propor-
tional to the fitness, thus enlarging the search range of
registration parameters. *e fifth step is the second evalu-
ation and selection. *e affinity of the mutated antibodies is
recalculated. If the affinity of some clone results is higher
than that of the highest Pn, the body with the lowest affinity
in Pn is replaced with these antibodies to form a new
memory set. *e sixth step is extinction. *e process of
natural cell extinction in biological clonal selection is sim-
ulated. In Pm, d results with the lowest affinity are selected to
reinitialize, which can ensure the speed of convergence. *e
seventh step is to check whether the termination conditions
are met. If they are met, terminate; otherwise, go to the
second step and enter the next generation avoidance.

*e clone algorithm can realize the diversity of the
search space and optimize the objective function of medical
image registration, with good performance.

2.6. Image Processing, Analysis, and Measurement. *e im-
age analysis and measurement were on the professional
workstation AW4.5. *ree radiologists with ten years of
work experience carried out the measurement indepen-
dently, and they did not know the final results of the subjects
investigated. On the mixed energy 140 kVp imaging image,
the most obvious layer of the effusion in the image was
selected to measure the CT value. Besides, circular reactive
oxygen intermediate (ROI) with a diameter of 5–10mm was
selected, and three-point measurement was carried out, and
the average value was selected. *e single energy image

(70 keV, and 5mm) was loaded into spectrum imaging
analysis software GSI viewer for analysis. *e ROI of the
same patient wasmeasured against the corresponding region
of the mixed energy, and the ROI data file was saved. *e
data file was an Excel spreadsheet file, containing the CT
value (HU) of each single energy level 40–140 keV (the
interval for 10 keV) and effective atomic number; the sta-
tistical software was employed to calculate the peak of ef-
fective atomic number distribution; and lipid (water), water
(iodine), and water (calcium) were selected as the paired
base substances, and their concentrations were generated by
the data file.

2.7. Statistical Analysis. SPSS 17.0 statistical analysis soft-
ware was used for the statistical methods. *e results of
counting were expressed as mean± standard deviation
(x± s), and t-test was applied for comparison between the
two groups. *e receiver operating characteristic curve
(ROC) was employed to evaluate the value of paired base
substances in the diagnosis of malignant effusion, and AUC
was applied to determine the accuracy of base substance
concentration in the diagnosis of malignant effusion. What
is more, the threshold value, sensitivity, and specificity for
the diagnosis of malignant effusion were calculated, and
P< 0.05 was considered to represent statistically significant
difference.

3. Results

3.1. Comparison of the Basic Data of Patients. Based on the
nature of the effusion, 97 patients were classified into benign
and malignant effusion, respectively. *ere were 25 patients
with benign effusion including 11 males and 14 females, the
average age was 62.17± 6.33 years, and the course of disease
was 2.57± 0.24 years. What is more, 72 patients were ma-
lignant effusion including 33 males and 39 females, with an
average age of 63.74± 4.76 years and the disease course of
3.57± 1.24 years. *e results in Figure 1 show that the
difference in general data between the two groups of patients
was not statistically remarkably significant (P> 0.05).

3.2. Analysis of the Causes of the Patients in the Two Groups.
*ere were 25 patients in the benign effusion group, and
their specific causes are shown in Figure 2. *e benign ef-
fusion group included 8 patients of liver cirrhosis with
ascites, 2 patients of heart failure with pleural effusion, 13
patients of pneumonia with pleural effusion, and 2 patients
of tuberculous pneumonitis with ascites. Figure 3 shows the
specific causes of 72 patients in the malignant effusion
group. Besides, there were 14 patients of gastrointestinal
malignant tumors with ascites, 44 patients of lung cancer
with pleural effusion, 9 patients of breast cancer with
multiple metastases and pleural effusion, 3 patients of
ovarian cancer with ascites, and 2 patients of esophageal
cancer with pleural effusion in the malignant effusion group.
*ere was no statistical difference in the number of cases of
each cause of the above patients (P> 0.05).
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Figure 1: Comparison of the basic data of the patients in the two groups. (a) Comparison of the gender among the patients in the two
groups; (b) comparison of the age and course of disease among the patients in the two groups.
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3.3. Comparison of the Physiological Conditions of the Patients
in the Two Groups. *e two groups of patients were sub-
jected to immunohistochemical tests, and the representative
results were selected for display shown in Figure 4. In ad-
dition, the immunohistochemical results of the benign ef-
fusion group showed that there was a small amount of
positive cells; namely, the overall degree of cell malignancy
was not high; meanwhile the immunohistochemical results
of the malignant effusion group indicated that the positive
cells were abundant in the effusion; namely, the whole cells
had the high degree of malignancy.

3.4. Comparison of PET-CT Image Registration Values be-
tween Clone Selection Algorithm and Genetic Algorithm.
Figure 5 discloses that the average difference of the maxi-
mum value of the normalized mutual information of PET-
CT image registration of the clone selection algorithm is
small, with no statistically huge difference (P> 0.05). Fur-
thermore, the registration time and mismatching times were
lower than those of genetic algorithm, and the differences
were statistically substantial (P< 0.05).

*e lungs were further taken as the comparison objects.
*e pneumonia with pleural effusion and lung cancer with
pleural effusion were selected as the examples of the benign
and malignant effusion group, respectively, as shown in
Figure 6. In the PET-CTimage of benign effusion, it is shown
that there were concentrated shadows of radioactive dis-
tribution in lymph nodes and the larger range of lesion, so
that they were presumed to be infectious lesions, and
pneumonia was diagnosed based on medical history. *ere
was no obvious radioactive concentrated area in the PET-CT
image of malignant effusion, so as to speculate to be lung
cancer with lymph nodemetastasis and diagnose lung cancer
combined with medical history.

3.5. 7e CT Values of the Patients in the Two Groups under
DifferentEnergies. *e differences in CTof the patients from
the two groups were compared under different energies, and
the results are expressed in Figure 7. Under the low energy
(40–60 keV), the CT values of the benign effusion group
were 41.24± 18.45HU, 31.75± 12.8HU, and 25.78± 11.12
HU; and the CT values of the malignant effusion group were
0.96± 19.45HU, 7.99± 12.48HU, and 12.57± 11.22HU,
with a statistical difference between the two groups
(P< 0.05). Under 70–120 keV, the CT values of the benign
effusion group were 21.15± 6.27HU, 18.11± 6.33HU,
15.99± 5.24HU, 15.24± 8.45HU, 15.02± 4.21HU, and
14.71± 6.66HU; the CT values of malignant effusion group
were 15.82± 7.67HU, 17.55± 10.63HU, 19.33± 11.27HU,
20.01± 9.67HU, 20.14± 10.44HU, and 21.98± 10.57HU,
and the difference between the two groups was not statis-
tically dramatic (P> 0.05). Under 130–140 keV, the CT
values of the benign effusion group were 14.11± 6.17HU
and 13.56± 6.54HU, while the CT values of the malignant
effusion group were 21.44± 11.66HU and 21.97± 12.57HU;
thus, there was a statistical difference in the two groups
(P< 0.05).

3.6. 7e Paired Base Substances of the Patients in the Two
Groups. Figure 8 illustrates that the contents of lipid/water,
water/iodine, and water/calcium in malignant effusion were
sharply higher than the contents of benign effusion. What is
more, the content of lipid/water in malignant effusion was
221.44± 189.45 g/L, while its content in the benign effusion
was 201.45± 197.56 g/L; the contents of water/iodine in the
malignant and benign effusion were 1024.69± 19.48 g/L and
1008.48± 18.27 g/L, respectively; and the contents of water/
calcium in the malignant and benign effusion were
1027.87± 11.66 g/L and 1009.48± 9.21 g/L, respectively.
*erefore, there was a statistical difference between the two
groups (P< 0.05).

Figure 9 demonstrates that the diagnostic sensitivity,
specificity, and AUC of malignant effusion were 95.5%,
92.6%, and 97.7%, respectively, when the lipid/water con-
centration was over 104.34 g/L; when the water/iodine
concentration was more than 1024.22 g/L, the diagnostic
sensitivity, specificity, and AUC of malignant effusion were
86.4%, 77.8%, and 79.8%, respectively; and the diagnostic
sensitivity, specificity, and AUC of malignant effusion were
86.4%, 92.6%, and 86.7%, respectively, when the water/
calcium concentration was greater than 1028.44 g/L.

4. Discussion

Serous cavity refers to the human chest, abdominal cavity,
pericardial cavity, and so forth. Under normal conditions,
only a small amount of fluid in the serous cavity provides
lubrication and protection (the fluid in the pleural cavity
<20mL, the fluid in the peritoneal cavity <50mL, and the
fluid in the pericardial cavity 10–50mL). However, the
increased volume of fluid in the cavity leads to the occur-
rence of effusion under pathological conditions, which is
called SCE. Once the disease is complicated by SCE, it often
indicates the severity of the disease [12, 13]. Based on the
causes of the effusion, the effusion can be divided into
benign and malignant. *e study of Sherman-Samis et al.
(2019) showed that many common causes of benign SCE
were decompensation of liver cirrhosis, cardiac insuffi-
ciency, renal function failure, tuberculosis, and nonspecific
inflammation. However, malignant SCE often existed in the
late stages of various malignant tumors.*is was because the
blood vessels and lymph vessels were invaded by malignant
tumor, or lymph nodes metastasis was to hinder the
backflow and absorption of SCE; or tumor cells directly
invaded blood vessels to increase the capillary permeability
[14]. It was consistent with the pathological detection results
of the study. *e gold standard for diagnosing malignant
effusion is to find tumor cells in SCE, but only when the
malignant tumor invades the pleura or peritoneum or di-
rectly falls off in the effusion will a positive result be ob-
tained. Moreover, its specificity is high, but the positive rate
is low [15]. Das proved in a study that 58% was the positive
rate of a single test in the pleural effusion. In addition, there
was a false negative rate in the detection of malignant ex-
foliative cytology, and its sensitivity was only 40–60% [16].
*erefore, the PET-CT scanning detection proposed in the
experiment plays an important role in assisting the diagnosis
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Figure 4: *e immunohistochemical results of the patients in the two groups. (a) *e results of benign effusion group; (b) the results of
malignant effusion group.
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Figure 5: PET-CT image registration values. Note. (a) *e average value of the maximum normalized mutual information; (b) registration
time; (c) the times of mismatching. ∗ indicates that the difference compared with clone selection algorithm is statistically significant.
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Figure 6: *e PET-CT images of two patients. (a) PET-CT image of the pneumonia with pleural effusion patient; (b) PET-CT image of the
lung cancer with pleural effusion patient.
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of malignant effusion. It has great advantages in the diag-
nosis of tumors, and it can diagnose most tumors on the
double-layer structure and functional metabolism through
whole body imaging. What is more, it has very critical
significance in finding the primary tumor lesion, and the
nature diagnosis of patients with pleural and abdominal
effusion is also relatively clear [17–19].

Harrison et al. summarized and sorted out the diseases
that produced serous cavity effusion. *e results illustrated
that the main cause was malignant tumors in the chest and
abdominal cavity, and pericardial effusion and tuberculosis
also accounted for a large proportion, followed by con-
nective tissue diseases, inflammatory infection, liver cir-
rhosis, heart function failure, hypothyroidism, and
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nephrotic syndrome [20]. *e results were similar to the
results of the study. However, there are certain differences in
details, whichmay be caused by too few samples in the study.
*e PET-CT imaging based on the artificial intelligence
algorithm of clone selection injects a small amount of
positron nuclide tracer into the human body.*e commonly
used tracer is PF-FDG, which is adopted to detect the
distribution of these positron nuclides in various organs of
the human body. CT is employed to display the physiological
metabolism of the main organs of the human body and to
accurately locate, thereby fusing images. In this study, the
clone selection algorithm was used to find that the regis-
tration time and mismatching times were both low, which
achieved the optimal registration of PET-CT images and
improved the accuracy of imaging results [21–23]. Zaucha
et al. [24] stated that PET-CT was of great significance in
finding primary tumor lesions and was more accurate in the
diagnosis of patients with pleural and ascites effusion. It was
also consistent with the experimental results of the study,
showing that it is more sensitive to the diagnosis of ma-
lignant tumors. *e paired base substances of lipid (water),
water (iodine), and water (calcium) contents were selected
for analysis, because the range of substances commonly used
in medicine from fat to iodine contrast agents was included
[25]. Knorr et al. have proved that free fatty acids in ma-
lignant ascites were 3 times higher than those in liver cir-
rhosis, and both saturated and unsaturated fatty acids in
malignant ascites were higher than those in liver cirrhosis
[26]. *is is because fatty acids are the energy substrate for
tumor cell metabolism, and malignant effusion contains
dense and abundant tumor cells, which grow and metabolize
vigorously, so lipids increase in malignant ascites [27–30]. It
was reflected in the results of the study, indicating that the
liquid concentration of the malignant effusion was higher
than that of the benign effusion.

5. Conclusion

In this study, there was an investigation on the effect of PET-
CT imaging detection image information and data infor-
mation based on clone selection artificial intelligence al-
gorithm in the diagnosis of serous cavity effusion in patients
with different types of tumors. Besides, it was analyzed
according to benign effusion and malignant effusion. It was
found that the registration time and the times of mis-
matching of PET-CT images under the clone selection al-
gorithm were both low, and the optimal registration of PET-
CT images was realized. *e image results indicated that
benign and malignant serous cavity effusion could not be
distinguished by CT values of routine mixed energy and
70–80 keV single energy (equivalent to mixed energy), while
the CT value of low energy (40–60 keV) image played a
critical role in the identification of benign and malignant
effusions. However, the overall sample size of this study is
small, and only relevant analysis for benign effusion and
malignant effusion does not analyze many other clinical
factors and the prognosis of patients. In the future, the
sample size will be expanded to conduct more in-depth and
comprehensive research and exploration in this direction. In

short, PET-CT based on the artificial intelligence algorithm
of clone selection has important diagnostic value in unex-
plained serous cavity effusion and has high sensitivity,
specificity, and accuracy in the diagnosis of malignant
pleural effusion.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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[7] A. Raatz, M. Schöber, R. Zant et al., “Risk factors for chy-
lothorax and persistent serous effusions after congenital heart
surgery,” European Journal of Cardio-7oracic Surgery,
vol. 56, no. 6, pp. 1162–1169, 2019.

[8] A. Harbhajanka, A. Brickman, J.-W. Park, V. B. Reddy,
P. Bitterman, and P. Gattuso, “Cytomorphology, clinico-
pathologic, and cytogenetics correlation of myelomatous ef-
fusion of serous cavities: a retrospective review,” Diagnostic
Cytopathology, vol. 44, no. 9, pp. 742–747, 2016.

[9] H. J. Min, J. W. Choe, M. Y. Chang, K. S. Kim, S. Y. Lee, and
S.-K. Mun, “*e expression and correlation of Hsp 70 and
Hsp 27 in serous middle ear effusion fluids of pediatric pa-
tients-a preliminary study,” International Journal of Pediatric
Otorhinolaryngology, vol. 101, pp. 145–149, 2017.

[10] W. B. Peng, X. Sun, M. Zhou et al., “Value of PET/MRI in the
diagnosis of malignant pleural effusion in comparison with
PET/CT,” Zhonghua Yixue Zazhi, vol. 101, no. 30,
pp. 2363–2369, 2021.

8 Journal of Healthcare Engineering



[11] D. Chen, X. Song, F. Shi et al., “Greater efficacy of intra-
cavitary infusion of bevacizumab compared to traditional
local treatments for patients with malignant cavity serous
effusion,” Oncotarget, vol. 8, no. 21, pp. 35262–35271, 2017.

[12] M. T. Siddiqui, F. Schmitt, and A. Churg, “Proceedings of the
American Society of Cytopathology companion session at the
2019 United States and Canadian Academy of Pathology
Annual meeting, part 2: effusion cytology with focus on
theranostics and diagnosis of malignant mesothelioma,”
Journal of the American Society of Cytopathology, vol. 8, no. 6,
pp. 352–361, 2019.

[13] S. Val, M. Poley, K. Anna et al., “Characterization of mucoid
and serous middle ear effusions from patients with chronic
otitis media: implication of different biological mechanisms?”
Pediatric Research, vol. 84, no. 2, pp. 296–305, 2018.

[14] M. Sherman-Samis, H. Onallah, A. Holth, R. Reich, and
B. Davidson, “SOX2 and SOX9 are markers of clinically
aggressive disease in metastatic high-grade serous carci-
noma,” Gynecologic Oncology, vol. 153, no. 3, pp. 651–660,
2019.

[15] L.-Y. Xing, J. Yin, M. Shao et al., “Clinical characteristics and
prognosis of serous body cavity effusions in patients with
sepsis: a retrospective observational study,” BMC Anesthesi-
ology, vol. 18, no. 1, p. 169, 2018.

[16] D. K. Das, “Age and sex distribution in malignant and tu-
berculous serous effusions: a study of 127 patients and review
of the literature,” Geriatrics and Gerontology International,
vol. 15, no. 9, pp. 1143–1150, 2015.

[17] N. Patarapadungkit, P. Jangsiriwitayakorn, S. Chaiwiriyakul
et al., “Modified liquid-based cytology technique for immu-
nocytochemistry in effusion specimen,” Asian Pacific Journal
of Cancer Prevention, vol. 20, no. 9, pp. 2611–2617, 2019.

[18] G. Akaike, M. Itani, H. Shah et al., “PET/CT in the diagnosis
and workup of sarcoidosis: focus on Atypical Manifestations,”
RadioGraphics, vol. 38, no. 5, pp. 1536–1549, 2018.

[19] R. Fonti, M. Conson, and S. Del Vecchio, “PET/CT in ra-
diation oncology,” Seminars in Oncology, vol. 46, no. 3,
pp. 202–209, 2019.

[20] D. J. Harrison, M. T. Parisi, and B. L. Shulkin, “*e role of 18
F-FDG-PET/CT in pediatric sarcoma,” Seminars in Nuclear
Medicine, vol. 47, no. 3, pp. 229–241, 2017.

[21] J. P. Bois, D. Muser, and P. Chareonthaitawee, “PET/CT
evaluation of cardiac sarcoidosis,” PET Clinics, vol. 14, no. 2,
pp. 223–232, 2019.

[22] X. Zhang and Z. Guan, “PET/CT in the diagnosis and
prognosis of osteosarcoma,” Frontiers in Bioscience, vol. 23,
pp. 2157–2165, 2018.

[23] G. S. Shroff, B. S. Sabloff, M. T. Truong, B. W. Carter, and
C. Viswanathan, “PET/CT interpretative pitfalls in thoracic
malignancies,” Seminars in Ultrasound, CT and MRI, vol. 39,
no. 3, pp. 282–288, 2018.

[24] J. M. Zaucha, S. Chauvie, R. Zaucha, A. Biggii, and
A. Gallamini, “*e role of PET/CT in the modern treatment of
Hodgkin lymphoma,” Cancer Treatment Reviews, vol. 77,
pp. 44–56, 2019.

[25] W. Chen and J. Jeudy, “Assessment of myocarditis: cardiac
MR, PET/CT, or PET/MR?” Current Cardiology Reports,
vol. 21, no. 8, p. 76, 2019.

[26] K. Knorr, M. Eiber, T. Maurer, H.-J. Wester, and
K. Scheidhauer, “PET-CT/-MRT der Prostata,” Radiologe,
Der, vol. 57, no. 8, pp. 631–636, 2017.

[27] G. Giovacchini, E. Giovannini, M. Riondato, and
A. Ciarmiello, “PET/CT with 68Ga-PSMA in prostate cancer:

radiopharmaceutical background and clinical implications,”
Current Radiopharmaceuticals, vol. 11, no. 1, pp. 4–13, 2018.

[28] M. Tana, S. di Carlo, M. Romano, M Alessandri, C Schiavone,
and A Montagnani, “FDG-PET/CT assessment of pulmonary
sarcoidosis: a guide for internists,” Current Medical Imaging
Reviews, vol. 15, no. 1, pp. 21–25, 2019.

[29] N. Aide, R. J. Hicks, C. Le Tourneau, S. Lheureux, S. Fanti, and
E. Lopci, “FDG PET/CT for assessing tumour response to
immunotherapy,” European Journal of Nuclear Medicine and
Molecular Imaging, vol. 46, no. 1, pp. 238–250, 2019.

[30] J. van Sluis, J. de Jong, J. Schaar et al., “Performance char-
acteristics of the digital biograph vision PET/CT system,”
Journal of Nuclear Medicine, vol. 60, no. 7, pp. 1031–1036,
2019.

Journal of Healthcare Engineering 9



Retraction
Retracted: Application of Clavien–DindoClassification System for
Complications of Minimally Invasive
Percutaneous Nephrolithotomy

Journal of Healthcare Engineering

Received 8 August 2023; Accepted 8 August 2023; Published 9 August 2023

Copyright © 2023 Journal of Healthcare Engineering. Tis is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] X. Zhang, Z. Zhu, and J. Wu, “Application of Clavien–Dindo
Classifcation System for Complications of Minimally Invasive
Percutaneous Nephrolithotomy,” Journal of Healthcare Engi-
neering, vol. 2021, Article ID 5361415, 5 pages, 2021.

Hindawi
Journal of Healthcare Engineering
Volume 2023, Article ID 9827564, 1 page
https://doi.org/10.1155/2023/9827564

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9827564


RE
TR
AC
TE
DResearch Article

Application of Clavien–Dindo Classification System for
Complications of Minimally Invasive
Percutaneous Nephrolithotomy

Xiao-Jun Zhang, Zheng-Jie Zhu, and Jun-Jie Wu

Department of Urology Surgery, �e Affiliated Xiangshan Hospital of Wenzhou Medical University, Ningbo,
Zhejiang Province 315700, China

Correspondence should be addressed to Jun-Jie Wu; junjiewu2021@163.com

Received 17 July 2021; Accepted 22 November 2021; Published 15 December 2021

Academic Editor: Enas Abdulhay

Copyright © 2021 Xiao-Jun Zhang et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Objective. To investigate the clinical applications of the Clavien–Dindo classification system (CDCS) in the assessment of peri-
operative complications in minimally invasive percutaneous nephrolithotomy (MPCNL). Methods. Totally, 390 patients with renal
stones in our hospital from March 2015 to March 2020 were included for this study and then were divided into observation group
(complication group, 78 cases) and control group (noncomplication group, 312 cases) according to the incidence of perioperative
complications in CDCS. Single factor analysis and multivariate logistic regression analysis were used to analyze the risk factors of the
perioperative complications of MPCNL. Results. +e total incidence of complication in the 390 cases with MPCNL was 20.00% (78
cases) according to CDCS, among which the incidence of complications at grades I, II, III, IV, and V was 6.92% (27 cases), 8.21% (32
cases), 2.82% (11 cases), 1.79% (7 cases), and 0.26% (1 case), respectively.+e proportion of patients, that aged >60 years, complicated
with comorbidities, sophisticated calculi, the preoperative albumin level (<35 g/L), the operation time (>180minutes), intraoperative
bleeding volume (>300mL), and hospitalization time (>7 days) in the observation group was significantly higher than that in the
control group ((75.64% vs. 61.86%, 38.46% vs. 24.36%, 83.33% vs. 69.55%, 83.33% vs. 69.55%, 70.51% vs. 30.76%, 53.85% vs. 36.54%,
and 60.26% vs. 43.27%), all P< 0.05). Multivariate logistic regression analysis showed that gender, associated comorbidities,
preoperative albumin level, calculus complexity, operation time, and intraoperative bleeding volume (>300mL) were correlated with
the occurrence of complications (P≤ 0.001, 0.001, 0.001, 0.001, 0.003, and 0.001 respectively). Conclusion. +e CDCS can give
standard and more comparative criteria for the assessment of perioperative complications, which will provide reference data for
reducing complications and ensuring safety profiles in these high-risk patients.

1. Introduction

Renal stones were one of the most common diseases in the
urinary system, and it often occurs in the young and the
middle-aged people; the morbidity was higher in males than
females [1, 2]. Studies showed that, about 40% to 75% of
patients with renal stones underwent different degrees of
back pain, which is often taken as the primary clinical
manifestation to visit doctors [3]. At the early stage, patients
with small diameter stones and mild symptoms can alleviate
the illness by drinking lots of water and physical exercises or
other conservative treatments [4, 5]. However, with the
influence of the patient’s diets, environmental conditions,

and other factors, the diameter of renal stones will be
gradually enlarged in some people; consequently, the fre-
quency and duration time of pain will increase, and hem-
aturesis, hydronephrosis, or urinary tract obstruction would
be found in some serious patients [6, 7]. When conservative
treatment does not work for kidney stones, procedures such
as transurethral ureteroscopic lithotripsy, percutaneous
nephrolithotripsy, and laparoscopic ureterolithotripsy are
often considered alternatives to conservative treatment.
[8, 9].

Minimally invasive percutaneous nephrolithotomy
(MPCNL) is a most common operation in urology, which
was modified on the basis of percutaneous nephrolithotomy.

Hindawi
Journal of Healthcare Engineering
Volume 2021, Article ID 5361415, 5 pages
https://doi.org/10.1155/2021/5361415

mailto:junjiewu2021@163.com
https://orcid.org/0000-0003-3879-569X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5361415


RE
TR
AC
TE
D

MPCNL had the advantage of small trauma, high dis-
charging rate, rapid recovering course, and so on. MPCNL
was effective for renal stones, but the complications in the
perioperative period did not receive enough attention
compared with its clinical efficacy. And, the evaluation of
complications was usually based on operator’s experience,
but lacked consistent criteria [10]. How to carry out
quantitative evaluation and reduce the incidence of peri-
operative complications in MPCNL are becoming surgical
hotspots. In order to investigate the criteria of standardized
assessment and the risk factors of the complications of
MPCNL, 390 patients with renal stones from March 2015 to
March 2020 in our hospital were collected in the study, and
the Clavien–Dindo classification system (CDCS) was
adopted to analyze the perioperative complications.

2. Patients and Methods

2.1. PatientData. Totally, 390 patients with renal stones who
underwent MPCNL from March 2015 to March 2020 in our
hospital were collected, including 254 males and 136 fe-
males; aged from 40 to 70 years; 274 urban patients and 116
rural patients; 156 patients with diabetes, hypertension,
chronic bronchitis, or other general comorbidities, and 234
patients without comorbidity; and 255 patients with simple
renal stones and 135 patients with complex renal stones [11]
(including stone diameter >25mm, horn-like or multiple
renal stones, stones that are difficult to remove caused by
abnormal anatomy, etc.).

2.2. Surgical Methods. Epidural anesthesia or general an-
esthesia with endotracheal intubation were performed in
operation, these patients were performed or supervised by a
single surgeon who had previous experience of MPCNL. All
patients were placed in the lithotomy position with con-
ventional sterilization of surgery area, and the surgical
towels were placed. +e 5 Fr or 6 Fr ureteral catheter was
inserted to the target ureter directed by ureteroscopic vision.
After uretheral catheter insertion, the patients were replaced
in a prone position, and percutaneous access was achieved
by fluoroscopic guidance using an 18–20-gauge needle.
Patients were punctured under the direction of B ultrasound.
+en, the ureteroscope (Richard wolf, Germany) was placed
in the renal pelvis, and the holmium laser (Litho, Italy) was
used to fragment renal stones. +e stones were discharged
under the pressure of the irrigation solution or were taken
out with basket catheter. At the end of surgery, a neph-
rostomy tube was inserted and removed 1 week after sur-
gery, the double J ureteral catheter was inserted into the
renal pelvis and removed 1 month after surgery, and the
operation time was calculated from the insertion of ureteral
catheter to the placement of nephrostomy tube.

2.3. Classification Standards and Evaluation Methods.
Perioperative complications were divided into grade I, II, III,
IV, and V according to CDCS [12]. Grade I: the compli-
cations had mild impacts on patients’ recovery, but there is
no threat to the life of patients, and these antipyretics,

analgesics, antiemetics, diuretics, and physical therapy were
allowed to application. Grade II: on the basis of grade I, other
kinds of drugs, blood infusion, or total intravenous nutrition
were required. Grade III: surgery, endoscope, or radio-
therapy were required, including grade IIIa and grade IIIb;
grade IIIa did not require general anesthesia, which could be
performed by surgical intervention directly; grade IIIb re-
quired to carry out general anesthesia. Grade IV: it includes
grade IVa and grade IVb; the former one’s complications
having life threats to the patients, who showed single organ
failure and needed ICU care, and the latter one manifested as
multiple organ failure. Grade V: patients’ death was caused
by complications. +e incidence of perioperative compli-
cations in patients was observed and recorded.

2.4. Statistical Analysis. +e data were analyzed with
SPSS22.0 statistical software; the measurement data was
expressed as mean± standard deviation (‾x±SD) and ana-
lyzed by the t-test; the numerical data were expressed as n
(%) and analyzed by chi-square (χ2) test; the single factor
analysis and multivariate logistic regression analysis were
used to analyze the risk factors of MPCNL complications;
and P value <0.05 was considered to be statistically
significant.

3. Result

3.1. Comparison of the Incidence of Complications of CDCS in
MPCNL. According to CDCS, totally there were 390 cases in
MPCNL complications; the cases of grade I, II, III, IV, and V
complications were 6.92% (27 cases), 8.21% (32 cases), 2.82%
(11 cases), 1.79% (7 cases), and 0.26% (1 case), respectively.
Among these complications, the proportion of cases with
fever (body temperature≧ 39°C) was the largest (4.87%), the
complications within grade III were 70 cases (89.74%),
mainly including urinary infections and blood transfusion
caused by intraoperative bleeding, and the proportion of
infection and blood transfusion was 4.10% and 3.08%, re-
spectively; there was 1 patient who died of acute myocardial
infarction. +e results are shown in Table 1.

3.2. Comparison and Analysis of Clinical Data in TwoGroups.
+ere were no significant differences in gender, BMI, de-
mographic characteristics, and anesthesia between the two
groups (P> 0.05). Age (>60 years), associated comorbidities,
preoperative albumin level (<35 g/L), stone complexity,
operation time (>180min), intraoperative bleeding volume
(>300ml), and hospital stays (>7 days) of the observation
group (complication group) were significantly higher than
that of the control group (noncomplication group). +e
results are shown in Table 2.

3.3. Multivariate Logistic Regression Analysis of
Complications. 78 patients with complications of MPCNL
in perioperation were analyzed by multivariate logistic re-
gression analysis, the results demonstrated that age (>60
years), associated comorbidities, preoperative albumin levels
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Table 1: Comparison of CDCS of MPCNL complication in 390 patients (n (%)).

Grade Complications Incidence rate

Grade I

27 (6.92%)
Body temperature ≧39°C 19 (4.87%)

Increase of CCR, (alanine aminotransferase) ALT 5 (1.28%)
Application of analgesic drugs 3 (0.77%)

Grade II

32 (8.21%)
Blood transfusion caused by intraoperative bleeding 12 (3.08%)

Urinary infections 16 (4.10%)
Perirenal effusion 4 (1.03%)

Grade IIIa

8 (2.05%)
Urinary tract obstruction 3 (0.77%)

Closed drainage of thoracic cavity 2 (0.51%)
Embolization of renal artery caused by bleeding 1 (0.26%)

Renal pelvis perforation 1 (0.26%)

Grade IIIb
3 (0.77%)

Renal abscess 2 (0.51%)
Unilateral nephrectomy 1 (0.26%)

Grade IVa

6 (1.54%)
Myocardial infarction 2 (0.51%)

Cerebral stroke 2 (0.51%)
Colonic injury 1 (0.26%)

Acute renal failure 1 (0.26%)

Grade IVb 1 (0.26%)
Shock 1 (0.26%)

Grade V 1 (0.26%)
Death 1 (0.26%)

Table 2: Comparison of complications in two groups (n (%)).

Items Observation group (78) Control group (312) χ2 P

Gender
Male 52 (66.67%) 207 (66.35%) 0.052 0.820Female 26 (33.33%) 110 (33.65%)

Age (years)
>60 59 (75.64%) 193 (61.86%) 5.184 0.023≦60 19 (24.36%) 119 (38.14%)

BMI (body mass index) (kg/m2)
>23 46 (58.97%) 190 (60.90%) 0.097 0.756≦23 32 (41.03%) 122 (39.10%)

Demographic characteristics
Urban 55 (70.51%) 219 (70.19%) 0.003 0.956Rural 23 (29.49%) 93 (29.81%)

Associated comorbidities
Yes 30 (38.46%) 136 (24.36%) 6.270 0.012No 48 (61.54%) 176 (75.64%)

Preoperative albumin (g/L)
≧35 65 (83.33%) 217 (69.55%) 6.843 0.009<35 12 (16.67%) 95 (30.45%)

Stone complexity
Simple 39 (50.00%) 216 (69.23%) 10.196 0.001Complex 39 (50.00%) 96 (30.77%)

Operation time (min)
>180 55 (70.51%) 96 (30.76%) 41.541 ≤0.001≦180 23 (29.49%) 216 (69.23%)

Intraoperative bleeding volume (mL)
>300 42 (53.85%) 114 (36.54%) 8.337 0.004≦300 35 (46.15%) 198 (63.46%)

Hospital stays (d)
>7 47 (60.26%) 135 (43.27%) 7.235 0.007≦7 31 (39.74%) 177 (56.73%)

Anesthesia methods
Epidural anesthesia 54 (69.23%) 201 (64.42%) 0.637 0.425General anesthesia 24 (30.77%) 111 (35.58%)
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(>180min), and intraoperative bleeding volume (>300ml)
were associated with complications in patients by Clai-
vien–Dindo classification. +e results are shown in Table 3.

4. Discussion

Currently, MPCNL is one of the most common clinical
treatments for renal stones. Percutaneous renal channel is
F16∼ F20, which is far less than the traditional Fr 24∼ Fr 34.
+us, MPCNL can greatly shorten the area of the incision,
reduce surgical injury, and increase the stone discharging
rate. Some previous studies have reported that MPCNL
promoted clinical efficacy, while some new complications
appeared, which can lead to the increasing trend of total
incidence rate of complications [13, 14]. CDCS began to be
applied for clinical assessment of complications, with the
improvement and update of CDCS in past decades, and
surgical complications can be more detailed, reasonable, and
objective to evaluate [15].

One researcher [16] analyzed the perioperative compli-
cations of 172 stone patients undergoing MPCNL using
CDCS and showed that the overall incidence of complications
was almost as high as 30%, with 9.88%, 6.98%, 7.56%, 3.49%,
and 0.58% of class I, II, III, IV, and V complications, re-
spectively. Nevertheless, the total incidence of complication of
this study was 20.00% (78/390), and the incidence of com-
plication of grade I, II, III, IV, and V were 6.92% (27/390),
8.21% (32/390), 2.82% (11/390), 1.79% (7/390), and 0.26% (1/
390), respectively. +e total incidence of complications and
the complications of grade III and IV were reduced, and the
possible explanations may be related to the differences of
surgeons’ experience and improvements in technology and
equipments. Zeng et al. [17] adopted the CDCS to classify the
perioperative complications of 377 patients in MPCNL, and
the results showed that the associated comorbidities, stone
complexity, and urinary abnormal anatomy were closely
correlated with occurrence of perioperative complications. In
this study, part of the results was similar as the results of Zeng
et al [17]; moreover, our results agreed that the age, preop-
erative albumin levels, operation time, and intraoperative
bleeding volume were the risk factors of perioperative
complications of stones in patients.

In this study, the major complications in MPCNL were
fever, infections, and bleeding within grade III of CDCS,
which were the most common three adverse reactions, but
grade IV∼V of CDCS were major threats to the life security
of patients. +erefore, the analysis of factors related to the
occurrence of complications of CDCS can provide reference

data for the managements of preoperative assessment and
surgical scheme. According to the results of multivariate
logistic regression analysis, the possible reasons may be
explained in terms of these risk factors. Firstly, patients with
age >60 years were often complicated with one or more
comorbidities, and this will result in the decrease of coag-
ulation function, body organic function, and surgical tol-
erance [18, 19]. Secondly, albumin is the common protein in
plasma, which can reflect the condition of liver function and
body immunity at a certain extent [20], and once the liver
function was impaired, albumin levels were also reduced;
meanwhile, there were obstacles in coagulation function and
body immunity. +irdly, urinary abnormal anatomy, large
size stones, and complex location stones will increase the
difficulties of fragmenting and discharging of stones [21, 22].
Lastly, the longer operation time and wound exposure time
will increase the risk of bacterial infections and the volume
of bleeding, and these risk factors mentioned above were
influenced each other and increased the probability of
complications, and made an interactive effect to deteriorate
the safety profiles on patients [23].

In this study, several viewpoints must be presented for
prevention and management of complications in MPCNL. If
severe skeletal deformities, urinary abnormal anatomy, or
hydronephrosis were not obvious, puncture should be
performed under the B ultrasonic or C-arm on necessity of
avoiding the main blood vessels. Once the main renal blood
vessels injured and large bleeding appeared, nephrostomy
tube should be immediately closed, and immediate hemo-
stasis must be taken [24, 25]. Referring to elderly patients
with poor nutritional status or complicated with several
comorbidities, the related examinations and preassessment
should be well performed before operation [18]. In this
study, one patient died of acute myocardial infarction, which
reminded urologists that they must carry out more rigorous
preoperative assessment for these elderly patients compli-
cated with comorbidities.

In conclusion, the CDCS can give standard and more
comparative criteria for the assessment of perioperative
complications in MPCNL, and the urologists should pay
more attention to these high-risk factors, which will provide
reference data to ensure surgical safety and promote the
clinical efficacy.

Data Availability

+e simulation experiment data used to support the findings
of this study are available from the corresponding author
upon request.

Table 3: Results of multivariate logistic regression analysis of Clavien–Dindo classification of complications in perioperation.

Items B Sb Wald P OR 95%CI
Age 1.082 0.075 205.618 ≤0.001 1.142 0.985–3.420
Associated comorbidities 0.983 0.185 28.264 ≤0.001 1.125 0.783–3.8404
Preoperative albumin levels 2.465 0.317 60.279 ≤0.001 4.412 2.398–21.917
Stone complexity 2.146 0.224 92.159 ≤0.001 3.126 2.017–13.252
Operation time 1.017 0.126 65.052 0.003 2.562 2.001–3.540
Intraoperative bleeding volume 2.016 0.220 83.936 ≤0.001 3.765 2.446–11.557
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)is study aimed to analyze the effect of the deep learning algorithm on ultrasound elastography on the treatment of cervical
cancer with clustered regularly interspaced short palindromic repeats (CRISPR) short hairpin ribonucleic acid (shRNA)
nanoparticles, aiming to provide a reference for the clinical application of deep learning to analyze the therapeutic effect of the
disease. In this study, CRISPR and shRNA plasmid nanoparticle drugs were used to treat 55 patients with cervical cancer in the
experimental group, and normal saline was injected to another 53 patients in the control group, so compare the effect of
nanoparticles in the treatment of cervical cancer. Professional doctors and the recurrent neural network (RNN) intelligent
algorithm were used to score cervical cancer based on the ultrasound elastograph images by taking blue, green, and red (BGR) as
diagnosis criteria. As a result, the experimental group had a total of 217 points before drug administration and a total of 224 points
after drug administration. Each patient had an average increase of 0.13 points. )e control group had a total of 200 points before
drug administration and a total of 223 points after drug administration, and each patient had an average increase of 0.43 points.
)e experimental group was obviously different from the control group (P< 0.05). Each tissue image output by the RNN was
clearer than the original image, and the score given by intelligent calculation was faster than that of professional doctors. )e
monitoring effect of the deep learning RNN intelligent algorithm on the therapeutic effect of nanomedicine was analyzed. It was
found that the average accuracy of the experimental group and the control group was 98.95% and 90.34%, respectively; and the
experimental group was greatly different from the control group (P< 0.05). In short, nano-CRISPR and shRNA drugs had
remarkable effects on the treatment of cervical cancer, and the scores given by the deep learning intelligent algorithm were faster
and more accurate, which provided theoretical guidance for the clinical application of deep learning algorithms to analyze the
treatment effects of diseases.

1. Introduction

Cervical cancer is a common gynecological malignant
tumor [1]. Carcinoma in situ is concentrated in the age of
30–35, and invasive cancer is concentrated in the age of
45–55. )ere is a trend of younger generation. With the
development of imaging, examinations are becoming
more and more common, enabling early detection and
early treatment of cervical cancer, and its mortality sig-
nificantly decline [2]. )e etiology is related to viral

infection, sexual behavior, number of childbirths, and
other factors. Cervical smear cytology is the main method
of cervical cancer screening. Others include the cervical
iodine test and colposcopy. However, in some econom-
ically underdeveloped areas, early screening for cervical
cancer is not universal, and women who have been vac-
cinated against human papillomavirus (HPV) are still at
risk of getting the disease. )erefore, it is necessary to
study a new type of drug to treat HPV to achieve the
purpose of reversing cervical tissue lesions.
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In recent years, with the development of the material
field, nanomedicine has been widely reported in the treat-
ment of cervical cancer. CRISPR is a repetitive sequence in
the genome of prokaryotes, which can integrate its own
genes into the genes of bacteria, and bacteria have evolved
the CRISPR-Cas9 system to understand foreign genes [3]. It
can make the genome more effective to produce changes or
mutations, and the efficiency is higher than other gene
editing techniques, but it may produce a large number of
accidental targets in human cancer cells [4]. shRNA has two
short inverted repeats, separated by a stem-loop sequence to
form a hairpin structure [5]. When small interfering RNA is
delivered in vivo, the siRNA sequence is cloned into a
plasmid vector as a short hairpin; when it is delivered to an
animal body, the hairpin sequence is expressed to form
double-stranded RNA and processed by the RNAi channel.
Transfection of cervical cancer tissue with nanoparticles
containing clustered regularly interspaced short palindromic
repeats (CRISPR) and short hairpin RNA (shRNA) plasmids
can effectively inhibit the growth of cervical cancer cells [6].

Ultrasound-assisted elastography (ETE) can be roughly
divided into two categories: intravascular elastography and
tissue elastography, which can be used to analyze the
therapeutic effect of cervical cancer [7]. Deep learning is a
new research direction in the field of machine learning; it has
achieved results in speech and image recognition, search
technology, data mining, machine learning translation, and
other related fields and has solved many complex pattern
recognition problems and made great progress in artificial
intelligence-related technologies [8]. )e recurrent neural
network (RNN) is one of the common deep learning al-
gorithms.)e RNN takes sequence data as input, recursively
in the evolution direction of the sequence, and all nodes
(cyclic units) are connected in a chain [9]. In this study, 108
patients with cervical cancer were randomly divided into an
experimental group with 55 patents treated with CRISPR
and shRNA plasmid nanoparticle drugs and a control group
with 53 patients treated with the same amount of normal
saline.)e ultrasound elasticity of the two groups before and
after administration was collected. In addition, the imaging
results were compared to analyze the effect of CRISPR
shRNA nanoparticles in the treatment of cervical cancer,
aiming to provide data support and theoretical guidance for
the clinical diagnosis and treatment of cervical cancer.

2. Materials and Methods

2.1. Research Objects and)eir Grouping. In this study, 108
cervical cancer patients diagnosed by colposcopy biopsy in
the hospital from January 2018 to January 2020 were selected
as the research objects, with an average age of 43.2± 8.9 years
old. 55 cases were randomly selected as the experimental
group, and the remaining 53 cases were undertaken as
controls. )is study had been approved by the ethics
committee of the hospital, and the patients and their families
had understood the content and methods of the study and
agreed to sign the corresponding informed consents.

)e inclusion criteria were defined as follows: patients
whose age was between 18 and 65, patients who were

diagnosed with cervical cancer after clinical diagnosis, pa-
tients who had not received other drug treatment recently,
patients had not received chemotherapy and radiotherapy,
and patients who had no history of other treatments in the
reproductive system.

)e exclusion criteria were defined as follows: patients
who had undergone tumor resection, patients with in-
complete clinical data, and patients who did not cooperate
with doctors throughout the treatment.

2.2. Nanoparticle Preparation and Drug Administration of
CRISPR and shRNA. )e poly β-amino ester (PBAE) and
CRISPR/shRNA plasmid DNA were diluted in 25mM of
(pH� 5) sodium acetate solution. According to the different
mass ratio (PBAE to plasmid), the PBAE solution was added
dropwise to the same volume of the plasmid-containing
solution and mixed gently for 30 seconds. )e mixture was
allowed to stand at room temperature for 15 minutes to
completely synthesize PBAE/nanoparticles of plasmid
deoxyribonucleic acid (DNA). 1% pentobarbital solution
was intraperitoneally injected.)e synthesized nanoparticles
(containing 10 ug of plasmid) were injected into the vagina
of patients with cervical cancer in the experimental group.
Among the 55 cases in the experimental group, 25 cases were
injected with PBAE/CRISPR plasmid DNA nanoparticle
drugs, and 30 cases were injected with PBAE/shRNA
plasmid DNA nanoparticle drugs, once a day for 20 days.
)e control group was injected with the same amount of
normal saline, and then, the changes in the ultrasound
elastography scores of the experimental group were
observed.

2.3. Ultrasound Elastography. All patients underwent ul-
trasound elastography examination after vaginal ultrasound
examination. )e probe was moved to the cervix to observe
the size of the cervix, the capsule, the characteristics of the
gray-scale ultrasound, and the blood flow velocity of the
cervix. )en, the probe was moved to the vaginal fornix and
lightly attached to the external cervix for testing, the du-
ration was 3–5 s, and the color coding ranged 0–180 kPa.)e
measurement should be repeated for 3 times to record and
calculate the average of each group of data. All images were
completed by an experienced professional imaging
physician.

2.4. RNN under Deep Learning Algorithm. Convolutional
neural network (CNN) models are widely used in image
classification. Among them, the network neurons in the
same layer are not independent of each other, but have a
certain correlation. In the RNN model, the convolutional
layer is built by combining the single-loop neural network
and the convolutional layer, and the sampling layer is
consistent with the same output layer. A simple RNN
consisted of an input layer, a hidden layer, and an output
layer. Its dynamic system had an input dynamic system and
an input dynamic system, as shown in Figure 1. )e
equations of the dynamic system without input are (1) and
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(2); the equations for the dynamic system with input are (3)
and (4). f represents the unit operation, the final state of the
dynamic system with input is represented as h, the final state
of the dynamic system without input is represented as S, X
represents the input, T represents the state of the unit, T+1
and T−1 represent the increase or decrease of the unit state,
and the ellipsis indicates the follow-up process can continue
to run as such.
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)e following RNN algorithm was proposed by Hinton
in 2015 [10], which uses ReLU to activate neurons and
initializes the weights of the entire network to make the final
model effect better than most existing algorithms. )e lo-
cation of the forget gate in the algorithm flowchart is shown
in Figure 2, and the red circle area is shown in equation (2). f
represents the internal unit operation, t represents the state
of the unit, the unit operation on the state is defined as
function ft, A and Tanc represent the inputs of the vector, the
final state of the forget gate is represented as h, the final state
of the input gate is expressed as i, the final state of the total
input is represented as C, O refers to the final state of the
output gate, and T-1 represents the reduction of the unit
state.

ft � A Wfxxt + WThht−1 + bf . (2)

)e input gate positioning in the algorithm flowchart is
shown in Figure 3 (the red circle area), and the equations are
given as follows:

Ct
′ � Tanh Wcxxt + Wchht−1 + bc( ,

it � A Wixxt + WThht−1 + bi( .
(3)

)e total input positioning in the algorithm flowchart is
shown in Figure 4 (the red circle area) and equation (4).

Ct � ft ∗Ct−1 + it ∗C′. (4)

)e location of the output gate in the algorithm flow-
chart is shown in Figure 5 (the red circle area) and equations
(5) and (6).
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Figure 1: Dynamic system diagram. (a) A dynamic system without input. (b) A dynamic system with input.
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ot � A Woxxt + Wohht−1 + bo( , (5)

ht � ot ∗Tanh Ct( (f). (6)

2.5. )e Treatment and Efficacy Evaluation. ETE image
evaluation was given as follows. )e elasticity diagram used
different colors to represent the hardness of different tissues,
in which red indicates the average hardness was softer and
the tissue was softer, green indicates the average elasticity of
the tissue, and blue indicates the average hardness was
harder. Generally, in normal cervical imaging, the display is
mostly blue and green, and a small part of it is red. )e
specific scoring method studied in this study was defined as
follows. If blue, green, and red were visible and blue area was
≤50%, the score was 1 point; if blue and green alternated
without red and the blue area was ≤50%, the score was 2
points; if blue and green were visible with no red and the
blue area was 50%–70%, the score was 3 points; if the image
display was mainly blue, with a small part of green and no
red and the blue area was more than 70%, the score was 4
points; and if the entire area of the cervix was shown in
uniform blue, the score was 5 points.

In order to quantitatively evaluate the performance of
the algorithm in this study, three commonly used evaluation
indicators in medical image segmentation were used as the
standard to measure the results of this experiment. Accuracy
represented the ratio of all correctly predicted pixels to the
total number of pixels. )e specific calculation method is
shown in equation (7), where TP represents the number of
true positive, FP represents the number of false positive, FN
represents the number of false negative, and TN represents
the number of true negative.

A �
TP + TN

TN + TP + FP + FN
. (7)

2.6. Statistical Methods. )e software used for data pro-
cessing in this study was SPSS 19.0. For statistical analysis,
measurement data were expressed as mean± standard de-
viation (x± s), and count data were expressed as percentage
(%). Pairwise comparison used analysis of variance. P< 0.05
means the difference was statistically significant.

3. Results

3.1. )e )erapeutic Effect of CRISPR and shRNA Plasmid
Nanoparticles on Cervical Cancer. As shown in Figure 6, 25
image scores of CRISPR nanoparticles before the drug ad-
ministration were randomly selected, including 1 patient
with 1 point, 2 patients with 2 points, 3 patients with 3
points, 12 patients with 4 points, and 7 patients with 5
points. After drug administration, there were 0 patient at 1
point, 1 patient at 2 points, 2 patients at 3 points, 13 patients
at 4 points, and 9 patients at 5 points.

As shown in Figure 7, 30 cases of imaging scores before
shRNA nanoparticle drug administration were randomly
selected from the experimental group; there were 1 patient
with 1 point, 3 patients with 2 points, 4 patients with 3
points, 14 patients with 4 points, and 8 patients with 5
points; after drug administration, there was 1 patient at 1
point, 2 patients at 2 points, 3 patients at 3 points, 15 patients
at 4 points, and 9 patients at 5 points.

As shown in Figure 8, the image scores of the control group
before drug administrationwere 3 patients at 1 point, 6 patients
at 2 points, 5 patients at 3 points, 25 patients at 4 points, and 14
patients at 5 points. After drug administration, there were 2
patients at 1 point, 1 patient at 2 points, 2 patients at 3 points,
27 patients at 4 points, and 21 patients at 5 points.

As shown in Figure 9, the experimental group had a total of
217 points before drug administration and a total of 224 points
after drug administration, with an average increase of 0.13
points per patient, and the control group had a total of 200
points before drug administration and a total of 223 points after
drug administration, with each patient having an average in-
crease of 0.43 points. )erefore, the experimental group was
greatly different from the control group (P< 0.05).

3.2. Image Analysis of Ultrasound Elastography under RNN.
Figure 10 shows a traditional ultrasound image of three
random patients. )e image was not in color. It can roughly
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Figure 5: )e location of the output gate in the algorithm
flowchart.
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analyze cervical cancer qualitatively, but it was difficult to
analyze cervical cancer quantitatively.With the development
of technology, ultrasonic elastic imaging can simultaneously
perform qualitative and quantitative analyses of cervical
cancer.

Figure 11 shows the analysis process of the algorithm’s
influence on ultrasound elastography.)e following figure is
the image of five random patients, and A, B, C, D, and E in
the figure refer to five different scores of 1–5, respectively.
Figures A1, B1, and C1 are the original images of ultrasonic
elastic imaging, and different colors represent tissues of
different hardness. Figures A2, B2, and C2 show tissue
images output by the deep learning algorithm based on the
original ultrasound elastography image. Compared with the
original image, the hardness of the tissue can be clearly
distinguished. Figures A3, B3, and C3 show the blue area of
the hardness output by the deep learning algorithm. )e
score was given through the calculation of the intelligent
algorithm. Compared with professional doctors, this method
was faster and more accurate.

)e scores given by professional doctors and RNN in-
telligent algorithms were compared to analyze the moni-
toring effect of deep learning on the therapeutic effect of
nanomedicine. Each test was performed three times, as
shown in Figure 12.)e data showed that the accuracy of the
experimental group was 98.76%, 99.13%, and 98.96% for
three times, respectively, and that for the control group was
89.43%, 91.15%, and 90.45%, respectively.

As shown in Figure 13, the average accuracy of the
experimental group was 98.95%; the average accuracy of the
control group was 90.34% and that in the experimental
group was greatly different from that in the control group
(P< 0.05).

4. Discussion

Persistent high-risk HPV infection is the main risk factor for
cervical cancer. Even if the HPV vaccine has been vacci-
nated, the risk of other high-risk HPV infections faced by
women still exists. Although the HPV vaccine can stimulate
the body to produce antibodies to avoid infection, its
therapeutic effect is minimal for women who already have
cervical disease. Cervical screening can also be done on a
regular basis, but in some economically underdeveloped
areas, this type of examination is not universal and easy to
achieve. )erefore, considering the actual needs of patients
threatened by the HPV virus, this study combined PBAE and
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patients in the experimental group.

0

5

10

15

20

25

30

1 2 3 4 5

N
um

be
r o

f p
at

ie
nt

s

Score

Before administration
A�er administration

Administration of shRNA nanoparticles

Figure 7: )e drug administration score of shRNA nanoparticle of
the experimental group.

0 10 20 30

1

2

3

4

5

Sc
or

e

Number of patients

Normal saline administration 

After administration
Before administration

Figure 8: )e scoring of drug administration with normal saline in
the control group.

0

0.1

0.2

0.3

0.4

0.5

Experimental group Control group

Average increase score

*

Figure 9: )e scoring of drug administration with normal saline in
the control group. ∗)e difference was statistically great in contrast
to the control group (P< 0.05).

Journal of Healthcare Engineering 5



CRISPR shRNA to design a nanoparticle drug. In the field of
molecular biology today, the silencing technology repre-
sented by shRNA can bind to mRNA encoding the protein at
themRNA level, so that the gene can be specifically degraded
[11]. Knockout technology represented by CRISPR uses
double-stranded DNA cutting and mismatch repair to
prevent specific genes from achieving normal transcription
and translation at the DNA level [12, 13]. Since these
functional plasmids cannot penetrate the body’s organs and
tissues by themselves, an appropriate carrier system is
needed [14]. In this study, PBAE with low toxicity, good
degradability, high transfection efficiency, and excellent
stability was used to complete plasmid delivery. It has
currently shown good efficacy in the clinical treatment of
some cancers.

Ultrasound-assisted elastography technology can detect
tumors and spreading diseases that cannot be detected by
traditional ultrasound and is an important imaging method
to analyze and detect the therapeutic effect of cervical cancer
[15, 16]. )e RNN is one of the common deep learning
algorithms. It is a type of algorithm that takes sequence data
as input and recursively in the direction of sequence evo-
lution, its nodes are connected in a chain, and it is featured
with memory, parameter sharing, and Turing completeness
[17, 18]. It has great advantages when learning the nonlinear
features of the sequence. Under its optimization, ultrasound
elastography can monitor the effect of disease treatment
more accurately [19]. In this study, 108 patients with cervical
cancer were selected and randomly divided into an exper-
imental group with 55 patients treated with CRISPR and

(a) (b) (c)

Figure 10: Traditional ultrasound image of cervical cancer. (a) An image of the early symptoms of cervical cancer. (b) )e uterine cavity is
closed and the periphery of the cervical lesion is blurred. (c) )e cervical lesions are visible.
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Figure 11: Diagram of ultrasonic elastic imaging analysis under the deep learning algorithm.
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shRNA plasmid nanoparticle drugs and a control groups (53
patients) treated with the same amount of normal saline.)e
ultrasound elastography image results before and after the
administration of the two groups were collected and com-
pared to analyze the effect of CRISPR shRNA nanoparticles
in the treatment of cervical cancer, aiming to provide data
support and theoretical guidance for the clinical diagnosis
and treatment of cervical cancer. )e results showed that the
experimental group had a total of 217 points before drug
administration and a total of 224 points after drug ad-
ministration. Each patient had an average increase of 0.13
points. )e control group had a total of 200 points before
drug administration and a total of 223 points after drug
administration. Each patient had an average increase of 0.43
points. )erefore, the experimental group was significantly
different from the control group (P< 0.05). Each organi-
zation chart output by the RNN algorithm was clearer than
the original image, and the score given by intelligent cal-
culation was faster than that of professional doctors. )e
monitoring effect of the deep learning RNN intelligent al-
gorithm on the therapeutic effect of nanomedicine was
analyzed, it was found that the average accuracy of the
experimental group and control group was 98.95% and
90.34%, respectively, and the experimental group was sig-
nificantly different from the control group (P< 0.05). Such
results were consistent with the research conclusions of Zhu
et al. [20]. Nano-CRISPR and shRNA drugs are effective in

the treatment of cervical cancer. Nano-CRISPR and shRNA
drugs have significant effects on the treatment of cervical
cancer, and the scores given by the deep learning intelligent
algorithm are faster and more accurate, which can provide
theoretical guidance for the clinical application of deep
learning algorithms to analyze the treatment effects of
diseases.

5. Conclusion

In this study, CRISPR and shRNA plasmid nanoparticle
drugs were used to treat patients with cervical cancer, and
the effects of nanoparticle treatment on cervical cancer were
compared with those without drug treatment. In addition,
the scores for cervical cancer were given by doctors and
RNN intelligent algorithms to compare and analyze the
monitoring effect of deep learning on the therapeutic effect
of nanomedicine. )e results suggested that nano-CRISPR
and shRNA drugs can effectively inhibit the growth of
cervical cancer cells and had a significant effect on the
treatment of cervical cancer; each tissue image output by the
deep learning algorithm was clearer and more identifiable,
and the score given by the intelligent algorithm calculation
was faster and more accurate. However, the sample size
selected in this study was relatively small, which may have a
certain impact on the final results of the experiment.
)erefore, in future experiments, it is necessary to expand
the sample size and further analyze and compare the effects
of ultrasound elastography of deep learning algorithms on
the treatment of cervical cancer with CRISPR shRNA
nanoparticles. In short, it provided theoretical guidance for
the clinical application of deep learning to analyze the
therapeutic effect of diseases.
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)is work was aimed to explore the role of CTangiography information provided by deep learning algorithm in the diagnosis and
complications of the disease focusing on congenital aortic valve disease and severe aortic valve stenosis. 120 patients who
underwent ultrasound cardiography for aortic stenosis and underwent transcatheter aortic valve implantation (TAVI) in hospital
were selected as the research objects. Patients received CT examination of deep learning algorithm within one week. )e
measurement methods were long and short diameter method, area method, and perimeter method. )e deep learning algorithm
was used to measure the long and short diameter, area, and perimeter of the target area before CT image processing. )e results
showed that the average diameter of long and short diameter measurement was 95% CI (0.84, 0.92), the average diameter of
perimeter measurement was 95% CI (0.68, 0.87), and the average diameter of area measurement was 95% CI (0.72, 0.91). Among
the 52 patients, 35 cases were hypertension (67%), 13 cases were diabetes (25%), 6 cases were chronic renal insufficiency
(Cr> 2mg/dL) (11%) (2 cases were treated with hemodialysis, 3.8%), 11 patients had chronic pulmonary disease (21%), 9 patients
had cerebrovascular disease (17.3%) and atrial flutter and atrial fibrillation. Deep learning can achieve excellent results in CTimage
processing, and it was of great significance for the diagnosis of TAVI patients, improving the success rate of treatment and the
prognosis of patients.

1. Introduction

Aortic valve stenosis is a common cardiovascular disease.
Once clinical symptoms occurs, it develops rapidly, and the
prognosis is extremely poor [1]. Current guidelines suggest
that severe aortic stenosis patients with clinical symptoms
should be treated as soon as possible. However, for elderly
patients with multiple serious complications, postoperative
mortality and incidence of complications increased signif-
icantly [2]. On this background, transcatheter aortic valve
implantation (TAVI) came into being. )e advantage of
surgery is that there is no need to open the chest, so the
trauma is small, and the postoperative recovery is quick. At
present, China’s TAVI is still in the primary stage and lacks
experience [3]. Based on the particularity of TAVI surgery
“high-risk requirements” and “nonvisualization,” the

clinical complications and aortic root anatomy of Chinese
patients are different from those of western studies, but there
is no systematic summary [4]. In recent years, TAVI became
a new treatment method. Many studies reported that the
annulus size measured by CT is the “gold” standard for the
selection of valve rings, and the existing studies have con-
firmed that the use of CT in the diagnosis of TAVI disease
can achieve excellent results [5]. CT angiography with deep
learning algorithm can provide detailed anatomical image
data of aortic root sinus and become a routine examination
before operation for severe aortic stenosis [6]. In recent
years, many studies showed that CT angiography based on
deep learning algorithm is more accurate in the diagnosis of
bicuspid aortic valve. In addition, it can also clarify the
injury of ascending aorta [7]. For patients with aortic valve
disease, CT angiography with deep learning algorithm can
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not only provide anatomical information but also quanti-
tatively analyze aortic valve calcification [8]. )e important
role of deep learning algorithm CT angiography in aortic
valve disease diagnosis and preoperative risk assessment
sounded the clinical alarm for these patients in advance.
Aortic valve interventional therapy became a research
hotspot and direction of interventional therapy for struc-
tural heart disease [8].

)ese patients are mostly elderly, serious complications
and cannot tolerate valve implantation surgery [9]. Studies
indicated that TAVI can not only reduce aortic cross-val-
vular pressure in patients with aortic valve stenosis but also
improve myocardial function and reduce mortality [10, 11].
China is rapidly entering an aging society, and patients with
calcified aortic stenosis are increasing year by year [12].
TAVI has broad development prospects. Based on the
particularity of surgery “high-risk requirements” and
“nonvisualization” of TAVI, the preoperative clinical eval-
uation and imaging evaluation are to screen suitable patients
and prevent intraoperative complications [13]. )e purpose
of this study was to investigate the role of CT angiography
information provided by the deep learning algorithm in the
diagnosis and complications of congenital aortic valve
disease and severe aortic valve stenosis. )e purpose of
optimizing and improving CT scanning mode evaluation of
deep learning algorithm before TAVI was to provide more
safe and effective scanning methods for surgical patients.

2. Materials and Methods

2.1. Research Objects. 120 patients underwent ultrasound
cardiography of aortic stenosis in the hospital from Feb-
ruary 2018 to December 2020. )e average age of them was
72.46 ± 6.75 years old, and there were 67 males. According
to the comprehensive evaluation, the risk of surgery was too
high to tolerate surgical valve ring replacement. )erefore,
it was recommended that patients with severe aortic ste-
nosis who had percutaneous main valve replacement and
arterial replacement received cardiac enhanced CT exam-
ination within one week could be included. Patients with
rheumatic heart disease who had undergone aortic valve
replacement or the patients with infective endocarditis
were excluded. A total of 120 patients were selected.
General information, traditional risk factors, and other
information of patients were collected by consulting
medical records and telephone follow-up. )e study was
approved by the medical ethics committee, and patients
signed informed consent.

2.2. CT Scanning. All patients who underwent cardiac
scanning signed informed consent for scanning. )e patient
sat for 30 minutes before the examination, and the pro-
fessional staff explained the precautions of the examination.
CT scan included plain cardiac scan and prospective elec-
trocardiogram-gated coronary spiral scan (anterior)
(35–73% cardiac cycle) and dynamic large-pitch scan. )e
prospective electrocardiogram-gated trigger technique was
used to scan the supine position of calcification, and the

electrocardiogram-gated device was connected.)e width of
the collimator was 0.733mm, the matrix was 500× 500, and
the thickness was 2.6mm. )e scanning range was from
tracheal bulge to apex. After inhalation, breath hold twice
had completed the scan, and the scan time was 7 s. )e
enhanced CT scan was performed with prospective elec-
trocardiogram-gated (60% cardiac cycle) and dynamic large-
pitch scanning. )e scanning range was from the apex to the
diaphragm. Onepak 370 (370mg/mL, OP) was used as thw
contrast agent. Dual-tube high pressure injection was used
to connect the automatic injector to the elbow vein and
measure the circulation time. )e method was to select the
level of aortic root, embed 17 cannula needles into the vein
before scanning the elbow, inject 16mL Onepak 370, with a
flow rate of 6mL/s, delay scanning of 7 s, and scan one layer
with a thickness of 6mm. )e rotation time of the spherical
tube was 1.3 s/circle. )e scanning can be stopped when the
density of the ascending aortic root changed from high to
low. In the time-density curve obtained by dynamic analysis
software, the actual delay time was obtained 5 s after the peak
attenuation delay of contrast agent in the region of interest
of ascending aorta. Two injection stages were conducted.

2.3. CT Images of Deep Learning Algorithm. In the Caffe
environment, according to the existing experience and
knowledge, combined with the CT image characteristics of
aortic aneurysm, the CT performance of the aorta was an-
alyzed (TJ-2 fully convolutional network model suitable for
experiments was analyzed. )e model structure was shown
in Figure 1.). )e TJ-2 fully convolutional network model
can theoretically enter any size of the graph, for example,
and generate the corresponding image output after calcu-
lation. )e network model had good fault tolerance. )e
experimental data set was divided into training set and
verification set, and these data were applied to the designed
model for training in TJ-2. After training, the accuracy of the
training results and other information can be obtained, and
the problems in the experiment can be found by comparison.
Image transmission to postprocessing workstations (syngo
Imaging, Siemens, medical solution systems, Forchheim)
was analyzed using three-dimensional software. Parameters
were as follows: reconstruction layer thickness, 1.2mm;
reconstruction interval, 0.8m; and convolution kernel, d32f.
Image postprocessing techniques were intensity projection,
multiplanar reconstruction, and surface reconstruction. Two
experienced radiologists worked together to complete image
analysis, discuss, and deal with different problems.

x samples ni ∈DX (i� 1, 2, . . ., x) are controlled into q:

UI1 � 11st
 2other. (1)

)e property of matrix U is U � (Uil).

Ui1ε(1, 2),



e

i�1
UI1 � 2(1 � 2, 3, . . . X).

(2)

)e overall difference is as follows.
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P(U) � 
e

i�1
P(1)(u) � 

e

i�1


e

1�1
Uil‖n1 − ni‖. (3)

)e TJ-2 deep learning piecewise network model is
shown in Figure 1.)e whole network structure experienced
four convolution operations, two convolution pool opera-
tions, and one deconvolution operation. After this pro-
cessing, the output image was the same size as the input
image. )e location of the aorta and aortic aneurysm was
marked on the output image. TJ-1 full convolution network
wasmainly used for optimizing the experimental data, which
greatly improved the computational efficiency. Although the
TJ-1 full convolution network design was not as complex as
the classical deep learning network, such as AlexNet and
VGg segmentation network, the TJ-2 network can also
complete the segmentation task well and had high operation
efficiency and energy saving effect.

Obviously, such a small amount of data cannot be ap-
plied to deep learning algorithms. )e square equation of
translation and rotation was used to expand the dataset. )e
obtained original data were moved three times to the left and
right, and the unit of each second translation was 20 pixels.
On the basis of the obtained image, original data were moved
three times to the up and down, and each translation was 15
pixels. After left and right translation and up and down
translation, 1,617 slices were obtained. Next, the rotation
operation was carried out. Each rotated 45° clockwise, a total
of 7cycles. )e dataset was expanded to 12,936 slices.

After 28 iterations, the trained TJ-2 full convolution
network model was obtained. )e trained TJ-21 model can
be directly used for aortic image segmentation test. )e
specific experimental results can be explained as follows.
GPU used NVIDIAGTX 1170 to conduct experiments in the
Cafe environment of Ubuntu 13.02.

2.4. ImageMeasurement andAnalysis. )e acquisition phase
of CT cardiac image was cardiac cycle, which was about
28%–71%. When the coronary image of the patient was
recorded, in the case of arterial stenosis, as long as the
stenosis rate of one coronary artery was >51%, the patient
was defined as coronary heart disease. )e two valves and
two sinuses of the aortic valve were measured, and dis-
appeared plane was measured simultaneously in the test.)e

long and short diameter measurement method was used to
calculate the average diameter of the valve ring according to
long diameter + short diameter. Ellipticity index (EI) was
used to evaluate the ellipticity of the petal ring. EI was the
maximum long diameter of ellipse divided by its minimum
diameter. When EI ≤1, the measured plane was defined as a
circle, the difference between the maximum diameter and
the minimum diameter was less than 11% of the minimum
diameter, and if EI> 1, the measured plane was defined as an
ellipse (Figure 2 shows the measurement process).

As shown in Figure 2, the enhanced cardiac contraction
image was selected for processing. In the coronal position,
the long axis (a) of the ventricle was cut along the left side,
and the sagittal oblique position (b) perpendicular to the
long axis of the left ventricle was reconstructed to obtain the
double oblique figure by axial cutting. )e double oblique
figure was obtained by axial cutting, and short axis of the
aortic sinus was roughly flat (c). )e lowest point of the
adjusted cardiac sinus and the lowest point of the left sinus
were determined by the whole tangent on the coronal line
(the dotted line in (a) and (b)), respectively.)e lowest point
of the solid-free square sinus was determined at the sagittal
oblique point, so that the lowest point of each valve in the
triple aortic valve was flat ((e)–(g)). (g) showed the aortic
valve ring on the double oblique transverse axis.

Figure 3 shows different measurement methods. Aortic
rings were measured by long and short diameter method (a),
perimeter method (b), and area method (c). All measure-
ments were performed by two experienced doctors
according to the blind method. Each observer measured the
size according to the three methods shown in the diagram. In
order to assess the observer’s inherent reliability, at least one
month later, the observer reconstructed and defined the
measurement plane according to the original image.)e size
of the valve ring was measured, and then a second mea-
surement was conducted.

2.5. Statistical Analysis. )e general situation of the selected
patients was classified and analyzed. Results were based on
the mean, standard deviation, or frequency and percentage
ratio representation, and the normal distribution was tested
by continuous variables. Chi-square test or accurate test was
used to compare the classification variables.)e difference in

Upconv (30) Pool (4)

160∗150∗95 75∗72∗95 75∗72∗253

Conv (10) Pool (2) Conv (3)

Conv (2)
18∗15∗2 38∗35 38∗36∗353

Crop (16)
530∗575∗2

Figure 1: TJ-2 fully convolutional network model.
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Figure 2: Measurement process.
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Figure 3: Results of three methods for measuring aortic valve ring.
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average diameter measured by different methods was
compared, and the paired test was adopted. Interclass
correlation coefficient was defined as interobserver or the
ratio intraobserver variability to overall variability. )e 95%
confidence interval was calculated by the data analysis
method. Statistical analysis was performed in SPSS19, and
P< 0.05 was considered statistically significant.

3. Results

3.1. Basic Data of Patients. 120 patients underwent CT ex-
amination. )e average age was 72.46± 6.75 years. Male
patients accounted for about 58%. 52 patients received TAVI
eventually. All patients were successfully treated with TAVI
after operation and had no valve ring rupture, leaflet
embolism, or coronary artery occlusion (Table 1).

3.2. Effect Evaluation ofDeepLearningAlgorithm inCT Image
Processing. In the training process, the convergence change
of the loss function can be obtained. With the increase of
training times, the accuracy of the verification data obtained
by the entire TJ-2 network was getting higher and higher.
However, when the accuracy reached 80%, the accuracy can
increase little. Until the end of the training, the loss function
also gradually converged and showed a constant trend. )e
final accuracy was 82%. )e training process of the TJ-2 full
convolution network was completed. )e learning changes
of training the TJ-2 full convolution network indicated
changes of three kinds of learning in TJ-2 network during
training. )e learning rate can control the loss function of
the whole TJ-2 volume product neural network to decrease
smoothly (Figure 4). )e following image was about the
aortic valve CT image and algorithm for CT image target
region segmentation results. It revealed that the application
of deep learning to calculate and process can clearly show the
specific area of the lesion (Figure 5).

3.3.Measurement of Aortic Root AnatomyUsing CT Images of
Deep Learning Algorithm. )e mean diameter calculated by
the long and short diameter, the mean diameter calculated
by the perimeter, and the mean diameter calculated by the
area were used for paired test in CT. )e results showed that
the size of annulus in CT was larger, and there was no
significant difference in the average diameter measured by
three CTmethods (23.2± 3.85, 24.12± 3.52, and 23.74± 2.25,
P> 0.05) (Figure 6).

)e diameter results calculated by the CT of the deep
learning algorithm according to the measurement methods
such as long-short diameter, area, and perimeter are shown
in Table 2.

3.4. Complications. Among the 52 patients, there were 35
cases of hypertension, accounting for 67%, 13 cases of di-
abetes, accounting for 25%, 6 cases of chronic renal insuf-
ficiency (Cr> 2mg/dL), accounting for 11% (including 2
cases of hemodialysis maintenance, accounting for 3.8%), 11
cases of chronic lung disease, accounting for 21%, 9 cases of

cerebrovascular disease, accounting for 17.3%, and atrial
flutter and atrial fibrillation. )ere were no patients with
infective endocarditis (Table 3).

4. Discussion

At present, the preoperative screening of patients to undergo
CT plays an important role, which can be used to provide
important information for clinical sheath approach. It also
provides anatomical information for the weight of ascending
aorta, the size of aortic root, and aortic ring [14]. TAVI
requires preoperative examination to assess the size of aortic
rings noninvasively and accurately, which is of great sig-
nificance for the size selection of TAVI valve rings. If the size
of the valve ring is not good, it will cause complications
around the ring, such as aortic regurgitation, valve embo-
lism, and ring tearing. Computer tomography can provide
accurate anatomical shape and size of aortic rings [15].
Previous studies suggested that the valve diameter selected
by CT and two-dimensional ultrasound is larger than the
ring diameter measured by ECG, which reduces aortic re-
gurgitation [16]. Deep learning was widely used in medical
fields, such as image or data processing, and achieved ex-
cellent processing results [17]. In this study, the TJ-2 full
convolution network in deep learning was used to process
CT images of patients. )e results showed that the lesions in
CT images can be effectively identified, which laid a foun-
dation for subsequent research. Such results were consistent
with the excellent results obtained by Guo et al. [18] who

Table 1: HEBIN basic data of patients.

Variable Patient (n� 120)
Mean transvalvular pressure gradient (mm/hg) 57.65± 15.3
Gender (male) 67 (58%)
Height (cm) 164± 8.2
Body surface area (m2) 1.73± 0.15
Hypertension (%) 58 (48.3%)
Diabetes (%) 30 (25%)
Coronary heart disease (%) 32 (26.7%)
Peak velocity of aortic valve (m/s) 5.133± 0.65
Left ventricular ejection fraction (%) 54.3± 15.4
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Figure 4: Training TJ-2 full convolution network learning rate
changes.
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adopted the Elman neural network model in deep learning
for image processing.

)e repeatability of the diameter of the measured ring
measured by the perimeter of scientific research evaluation is
lower than that of the average diameter method and the area
method.)e average diameter measured by the area method
is generally larger than that measured by the perimeter
method in different cardiac cycles. In the contraction period,
the elliptic index of the ring is minimal, which is closer to the
circle than other cardiac cycles [19]. However, the diameter

difference between the two calculated by the perimeter
method and area method in the diastolic period is greater
than that in the contraction period [20]. After stent im-
plantation, especially after balloon implantation, the shape
of the stent is round, and the same situation before and after
surgery is the circumference of the ring. )e ring diameter
measured by the circle methodmay be more suitable for ring
selection. )e results of this study used the long-short di-
ameter calculation, perimeter calculation, and area calcu-
lation in CT images to obtain the average diameter. )e
results represented that there was no significant difference in
the average diameter measured by the three CT methods.

5. Conclusion

)is study was to explore the use of deep learning in the
measurement of information in CT images and its impact on
surgical results. Of the 120 patients in this study, 52
eventually received TAVI treatment. )e aortic ring di-
ameter measured by three CT methods of deep learning

Figure 5: )e CT images of aortic valves and the results of target region segmentation in CT images by the algorithm.
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Figure 6: Average diameters measured by three CT methods.

Table 2: Measurement of aortic root anatomy using CT images of the deep learning algorithm.

Measurement 95% CI (lower limit, upper limit)
Mean diameter calculated by the long and short diameter (mm) 0.88 (0.84, 0.92)
Mean diameter calculated by the perimeter (mm) 0.76 (0.68, 0.87)
Mean diameter calculated by the area (mm) 0.85 (0.72, 0.91)

Table 3: Complication information.

Item Cases (n� 52)
Hypertension (%) 35 (67.3)
Diabetes (%) 13 (25.0)
Chronic renal insufficiency (Cr> 2mg/dL) (%) 6 (11.5)
Hemodialysis maintenance (%) 2 (3.8)
Chronic lung disease (%) 11 (21.2)
Cerebrovascular disease (%) 9 (17.3)
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algorithm is larger than that measured by CT, but there is no
significant difference in the aortic ring diameter measured
by their diameter measurement methods, and the area
method and the long and short diameter method have high
repeatability. Limitations are that although the size of the
ring was chosen according to the different methods of
measuring the ring, the most important thing is whether the
final patient can undergo surgery, which is affected by many
factors, including the vascular condition of the approach and
the distortion angle of the blood vessel to the aorta, the
diameter of the sinus orifice, and the width of the sinus
orifice. )is study summarizes and analyzes the character-
istics of clinical complications and main influencing factors
in patients with high-risk aortic valve stenosis and the
preliminary experience according to moving root and an-
atomical data measurement. In the future, the sample size
will be further expanded to integrate clinical data combined
with intraoperative and clinical conditions, so that the
preoperative evaluation results can better guide the
screening of TAVI patients and standardize the success rate
and prognosis of TAVI.
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*e study focused on the clinical diagnostic value of color Doppler ultrasound of dangerous placenta previa patients under the
guidance of intelligent recognition algorithms. 58 patients with placenta previa and placenta accreta admitted to the hospital for
treatment were selected as research subjects. *e color Doppler ultrasound under the guidance of intelligent recognition al-
gorithm was compared with the two-dimensional ultrasound for specificity, sensitivity, and accuracy. *e color Doppler ul-
trasound results showed that, of the 58 patients, there were 32 cases of complete placenta previa and 26 cases of incomplete
placenta previa, which were consistent with the surgical pathology results. It was found that patients with malignant placenta
previa and placenta accreta had thickened placenta, disappeared posterior placental space, myometrium <2mm, and increased
incidence of cervical enlargement (P< 0.05). In conclusion, the recognition accuracy of color Doppler ultrasound under the
guidance of the intelligent recognition algorithm is more than 90%, and it can effectively identify dangerous placenta previa,
assisting doctors in diagnosis and treatment of dangerous placenta previa.

1. Introduction

Dangerous placenta previa may cause severe trauma,
postpartum hemorrhage, blood clotting, etc., endangering
the life of pregnant women [1]. Studies have shown that
trophoblast cell invasion and dysplasia of uterine exfoliated
tissue are serious causes of dangerous placenta. With the
implementation of the second child policy, the number of
patients with dangerous placenta previa has increased year
by year [2, 3]. *e maternal mortality rate is 7%, and the
dangerous placenta previa is common in women with a
cesarean section. *ere is likely to be placental implantation
at the scar site of the last cesarean section. *at is to say,
placental villi have invaded part of the myometrium [4].
When women are at risk of dangerous placenta previa and
placenta accreta, the placenta needs to be removedmanually.
It is the most serious complication of pregnancy, causing
massive bleeding, uterine perforation, infection, and even
death. Hence, early diagnosis and timely treatment are the
key to improving the quality of delivery [5, 6].

Artificial intelligence [3] is a comprehensive discipline
concerning control theory science, neuroscience, mathe-
matics, information theory science, and game theory sci-
ence. It is characterized by machines that can be as smart as
human minds and can think and perceive like humans.
Color Doppler ultrasound is a noninvasive diagnostic
method. Under the guidance of electronic technology, it
can detect the spatial information of the blood flow in the
tested part in real time, and it can provide abundant blood
circulation information. *erefore, it is highly valued
clinically [7, 8]. Doppler color ultrasound has no radiation
and minimizes the damage to pregnant women and fetuses.
It is highly-safe, reliable, comfortable, and is easy to per-
form. *e operator can see clear images and diagnose
uterine differentiation, placenta, abnormalities, and the
blood flow of pregnant women in time.*erefore, it is often
used for early diagnosis of dangerous placenta previa.
Malignant placenta can be detected by ultrasound in the
middle and late stages of pregnancy, and active clinical
treatment can reduce the risk of postpartum hemorrhage.
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Two-dimensional ultrasound can directly observe the
shape and thickness of the placenta, the space behind the
placenta, and the condition of the myometrium, and
Doppler ultrasound can be used to detect blood flow sig-
nals. *e main content of ultrasound diagnosis [9–11]
includes (i) placenta previa; (ii) a lacuna is formed in the
placenta; (iii) the placenta attaches to the thin muscle layer
and disappears; (iv) placenta partly or completely disap-
pears from the posterior placenta space; and (v) the in-
terface between the front wall of the uterus and the back
wall of the bladder. Doppler ultrasound image of malignant
placenta shows (i) vortex of blood flow in the placental
blood pool; (ii) turbulent flow in the blood pool; (iii) rich
blood flow at the interface between the uterus and bladder;
and (iv) increased blood vessels around the placenta. *e
Doppler color ultrasound can monitor blood flow and is
sensitive to placental accreta. Su Jilian et al. reported that
the sensitivity of Doppler color ultrasound for placenta was
98%, and the negative predictive value was 100%, meeting
the best classification and exclusion criteria.

When it comes to ultrasonic images, great progress has
been made from the manual identification of the indicator
diagram to the use of computer identification and diagnosis.
Traditional machine learning models can be divided into
shallow learning and deep learning according to their
structural levels. Most machine learning models are shallow
learning, which are only effective for some simple or limited
problems but are obviously at a disadvantage in the face of
complex problems with large data scale. Deep learning
network, with multiple hidden layers, can realize mapping
transformation from low-dimensional space to high-di-
mensional space through multilayer nonlinear transfor-
mation and to distinguish and classify complex input data
features in high-dimensional space. *e intelligent recog-
nition algorithm based on deep learning has a good clinical
application effect for dealing with a large number of complex
and numerous medical images.

In the study, 58 patients with severe placenta previa were
selected as research subjects, and they all accepted the
Doppler color ultrasound examination under the guidance
of an intelligent recognition algorithm. *en, the diagnosis
accuracy and sensitivity of the intelligent algorithm were
investigated.

2. Materials and Methods

2.1. Research Subjects. In the study, 58 patients with dan-
gerous placenta previa admitted to a tertiary hospital from
March 2019 to September 2020 were selected as research
subjects. *ey were aged between 30 and 46 years old, with an
average of 38.29± 2.59 years old. *e gestational period was
between 34 and 40weeks, with an average of 36.62± 3.11
weeks.*e number of cesarean sections was 1–3, and the lower
uterine incision was a transverse incision. *e number of
pregnancies was between 1 and 4. *e diagnostic criteria for
dangerous placenta previa were as follows: with a history of
cesarean section and placenta previa was diagnosed prenatally.

Inclusion criteria: (i) diagnosed with dangerous placenta
previa as per Obstetrics and Gynecology; (ii) all underwent
surgical delivery and pathological examination, of singleton
pregnancy; (iii) patients and their families were aware of and
voluntarily joined this study and signed informed consent
form.

Exclusion criteria: (i) not undergoing surgical patho-
logical examination; (ii) cooperating with the doctor in the
study. Additionally, patients with coagulation dysfunction
and incomplete data were excluded.

2.2. Intelligent Recognition SVM Algorithm. SVM classifi-
cation method is to maximize the classification margin by
discovering the hyperplane in the space. However, practical
problems are often nonlinear, and it is very difficult to find a
hyperplane in the spatial dimension to separate data. SVM
can construct the optimal classification structure hyperplane
through the core function, so as to realize the linear global
optimal solution.

In the study, the SVM classifier is used, and the icons
extracted from the self-encoding decomposition group repre-
sent different classifications. For example, if there are n cate-
gories, n SVM classifiers can be built. For example, xi represents
the sample, w represents the weight matrix, wj represents the
weight vector of the jth classifier, b represents the bias matrix, bj
is the bias term of the jth classifier, C represents the penalty
factor, ξij is the slack variable, φ(xi) has the nonlinear mapping
function, and commonly, the kernel function k(x) replaces the
mapping function φ(x) to simplify the mapping from the low-
dimensional space to high-dimensional space. *e ideal ob-
jective function can be expressed as follows.

min
1
2
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�����

�����
2

+ C 
l

i�1
ξj

i ,

s.t. wj T
_

 xi(  + bj ≥ 1 − ξj

i , ifyi�j,

wj  _T  xi(  + bj ≤ − 1 + ξj
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By solving N optimization problems as equation (1), N
decision functions are obtained, and f is the decision
function as follows.

f1(x) � w1( 
_

T

(x) + b1

· · ·

fn(x) � wn(  _T∳(x) + bn
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⎪⎪⎪⎪⎩

(2)

Substituting the test sample iX into equation (2) can
obtain the sample value belonging to the decision function of
each classifier. By selecting the classifier represented by the
largest decision function value, the classification category of
the sample can be identified calculated as follows:

class(x) � arg max wj  _Tk(x) + bj. (3)
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2.3. Intelligent Identification Process. Pattern recognition is
the scientific identification to describe and classify research
subjects. A pattern is to quantitatively and structurally de-
scribe an entity object, and a set of similar things is called a
pattern class. *rough pattern recognition, data are pro-
cessed and analyzed in various ways and then described and
classified. *is recognition and classification technology
transfers various feature description information of objects
to the machine and automatically classifies various objects to
their pattern classes.

Traditional pattern recognition methods include linear
regression, nearest neighbor classification, and principal
component analysis clustering algorithms. In recent years,
with the development of machine learning technologies such
as artificial neural networks (ANN), ANN-based learning
technologies have become a worldwide research hotspot.
Figure 1 is the pattern recognition flow chart.

2.4. Ultrasound Examination. Color Doppler Ultrasound
uses the top color Doppler ultrasound diagnosis system of
Germany Siemens ACUSONOxana series. Examination: the
bladder of the patient should be full before the examination.
*e patient was in a supine position. *e frequency of the
probe for transabdominal examination is 2.5–5MHz, and
the frequency of the probe for transvaginal examination is
7–12MHz. *e patient was scanned for the position and
thickness of the placenta, the echo of the placenta, the edges,
borders, and thickness of the placenta, and the uterus. For
patients whose placenta was at the bottom of the anterior
wall, special attention should be paid to the continuity of the
posterior wall and the correlation between the posterior
bladder wall and the anterior uterine wall. *e color ul-
trasound images of the placental substance and the posterior
placenta were then analyzed.

Two-dimensional ultrasound examination: a two-di-
mensional ultrasound diagnosis and treatment instrument is
used, and the frequency of the abdominal probe is set at
3.5MHz. Before the examination, the patient was asked to
drink water to keep the bladder full. *e position of the
placenta was determined by moving the probe to examine
the fetus and its surrounding conditions and detect the
distance between the placenta and the cervix, the uterine
wall, the posterior wall of the bladder, the muscle layer, and
the thickness of the placental implant.

2.5. Evaluation Index. *e two-dimensional ultrasound and
color Doppler ultrasound results were analyzed under the
guidance of intelligent recognition algorithms. With the
results of surgical examination as the “gold standard,” the
sensitivity, accuracy, and specificity of two-dimensional
ultrasound and color Doppler ultrasound were evaluated.

2.6. Statistical Methods. *e data in this study were pro-
cessed by SPSS21.0 software, and (x(− ) ±s) and n (%) were
used to represent measurement data (t-test) and count data
(χ2), respectively. P< 0.05 indicated that the difference was
statistically significant.

3. Results

3.1. Routine Placenta Data. All the cases were confirmed by
surgery, including 15 cases of marginal placenta previa, 11
cases of partial placenta previa, and 32 cases of central
placenta previa. *e placenta was attached to the anterior
wall in 20 cases, the posterior wall in 8 cases, the anterior and
right wall in 2 cases, and the anterior and left wall in 1 case.
Ultrasound showed 15 cases of marginal placenta previa, 12
cases of partial placenta previa, and 31 cases of central
placenta previa, as shown in Figure 2.

3.2. Color Doppler Ultrasound in the Examination of Dan-
gerous Placenta Previa. Of the 58 patients, 32 had complete
placenta previa, 11 had partial placenta, and 15 had marginal
placenta. 47 cases were detected by color Doppler ultra-
sound, and the correct rate was 81.03%. *ere were 41 cases
correctly detected by both of the two-dimensional and
Doppler color ultrasound and 5 cases incorrectly detected by
both of the two methods, as shown in Figures 3 and 4.

3.3. Abnormal Results of Placental Attachment Examined by
Color Doppler Ultrasound. Of the 58 patients, there were 27
cases of abnormal placental attachment, and color Doppler
ultrasound detected 30 cases of abnormal placental at-
tachment. *e detection rate of various abnormal placental
attachments using Doppler color ultrasound and two-di-
mensional ultrasound showed ∗P> 0.05, and there was no
statistically significant difference, as shown in Figure 5.

3.4. Examination Results of Dangerous Placenta Previa by
Color Doppler Ultrasound under the Guidance of Intelligent
Recognition Algorithm. *e ultrasound examination results
were compared with the surgical pathology results. *e
ultrasound examination results showed that, of 58 patients,
there were 52 cases of complete placenta previa and 6 cases

Original data

Normalization

Detail processing

Deep learning network

Feature extraction

Classification and identification 

Figure 1: Intelligent recognition process.
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of incomplete placenta previa, which were consistent with
the surgical pathological results. Ultrasound diagnosis de-
tected 54 cases of placenta accreta and 4 cases without
placental accreta. *e specific results of the ultrasound
examination are shown in Figure 6.

3.5. Comparison of Results of Placenta Previa of Surgical
Pathological Examination and Ultrasound Examination un-
der the Guidance of Intelligent Recognition Algorithms.
Figure 7 shows the results detected by the intelligent rec-
ognition algorithm. It was noted that the intelligent rec-
ognition algorithm proposed in this study can locate the

placenta previa position accurately, and the positioning
result was basically similar to the manual positioning result
of the doctor.

*e white dotted line represented the manual posi-
tioning result of the doctor, and the red dotted line rep-
resented the positioning result of the intelligent recognition
algorithm.

*e results of the ultrasound examination were then
compared with the postoperative pathological results. *e
ultrasound examination detected 38 cases of complete
placenta previa and 10 cases of incomplete placenta previa,
in line with surgical pathology. *e ultrasound examination
results showed that 39 cases had placenta accreta and 9 cases
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Figure 3: Color Doppler ultrasound in the diagnosis of malignant placenta previa.
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Figure 4: Ultrasound image characteristics of dangerous placenta previa.
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Figure 2: Placenta data of the subjects.

4 Journal of Healthcare Engineering



had no placenta accreta. Compared with surgical pathology
results, 2 cases were missed and 2 cases were misdiagnosed
(Figure 8).

3.6. Application of Color Doppler Ultrasound in the Diagnosis
of Cicatricial Placenta Previa. Surgical results showed that,
of 58 suspected patients, 50 cases had placenta previa and

Figure 7: Ultrasonic positioning of placenta previa based on the intelligent recognition algorithm.
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Figure 5: Abnormal results of placental attachment examined by color Doppler ultrasound (∗P> 0.05 indicated statistically significant
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placenta accreta. *e diagnostic accuracy rate of two-di-
mensional ultrasound for placenta previa and placenta
accreta was 78.57% (43/58), which was lower than 94.29%
(54/58) of color Doppler ultrasound, and the difference was
statistically significant (X2 � 7.368, P � 0.007) (Figure 9).

3.7. Comparison of Conventional Two-Dimensional Ultra-
sound and Color Doppler Ultrasound Results. ROC curve
analysis showed that the sensitivity and AUC of color
Doppler ultrasound diagnosis were higher than those of
conventional two-dimensional ultrasound, and the differ-
ence was statistically significant (θP< 0.05) (Figure 10).

3.8. Features of Color Doppler Ultrasound with and without
Placenta Implantation. Color Doppler ultrasound showed
that dangerous placenta with placenta implantation has
higher incidence of thickened placenta and loss of posterior
placental space and significantly higher incidence of myo-
metrium <2mm and expanded cervical expanded than that
without placenta implantation (∗P< 0.05), as shown in
Figure 11.

3.9. Pregnancy Outcome. *e amount of postpartum blood
loss in pregnant women with placenta implantation was
significantly higher than that in pregnant women without
placenta implantation, with statistical significance
(∗P< 0.05), as shown in Figure 12.

4. Discussion

Dangerous placenta previa refers to the presence or absence
of placenta accreta on the basis of placenta previa. Placenta
previa refers to the lower edge of the placenta away from the
cervix, attached to the lower part of the uterus, or covering
the cervix after 28weeks of pregnancy [12]. According to the

relationship between the placenta and the cervical foramen,
placenta previa can be divided into 3 types: complete, partial,
and marginal [13]. Studies have shown that compared with
pregnant women without a history of cesarean section, the
incidence of placenta previa in pregnant women with a
history of cesarean section can increase by 5 times. Statistics
show that the mortality rate of patients with malignant
placenta previa can reach as high as 10%, seriously threat-
ening the lives of pregnant women [14]. In order to reduce
the mortality rate of pregnant women and improve their
health, it is important to diagnose placenta previa and
placenta accreta as soon as possible, so as to take timely
measures to terminate the pregnancy.

For dangerous placenta previa, to diagnose placenta
accreta or not before surgery has a great influence on the
treatment effect [15]. Ultrasound is an economical and ef-
fective prenatal diagnosis method for malignant placenta
previa. It can perform noninvasive multiangle examination
and clearly show the relationship between placental thick-
ness, fetal manifestations, and cervical and subuterine scars
[5]. Furthermore, with the development of power Doppler
and three-dimensional ultrasound technology, its sensitivity
and specificity have been elevated. However, ultrasound
cannot accurately assess the depth of placental accreta in
patients with abnormal placental attachment.

At present, artificial intelligence algorithms have been
widely used in the medical field [16]. Under the guidance of
intelligent recognition algorithms, color Doppler ultrasound
is used to detect malignant placenta previa. It is noninvasive,
with high reproducibility and low cost [17–19]. Color
Doppler ultrasound can be divided into transabdominal
ultrasound and transperineal ultrasound. Transabdominal
ultrasound is the simplest and a commonly used method.
Color Doppler ultrasound images show that the posterior
placenta space disappears, the placenta is thickened, and the
myometrium at the placental attachment is significantly
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thinned. *e images can effectively determine whether there
is a placenta accreta, which facilitates the diagnosis of the
doctor [20–22]. For those with a thick abdominal fat layer,
the accuracy of abdominal ultrasound is reduced, consistent
with results of Guo et al. [23]. At this time, the perineum
multisection examination can fully make up for the missed
detection of the cervix and lower uterus. Transperineal ul-
trasound can effectively identify the relationship between the
placenta and myometrium. Most ultrasound images show
swelling of the lower part of the uterus, enlarged cervix,
placenta coverage, and abundant blood flow in the lower
part of the uterus.

*e combination of abdominal examination and peri-
neal examination can complement each other to improve the
accuracy of the detection of malignant placenta previa with
placenta accreta [24, 25]. In patients with malignant placenta
previa and placenta accreta, ultrasound can display obvious
blood flow changes, such as abnormal blood flow in the
placental cavity, abundant blood flow signals, placenta
accreta, thinned echo zone between the uterus and placenta,
the enlarged cervix, and the thinned myometrium. Color
Doppler ultrasound can accurately identify whether it is
complete placenta previa. Compared with the postoperative
pathological results, there are a few missed and mis-
diagnosed cases of placenta accrete, consistent with results of
Yuwen et al. [26]. For pregnant women with placental
accreta, the hysterectomy rate and blood loss are higher,
indicating a great impact of placental accreta on mothers.
Timely prenatal ultrasound examination can quickly screen
the lesions in the early stage, which assists doctors in judging
the severity of the disease in a timely manner, and can
provide an accurate basis for further treatment.

Limitations: this article does not discuss the situation of
patients with malignant placenta previa combined with
placenta accreta, which needs to be continuously explored in
the clinic. Despite the high accuracy of color Doppler ul-
trasound, it cannot completely replace ultrasound due to the
high cost. Hence, an appropriate examination method is
required according to the patient’s specific condition.

In conclusion, under the guidance of intelligent recog-
nition algorithms, color Doppler ultrasound has high ac-
curacy in the detection of malignant placenta previa and can
correctly assess the severity of malignant placenta previa and
placenta accreta. *is study is of great significance for im-
proving the quality of pregnancy and ensuring the safety of
mothers and babies.
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(e study aimed to explore the diagnostic value of computed tomography (CT) images based on cavity convolution
U-Net algorithm for patients with severe pulmonary infection. A new lung CT image segmentation algorithm (U-Net+ deep
convolution (DC)) was proposed based on U-Net network and compared with convolutional neural network (CNN) algorithm.
(en, it was applied to CT image diagnosis of 100 patients with severe lung infection in (e Second Affiliated Hospital of Fujian
Medical University hospital and compared with traditional methods, and its sensitivity, specificity, and accuracy were compared.
It was found that the single training time and loss of U-Net +DC algorithm were reduced by 59.4% and 9.8%, respectively,
compared with CNN algorithm, while Dice increased by 3.6%. (e lung contour segmented by the proposed model was smooth,
which was the closest to the gold standard. Fungal infection, bacterial infection, viral infection, tuberculosis infection, and mixed
infection accounted for 28%, 18%, 7%, 7%, and 40%, respectively. 36%, 38%, 26%, 17%, and 20% of the patients had ground-glass
shadow, solid shadow, nodule or mass shadow, reticular or linear shadow, and hollow shadow in CT, respectively.(e incidence of
various CT characteristics in patients with fungal and bacterial infections was statistically significant (P< 0.05). (e specificity
(94.32%) and accuracy (97.22%) of CT image diagnosis based on U-Net +DC algorithm were significantly higher than traditional
diagnostic method (75.74% and 74.23%), and the differences were statistically significant (P< 0.05). (e network of the algorithm
in this study demonstrated excellent image segmentation effect. (e CT image based on the U-Net +DC algorithm can be used for
the diagnosis of patients with severe pulmonary infection, with high diagnostic value.

1. Introduction

At present, the incidence of postoperative pulmonary in-
fection is very high [1]. If the diagnosis is not timely, it is
easy to miss the best treatment time. Studies have shown
that if the diagnosis can be made in advance, the survival
rate of patients with pulmonary infection can be increased
by about 40% [2, 3]. (erefore, early and accurate diagnosis
of pulmonary infection has become a key issue to improve
the cure rate [4, 5]. (e main pathogens are bacteria, fungi,
viruses, parasites, etc. In addition to pathogen testing,
computed tomography (CT) imaging diagnosis has become
a common and important method for medical diagnosis.
However, as the main feature of judging pulmonary in-
fection, lung CT signs are particularly important from the

clarity of lung images and the accurate expression of lung
information. Traditional medical image segmentation ex-
tracts lung information according to the shallow features of
the image and depends on the judgment of the doctor [6].
(e addition of subjective factors leads to inaccurate
segmentation. Lu et al. [7] proposed a fuzzy logic tech-
nology to determine the threshold to achieve accurate
segmentation of melanin, but the segmentation effect is
poor and inefficient.

With the development of artificial intelligence and
information, convolution neural network is introduced
into the segmentation of medical images. Nasrullah et al.
[8] proposed and used it in the semantic segmentation of
natural images and made great progress at that time. In the
past segmentation experience, it has exceeded the
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traditional segmentation method, but its shortcomings
cannot be ignored. (e excessive multiples adopted in the
upsampling operation cause the segmentation accuracy to
be not high enough, and the context information is not fully
integrated, resulting in low accuracy and precision, which
will have a great impact on the survival rate of subsequent
diagnosis and posttreatment [9, 10]. (e fully convolu-
tional neural network has made great contributions to this
problem. As a representative of fully convolutional neural
networks, U-Net network can make good use of lower-level
information and fuse high-level information when sam-
pling operations [11]. In the following studies, some net-
work structures with better performance are combined
with the U-Net network. Baek et al. [12] modified the
U-Net to strengthen the position of the feature map, so as
to improve the accuracy of extracting the segmentation
contour. (e 3DU-Net model improves the segmentation
performance again by learning the spatial information of
the image [13]. In this work, a new lung CT image seg-
mentation algorithm was proposed by adding cavity
convolution on the basis of U-Net network. Compared with
CNN algorithm, it is applied to the diagnosis of 100 pa-
tients with severe pulmonary infection. (e sensitivity,
specificity, and accuracy of diagnosis are compared with
the traditional diagnostic method. It is hoped to provide
some theoretical reference for the diagnosis of CT images
based on cavity convolution U-Net algorithm in patients
with severe pulmonary infection.

2. Materials and Methods

2.1. Research Objects. In this study, 100 patients with severe
pulmonary infection in hospital from July 2019 to July 2021
were enrolled. (ere were 46 males and 54 females, aged
20–66 years. CT image features based on U-Net +DC al-
gorithm were used to diagnose patients with severe pul-
monary infection, which was compared with those of
traditional diagnostic methods. (e study was approved by
theMedical Ethics Committee of Hospital. Patients and their
families were informed of the study and signed informed
consent.

Inclusion criteria were as follows: (1) separate the same
pathogen twice in succession from patient sputum; (2)
patients with lung invasive lesions showed by chest X-ray;
(3) patients with cough, expectoration, and rales; (4) patients
with pathogens isolated from blood or pleural effusion.

Exclusion criteria were as follows: (1) patients who did
not sign the informed consent; (2) patients with incomplete
clinical data; (3) patients who dropped out of the experiment
for personal reasons.

2.2. Lung CT Image Segmentation Based on U-Net and Cavity
Convolution. (e ability of deep learning to extract features
is beyond reach of previous machine learning. On account
of the fact that the ability of U-Net network to process and
integrate high-level and low-level information is better
than that of CNN, it is widely used in medical image
segmentation. In order to achieve the segmentation of lung

CT images, this paper adds cavity deep convolution (DC)
on the basis of U-Net network, simplifies and improves the
U-Net network, and adds an activation function to increase
the nonlinearity of the model. A new lung CT image
segmentation algorithm (U-Net +DC) is proposed. (e
U-Net network is different from the convolution block of
the network model proposed in this paper as shown in
Figure 1. (e convolution block of the network model
proposed in this paper is less than the convolution block of
the U-Net network by one convolution and an activation
function, and the convolution block uses an empty con-
volution, which can simplify the structure, increase the
receptive field, and improve the ability to extract
information.

(e convolution process of a two-dimensional image can
be represented as

o(a, b) � (i × k)(a, b) � 
c


d

i(c + a, d + b) × k(c, d).

(1)

In equation (1), i is input, k is convolution kernel, and o is
output. When (a, b), (c, d) is the size of the input image to
select the convolution kernel, a smaller convolution kernel is
usually selected, which can not only reduce the number of
parameters but also increase nonlinearity. (e total pa-
rameters p are as follows:

P � ω + B � k
2

× C × N + N. (2)

In equation (2), ω is the weight, B is the partial value, C is
the number of characteristic channels, and N is feature
mapping. As a special convolution, cavity convolution can
increase the nonlinearity of the model. (e essence is to add
holes in the convolution and increase the receptive field
under the condition of keeping the number of parameters
unchanged, which is of great significance to improve the
accuracy of image segmentation. Figure 2 shows the sche-
matic diagram of cavity convolution [14].

Because of the interval of empty convolution, it may
cause information discontinuity in practical applications,
especially when the image is small and the interval is too
large. To solve this problem, this paper designs the cavity size
according to Hybrid Dilated Convolution (HDC) standard,
which needs to meet the following equation:

mn � mix mn+1 − 2rn, mn − 2 mn+1 − rn( , rn . (3)

In equation (3), mn is the largest void spacing before the
n layer and rn is the void interval of the n layer. (e last layer
the void spacing selected in this article is (1,2,5).

(e pooling layer is downsampling, and the reverse
pooling layer is upsampling on the contrary. If it is the
maximum pooling mn � rn in the network transformation
process, the location of the activation value is recorded. On
the contrary, the location of the nonmaximum is set to 0.
Maximum pooling and antipooling are shown in Figure 3.

In this study, the classification output uses sigmoid
function, which is very sensitive between [− 4,4], especially
for subtle changes in data that feel very strong. It can be
expressed as follows:
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Sigmoid �
1

e
− a �

1
1 + e

− (ωx+c)
,

Sigmoid′(a) �
e

− a

1 + e
− a

( 
2.

(4)

(ere are also some problems in the sidmoid function.
When the number of layers increases, the gradient disap-
pears. (e reverse transfer process is as follows:

zc

zfk

� Sigmoid′ ak( ωk+1Sigmoid′ ak+1( ωk+2 . . . Sigmoid′ an( 
zc

zhk

, (5)

hk � Sigmoid an(  � Sigmoid ωnan− 1 + fn( . (6)

In equation (5), zc/zfk is the gradient of the function to
the bias term and an is the output.

(e Relu function can solve the problem of gradient
disappearance, and the convergence rate is fast. (e ex-
pression is as follows:

Relu(x) � max(0, x),

Relu′(x) �
0, x< 0

1, x> 0


(7)

(e loss function can increase the robustness of the
model, which is crucial to the optimization of the model.(e
expression of mean square error loss D function is shown in
the following equation:

D �
1
2n

(y − F(i))
2
. (8)

In equation (8), F(i) is the output of the model. (en,
activation function is as follows:

Sigmoid(Z) � Sigmoid(ωA + b). (9)

In equation (9), A and Z are the input and output of the
last layer and b is the offset. However, compared with the
mean square error loss function, the cross entropy loss
function and the Sigmoid function are better. So this paper
selects the cross entropy loss function, and its expression is
shown in the following equation:

D �
1
n

[y log(F(i)) +(1 − y)log(1 − F(i))]. (10)

Image denoising and data enhancement are needed
before training. Curvature-driven denoising method is used
in this paper. Curvature-driven minimization energy
function is as follows:

G(v) � λ

Ω

hv


dx + 

Ω

(F − v)
2dx. (11)

In equation (11), (x, y, v(x, y)) is a surface,
(x, y, F(x, y)) is the input image, and λ is the parameter.(e
regularization hv is expressed as follows:

hv �
1
2
∇
∇v

�������

1 +|∇v|
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (12)

According to the corresponding Euler-Lagrange func-
tion, curvature smoothing is realized. In order to improve
the convergence speed, we choose Z-score standardized
processing:

x1 �
x2 − x

σ
. (13)

In equation (13), x is the mean and σ is the standard
deviation. (e data enhancement increases the robustness
and generalization ability of the model to prevent the oc-
currence of overfitting. (e enhancement methods selected
in this paper are rotation, flip, offset, scaling, elastic trans-
formation, and so on. (e original data is extended to about
20,000, and it is trained. (e image segmentation process
constructed in this paper is shown in Figure 4.

2.3. Simulation Experiment. Simulation environment: the
operating system is Windows 10 on LINUX, the processor is
Xeon CPU E5-2630, the display card is NVIDIA Quadro
K2200, the framework is TensorFlow and Keras, the lan-
guage is Python 3.5, and the visual library is OpenCV,
SimpleITK, CUDA9.0, cudnn, etc.

Network parameters: input image resolution is 256256,
convolution block is a hole convolution and activation
function, convolution kernel size is 33, according to HDC
principle, hole interval is (1,2,5), activation function is Relu
function, with 2× 2 maximum pooling downsampling, 1× 1
convolution layer for multichannel feature fusion, 3× 3
convolution upsampling, and the number of training in this
paper is 60.

In this study, the lung CT image data is used as the
simulation object, and the CNN algorithm is introduced to
compare with the algorithm in this paper. (e measurement
index is Dice coefficient [15].

Dice �
2|E∩F|

|E| +|F|
. (14)

In equation (14), E is the gold standard for the seg-
mentation of pulmonary nodules, F is the segmentation
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result, and the range of Dice coefficient is [0,1]. (e larger
the value is, the better the algorithm performance is.

2.4. CT Examination and Radiofrequency Ablation. At the
beginning of scanning, the patient was supine in the center
of the CT examination bed. (e patient should maintain a
peaceful state of mind, not move the body, and routinely
inhale. Scanning ranges from chest entrance to diaphragm.
Scanning parameters: CT tube voltage is 120 kV, tube cur-
rent is 300mAs, scanning field is 260∼360mm, matrix is
512512, layer thickness is 4mm, and layer spacing is 4mm.
Siemens CT tube voltage is 120 kV, tube current is 380mAs,
scanning field is 220∼280mm, matrix is 512512, layer
thickness is 2mm, and layer spacing is 2mm. All patients
underwent plain scan. CT image is uploaded to Siemens for
readings, window width of lung window is 1 600, window
level of lung window is 400, and window width of Medi-
astinal window is 350. (e CT images were reviewed by two
experienced physicians respectively, and conclusions were
reached through discussion in case of disagreement.

2.5. Observation Indicators. (e types of pathogens, mor-
phological characteristics of CT manifestations, and lesion
distribution of patients with severe pulmonary infection
were recorded, and the incidence of morphological char-
acteristics of CTmanifestations of pulmonary infection with
different pathogens was compared. (e sensitivity, speci-
ficity, and accuracy of traditional method diagnosis and CT
image diagnosis based on U-Net +DC algorithm were
compared and calculated.

sensitivity �
TP

TP + FN
× 100%, (15)

specificity �
TN

TN + FN
× 100%, (16)

accuracy rate �
TP + TN
Total

× 100%. (17)

In equations (15), (16), and (17), TP represents true
positive, TN represents true negative, FP represents false
positive, and FN represents false negative.

2.6. StatisticalMethods. (e data in this study were analyzed
by SPSS 22.0 statistical software.(emeasurement data were
expressed as mean± standard deviation (x ± s), and the
count data were expressed as percentage (%). (e difference
was statistically significant with P< 0.05.

3. Results

3.1. Algorithm Simulation Effects. Figure 5 shows the changes
in the Loss value and Dice of the U-Net+DC model as the
number of iterations increased. It was noted that when the
number of iterations was 30, the Loss value tended to be stable,
and finally, the Loss value reached 0.0659, and Dice increased
with the number of iterations and, finally, reached 0.9495.

Figure 6 shows the single training time of the two al-
gorithms. It was noted that the single training time of the
CNN algorithm was 690 s, and the single training time of the
U-Net +DC algorithm was 280 s. (e single training time of
the U-Net +DC algorithm was significantly less than the
single training time of the CNN algorithm by 59.4%, and the
difference was statistically significant (P< 0.05).

Figure 7 shows the Loss value and Dice coefficient of
the two algorithms. It was noted that the Loss value and
Dice of the CNN algorithm were 0.0731 and 0.9387,
respectively, and the Loss value and Dice of the
U-Net + DC algorithm were 0.0659 and 0.9495, respec-
tively. (e Loss value of the U-Net + DC algorithm was
smaller than the Loss value of the CNN algorithm by
9.8%, and the difference was statistically significant
(P< 0.05). (e Dice of the U-Net + DC algorithm was
larger than the Dice of the CNN algorithm by 3.6%, and
the difference was statistically significant (P< 0.05). It
showed that, with the gold standard as a reference, the
Loss value and Dice of the U-Net + DC algorithm were
improved versus the CNN algorithm, and its segmen-
tation effect was better than that of the CNN algorithm.

3.2. Comparison of Lung CT Image Segmentation Effects of the
Two Algorithms. Figure 8 shows the lung CT image seg-
mentation effects of the two algorithms. It was noted that,
with the gold standard as a reference, the edges segmented
by the CNN algorithm were blurred, and the segmentation
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Figure 4: Construction of algorithm segmentation flow.
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was affected by the fine blood vessels of the lung organs and
other tissue, while the outline of the lungs segmented by the
U-Net +DC algorithm was more accurate, and the edges
were smoother, which was closer to the gold standard.

3.3. Types and Morphological Characteristics of Pathogens in
Patients with Severe Lung Infections. Figure 9 shows the
pathogens in patients with severe lung infections. Of the 100
patients with severe lung infections, 28% (28 cases) had
fungal infections, 18% (18 cases) had bacterial infections, 7%
(7 cases) had viral infections, 7% (7 cases) had tuberculosis
infections, and 40% (40 cases) had mixed infections, ac-
counting for the highest proportion.

Figure 10 shows the CT morphological characteristics of
severe lung infections. Of the 100 patients with severe pul-
monary infections, 36% (36 cases) had ground-glass shadows,
38% (38 cases) had consolidation shadows, 26% (26 cases) had
nodules or masses, 17% (17 cases) had reticulated or linear
shadows, and 20% (20 cases) had hollow shadows.

3.4. Images ofVariousMorphological Features of Patients with
Severe Lung Infections. Figure 11 shows images of various
morphological features of patients with severe lung infec-
tions. Figure 11(a) shows the ground-glass shadow of the
right lung. Figure 11(b) shows the large consolidation
shadows of the lungs. Figure 11(c) shows the mass-like high-
density shadows of the upper lobe of the left lung, and the
lungs had multiple small nodules with clear boundaries.
Figure 11(d) shows ground-glass shadows and fine mesh
shadows. Figure 11(e) shows a hollow shadow in the upper
right lung, with patches of increased density around it.

3.5. �e Distribution of Lesions in Patients with Severe Lung
Infections. Figure 12 shows the lesion distribution of pa-
tients with severe lung infections. It was noted that there
were 20 cases, 10 cases, 3 cases, and 3 cases with subpleural

distribution, middle internal zone distribution, diffuse dis-
tribution, and irregular distribution in patients with ground-
glass shadows in CT; of the patients with consolidation
shadows in CT, there were 21, 8, 5, and 4 cases with sub-
pleural distribution, midinternal zone distribution, diffuse
distribution, and irregular distribution, respectively; of the
patients with nodules or masses in CT, there were 10 cases, 3
cases, 12 cases, and 1 case with the subpleural distribution,
the middle and inner zone distribution, the diffuse distri-
bution, and the irregular distribution, respectively; of the
patients with network or line-like shadows in CT, there were
12 cases, 1 case, 3 cases, and 2 cases with the subpleural
distribution, the middle inner zone distribution, the diffuse
distribution, and irregular distribution, respectively; of the
patients with hollow shadows in CT, there were 13 cases, 1
case, 4 cases, and 3 cases with subpleural distribution,
midinternal zone distribution, diffuse distribution, and ir-
regular distribution, respectively.

3.6. Comparison of the Incidence of Different CT Morpho-
logical Characteristics of Lung Infections with Different
Pathogens. Figure 13 shows the incidence of different CT
morphological characteristics lung infections with different
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Figure 9: (e types of pathogens in patients with severe lung infections.
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Figure 10: CTmorphological characteristics of patients with severe
lung infections.
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pathogens. It was noted that the incidence of ground-glass
shadows, consolidation shadows, nodules or mass shadows,
network or line-like shadows, and hollow shadows in pa-
tients with fungal infections was 25%, 25%, 14.3%, 7.1%, and
28.6, respectively; the incidence of ground-glass shadow,
consolidation shadow, nodule or mass shadow, network or
linear shadow, and hollow shadow in patients with bacterial
infections was 16.7%, 5.6%, 44.4%, 22.2%, and 11.1%, re-
spectively. (ere were statistically significant differences in
the incidence of ground-glass shadows, consolidation
shadows, nodules or mass shadows, network or line-like
shadows, and hollow shadows in patients with fungal and
bacterial infections (P< 0.05).

3.7. Diagnosis Accuracy of Patients with Severe Lung Infection
inTwoWays. Figure 14 shows the sensitivity, specificity, and
accuracy of the two methods of diagnosis. It was noted that
the sensitivity of the traditional method was 88.31%, the
specificity was 75.74%, and the accuracy was 74.23%; the
sensitivity of CT image diagnosis based on the U-Net +DC
algorithm was 98.13%, the specificity was 94.32%, and the

(a) (b)

(c) (d)

(e)

Figure 11: Various morphological feature images of patients with severe lung infections. (a) Ground-glass shadow, (b) consolidation
shadow, (c) nodule or mass shadow, (d) network or line-like shadow, and (e) hollow shadow.
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accuracy was 97.22%; the specificity and accuracy of CT
image diagnosis based on U-Net +DC algorithm were sig-
nificantly higher than those of traditional method, and the
difference was statistically significant (P< 0.05).

4. Discussion

At present, the morbidity and mortality of patients after the
surgery are extremely high due to severe lung infections [16].
CT imaging plays an important role in the diagnosis of
severe pulmonary infections and there are high require-
ments on the accuracy and resolution of the images. With
the rapid development of artificial intelligence and infor-
mation technology, the application of deep learning in
medical imaging has made great contributions to the seg-
mentation and diagnosis of medical images [17, 18]. In this
study, DC was incorporated into the U-Net network to
simplify and improve the U-Net network, and then the
improved one was used to process the lung CT images, and
its segmentation effect was compared with that of the CNN
algorithm. (e results showed that the U-Net +DC algo-
rithm had shorter single training time and a lower Loss value
than the CNN algorithm, and the difference was statistically
significant (P< 0.05). Specifically, the single training time
was reduced by 59.4% and the Loss value was reduced by
9.8%. (e Dice of the U-Net +DC algorithm was larger than
the Dice of the CNN algorithm by 3.6%, and the difference
was statistically significant (P< 0.05). It showed that, with
the gold standard as a reference, the U-Net +DC algorithm’s
various indicators were improved versus the CNN algo-
rithm. It can segment the contours of the lungs more ac-
curately, and the edges were smoother, which was closer to
the gold standard.

After that, it was applied to the diagnosis of 100 patients
with severe lung infections, and it was compared with the
traditional method for the sensitivity, specificity, and ac-
curacy of the diagnosis. (e results found that, of the 100
patients with severe lung infections, 28% (28 cases) had
fungal infections, 18% (18 cases) had bacterial infections, 7%
(7 cases) had viral infections, 7% (7 cases) had tuberculosis
infections, and 40% (40 cases) had mixed infections, ac-
counting for the highest proportion.(is was in line with the
results of Suleyman et al. [19] that, of the 88 patients with
lung infections after hematopoietic stem cell transplanta-
tion, 27 cases had fungal infections, 12 cases had bacterial
infections, and 88 cases had viral infections. Of the 36 pa-
tients with ground-glass shadows in CT, there were 20 cases,
10 cases, 3 cases, and 3 cases with subpleural distribution,
middle internal zone distribution, diffuse distribution, and
irregular distribution; of the 38 patients with consolidation
shadows in CT, there were 21, 8, 5, and 4 cases with sub-
pleural distribution, midinternal zone distribution, diffuse
distribution, and irregular distribution, respectively; of the
26 patients with nodules or masses in CT, there were 10
cases, 3 cases, 12 cases, and 1 case with the subpleural
distribution, the middle and inner zone distribution, the
diffuse distribution, and the irregular distribution, respec-
tively; of the 17 patients with network or line-like shadows in
CT, there were 12 cases, 1 case, 3 cases, and 2 cases with the
subpleural distribution, the middle inner zone distribution,
the diffuse distribution, and irregular distribution, respec-
tively; of the 20 patients with hollow shadows in CT, there
were 13 cases, 1 case, 4 cases, and 3 cases with subpleural
distribution, midinternal zone distribution, diffuse distri-
bution, and irregular distribution, respectively. (is was
consistent with the results of Ioannou et al. [20] that 4 out of
10 cases of Aspergillus infection had subpleural wedge-
shaped consolidation shadows. (e incidence of ground-
glass shadows, consolidation shadows, nodules or mass
shadows, network or line-like shadows, and hollow shadows
in patients with fungal infections was 25%, 25%, 14.3%, 7.1%,
and 28.6, respectively; the incidence of ground-glass shadow,
consolidation shadow, nodule or mass shadow, network or
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Figure 13: Comparison of the incidence of different CT mor-
phological characteristics of lung infections with different patho-
gens. Note. ∗ means the difference was statistically significant
compared to fungal infections (P< 0.05).
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Figure 14: Comparison of the sensitivity, specificity, and accuracy
of the two diagnosis methods. (a) Traditional method diagnosis.
(b) CT image diagnosis based on U-Net +DC algorithm. Note. ∗
indicates that, compared with the traditional method, the difference
was statistically significant (P< 0.05).
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linear shadow, and hollow shadow in patients with bacterial
infections was 16.7%, 5.6%, 44.4%, 22.2%, and 11.1%, re-
spectively. (ere were statistically significant differences in
the incidence of ground-glass shadows, consolidation
shadows, nodules or mass shadows, network or line-like
shadows, and hollow shadows in patients with fungal and
bacterial infections (P< 0.05). (e specificity (94.32%) and
accuracy (97.22%) of CT image diagnosis based on
U-Net +DC algorithm were significantly higher than those
of traditional method (75.74% and 74.23%), and the dif-
ferences were statistically significant (P< 0.05). (is is better
than Chung et al. [21]. (e addition of deep learning al-
gorithm makes the diagnosis and segmentation of severe
lung patients more accurate and helps medical staff to
control the disease more effectively, so as to better treat it.

5. Conclusion

In this study, the DC was incorporated into the U-Net
network to simplify and improve the U-Net network, and
the improved algorithm was used to process lung CT images,
and then it was compared with the CNN algorithm for the
sensitivity, specificity, and accuracy of diagnosis. (e results
showed that the network of the algorithm in this study had
better image segmentation effects; in medical diagnosis, CT
images based on U-Net +DC algorithm can be used to
diagnose severely infected patients, demonstrating high
diagnostic value. However, some limitations in the study
should be noted. (e sample size is small, which will reduce
the power of the study. In the followup, expanded sample
size is necessary to strengthen the findings of the study. In
conclusion, CT images based on hollow convolution
U-Net algorithm are analyzed, which improves the seg-
mentation effect of images and provides a new direction for
the diagnosis of patients with severe pulmonary infection.
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(is study aimed to analyze the application of composite domain analysis algorithm for electroencephalogram (EEG) images of
children with epilepsy and to investigate the risk factors related to poor prognosis. 70 children with neurological epilepsy admitted
to the hospital were selected as the research objects. Besides, the EEG of the children during the intermittent and seizure phases of
epilepsy were collected, so as to establish a composite domain analysis algorithm model. (en, the model was applied in EEG
analysis. (e clinical disease type and prognosis of children were statistically analyzed, and the risk factors that affected the
prognosis of children were investigated. (e results showed that the EEG signal values of the detail coefficients (d51 and d52) and
the approximate coefficient (c5) during the epileptic seizure period were higher markedly than the signal values of the epileptic
intermittent period; the EEG signal of the epileptic intermittent period was a transient waveform, which appeared as sharp waves
or spikes. (e EEG signal of epileptic seizures was continuous, with a composite waveform of sharp waves and spikes, and the
change amplitude of the wavelet envelope spectrum during epileptic seizures was also higher hugely than that of intermittent
epilepsy. (e accurate identification rate, specificity, and sensitivity of EEG analysis with the composite domain algorithm were
higher than those without the algorithm. Among the five types of epileptic seizures in children, the proportion of systemic tonic-
clonic status was the largest, and the proportion of myoclonic status was equal to that of complex partial epileptic status, both of
which were relatively small. (e proportion of children with a better prognosis was 75.71% (53/70), which was higher than those
with a poor prognosis 24.29% (17/70). Abnormal imaging examination (odds ratio (OR)� 3.823 and 95% confidence interval
(CI)� 1.643–8.897); seizure duration greater than 1 hour (OR� 1.855 and 95% CI� 1.076–3.199); C-reactive protein (CRP)
(OR� 5.089 and 95% CI� 1.507–17.187); and abnormal blood glucose (OR� 3.077, 95%CI� 1.640–5.773) were all independent
risk factors for poor prognosis (all P< 0.05). (e composite domain analysis algorithm was helpful for clinicians to find the
difference in the EEG signals between the epileptic seizure period and the epileptic intermittent period in a short time, thereby
improving the doctor’s analysis of the results, which could reflect its marked superiority. In addition, abnormal imaging ex-
aminations, convulsion duration greater than 1 hour, CRP, and abnormal blood glucose were independent risk factors for poor
prognosis in children.(erefore, the invasion of related risk factors could be reduced clinically by prognostic review with medical
advice, attention to food safety and hygiene, and improvement of children’s immunity.

1. Introduction

Children’s neurological epilepsy is a common neurological
syndrome caused by complex, recurrent, paroxysmal, and
temporary brain dysfunction in children (0–18 years old). It
is characterized by transient, rigid, paroxysmal, and repet-
itive central nervous system dysfunction. Its causes are
mainly perinatal ischemia and hypoxia, cortical dysplasia,

low-grade glioma, encephalitis, trauma, and so on, and it is a
relatively common disease of children’s nervous system [1].
Children can show sweating, convulsions, frequent con-
vulsions, and even suffocation during the onset of the dis-
ease, which can easily cause loss of consciousness [2].
According to relevant epidemiological data, the prevalence
of neurogenic epilepsy in children is about 6%, and there are
at least 8.5 million children with epilepsy in China [3–5].
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However, according to reports, the probability of intellectual
impairment and structural abnormalities in epilepsy patients
is about 20%–65%. Most of the patients have a chronic
recurrent disease due to failure to detect and receive the
appropriate treatment as early as possible and are accom-
panied by cognitive dysfunction, which seriously affects the
healthy growth of children [6].

At present, the methods for detecting epilepsy in the
clinic include computerized tomography (CT), magnetic
resonance imaging (MRI), and EEG. What is more, EEG,
the most commonly used technique in the clinic, uses
electrical signals to record the activity of clusters of brain
cells [7]. (is examination technique appeared early in the
1970s, and a German professor named Hans Berger first
recorded active currents from the human cerebral cortex in
the 1990s. In 1935, researchers recorded 3Hz pulses and
ware complexes in the brains of epileptic patients such that
slow comprehensive wave can further promote the appli-
cation progress of EEG in clinical medicine [8]. Seizures
will have physiological reactions similar to those of hys-
teria, syncope, migraine, and other diseases, which are
easily confused [9]. (us, it was necessary to use EEG
inspection. According to relevant statistics, 83% of children
with epilepsy have abnormal EEG. If proper EEG induction
is performed, more patients will have abnormal EEG [10].
Epilepsy will not only damage the body of children but also
leave children with sequelae and bring some social dis-
crimination. (erefore, early detection and timely treat-
ment are key to reducing children’s neurological epileptic
seizures [11].

(e composite domain analysis algorithm was a mul-
tilead algorithm model that combined time-domain anal-
ysis, frequency-domain analysis, and time-frequency
analysis. It can improve the efficiency of EEG data analysis
and highlight its clinical application potential. In this study,
70 children with neurological epilepsy were selected, fol-
lowed by EEG tracking. (en, the composite domain
analysis algorithm was adopted to explore the clinical
characteristics and prognostic factors of children with
neurological epilepsy to provide a valuable reference for
clinical treatment.

2. Materials and Methods

2.1. General Data. A total of 70 children with neurogenic
epilepsy admitted to the hospital from June 2017 to March
2019 were selected as the research objects, including 38 male
and 32 female children. Besides, they were from 1 month old
to 17 years old, with an average age of 5.02± 1.24 years.
(ere were 18 cases under 1 year, 20 cases between 1 and 3
years, 5 cases between 3 and 6 years, and 27 cases between 6
and 17 years. Based on the cause of the children, 23 cases
suffered from central nervous system infection, 18 cases had
hypoxic-ischemic encephalopathy, 14 cases had intracranial
hemorrhage, and 15 cases suffered from head trauma. (e
diagnostic criteria were referred to the relevant diagnostic
criteria in the 2006 International Anti-Epilepsy League
Epilepsy Guidelines [12]. (e inclusion criteria were defined
to include children patients who met the above diagnostic

criteria, did not take relevant antiepileptic drugs 3 months
before treatment, were not contraindicated with antiepi-
leptic drugs, were not allergic to the relevant treatment and
examination drugs used in the treatment or examination in
this study, and knew and signed the informed consent (their
family members were aware of this study and also signed the
informed consent). (e exclusion criteria were defined to
include children patients who were combined with cognitive
impairment; had poor compliance and were unable to co-
operate with the researchers; were accompanied by con-
genital heart disease, meningitis, and cerebrovascular
malformations; suffered from abnormal liver and kidney
function or were in a stressful state, and switched to other
antiepileptic drugs during this study.

2.2. Research Methods

2.2.1. EEG Collection. Before the examination, the children
needed to remove their hair and wash their scalp, which
should be kept clean and dry. (e 16-lead video EEG system
produced by Siemens, Germany, was used for examination.
(e electrodes, 2 reference electrodes, and the anti-inter-
ference ground wire were placed in 19 recording electrodes
according to the l0–20 system. (e scalp resistance of each
electrode should be lower than 4.5 kW, the amplitude was
100 uV/cm, the speed of paper skip was 11mm/s, and there
was the routine unipolar lead tracing and the routine flash
stimulation test. (e monitoring should be continued for
18 hours, and one complete sleep cycle should be recorded at
least. (en, the method of continuous playback was
employed to intercept the complete EEG during the awake,
sleepy, and nonrapid eye movement (NREM) phases. (e
videos of EEG after 3 months and 6 months of treatment of
all children were rechecked to observe the change of EEG
discharge frequency.

2.2.2. Composite Domain Analysis Algorithm Model.
Based on the children’s EEG data, an epileptic EEG signal
analysis algorithm of wavelet envelope spectrum was
designed under composite domain analysis to better record
and analyze the children’s EEG data, and the valuable in-
formation could be extracted as the basis of clinical
treatment.

First, the double-density discrete wavelet transform
function was established, and the specific equation was as
follows:

W(i) �
�
2

√

n

l0(n)W(2i − n), (1)

P(i) �
�
2

√

n

l1(n)W(2i − n). (2)

W(i) represented the scale function, l0 expressed the
low-pass filter, l1 stood for the high-pass filter, and P(i)

meant the wavelet number. ls(n), s � 0, 1, 2 should meet the
following reconstruction conditions, which were presented
as follows:.
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  + L1(t)L1
1
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  + L2(t)L2
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  � 2, (3)

L0(t)L0 −
1
t

  + L1(t)L1 −
1
t

  + L2(t)L2 −
1
t

  � 2. (4)

(us, the following equations could be obtained:

Wr � W(i − r), (5)

P1,z,r(i) � P1 2z
i − r( , (6)

P2,z,r(i) � P2 2z
i − r( . (7)

Among them, there was z, r ∈ a, z≥ 0{ }, so the signal to
be processed y(i) could be expressed as follows:

y(i) � 
r�−∞

f(r)Wr(i) + 
2

s�1

∞

z�0


∞

r�−∞
qs(z, r)Ps,z,r(i). (8)

In the following equations, f and q stood for the low-
frequency coefficient and the high-frequency coefficient,
respectively:

f(r) �  v(i)Wr(i)qi, (9)

qs(z, r) �  v(i)Ps,r,z(i)qi, s � 1, 2. (10)

Envelope spectrum analysis, also known as envelope
demodulation analysis, is a very effective method for
detecting periodic effects of signals, which is extensively used
in mechanical fault diagnosis. In order to obtain a clearer
and smoother envelope curve, the Hilbert transform formula
was required as follows:

y(i) � y(i)∗
1
ΠΓ

�
1
Π


∞

−∞

y(Γ)
i − Γ

aΓ.

(11)

y(i) indicated the continuous-time signal, and Γ rep-
resented the transformation parameter. Moreover, an ana-
lytical signal was constructed by y(i) and y(i) in the above
equation, as follows:

F(i) � y(i) + zy(i). (12)

(en, the amplitude function could be obtained by
taking the modulus value of F(i), which was expressed as
follows:

O(i) � ⌊F(i)⌋ �

��������������

[y(i)]
2

+[y(i)]
2



. (13)

(e two were combined to analyze the wavelet envelope
spectrum of epileptic brain signals, to effectively demodulate
the low-frequency signal of each subband from the high-
frequency signal in the wavelet domain.

2.2.3. Algorithm Index. (e commonly used indexes to
evaluate the accuracy of the algorithm are accuracy (Acc),
sensitivity (Sen), and specificity (Spe):

Acc �
TP＋TN

TP＋TN＋FP＋FN
× 100%,

Sen �
TP

TP＋FN
× 100%,

Spe �
TN

TN＋FP
× 100%.

(14)

TP is the amount of positive data predicted as positive
data, TV is the amount of negative data predicted as negative
data, FP is the amount of negative data predicted as positive
data, and FN is the amount of positive data predicted as
negative data.

(e double-density discrete wavelet transform decompo-
sition coefficients and the corresponding coefficient envelope
spectrum of the EEG signals in children patients were recorded
during the intermittent and seizure periods of epilepsy. Since
frequency components higher than 70Hz lacked application
value in research and analysis, the Butterworth low-pass filter
was adopted to filter EEG signals to remove high-frequency
interference. (e EEG signals could be decomposed into
several different frequency segments by using the compound
domain analysis algorithm. (ese segments could not only
separate the mutation signals of the EEG signals but also retain
the time information of each segment, which can provide
reference materials for the follow-up research. (e wavelet
envelope spectrum obtained in this study contained not only
time-frequency information but also frequency-modulation
and amplitude-modulation information, which better revealed
the frequency and variation law of the mutation signal in the
time-frequency domain. Moreover, the application of dual-
density discrete wavelet transform also increased the ability to
capture the signal details.

2.2.4. Simulation Algorithm Flow. First, the epileptic EEG
signal is processed, and the processing flow is shown in
Figure 1.

Epilepsy EEG detection can be formalized as EEG signal
classification. (e classifiers used in this study are SVM,
KNN, LDA, and DT. (e four classifiers are introduced as
follows.

SVM: Map the data to a higher dimensional feature
space, and then determine a hyperplane in this pro-
jection space to maximize the classification interval.
KNN: (e test sample category is determined based on
the category of the K samples closest to it in the feature
space; that is, the sample category belongs to most of
the k nearest neighbor samples. (e number of nearest
neighbors K is the only parameter in the KNNmodel. If
k� 1, the test sample category will be marked as the
nearest neighbor sample category.
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LDA: It is a classical linear learning method, which
projects historical data onto a straight line. After
projection, it ensures that the distance between similar
data is as close as possible and the distance between
different types of data is as far as possible.
DT: It is a nonparametric classifier, which derives
decision rules according to the characteristics of
training data. Its structure is similar to the flow chart,
which is a directed tree composed of root nodes, in-
ternal nodes, and leaf nodes. Branching starts from the
root node, where each internal node represents the test
of a certain attribute of the data, and each leaf node
represents the class or its distribution. Once the de-
cision rules are generated and the tree structure is
formed, the test data can be input into the tree and
divided into different categories.

2.3. Statistical Processing. (e collected data were sorted,
summarized, and analyzed by SPSS 23.0. Measurement data
were expressed as mean± standard deviation (±s), and single
sample data were represented by t test. In addition, P< 0.05
indicated that the difference was statistically substantial.

3. Results

3.1. Double-Density Discrete Wavelet Transform Decomposi-
tion Coefficients of EEG Signals and the Corresponding Co-
efficient Envelope Spectrum. Figures 2 and 3 show that the
EEG signal values of the detail coefficients (d51 and d52) and
the approximate coefficient (c5) of the epileptic period rose
obviously in contrast to the signal values of the epileptic
intermittent period. (e interphase EEG signal was a
transient waveform, which appeared as sharp waves. Besides,
the EEG signal of epileptic seizures was continuous, with a
composite waveform of sharp waves and spikes, and the
change amplitude of the wavelet envelope spectrum in the
seizure period was also greatly higher than that in the ep-
ileptic intermittent period.

3.2. Recognition Performance of the Composite Domain
Analysis Algorithm. Figure 4 indicates that the correct
recognition rate, specificity, and sensitivity of EEG analysis
after using the algorithm were greater than the analysis value
without using the algorithm, and the difference was statis-
tically remarkable (∗P< 0.05).

3.3. Statistics of Types of Epileptic Seizures in Children.
Among the five types of epileptic seizures in children, the
proportion of systemic tonic-clonic status was the largest,
the proportion of myoclonic status and complex partial
status of epileptic status was equal to each other, and the

difference was statistically obvious after comparison
(∗P< 0.05) (Figure 5).

3.4. 3e Prognosis of all the Child Patients. Figure 6 reveals
that the proportion of children with a good prognosis was
75.71% (53/70), which was higher than that of patients with a
poor prognosis 24.29% (17/70), with a statistically marked
difference (∗P< 0.05).

3.5. Single-Factor Analysis on the Prognosis of Children
Patients. (e single factor analysis showed that the pro-
portion of imaging examination, convulsion duration, CRP,
and blood glucose in children with good prognosis was
statistically significant compared with the proportion of
children with poor prognosis (P< 0.05), as shown in Table 1.

3.6. Multiple-Factor Analysis and Logistic Multiple-Factor
Regression Analysis on Middle-Aged and Elderly Bronchial
Asthma. (e independent risk factors for poor prognosis in
children included abnormal imaging examination, convul-
sion duration greater than 1 hour, CRP, and abnormal blood
glucose (Table 2).

3.7. Comparison of EEG andDischarge Index in Children with
Epilepsy before and after Treatment. (e EEG discharge
index of 70 children with epilepsy was 62.8± 12.567 before
treatment and decreased significantly after treatment. (ere
was a significant difference before and after treatment,
t� 5.766, P � 0.000 (∗P< 0.005). Figures 7 and 8 and Table 3
show the details.

4. Discussion

(e clinical pathogenesis of epilepsy is relatively compli-
cated, and a clear conclusion has not yet been obtained.
Some studies believe that the disease is mainly caused by
neurotoxicity, which leads to disorders of intracellular en-
ergy, thereby triggering the functions of breathing, liver, and
kidney innervated by nerves. Obstacles cause the patients to
have cognitive, behavioral, and local neurological deficits,
which reduce the quality of life of the children and shorten
the survival time of the child patients [13, 14]. Special ex-
aminations for children in the clinic include EEG and MRI,
and EEG is critical evidence for the diagnosis of epilepsy.
(erefore, most clinical doctors recommend that children’s
family members receive this examination, and the exami-
nation process will not make the child patient feel pain.
Moreover, the clinical use rate is relatively high [15–17].

In order to improve the accuracy of the EEG examination
results, the composite domain analysis algorithmwas adopted
in this study, the algorithm idea of wavelet envelope analysis

EEG signal Pretreatment Feature
extraction Classification

Figure 1: Algorithm flow of epileptic EEG signal analysis.
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Figure 2: Double-density discrete wavelet transform decomposi-
tion coefficients of EEG signals during intermittent epilepsy and the
corresponding coefficient envelope spectrum.
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Figure 3: Double-density discrete wavelet transform decomposi-
tion coefficients of EEG signals during epileptic seizures and the
corresponding coefficient envelope spectrum.
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was introduced into the field of epilepsy identification to
reduce the influence of excessive fluctuation between single
recognition data when the EEG signal analysis algorithm

processed fixed classification tasks. (rough systematic
analysis of formic acid, the results of this study found that the
interphase signal was a transient waveform, manifested as

∗

∗ ∗

Correct recognition rate Specificity Sensitivity

Recognition performance of review domain analysis algorithm

Before
After
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Figure 4: Recognition performance of the composite domain analysis algorithm (compared with EEG analysis using the algorithm,
∗P< 0.05).
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Figure 5: Statistics of epileptic seizure types in children (∗P< 0.05).
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sharp waves or spikes, and the EEG signal of epileptic seizures
is continuous, with a composite waveform consisting of sharp
waves and spikes. Besides, the latter was brain waves to move
more than the former, indicating that brain activity was
relatively active in children with epilepsy. However, there
were still differences between the intermittent EEG of epilepsy
and the normal EEG because the intermittent EEG signal of
epilepsy and the EEG signal of epilepsy were abnormal EEG.
In this study, algorithm analysis was used, so that persevering
clinicians could quickly differentiate and draw conclusions,
which shortened the time of clinical diagnosis and promoted
the treatment efficiency.

In this study, the clinical data and prognosis of the
children were also analyzed. It was found that the gener-
alized tonic-clonic status accounted for the largest

proportion among the five types of epileptic seizures in
children. Myoclonic status and complex partial status epi-
lepticus accounted for the same proportion, and both had a
smaller proportion. Furthermore, the proportion of children
with a good prognosis was 75.71% (53/70), higher than that
of patients with a poor prognosis (24.29%) (17/70). Statistical
analysis of factors affecting the prognosis revealed that
abnormal imaging examination, convulsion duration >1

Table 1: Single factor analysis on prognosis of children (cases (%)).

Relevant factors Good prognosis (n� 53) Poor prognosis (n� 17) P value

Gender Male 25 (47.17) 9 (52.94) >0.05Female 28 (52.83) 8 (47.06)

Age (years old) <6 years old 32 (60.38) 11 (64.71) >0.05≥6 years old 21 (39.62) 6 (35.29)

Imaging examination Abnormal 45 (84.91) 14 (82.35) <0.05Normal 8 (15.09) 3 (17.65)

Past medical history Yes 17 (32.08) 5 (29.41) >0.05No 36 (67.92) 12 (70.59)

Duration of convulsion (hour) <1 hour 45 (84.91) 15 (88.24) <0.05>1 hour 8 (15.09) 2 (11.76)

CRP (mg/dL) Abnormal 46 (86.79) 11 (64.71) <0.05Normal 7 (13.21) 6 (35.29)

Blood glucose (mmol/L) Normal 47 (88.68) 7 (41.18) <0.05Abnormal 6 (11.32) 10 (58.82)

Table 2: Multiple-factor analysis on affecting the prognosis of children patients.

Factors β SE Wald χ2 value P OR 95% CI
Abnormal imaging examination 1.341 0.431 5.024 0.002 3.823 1.643–8.897
Convulsion duration >1 hour 0.618 0.278 4.048 0.026 1.855 1.076–3.199
CRP 1.627 0.621 7.055 0.009 5.089 1.507–17.187
Abnormal blood glucose 1.124 0.321 4.353 ≤0.001 3.077 1.640–5.773

Figure 7: EEG after three months of treatment. Figure 8: EEG after six months of treatment.

Table 3: Changes of the EEG discharge index before and after
treatment in 70 cases of children with epilepsy.

Before treatment After
treatment t P

Discharge
index 62.8 + 12.567 ＜50 5.766 0.000
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hour, CRP, and abnormal blood glucose were all indepen-
dent risk factors for poor prognosis in children patients.

According to a study by Hamano et al. [18], children
with epilepsy with abnormal brain CT had a higher risk of
poor prognosis, which corresponded to the results of this
study. It might be because epilepsy was in a dynamic and
constantly changing development process, so abnormalities
occurred in daily cranial imaging examinations. According
to the results of neuropathological studies, the continuous
point activity abnormality of the central nervous system
might result in irreversible neuronal damage and even death
[19]. Children with recurrent clinical manifestations such as
vomiting, nausea, vertigo, limb pain, headache, and ab-
dominal pain, especially school-age patients, should be
questioned on medical history in detail. If necessary, the
corresponding auxiliary examination should be given. On
the basis of excluding common diseases such as pediatric
surgery, the disease should be highly suspected. Children
should be treated immediately after their diagnosis, followed
up, and observed, with paying attention to the toxic and side
effects of drugs. (ey should be given early intervention and
treatment in time, and their dose should be mastered. Half
an hour after the onset of epilepsy, the child patient had
brain hypoxia and decreased metabolic rate, and more than
1 hour could lead to permanent and irreversible brain
damage. (erefore, the duration of convulsions longer than
1 hour was also one of the risk factors affecting the prognosis
of children. Seizures can trigger a rapid stress response in the
body, which increases the possibility of infection. What is
more, CRP abnormalities are more common in infections,
such as bacterial meningitis, sepsis, and other related en-
cephalopathy. At the same time, studies have pointed out
that blood glucose levels are not normal. (e prognosis of
children within the range is poor, and previous studies have
confirmed that hypoglycemia can lead to brain damage [20].
Some children with poor prognosis in this study also suf-
fered from hypoglycemia. Relevant researchers have also
found that hyperglycemia is associated with the poor
prognosis of patients with epilepsy. (erefore, it is necessary
to understand whether children have the above risk factors
during treatment and to diagnose and treat them in time
[21].

5. Conclusion

To sum up, the composite domain analysis algorithm was
applied in this study to analyze the EEG images of 70
children with neurogenic epilepsy, suggesting the difference
between the EEG signals in the epileptic intermittent period
and the epileptic period, which improved the doctor’s un-
derstanding of the results. It also reflected the significant
superiority of the composite domain analysis algorithm. In
this study, the influencing factors of the patient’s poor
prognosis were also analyzed and sorted out, indicating that
abnormal imaging examination, convulsion duration >1
hour, CRP, and abnormal blood glucose were independent
risk factors for the poor prognosis of children patients.
(erefore, the invasion of related risk factors could be re-
duced clinically through the prognostic review with medical

advice, attention to food safety and hygiene, and im-
provement of children’s immunity. In addition, researchers
should continue to investigate the risk factors of poor
prognosis in children patients with epilepsy and introduce
them into the preventive treatment process to enhance rapid
recovery of children patients.

(e shortcomings of this study are that the description of
the EEG research process is simple, and no more in-depth
analysis has been carried out. (erefore, further in-depth
discussions are needed in future research to better provide a
clinical reference.
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,is paper aimed to study the application value of Internet of ,ings (IoT) edge computing algorithm-based ultrasound-guided
erector spinae plane block combined with edaravone anesthesia in thoracoscopic lobectomy. A total of 110 patients undergoing
thoracoscopic resection were selected as subjects. ,e patients were anesthetized with erector spinae plane block combined with
edaravone before surgery and underwent chest ultrasound scan. IoT edge computing algorithm was constructed and applied to
ultrasound images of patients to enhance and denoise the images. It was found that, in different mixed noise mixtures (Gaussian
noise 10%+ speckle noise 90%; Gaussian noise 30%+ speckle noise 70%), the edge computing algorithm can still maintain the
edge information of the output image, showing better performance on edge information detection and denoising compared with
the Prewitt and Canny operator. In addition, visual analog scale (VAS) scores decreased with postoperative time after edaravone
anesthesia induction and erector spinae plane block lobectomy and reached the lowest level after five days. In short, erector spinae
plane block combined with edaravone showed good sedative and analgesic effects on patients undergoing thoracoscopic lo-
bectomy. Ultrasound images processed by IoT edge computing algorithm showed high accuracy in the identification of lung
lesions, which was worth applying to clinical diagnosis.

1. Introduction

Lobectomy is mainly used for lobectomy of malignant tu-
mors limited to the lung, pulmonary damage caused by
tuberculosis, severe bullae, bronchiectasis, interstitial le-
sions, trauma, and dysplasia. Lobectomy is a kind of routine
pulmonary resection [1]. ,e human body has five lobes in
the chest cavity. ,e right lung is made up of the upper lobe,
the middle lobe, and the lower lobe. ,e left lung is made up
of two lobes, the upper lobe and the lower lobe. Lobectomy is
suitable for lung cancer and irreversible lesions confined to
the lung lobe. It mainly includes right upper lobectomy,
right middle lobe lobectomy, right lower lobectomy, left
upper lobectomy, and left lower lobectomy. If the lesion
involves two lobes or the middle bronchus, upper-middle or
lower-middle lobe, two-lobe lung resection is feasible [2]. In
general, the quality of life of patients after surgery is good. In

normal survival, postoperative patients need to pay attention
to climate changes, keep warm, pay attention to diet, and
avoid irritating gases [3]. In addition, patients need to ex-
ercise properly to enhance their resistance, closely observe
their symptoms and signs, and go to the hospital for
comprehensive examination and treatment as soon as
possible if there is an abnormality [4, 5]. ,oracoscopic
lobectomy means that, with the assistance of thoracoscopy,
the surgeon only observes the situation in the thoracic cavity
in real time through a TV screen and completes the oper-
ation through one to four hole-like incisions (without
spreading the ribs) with the longest length not exceeding
5 cm. ,e veins, arteries, and bronchi are cut off anatomi-
cally to completely remove the lung lobes. At present, video-
assisted thoracic surgery (VATS) lobectomy has basically
matured and gained wide acceptance.,e surgical technique
is also gradually refined and perfected day by day [6, 7]. ,e
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National Comprehensive Cancer Network (NCCN) lung
cancer treatment guidelines clearly point out that “VATS
lobectomy is a viable option for resectable lung cancer,”
which means that the role of thoracoscopic lobectomy for
the treatment of benign lung lesions or early malignant
lesions has been confirmed [8].

However, the postoperative pain of this type of surgery is
relatively strong. Insufficient intraoperative anesthesia or
insufficient postoperative analgesia will affect the patient’s
cough, sputum, and so on, which may easily lead to adverse
events and affect the patient’s recovery process. Edaravone is
a new type of free radical scavenger, which can scavenge
oxygen-free radicals, inhibit lipid peroxidation of cell
membranes, and reduce tissue edema and damage. Studies
have shown that edaravone can reduce the production of
inflammatory factors in the human body and has a pro-
tective effect on the lungs of patients [9]. In recent years, an
interfascial plane block technique has gradually been used
clinically, that is, ultrasound-guided erector spinae plane
block (ESPB). It was first applied to severe acute postop-
erative pain and neuropathic pain in 2016, and it was
successful. Studies have shown that ESPB is easy to operate,
has high safety, low error rate, good analgesic effect, and few
adverse reactions, and shows broad clinical application
prospects [10].

With the full integration and adoption of cutting-edge
technologies such as big data, Internet+, AI, and Internet of
,ings (IoT), AI-assisted medicine has shown strong in-
fluence and vitality. It plays an important supporting role in
deepening the reform of the medical and health system,
accelerating the construction of “healthy China,” and pro-
moting the development of the medical and health industry
[11]. At present, medical imaging such as ultrasound
(scanning the human body with ultrasound beam and
obtaining images of internal organs by receiving and pro-
cessing reflected signals) and magnetic resonance have
gradually developed from auxiliary examination methods
into the most important clinical diagnosis and differential
diagnosis methods in modern medicine [12, 13]. ,rough
big data plus artificial intelligence technology solutions, AI-
assisted diagnosis and treatment adoptions are built, medical
imaging data are modeled and analyzed, and conditions and
lesions are analyzed to provide decision support for doctors
and improve medical efficiency and quality [14, 15]. In this
way, the high rate of misdiagnosis and missed diagnosis due
to the limitation of doctors’ experience in the field of medical
imaging can be better solved, so did the long reading time,
slow speed, and many other problems [16].

In the process of thoracoscopic lobectomy, some small
pulmonary nodules cannot be accurately located during
thoracoscopic surgery, and the boundary of pulmonary
nodules is not easy to be identified. Ultrasonic guidance
based on IoT edge detection algorithm was used to identify
and locate hilar vessels and to surround small nodules in
thoracoscopic lobotomy, to study the adoption value of the
intelligent algorithm and ultrasound image in thoracoscopic
lobectomy, aiming to provide more reference for the di-
agnosis and treatment of lobectomy and the sedation and
analgesia methods of postoperative patients.

2. Materials and Methods

2.1. General Information. In this study, 110 patients who
received thoracoscopic lobotomy in hospital from Sep-
tember 2019 to September 2020 were collected as subjects,
including 58 male patients and 52 female patients aged
25∼68 years (43.7± 5.2 years on average). ,is study had
been approved by the Medical Ethics Committee. ,e pa-
tients and their families understood the content and
methods of the study and agreed to sign the corresponding
informed consent.

Inclusion criteria were as follows: (i) patients who un-
derwent lobectomy after prepathological and imaging di-
agnosis of lobectomy; (ii) patients aged between 45 and 65
years; (iii) patients with no pulmonary metastasis, medi-
astinal lymph node enlargement, or pleural hypertrophy; (iv)
patients who had not received any other drugs or antibiotics
recently; (v) patients with normal coagulation function and
platelets.

Exclusion criteria were as follows: (i) patients with other
system or organ lesions; (ii) patients who did not cooperate
with treatment due to personal or other factors; (iii) patients
with incomplete clinical data and medical history.

2.2. Patient Anesthesia and Surgical Methods. All patients
were fasting and abstaining from drinking 6 h before an-
esthesia induction, and all vital signs were monitored before
surgery, including heart rate, diastolic blood pressure, sys-
tolic blood pressure, pulse oxygen saturation, and mean
arterial pressure. 0.5mg/Kg edaravone was added to 100mL
normal saline, and the infusion was completed within
30min. A conventional disinfection towel was taken from
the surgical position, and an erector spinae plane block was
performed under the guidance of ultrasound. ,e puncture
was performed after local anesthesia with 1% lidocaine at the
puncture site. Local anesthetic drugs were injected after a
puncture to the designated location, and a two-point block
was selected according to the intercostal incision. Each
puncture site was injected with 10mL of drugs, and 0.5mg/
Kg edaravone was used as an anesthetic. ,e results of nerve
block were tested by alcohol cotton ball 10 minutes after
injection.

In lobotomy, an incision was made in the fifth intercostal
area between the midaxillary line and the anterior axillary
line, approaching the hilum at a small angle to facilitate the
operation of hand instruments along the longitudinal axis.
During the operation, the hemodynamic indexes of patients
were monitored in real time, and the corresponding vaso-
active drugs were timely corrected in case of intraoperative
hemodynamic instability.

All patients included in the study underwent lung ul-
trasound examination. ,e patient was placed in a lateral
position, and a high-frequency linear array probe was used
for sagittal scanning. After the T4 spinous process was
positioned, the probe was moved 3–5 cm to the outside to
show the T5 transverse process, pleura, and transverse costal
ligament. ,e ultrasound images were interpreted by two
attending physicians or imaging physicians with rich clinical
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experience. ,e specific location of pulmonary lesions, the
maximum diameter of the lesion site, and hilar and medi-
astinal lymph node enlargement were mainly observed and
analyzed by ultrasound.

2.3. IoT Edge Computing. ,e image edge generally refers to
the position where the grayscale change rate of the image is
the largest. Edge detection refers to the process of detecting
edge points and edge segments from the image and de-
scribing the edge direction.,e image is regarded as a binary
function f(x, y), (x, y) is the position of the pixel, and f(x, y) is
the gray value at that point so that the image is regarded as a
curved surface. ,e edge of the image is the most drastically
changing position on the curved surface, and this position is
also the position of the local extreme point of the curved
surface. ,e basic idea of the image segmentation method
based on edge detection is determining the edge pixels in the
image first.,en, these pixels are connected together to form
the required area boundary. Figure 1 shows the image edge
type and its derivative curve law.

,e brightness change of the image can be processed and
enhanced by the difference between adjacent points. Dif-
ferential processing of adjacent points in the horizontal
direction can detect the brightness change in the vertical
direction, that is, the horizontal edge detector (horizontal
edge detector). Differential processing of adjacent points in
the vertical direction can detect the brightness change in the
horizontal direction, that is, the vertical edge detector
(vertical edge detector). ,e expressions are shown in

Ex � Px,y − Px+1,y



, (1)

Ey � Px,y − Px,y+1



. (2)

Among them, Ex represents the vertical edge and Ey

represents the horizontal edge. ,e horizontal edge detec-
tion operator and the vertical edge detection operator are
combined, and the vertical edge and the horizontal edge can
be detected at the same time, as shown in

Ex,y � Px,y − Px+1,y + Px,y − Px,y+1



. (3)

From the above equation, equation (4) is obtained:

Ex,y � 2 × Px,y − Px+1,y − Px,y+1



. (4)

If a pixel is inserted between two adjacent difference
points to achieve this, it is equivalent to using two adjacent
first-order differences as the new horizontal difference, as in

Exxx,y � Exx+1,y + Exx,y � Px+1,y − Px,y + Px,y − Px−1,y





� Px+1,y − Px−1,y



.

(5)

Here, Exx represents the new level difference.
A gradient operator is defined by the method of first-

order differentiation. ,e gradient is a vector, which indi-
cates the direction of the most dramatic change in the gray
level of the image.

∇f �
zf

zx
,
zf

zy
 . (6)

,e gradient can be expressed as

‖∇f‖ �

�������������

zf

zx
 

2

+
zf

zy
 

2




. (7)

,e direction of the gradient is shown in

θ �
zf/zy

zf/zx
 . (8)

In actual image processing, the difference method is
used for calculation. However, the use of the differential
method for edge detection must make the direction of the
difference perpendicular to the direction of the edge.
,erefore, it is necessary to perform difference calcula-
tions in different directions of the image, which increases
the amount of calculation. Generally, the edges are di-
vided into horizontal edges, vertical edges, and diagonal
edges.

2.3.1. Roberts Operator. ,e Roberts gradient operator uses
the difference between the values of two adjacent pixels in
the diagonal direction as a measurement standard, and its
calculation method is shown in

Gx � f(i, j) − f(i − 1, j − 1), (9)

Gy � f(i − 1, j) − f(i, j − 1), (10)

|G(x, y)| �

�������

G
2
x + G

2
y



. (11)

Equation (11) is written in the form of convolution
operation, and the convolution kernels are the following
equations:

Gx �
−1 0

0 1
 , (12)

Gy �
0 11
1 0

 . (13)

2.3.2. Prewitt Operator. ,e Prewitt operator combines the
method of difference operation and neighborhood averag-
ing, and its convolution template is shown in

Gx �

−1 0 1

−1 0 1

−1 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (14)

Gy �

−1 −1 −1
0 0 0
1 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (15)
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2.3.3. Soble Operator. ,e two Soble operators are for
detecting horizontal edges and detecting vertical edges. It
weighs the influence of the position of the pixel, which can
reduce the degree of edge blur. Since the Soble operator is a
form of filter operator, it is used to extract the edge and can
use the fast convolution function, which is simple and ef-
fective. However, the Soble operator does not strictly dis-
tinguish the main body of the image from the background;
that is, it is not based on image grayscale processing. Figure 2
shows the template of the Soble operator.

2.3.4. Prewitt Edge Detection Operator. If the weights of the
center pixels of the two Prewitt template operators are
doubled, the well-known Soble edge detection operator is
obtained. It is composed of two masks that determine the
edge in a vector manner. Soble has better performance than
other edge detection operators in the same period as the
Prewitt operator (Figure 3).

2.4. Evaluation of Edge Detection Effect of Ultrasonic Images.
Ultrasound uses the difference between echo and original
sound waves to produce images. ,e ultrasonic wave will
change after being reflected by the object. ,e change is

related to the shape characteristics of the object, and the
shape of the object is determined according to the reflected
wave. Ultrasound is injected into the body through the
organs and tissues with different acoustic impedance and
different attenuation characteristics from the surface to the
deep, resulting in different reflections and attenuations.
However, the existing ultrasound imaging technology is
susceptible to interference from image noise, and the de-
tection effect of blur and discontinuous edges is not good.
,erefore, the IoT edge detection algorithm processes the
ultrasound image and then judges its blur and discontinuous
edge detection effect on the ultrasound image by setting the
direction of the edge detection and the edge gray threshold.

2.5. VAS Evaluation Criteria. VAS is used for pain assess-
ment and is widely used in clinical practice. ,e basic
method is to use a moving ruler about 10 cm long with 10
scales on one side, and the two ends are “0” and “10” points,
respectively. 0 points mean no pain, and 10 points mean the
most severe pain that is unbearable [17].

2.6. Statistical Methods. ,e data processing in this study
was analyzed by SPSS 19.0 version statistical software, some
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Figure 1: Image edge type and its derivative curve law. (a) Gray cross section-step shape; (b) gray cross section-thin line shape; (c) gray cross
section slope gradient; (d) first-order differential-step shape; (e) first-order differential-thin line shape; (f ) first-order differential-slope
gradient shape; (g) second-order differential-step shape; (h) second-order differential-thin line shape; (i) second-order differential-slope
gradient shape.
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measurement data were expressed by the mean± standard
deviation (x± s), and the count data were expressed by the
percentage (%). Pairwise comparison used analysis of var-
iance. P< 0.05 indicated that the difference was significant.

3. Results

3.1. Lung Ultrasound Signs. Figure 4 shows the ultrasound
signs of the lungs. In a normal lung ultrasound image, a
hyperechoic line that slid back and forth with breathing
motion was seen on the deep surface of the rib line, which
was called the “pleural line.” When the ultrasound was
projected perpendicularly to the pleura-lung surface, re-
verberation artifacts may appear, which were manifested as
multiple echoes arranged at equal distances. Its intensity
decreased successively, called “A line,” so the normal lung
ultrasound image features were “slip sign” and “A line.”

3.2. Signal-to-Noise Ratio of theOutput Image. ,e signal-to-
noise ratio of the filtered image can represent the denoising
effect of the algorithm on the image with noise. Figures 5 and
6 show the signal-to-noise ratio (SNR) of the output image
processed by different filters under Gaussian noise 10% and
speckle noise 90% and Gaussian noise 30% and speckle noise
70% of the noise mixed conditions, respectively. Under

different mixed noise conditions and signal-to-noise ratio
conditions, the edge detection algorithm can still better
maintain the edge information of the output image, and the
image enhancement effect was ideal.

3.3. Lung Ultrasound Edge Detection. Figure 7 shows the
ultrasound images of the lung and the image after image
enhancement and noise processing were performed by the
edge detection algorithms of the Canny operator, Prewitt
operator, and Soble operator.,e improved filter of the edge
detection algorithm can not only maintain the original
texture details and edge information of the input and output
images in the image processing process but also process and
suppress the noise pollution of the background of the image
and the internal noise of the organization to a higher degree.
Moreover, the Soble operator had better edge detection
performance than the Prewitt operator and Canny operator
in the same period and had better edge information de-
tection and denoising performance for ultrasound images.

3.4. Detection Rate of Lung Nodules by 8ree Edge Detection
Operators. Figure 8 shows the comparison results of the
detection rates of lung nodules of different sizes after the
Canny operator, Prewitt operator, and Soble operator edge
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-1 0 +1
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Figure 2: ,e template of the Soble operator. (a)Gx; (b)Gy.
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Figure 3: Template of Prewitt operator. (a) ,e Prewitt operator template Mx; (b) the Prewitt operator template My.
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detection algorithms processed lung ultrasound images. For
lung nodules smaller than 6mm, the detection rates of the
three edge detection operators were 90.98%, 87.53%, and
92.35%, respectively. For lung nodules from 6 to 30mm, the
detection rates of the three edge detection operators were
88.32%, 90.87%, and 95.44%, respectively. ,e detection rate
of the Soble operator for lung nodules of different sizes was
significantly higher than that of the Canny operator and
Prewitt operator edge detection algorithm (P< 0.05).

3.5. VAS Score after the Patient’s Operation. Figure 9 shows
the visual analog score (VAS) of patients in different periods
after thoracoscopic lobectomy. Figure 9(a) shows the VAS
score result in the resting state, and Figure 9(b) shows the
VAS score result in the patient’s exercise state. After
edaravone was used for induction of anesthesia and

lobectomy after erector spinae plane block, the patient’s VAS
score decreased with the prolongation of postoperative time.
After five days, the patient’s VAS score was reduced to a
lower level.

4. Discussion

Edge detection of medical image is an important basis for
image segmentation, object recognition, region shape ex-
traction, and other image processing fields. In the process of
image understanding and analysis, the first step is often edge
detection to identify the points with obvious brightness
changes in digital images [18]. ,e so-called edge refers to
the set of pixels with sharp changes in the gray level of the
surrounding pixels, which is the basic feature of the image.
Edge exists between target, background, and region, which is
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Figure 4: Ultrasound signs of the lungs. (a) A line; (b) B line; (c) normal; (d) mild-to-moderate interstitial edema; (e) severe interstitial
edema and alveolar edema; (f ) lung consolidation.
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the most important basis for image segmentation. As an
indicator of position, edge is insensitive to changes in gray
level, so it is an important feature of image matching [19].

Image edge contains the useful information used for
identification in the image, which greatly reduces the
amount of data, eliminates the irrelevant information, and

(a) (b) (c)

(d) (e)

Figure 7: Ultrasonic edge detection of lungs. (a) ,e original image; (b) the image contaminated by noise; (c–e) edge detection and image
processing of Canny operator, Prewitt operator, and Soble operator, respectively.
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Figure 8: Detection rate of lung nodules by three edge detection operators. Note: ∗ means significant difference compared to Canny
operator (P< 0.05); # means significant difference compared to Prewitt operator (P< 0.05).

1 3 5 7 9
Time (d)

0

1

2

3

4

VA
S 

sc
or

e

(a)

1 3 5 7 9
Time (d)

0

1

2

3

4

VA
S 

sc
or

e

(b)

Figure 9: Postoperative VAS score of patients. (a) ,e VAS score in the resting state; (b) the VAS score in the exercise state.
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retains the important structural attributes of the image. ,e
use of edge detection technology for visual detection has
become the latest trend in image sensor adoptions. In ad-
dition, as edge detection plays an important role in image
analysis such as computer vision and ultrasound, it provides
valuable feature parameters for people to describe or identify
objects and to interpret images. Cao et al. [20] found that
ultrasound-guided erector spinae plane block technology
had the advantages of simple operation and high safety
factor. In addition, ultrasound-guided erector spinae plane
block lobectomy was performed with high recognition of
intermuscular images and no risk of spinal cord injury
compared with other blocking methods. Erector spinae
plane block has a long duration of action and a wide range of
action. To a certain extent, it can effectively shorten the
hospital stay of patients undergoing lobectomy and accel-
erate the postoperative recovery speed, which has a high
adoption value.

In this study, patients undergoing laparoscopic lo-
bectomy were selected as subjects, and lung ultrasound
examination was performed on the included patients. ,e
ultrasonic image was filtered, enhanced, and denoised by
IoT edge detection algorithm. Ultrasound images were
processed and used in erector spinae plane block combined
with edaravone anesthesia-induced lobectomy. It was
found that, under different mixed noise conditions and
SNR conditions, the edge detection algorithm can still
maintain the edge information of the output image well and
the image enhancement effect was good.,e Soble operator
had better edge detection performance than the Prewitt
operator and Canny operator at the same period and had
better edge information detection performance for ultra-
sonic images. Edge detection and filtering had a good effect
on noise removal of ultrasonic images.,e detection rate of
the Soble operator for pulmonary nodules of different sizes
was significantly higher than that of the Canny operator
and Prewitt operator (P< 0.05). VAS scores decreased with
postoperative time after edaravone anesthesia induction
and erector spinae plane block lobectomy. After five days,
the VAS score of the patients was reduced to a low level.
,e results of this study were in line with expectations. A
number of previous studies have shown that erector spinal
muscle plane block combined with edaravone has a positive
sedative and analgesic effect on patients undergoing
thoracoscopic lobectomy. Ultrasound images based on IoT
edge computing algorithm are more accurate in the
identification of lung lesions. ,is was similar to the results
of Williams et al. [21], indicating that erector spinae plane
block combined with edaravone anesthesia induction had
good sedative and analgesic effects on patients undergoing
thoracoscopic lobectomy, which also improved the prog-
nosis of patients.

5. Conclusion

In this study, three edge detection algorithm models were
constructed and applied in the ultrasound images of 110
patients with lung disease. ,e results found that the erector
spinal muscle plane block combined with edaravone had a

better sedative and analgesic effect on patients undergoing
thoracoscopic lobectomy. ,e ultrasound image based on
the IoT edge computing algorithm showed higher accuracy
in identifying lung lesions, and it was worth applying to
clinical diagnosis. ,e disadvantage was that it lacked
comparison with other intelligent algorithms, and the
representativeness was low. ,erefore, in subsequent ex-
periments, an improvement and optimization would be
made in this area, and more in-depth exploration of this
direction would be carried out. In summary, this study
provided a reference for the application of intelligent al-
gorithms such as edge detection in medical imaging.
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,e data used to support the findings of this study are
available from the corresponding author upon request.
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Based on the ordered subsets (OS), a linear augmentation Lagrangian method (OS-LALM) was constructed, which was then
combined with the optimized gradient method (OGM) to construct the OS-LALM-OGM, so as to discuss application of the
computed tomography (CT) images based on OS-LALM-OGM in evaluation of clinical manifestations and complications of
patients before transcatheter aortic valve implantation (TAVI). )e OS-LALM-OGM was compared with the filtered back
projection (FBP) and OS-LALM. In addition, it was applied to evaluate the conditions of 128 patients before TAVI. It was found
that the peak signal-to-noise ratio (PSNR) of OS-LALM-OGMwas greater than that of the FBP and OS-LALM when the number
of iterations was 5, 20, and 40, while the root mean square error (RMSD) was the opposite (P< 0.05). )e proportion of dyspnea
was the highest, 38.28%, followed by angina (19.53%) and fainting (21.09%). )e long diameter of the annulus and the average
inner diameter of the annulus measured by the CT image based on the OS-LALM-OGM algorithm were greatly larger than the
inner diameter of the aortic annulus measured by the CT based on the FBP algorithm (P< 0.05); the evaluation sensitivity
(95.24%) and specificity (85.85%) of CT based on the OS-LALM-OGM algorithm were obviously greater than those of X-ray,
which were 84.43% and 76.77%, respectively (P< 0.05). In short, the OS-LALM-OGMproposed had a relatively excellent effect on
CT image reconstruction. )e CT image based on the OS-LALM-OGM algorithm showed a better evaluation performance for
patients before TAVI than the traditional FBP algorithm, showing higher sensitivity and specificity.

1. Introduction

)e aortic valve is a “valve” located between the left ventricle
and the aorta. When the ventricles contract, the aortic valve
opens and blood flows into the aorta. Aortic valve stenosis
refers to the abnormality of the aortic valve structure or
function caused by rheumatic fever, congenital malforma-
tions, and valve calcification, which causes restricted aortic

valve opening and causes left ventricular ejection disorders
[1, 2]. )e disease progresses slowly, and there may be no
obvious symptoms for a long time. As the disease worsens,
symptoms such as angina and dizziness may appear [3]. If
aortic valve stenosis cannot be treated in time, it can also lead
to complications such as heart failure, arrhythmia, con-
gestive heart failure, infective endocarditis, systemic
embolism, and gastrointestinal bleeding [4]. TAVI is an

Hindawi
Journal of Healthcare Engineering
Volume 2021, Article ID 3631208, 12 pages
https://doi.org/10.1155/2021/3631208

mailto:1502024342@st.nuc.edu.cn
https://orcid.org/0000-0002-7900-2353
https://orcid.org/0000-0001-9698-1816
https://orcid.org/0000-0003-2018-2596
https://orcid.org/0000-0003-2296-4209
https://orcid.org/0000-0001-5182-7081
https://orcid.org/0000-0002-1339-7575
https://orcid.org/0000-0002-7512-4150
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3631208


interventional therapy that has emerged in recent years to
treat aortic valve stenosis. It can deliver an interventional
catheter through the femoral artery to deliver the artificial
heart valve to the aortic valve.)e area is opened to complete
the implantation of the artificial valve and restore the valve
function. )is operation does not require thoracotomy and
has the advantages of less trauma to the patient and quick
recovery after surgery [5, 6]. )e current clinical preoper-
ative evaluation of TAVI patients includes clinical and aortic
root anatomical indication evaluation. Imaging examina-
tions can be used to assess the aortic root morphology and
anatomical adjacency, locate the aortic valve annulus, and
help doctors select patients for surgery.

CT mainly uses precisely collimated X-ray beams,
gamma rays, and ultrasound together with extremely sen-
sitive detectors to scan a certain part of the human body one
by one, with fast scanning time, clear image, and other
characteristics [7, 8]. )e clinical use of CT will use high
radiation doses to obtain high-quality images with higher
resolution and better display effects, but high radiation can
cause damage to the patient’s body, causing cancer, gene
mutations, leukemia, and other diseases [9]. )erefore, how
to use the obtained noise image and incomplete projection
data to reconstruct a higher-quality CT image is a hot topic
for current scholars. OS is a method that uses only a subset of
observation data to perform gradient calculations. Mo-
mentum terms can be introduced to speed up the conver-
gence of the algorithm and improve system performance
[10]. Gradient algorithm is a kind of momentum technology,
which can solve large-scale optimization, including signal and
image processing, machine learning, and communication.
LALM is generally used to solve compound convex optimi-
zation, but it has the disadvantages of difficult reference se-
lection and slow convergence [11, 12]. )erefore, the OS was
adopted to optimize the LALM and then combined the OGM
to construct a CT image reconstruction algorithm, so as to
provide help for patient evaluation before TAVI.

In summary, CT imaging has a wide range of applications
in the field ofmedical screening, but there are also some urgent
problems to be solved. Based on this, the ordered subset (OS)
was adopted to optimize the linear augmentation Lagrangian
iterative algorithm into OS-LALM, which was then combined
with the optimized gradient method (OGM) to construct the
OS-LALM-OGM. )e OS-LALM-OGM was compared with
the filtered back projection (FBP) and OS-LALM and applied
to evaluate the 128 patients before TAVI. )e application of
CT images in the evaluation of clinical manifestations and
complications of patients before TAVI was comprehensively
evaluated, so as to provide a good theoretical basis for imaging
detection of patients before TAVI.

2. Materials and Methods

2.1. Research Objects. 128 high-risk patients with severe
aortic valve stenosis who were admitted to the hospital from
May 2018 to March 5, 2021, were selected as the research
objects, including 91 males and 59 females, aged 60–90 years
old. )e study had been approved by the Ethics Committee
of Hospital, and the patients and their families had

understood the situation of the study and signed the in-
formed consent forms.

)e inclusion criteria were defined as follows: patients
with area of arterial valve less than 0.8 cm2, patients with
transvalvular pressure difference of aortic valve greater than
40mmHg, and patients with surgical contraindications.

)e exclusion criteria were defined as follows: patients
with incomplete clinical data, patients with psychiatric
diseases, patients with transvalvular peak flow rate less than
4m/s, and patients who withdrew from the experiment due
to personal reasons.

2.2. CT Examination. In this study, the third-generation
192-slice force dual-source spiral CT scanner produced by
Siemens (Germany) was used for retrospective ECG-gated
coronary scans and large-pitch total aortic scans. )e
contrast agent was 370mgI/mL iopromide. )e contrast
agent and saline were injected into the vein sequentially, and
then the dynamic continuous same-layer monitoring scan
was performed. )e monitoring level was 1 cm below the
tracheal bifurcation. )e region of interest (ROI) was se-
lected in the ascending aorta for CT value monitoring, and
the scan was automatically triggered when the 100HU
threshold was reached. )e scanning range was defined as
follows: the aortic root scan covered the entire heart, and the
full aortic scan extended from the entrance of the thorax to
the lesser trochanter of the femur. )e scanning parameters
were as follows: the matrix was 512× 512, the tube voltage
was 110 kV, the tube current was 60mAs, the CAREDose4D
automatic current was used, the layer spacing was 0.75mm,
and the layer thickness was 0.75mm. )e original images
obtained were sent to the workstation for image recon-
struction processing, and two senior physicians were se-
lected for evaluation. )e ALD and the annulus short
diameter (ASD) of annulus were recorded, and the calcu-
lated averages of ALD and ASD can represent the AID of
annulus. )e diameters of the sinus and sinus tube junction,
the diameter of the ascending aorta, and the height of the
coronary artery opening were measured and recorded.

2.3. Construction of OS-LALM-OGM. Firstly, the CT image
was set to the following model:

y � Mx + θ. (1)

In equation (1), y represents the measurement data, M
represents the forward projection operator, x represents the
image to be reconstructed, and θ referrs to the noise. )e
penalty weighted least squares (PLWS) were incorporated to
reconstruct image x; then, the following equation could be
obtained:

x � argmin
x≥0

φ(x)≜
‖y − Nx‖

2
P + Q(x)

2
⎧⎨

⎩

⎫⎬

⎭. (2)

In the above equation,N represents the systemmatrix, y
represents the sine graph with noise, P refers to the statistical
weight matrix, and Q means the regular term retaining the
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edges. )en, the edge preservation regularization function
can be expressed as follows:

Q(x)≜ 
i

λi 
n

urur+ei
ηi Bix( r . (3)

In equation (3), λi, ei, and ηi refer to the regularization
parameter, the corresponding offset, and the potential
function, respectively; Bi is the finite difference matrix in the
ith direction, and ur represents the voxel-related weight. )e
following equation could be obtained by converting it into a
compound convex optimization:

(x , t ) ∈ argmin
x,t

p(t) + q(x) . (4)

In the above equation, p() and q() are convex functions, p
represents the weighted quadratic data fitting term, and q
represents the edge retention regularization term. )en, the
LALMwas incorporated [13] for solution; then the following
equations could be obtained:

x
(u+1) ∈ argmin

x

q(x) + ϑu(x) +
ρ x − x

u
����

����
2
R

2
⎧⎨

⎩

⎫⎬

⎭, (5)

k
(u+1) ∈ argmin

x

p(t) +
ρ Mx

(u+1)
− k − d

(u)
�����

�����
2

2
2

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (6)

d
(u+1)

� d
(u)

− Mx
(u+1)

+ t
(u+1)

. (7)

In equations (5)–(7), R represents the diagonal opti-
mization matrix, p() is set as a quadratic loss function, and ρ
represents the penalty parameter; then the previous equation
could be transformed into a least squares regularization
matter as follows:

x � argmin
x

φ(x)≜
ρ‖y − Mx‖

2
2

2
+ q(x) . (8)

If T(x)≜p(Mx) was defined as a quadratic data fitting
term and can be accelerated by an OS, then the following
could be obtained:

ΔT(x) ≈WΔTW(x). (9)

In equation (9), W represents the number of quadratic
functions andΔT(x) represents the gradient of the subset. In
consideration that that the near-end mapping of the qua-
dratic function was linear, the update of k can have a closed
solution, which was written as follows:

t
(u+1)

�
ρ Mx

(u+1)
− d

(u)
  + y

ρ + 1
. (10)

)e following equation could be obtained by combining
equations (7) and (10):

t
(u+1)

+ ρd
(u+1)

� y. (11)

)en, new equations could be found after d was
initialized:

d(o) �
y − t(0)

ρ
, (12)

t ≜ t − y. (13)

In equations (12) and (13), t represents the split residual;
then the initial LALM can be obtained:

e
(u+1)

� M′ ρ Mx
(u)

− y  +(1 − ρ)t
(u)

 ,

x
(u+1) ∈ prox(l/ρ)q x

u
−

l

ρ
 r

(u+1)
 ,

t
(u+1)

�
ρ Mx

(u+1)
− y  + t

(u)

ρ + 1
.

(14)

)en, p≜M′(t) was set as the split gradient; it can be
optimized as follows:

e
(u+1)

� ρΔT x
(u)

  +(1 − ρ)p
(u)

,

x
(u+1) ∈ prox(l/ρ)q x

u
−

l

ρ
 e

(u+1)
 ,

p
(u+1)

�
ρΔT x

(u+1)
  + p

(u)

ρ + 1
.

(15)

)e previous process was the OS-based LALM, which
only needed the gradient of T to be updated to accelerate the
ordered subset. However, there was still a problem with this
algorithm; that is, the penalty parameter ρ value was not
fixed. )e deterministic downward continuation technique
was applied to determine the optimal size of the parameter ρ
value, so it could be written as follows:

ϖ(u)≜ p
(u)

− ΔT x
(u+1)

   ΔT x
(u+1)

  − ΔT x
(u)

  .

(16)
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It was assumed the iteration was restarted at the zth
iteration, and then the optimal penalty parameter ρ can be
expressed as follows:

ρi �

1, g � 0

max
π

g + 1

������������

1 −
π

2g + 2
 

2




, ρmin
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, otherwise

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(17)

In equation (17), g represents the number of iterations.
)is method can effectively solve the regularized least
squares and simplify the selection of parameters through the
deterministic downward continuation method based on the
second-order damping system. However, it only used the
current gradient to estimate the search direction will ac-
cumulate gradient errors, so that the reconstructed images
were unstable. Based on this, the OGM was incorporated;
then the CT image reconstruction can be expressed as
follows:

M←E
1/2

M

y←E
1/2

y

p←Q + κΩ

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(18)

In equation (18), κΩ was the characteristic function of the
convex set Ω. )e above process was the constructed OS-
LALM-OGM.

2.4. Design of Simulation Experiment. )is experiment run
on a real data platform. )e operating environment was
defined as follows: Virtual Box centos 6.6–32 bit system
was installed, central processing unit (CPU) was AMD
Athlon 2.99 GHz, memory was 1.75 GB, and the video
resolution was 480 × 320. )e (FBP) [14] and OS-LALM
[15] were compared with the OS-LALM-OGM algorithm
constructed. )e number of OS was 40, and the PSNR and
RMSD of the three algorithms under different function
iteration times (5, 20, and 40) were recorded and
compared:

PSNR � 10 log10
255∗ 255


A
i�1 

N
j�1 (x(i, j) − y(i, j))

2/A∗C 
,

(19)

RMSD �
x

v
− x
←�����

�����
���
Oα

 .

(20)

In equations (19) and (20), A∗C represents the image
size and x, y, and A refer to the original image, the noisy
image, and the number of iterations, respectively. )e larger
the PSNR value meant the better the image reconstruction
effect, and the smaller the RMSD value meant the better the
image reconstruction effect.

2.5. Observation Indicators. )e observation indicators in-
cluded the clinical manifestations (angina, fainting, and
dyspnea), complications (hypertension, diabetes, renal in-
sufficiency, cerebrovascular disease, atrial flutter, and atrial
fibrillation), CT image data, and the anatomical data of the
aortic root of patients with bicuspid and tricuspid valve
(ALD, ASD, AID, sinus inner diameter (SID), sinus junction
inner diameter (SJID), ascending aorta inner diameter
(AAID), left coronary opening height (LCOH), and the right
coronary opening height (RCOH)) of the patients. In ad-
dition, the evaluation sensitivity and specificity of CTs under
different algorithms were calculated, respectively.

2.6. StatisticalMethods. )edata processing was analyzed by
SPSS19.0 version statistical software. )e measurement data
was indicated as mean± standard deviation (x± s), and the
count data was displayed as percentage (%). )e PSNR and
RMSD of OS-LALM-OGM, FBP, and OS-LALM were
compared in pairwise with single-factor analysis of variance.
)e difference was statistically significant at P< 0.05.

3. Results

3.1. Comparison on Image Reconstruction Effects of (ree
Algorithms. Figure 1 and 2 show the PSNR and RMSD
comparisons of the three algorithms under different itera-
tion times. )e PSNR of the OS-LALM-OGM algorithm was
much greater than that of the FBP and OS-LALM algo-
rithms, and the differences was statistically obvious
(P< 0.05), while the RMSD of the OS-LALM-OGM algo-
rithm was smaller greatly than that of the FBP and OS-
LALM algorithms, showing remarkable different in statistics
(P< 0.05). In addition, the PSNR and RMSD of FBP and OS-
LALM algorithms showed no statistical difference (P> 0.05).

3.2. Image of a Patient with Aortic Valve Stenosis.
Figures 3–6 and Table 1 show the analysis of a patient with
aortic valve stenosis. )e diagnosis was a TYPE0 bicuspid
valve, the leaflets were significantly thickened and severely
calcified, the size of the French sinus was reasonable, the
ascending aorta was slightly wider, the heart was horizontal,
double crown height was normal, the left ventricle was small,
and the myocardium was thickened, so it was determined as
right femoral artery was clinically recommended as the main
approach.

3.3.(eClinicalManifestationsandComplicationsofPatients.
Figure 7 illustrates the clinical manifestations of patients, in
which 1 refers to angina, 2 refers to fainting, and 3 refers to
dyspnea. It can be seen that there were 25 cases of angina in
128 patients, accounting for 19.53%, 27 cases of fainting
(accounting for 21.09%), and 49 cases of dyspnea (ac-
counting for 38.28%). Among them, the proportion of pa-
tients with dyspnea was much more than the proportions of
patients with angina and fainting (P< 0.05).

Figure 8 illustrates the complications of patients, in
which 1 indicates hypertension, 2 indicates diabetes, 3 refers
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Figure 1: Comparison on PSNR of three algorithms under different iteration times. ∗ indicates that the difference was remarkable in
statistics in contrast to OS-LALM-OGM (P< 0.05).
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Figure 2: Comparison on RMSD of three algorithms under different iteration times. ∗ indicates that the difference was remarkable in
statistics in contrast to OS-LALM-OGM (P< 0.05).
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Figure 3: )e aortic valve and measurement results of various indicators of patients.
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to renal insufficiency, 4 refers to cerebrovascular disease, and
5 represents atrial flutter and atrial fibrillation. It revealed
that 59 of 128 patients had hypertension (accounting for
46.1%), 26 had diabetes (accounting for 20.31%), 9 had renal
insufficiency (accounting for 7.03%), 21 cases had

cerebrovascular disease (accounting for 16.41%), and 19
cases had atrial flutter and atrial fibrillation (accounting for
14.84%). )us, the proportion of patients with hypertension
was much higher in contrast to that of patients with diabetes,
renal insufficiency, cerebrovascular disease, and atrial flutter

Figure 4: CT image and index measurement of patients.
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Figure 5: )e coronary artery calcification score of patients.
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Figure 6: )e angiographic position display (left coronary tangential position) of a patient.
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Table 1: )e maximum, minimum, and average values of each structure of the aortic valve.

Ascending aorta Ø Min: 39.4mm max: 40.1mm average: 39.7mm
Sinotubular junction Ø Min: 28.6mm max: 33.6mm average: 31.1mm
Aortic annulus Min Ø: 20.9mm max Ø: 27.7mm average Ø: 24.3mm eccentricity: 0.24
LVOT Ø Min: 20.2mm max: 30.5mm average: 25.3mm
Sinus of valsalva height
Aortomitral continuity length
Annulus to apex
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Figure 7: )e clinical manifestations of patients. ∗ suggests that the difference was obvious in statistics in contrast to dyspnea (P< 0.05).
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Figure 8: )e complications of patients (1: hypertension; 2: diabetes; 3: renal insufficiency; 4: cerebrovascular disease; 5: atrial flutter and
atrial fibrillation). ∗ suggests that the difference was obvious in statistics in contrast to hypertension (P< 0.05).

Trilobal valve
Two-leaf valve

Two-leaf
valve

55.47%

Trilobal
valve

44.53%

Figure 9: CT measurement results of the aortic root of the patient.
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and atrial fibrillation, showing observable and meaningful
differences (P< 0.05).

3.4. CTMeasurement Results of the Aortic Root of the Patient.
Figure 9 shows the CTmeasurement results of the aortic root
of the patient. It discloses that among the 128 patients, 71
were bicuspid valves (accounting for 55.47%) and 57 cases
were trilobular valves (accounting for 44.53%).

3.5.(eAnatomicalDataof theAorticRoots ofBicuspidValves
and Trilobular Valves of the Patients. )e anatomical data of
the aortic roots of the patient’s bicuspid valves and trilobular
valves were shown in Figures 10 and 11. It was clear that the
ALD was 29.35± 6.17mm, ASD was 24.38± 5.82mm, AID
was 26.31± 4.71mm, SID was 37.55± 3.86mm, SJID was
36.24± 5.11mm, AAID was 41.49± 4.02mm, LCOH was
17.46± 3.82mm, and RCOH was 16.37± 3.51mm for pa-
tients with bicuspid valves. )e ALD, ASD, AID, SID, SJID,
AAID, LCOH, and RCOH of patients with trilobular valves
were 28.56± 8.34mm, 22.86± 6.41mm, 25.29± 4.08mm,
35.01± 4.26mm, 32.86± 4.27mm, 38.35± 5.21mm,
12.85± 4.24mm, and 16.02± 4.05mm. )e data here indi-
cated that the patients with bicuspid valve showed no great
differences in ALD, ASD, AID, SID, SJID, AAID, and RCOH
(P> 0.05) but great difference in LCOH (P< 0.05) in con-
trast to the patients with trilobular valves.

3.6. Comparison on CT Image of Aortic Valve Annulus
Measurement Results Based on OS-LALM-OGM Algorithm
and FBP Algorithm. Figure 12 shows a comparison of CT
image aortic valve annulus measurement results based on
OS-LALM-OGM algorithm and FBP algorithm. It could be
observed that the annulus long diameter and the average
inner diameter of the annulus measured by the CT image
based on the OS-LALM-OGM algorithm were significantly
larger than the aortic annulus inner diameter measured by
the CT based on the FBP algorithm, and the difference was
statistically obvious (P< 0.05), while the difference between
the short diameter of the valve annulus and the inner di-
ameter of the aortic annulus measured by CT based on the
OS-LALM-OGM algorithm and the inner diameter of the

aortic annulus measured by CT based on the FBP algorithm
was not statistically observable (P> 0.05).

3.7. Comparison on the Evaluation Performance of CT Images
for Patients Based on OS-LALM-OGM Algorithm and FBP
Algorithm. Figures 13 and 14 show the comparisons on the
evaluation performance of CT images based on OS-LALM-
OGM algorithm and FBP algorithm for patients. )e sen-
sitivity and specificity of CTevaluation based on OS-LALM-
OGM algorithm were 95.24% and 85.85%, respectively, and
those for CT evaluation based on FBP algorithm were
84.43% and 76.77%, respectively. )us, the sensitivity and
specificity of CT evaluation based on OS-LALM-OGM al-
gorithm were dramatically greater than those based on FBP
algorithm, and the differences were statistically great
(P< 0.05).

4. Discussion

)e evaluation of preoperative clinical conditions and
comorbidities of TAVI has always been an important ref-
erence for clinical judgment of surgical indications. )e
aortic valve annulus is the key to the parameters of the aortic
root. Excessive aortic diameter can cause aortic root rupture
and coronary ostia, while stenosis or too small aortic di-
ameter can cause severe valve regurgitation. As a commonly
used clinical examination method, CT also plays a crucial
role in the evaluation of patients before TAVI [16].
)erefore, the LALM was optimized based on OS and then
combined the OGM to construct the CT image recon-
struction algorithm OS-LALM-OGM, which was applied in
evaluation of 128 patients with severe aortic valve stenosis.
Simulation experiments found that the PSNR of the OS-
LALM-OGM algorithm was much greater in contrast to that
of the FBP and OS-LALM algorithms, while the RMSD was
much smaller, and the differences were statistically mean-
ingful (P< 0.05). Such results were similar to Østergaard
et al. [17], indicating that the OS-LALM-OGM algorithm
proposed had a relatively excellent effect on CT image re-
construction, so it can be used as one of the algorithms that
can effectively improve the quality of CT images in the
future.
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Figure 10: Comparison on ALD, ASD, AID, and SID of patients with bicuspid valves and trilobular valves.
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Of the 128 patients, 49 had dyspnea, accounting for the
highest proportion (38.28%), followed by angina (19.53%)
and fainting (21.09%). )is suggested that CT and ultra-
sound screening should be performed as soon as possible for
patients with related symptoms, so as to accurately diagnose
the aortic valve stenosis. Among the 128 patients, 71 cases
had bicuspid valves (accounting for 55.47%) and 57 cases
had tricuspid valves (accounting for 44.53%). )is indicated

that the proportion of severe aortic valve stenosis caused by
the bivalve deformity was higher, which may be due to the
difficulty of intraoperative valve release caused by calcifi-
cation of the valve leaflets and uneven leaflet force in patients
with bicuspid valve, and the incidence of paravalvular
leakage after release was higher than that of patients with
tricuspid valve [18]. )e height of the left coronary opening
of the bicuspid valve was greater obviously than that of the
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Figure 11: Comparison on SJID, AAID, LCOH, and RCOH of patients with bicuspid valves and trilobular valves. ∗ indicates that obvious
difference can be found in contrast to patients with bicuspid valves (P< 0.05).
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the different in contrast to CT results under FBP algorithm was meaningful in statistics (P< 0.05).

10 Journal of Healthcare Engineering



tricuspid valve (P< 0.05), which was different from the
results of Singh et al. [19]. )e reason of such difference may
be that abnormal development of the left main stem may
aggravate the degree of coronary artery obstruction during
the operation, and the widening of the ascending aorta could
lead to the occurrence of intraoperative dissection. )e ALD
and annulus AID of measured by CT image based on OS-
LALM-OGM algorithm were significantly larger than the
aortic annulus diameter measured by CT based on FBP
algorithm, and the difference was statistically significant
(P< 0.05), which may be due to the three-dimensional shape
of the aortic root and the oval shape of aortic valve, and
measuring the ALD and ASD separately could more closely
reflect the actual inner diameter of the aortic annulus [20].
)e sensitivity and specificity of CT evaluation based on the
OS-LALM-OGM algorithm were significantly greater than
those based on the FBP algorithm, and the differences were
statistically significant (P< 0.05), which suggested that CT
images based on the OS-LALM-OGM algorithm had better
evaluation performance for patients before TAVI than CT
based on the FBP.

5. Conclusion

Based on the OS, OS-LALM was constructed, which was
then combined with the OGM to construct the OS-LALM-
OGM. )e OS-LALM-OGM was compared with the FBP
and OS-LALM and applied to evaluate the 128 patients
before TAVI. It was found that the OS-LALM-OGM al-
gorithm proposed had a relatively excellent effect in CT
image reconstruction. )e CT image based on the OS-
LALM-OGM algorithm showed better evaluation perfor-
mance for patients before TAVI than the traditional FBP
and OS-LALM algorithms, showing higher sensitivity and
specificity. However, the sample size for the study was
small, and there was a lack of relevant registration data for
patients with severe aortic stenosis. In the future, the se-
lection of patient samples will be increased to further
explore the reconstruction effect of OS-LALM-OGM on
CTimages. In short, the results of this study could provide a
good theoretical basis for imaging detection of patients
before TAVI.
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(is research was aimed to study CT image features based on the backprojection filtering reconstruction algorithm and evaluate
the effect of ropivacaine combined with dexamethasone and dexmedetomidine on assisted thoracoscopic lobectomy to provide
reference for clinical diagnosis. A total of 110 patients undergoing laparoscopic resection were selected as the study subjects.
Anesthesia induction and nerve block were performed with ropivacaine combined with dexamethasone and dexmedetomidine
before surgery, and chest CT scan was performed. (e backprojection image reconstruction algorithm was constructed and
applied to patient CT images for reconstruction processing.(e results showed that when the overlapping step size was 16 and the
block size was 32× 32, the running time of the algorithm was the shortest. (e resolution and sharpness of reconstructed images
were better than the Fourier transform analytical method and iterative reconstruction algorithm. (e detection rates of lung
nodules smaller than 6mm and 6–30mm (92.35% and 95.44%) were significantly higher than those of the Fourier transform
analytical method and iterative reconstruction algorithm (90.98% and 87.53%; 88.32% and 90.87%) (P< 0.05). After anesthesia
induction and lobectomy with ropivacaine combined with dexamethasone and dexmedetomidine, the visual analogue scale (VAS)
decreased with postoperative time. (e VAS score decreased to a lower level (1.76± 0.54) after five days. In summary, ropivacaine
combined with dexamethasone and dexmedetomidine had better sedation and analgesia effects in patients with thoracoscopic
lobectomy. CT images based on backprojection reconstruction algorithm had a high recognition accuracy for lung lesions.

1. Introduction

Lobectomy is mainly used for malignancies confined to the
lobes, lung damage caused by tuberculosis, severe bullae,
bronchiectasis, interstitial lesions, trauma, and dysplasia,
which refers to routine removal of the lungs [1]. (ere are
five lobes in the chest.(e right lung is made up of the upper,
middle, and lower lobes. (e left lung is made up of two
lobes, the upper and lower lobes. Lobectomy is used for lung
cancer and irreversible disease confined to the lung lobe. It
mainly includes right upper lobe resection, right middle lobe
resection, right lower lobe resection, left upper lobe resec-
tion, and left lower lobe resection. If the lesion involves both

lobes or intermediate bronchial tubes, upper middle or lower
middle lobe pneumonectomy is feasible [2]. In general, the
postoperative quality of life of patients is not bad. Postop-
erative patients need to pay attention to the change of cli-
mate and pay attention to diet and avoid irritant gases in
normal survival [3]. In addition, it is necessary to take proper
exercise to strengthen resistance and closely observe the
symptoms and signs of oneself. If abnormal, it is necessary to
go to the hospital for comprehensive examination and
treatment as soon as possible [4, 5]. (oracoscopic lobec-
tomy is a kind of lobectomy in which the thoracoscopic
surgeon only watches the thoracoscopic situation through
the TV screen in real time and performs the operation
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through one to four hole-like incisions no longer than 5 cm
(without repositioning the ribs). Veins, arteries, and bron-
chial tubes were dissected anatomically, and the lung lobe
was completely removed. At present, video-assisted thoracic
surgery (VATS) lobectomy is basically mature and widely
accepted. Its surgical techniques are also gradually refined
and improved [6, 7]. (e National Comprehensive Cancer
Network (NCCN) guidelines for the treatment of lung
cancer clearly state that “VATS lobectomy is a viable option
for resectable lung cancer,” which means that the role of
thoracoscopic lobectomy in the treatment of benign or early
malignant lung lesions has been confirmed [8, 9].

With the continuous breakthrough of medical imaging
technology, the revolution of life science is promoted, such
as CT, which provides great help for doctors’ clinical di-
agnosis and treatment [10]. CT is widely used in the diag-
nosis of lung and other lesions due to its advantages of
nonoverlapping cross-sectional imaging, high density res-
olution, and easy detection of small lesions, as well as energy
spectrum and perfusion functional imaging [11, 12].
However, the current segmentation of conventional CT
images has great limitations and challenges, and there are
problems such as blurred boundary of lesions and insig-
nificant brightness difference [13, 14]. Image reconstruction
technology plays an important role in many fields. In the
research and implementation of reconstruction algorithms,
there are a series of extremely complex image processing and
mathematical calculation problems [15, 16]. (e essence of
backprojection reconstruction refers to evenly erasing
(backprojection) the ray projection from the finite object
space onto all points in the infinite space reached by the ray,
including the original pixel value of 0 points. At present,
algorithms such as image reconstruction and computer-
assisted medical image analysis have obvious advantages in
major breakthroughs in technology and improvement of the
medical level and have also become an effective way to solve
medical image problems [17].

(erefore, it was attempted to construct a filtering
backprojection reconstruction algorithm. (e ramp-Lak
filter was convolved with sin(x)/x to obtain the Shepp-Logan
filter. Reconstruction of CT images and noisy data was
carried out through the sheep-Logan filter to evaluate the
effect of ropivacaine combined with dexamethasone and
dexmedetomidine on assisted thoracoscopic lobectomy
using CT image features based on reconstruction algorithm.

2. Materials and Methods

2.1. %e General Information. In this study, 110 patients
undergoing laparoscopy-guided lobectomy admitted to the
hospital from January 2019 to September 2020 were col-
lected as the research objects. (ere were 58 male patients
and 52 female patients, aged 52.37± 5.68 years. (e study
had been approved by the Ethics Committee of the hospital.
Patients and their families understood the content and
methods of the study and signed corresponding informed
consent forms.

(e inclusion criteria were as follows: (i) patients who
underwent lobectomy after prepathological and imaging

diagnosis of lobectomy; (ii) patients aged between 45 and 65
years old; (iii) patients without metastasis of lung lesions,
mediastinal lymph node enlargement, or pleural hypertro-
phy occurred; (iv) patients who were not recently treated
with other drugs or antibiotics in the study; (v) patients with
normal coagulation function and platelets.

(e exclusion criteria were as follows: (i) patients with
other systemic or organ lesions; (ii) patients who did not
cooperate with treatment due to personal or other factors;
(iii) patients with incomplete clinical data and medical
history.

2.2. Anesthesia and SurgicalMethods of Patients. All patients
were fasting and abstaining from drinking six hours before
anesthesia induction, and all vital signs including heart rate,
diastolic blood pressure, systolic blood pressure, pulse ox-
ygen saturation, and mean arterial pressure were monitored
before surgery. 0.5% ropivacaine combined with 30mL 1 μg/
Kg DEX was used. Routine disinfection and towel laying
were performed on the surgical position, nerve block was
performed under ultrasound guidance, and puncture was
performed after local anesthesia with 1% lidocaine at the
puncture site. After puncture to the specified location, local
anesthesia was injected, and two-point blocking method was
adopted according to the intercostal space of the surgical
incision.

10mL of drugs was injected into each puncture site, and
a mixture of 0.5% ropivacaine and 1 μg/Kg DEX was used as
an anesthetic. (e nerve block results were tested with al-
cohol cotton balls ten minutes after the injection.

(e lobectomy incision was made between the mid-
axillary line and the front of the axillary line in the fifth
intercostal area, which was close to the hilum at a small angle
to facilitate the operation of hand instruments along the
longitudinal axis. Hemodynamic indexes of patients were
monitored in real time during surgery, and corresponding
vasoactive drugs were used to correct intraoperative he-
modynamic instability.

All patients enrolled in the study underwent chest en-
hanced CT scans, which were interpreted by two attending
physicians or radiologists with extensive clinical experience.
If there was a difference between the two, a third physician
should be asked to interpret. CT was used to observe and
analyze the specific location of lung lesions, the maximum
diameter of the lesion site, and hilar and mediastinal lymph
node enlargement.

2.3. Backprojection Reconstruction Algorithm. When the
backprojection reconstruction algorithm processes medical
image data, the processed image is regarded as a two-di-
mensional matrix x. (e image reconstruction process is as
shown in the following equation:

T(x) � d 

y

n�1
Hx + p⎛⎝ ⎞⎠. (1)

In equation (1), T(x) is the feature map obtained by
weighting the image matrix by the convolution kernel, H
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represents the convolution kernel, p is the bias, n is the
square of the size of the convolution kernel, and d represents
the activation function. (e backpropagation algorithm can
accurately identify the optimal parameters in the network
during the process of training the neural network. It is
currently commonly used and effective. (e update rule of
each layer of convolution kernel H is as shown in the fol-
lowing equation:

Hα+1 � Hα + ΔHα+1, (2)

ΔHα+1 � βHα − θσ∇aHα. (3)

In equations (2) and (3),H is the convolution kernel, α is
the number of layers, β is the weight of the gradient value of
the previous layer, δ is the learning factor, θ is the mo-
mentum, and a is the loss function. (e medical image
reconstruction process based on backprojection is shown in
Figure 1.

(e network parameters are adjusted by back-
propagation by minimizing the residuals of the recon-
structed image and the corresponding real image, as shown
in Figure 1, which is the network training process. (e
optimized network is obtained by training, and the aliased
image is input in it to perform image reconstruction so that

the obtained high-quality images can be used in clinical
medical diagnosis.

Neural networks have independent connection and
calculation methods, but they are all based on back-
propagation algorithms, on which network parameters are
adjusted and optimized.

T(n) � 
+∞

−∞
I(x)O(n − x)Yx. (4)

It is supposed that f(a, b) is the image to be recon-
structed, T(s, α) denotes a parallel projection of f(a, b) ac-
quired at an angle, and c is the coordinate axis of the
projected X-ray parallel to the angle α. (e coordinate axis is
perpendicular to the coordinate axis where S is located; then,
there is the following equation:

T(s, α) � 
+∞

−∞
f(s, c)ds. (5)

In equation (5), s represents the distance from the
projected ray to the center of symmetry (i.e., the center of
rotation). One-dimensional Fourier transform is performed
on T(s, α) of equation (5).

T(ϖ, α) � 
+∞

−∞
T(s, α)e

− 2jnϖsdt. (6)
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Figure 1: Medical image reconstruction (a) and reconstruction effect (b) based on backprojection.
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Equation (1) is substituted into equation (2) to get the
following equation:

T(ϖ, α) � 
+∞

−∞


+∞

−∞
f(s, c)e

− 2jnϖsdtds. (7)

In equation (7), ω represents the filter function, c is the
coordinate axis parallel to the projected X-ray under the
angle α, and s represents the distance from the projected ray
to the center of symmetry (i.e., the center of rotation).
Figure 2 shows the reconstructed image space coordinate
system and projection space coordinate system.

In Figure 2, the coordinates of point n in the a-o-b
coordinate system are shown in equations (8) and (9).

a � R cos β, (8)

b � R sin β. (9)

In the equations, R represents the distance between the
point n and the origin in Figure 2. Similarly, the coordinates
of point n in s-o-c are shown in equations (10)–(13).

s � R cos(β − α), (10)

R cos(β − α) � a cos α + b sin α, (11)

c � R sin(β − α), (12)

R sin(β − α) � b cos α + a sin α. (13)

R represents the distance between the point n and the
origin in Figure 2. (e above equations are substituted into
equation (7) to get the following equation:

T(ϖ, α) � 
+∞

−∞


+∞

−∞
f(a, b)e

− 2jnϖ(a cos α+b sin α)dadb.

(14)

(e two-dimensional Fourier transform of the image f(a,
b) to be reconstructed is set as F(i, j); then, F(i, j) is expressed
as follows:

F(i, j) � 
+∞

−∞


+∞

−∞
f(a, b)e

− 2jn(ia+jb)dadb. (15)

It is supposed that equations (16) and (17) are true.

i � ϖ cos α, (16)

j � ϖ sin α. (17)

(en, there is the following equation:

F(ϖ cos a,ϖ sin a) � T(ϖ, a). (18)

According to the Fourier transform, the image function
f(a, b) can be restored by its inverse Fourier transform F(i, j).

f(a, b) � 
+∞

−∞


+∞

−∞
F(i, j)e

2jn(ia+jb)didj. (19)

i � ϖ cos α and j � ϖ sin α; then, there is equation (20)
after the calculation of equation (18).

f(a, b) � 
2n

0


+∞

−∞
T(ϖ, a)e

j2nϖ(a cos α+b sin α)ϖdϖdθ.

(20)
Equation (19) is transformed into the following form

using symmetric relationship (21), as shown in equation
(22).

T(ϖ, α + π) � T(−ϖ, α), (21)

f(a, b) � 
π

0
dα

+∞

−∞
T(ϖ, a)|ϖ|ej2nϖ(a cos α+b sin α)dϖ, (22)

g(a cos α + b sin α) � 
+∞

−∞
T(ϖ, a)|ϖ|ej2nϖ(a cos α+b sin α)dϖ,

(23)

f(a, b) � 
π

0
g(a cos α + b sin α)dα. (24)

Equations (23) and (24) are the main equations for
filtering backprojection, |ω| in (22) represents the filter
function, and f(a, b) is the reconstructed image.

2.4. Image Reconstruction and Effect Evaluation. In this
study, a backprojection image reconstruction algorithm
was used to reconstruct the lung lesions of patients un-
dergoing lobectomy, and filtering function was added to
solve the problem of image sharpness. In addition, the
iterative reconstruction algorithm (using the method of
solving linear equations to reconstruct the image) and
Fourier transform analytical method were introduced. In
the arterial phase of chest enhanced CT, the pulmonary
artery, pulmonary vein, lesion, and blood-supplying artery
were reconstructed. (rough the reconstruction of 3D
images, the lesions were presented more clearly in the form
of three dimensions and visualization, so as to realize the
simulation effect.

2.5. Statistical Methods. SPSS 19.0 was employed for data
statistics and analysis. Mean± standard deviation ( x± s)
was how measurement data were expressed, and percentage
was how count data were expressed. (e pairwise com-
parison was performed by analysis of variance. (e differ-
ence was statistically considerable with P< 0.05.

b

a

c
sn

Figure 2: Image space coordinate system and projection space
coordinate system.
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3. Results

3.1. Running Time of the CT Image Reconstruction Algorithm.
Figure 3 shows the running time of CT image reconstruction
by Fourier transform analysis, iterative reconstruction algo-
rithm, and backprojection image reconstruction algorithm.
Figures 3(a) and 3(b) show the calculation time under different
block and different overlap step parameter settings, respec-
tively.(e Fourier transform analysis had the shortest running
time when the overlap step was 8, the block size was 32× 32,
and the overlap step was 16. (e iterative reconstruction al-
gorithm had the shortest running time when the overlap step
was 16 and the block size was 48× 48. When the overlap step
was 16 and the block size was 32× 32, the backprojection
image reconstruction algorithm had the shortest running time.

3.2. Analysis of the Effect of CT Image Reconstruction.
According to the noise characteristics in the data, the fil-
tering function was applied to the original data, and the
signal in the image was filtered, removing noise and artifacts
to reconstruct the image. In Figure 4, there were patchy,
subsegmental, and segmental ground-glass density shadows
in the CT images of pulmonary lesions, which were sepa-
rated into paving stone-like changes by the thickening of
small honeycomb-like interlobular septa. In addition, large
consolidation in the middle lobe of the right lung and patchy
consolidation in the posterior basal segment of the lower
lobe were observed. (e density shadow of ground glass and
the thickening of interlobular interval were seen obviously
after image removal and processing by the backprojection
filter reconstruction algorithm.
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Figure 3: Image reconstruction running time. (a)(e running time of different overlapping steps. (b)(e running time of different block sizes.

Figure 4: Reconstruction of CT images of lungs by backprojection.
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3.3. Analysis of the Reconstruction Effect of %ree Algorithms.
Figure 5 shows the CT images of a central lung cancer patient
and a right upper lobe lung cancer patient, as well as the
results of reconstruction by Fourier transform analysis, it-
erative reconstruction algorithm, and backprojection image
reconstruction algorithm. (rough adaptive image selection
and super-resolution reconstruction, the backprojection
reconstruction algorithm continuously corrected the
structural information of the target image block, so as to
obtain high definition and clear image edge. High-resolution
images with dramatically enhanced details can eliminate the
interference of image noise and artifacts and reconstruct
clear CT images. (e image clarity and resolution obtained
by the backprojection reconstruction algorithm were su-
perior to those of Fourier transform analysis and iterative
reconstruction algorithm.

3.4. Detection Rate of Pulmonary Nodules by %ree Recon-
struction Algorithms. Figure 6 shows the comparison of the
detection rates of pulmonary nodules of different sizes after
the three algorithms, namely, Fourier transform analysis
method, iterative reconstruction algorithm, and back-
projection image reconstruction, processed the lung CT
images. For pulmonary nodules smaller than 6mm, the
detection rates of the three algorithms were 90.98%, 87.53%,
and 92.35%, respectively. For 6–30mm lung nodules, the
detection rates of the three algorithms were 88.32%, 90.87%,
and 95.44%, respectively. (e detection rate of pulmonary
nodules of different sizes by backprojection image recon-
struction algorithm was significantly higher than that by the
Fourier transform analytical method and iterative recon-
struction algorithm (P< 0.05).

3.5. Patient’s LungDisease Types. Figure 7 shows the types of
lung lesions and their proportion in patients undergoing
lobectomy. Patients with central lung tumors and right
upper lobe tumors accounted for a relatively high proportion
of 43.21% and 29.54%, respectively, followed by tuberculosis,
severe lung infection, and pulmonary fibrosis, accounting
for 8.11%, 8.93%, and 10.21%, respectively.

3.6. VAS Scores of Patients at Different Postoperative Periods.
Figure 8 shows the VAS scores at different periods after
thoracoscopic lobectomy. Figure 8(a) shows the VAS score
under the resting state, and Figure 8(b) shows the VAS score
under the exercise state. Ropivacaine combined with
dexamethasone and dexmedetomidine was used for anes-
thesia induction and lobectomy after nerve block, and VAS
scores decreased with the extension of postoperative time.
(e VAS score decreased to a low level after five days.

4. Discussion

(e basis of CT image reconstruction is as follows. (e same
X-ray intensity passes through different substances, and
different substances in the human body are distinguished by
using this law [18, 19]. (e structures that X-rays pass

through each layer of the body in a CT scan are broken up
into small cubes called voxels. Each cube corresponds to a
separate attenuation signal, and this signal is fed into the
corresponding cell in the image plane matrix called pixel.
(e attenuation signal of each voxel is input into the cor-
responding pixel and then reflected in different gray scales,
which is the process of CT image reconstruction [20, 21]. For
the backprojection image reconstruction algorithm, the
problem of image sharpness is solved by adding a filter
function. (e reconstructed image is blurred when the filter
function is not added, and the reconstructed image after the
filter function is added can make it clear. Due to the fast
reconstruction speed and high image quality of the back-
projection filter, it has become the most commonly used CT
image reconstruction method. Although the iterative re-
construction algorithm has been proposed very early, due to
its large amount of calculation and slow reconstruction
speed, it depends on the breakthrough of computer per-
formance. (erefore, the backprojection reconstruction al-
gorithm is widely used in current applications [22, 23]. In
this study, a backprojection image reconstruction algorithm
was used to reconstruct the lung lesions of patients un-
dergoing lobectomy by CT three-dimensional reconstruc-
tion, and a filter function was added to solve the problem of
image sharpness. In addition, iterative reconstruction al-
gorithm and Fourier transform analysis method were in-
troduced. Aiming at the arterial phase of enhanced CTof the
patient’s chest, the pulmonary artery, pulmonary vein, le-
sion, and blood supply artery were reconstructed, and the
lesion was visualized more clearly through the reconstructed
three-dimensional image, achieving the effect of simulation.

(rough the backprojection reconstruction algorithm to
process the CT image, it was found that when the overlap
step was 16 and the block size was 32× 32, the back-
projection image reconstruction algorithm had the shortest
running time. (erefore, to ensure that a higher-quality
image was obtained after reconstruction, the setting of image
block parameters should not affect the reconstruction result.
(e image separation parameters of this study were set as
follows. (e block size was 32× 32, and the overlap step
length was 16 pixels. (e detection rate of backprojection
image reconstruction algorithm for lung nodules smaller
than 6mm and 6–30mm was significantly higher than that
of the Fourier transform analytical method and iterative
reconstruction algorithm (P< 0.05). (e results were similar
to those of Yoshida et al. [24], which showed that the
backprojection image reconstruction algorithm can con-
tinuously modify the structure information of the target
image through super-resolution reconstruction, make the
image clear, and facilitate the identification of the lesion.(e
patients included in this study were treated with ropivacaine
combined with dexamethasone and dexmedetomidine for
induction of anesthesia and lobectomy for nerve block. (e
patient’s VAS score decreased with the extension of post-
operative time. After five days, the patient’s VAS score can
be reduced to a lower level. (is was similar to the results of
Williams et al. [25]. It was verified that combined induction
of anesthesia and nerve block had a positive effect on
postoperative pain and postoperative recovery.
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5. Conclusion

In this study, a backprojection image reconstruction algo-
rithm was established and applied to CT images of patients
undergoing thoracoscopic lobectomy. (e image was
reconstructed to remove noise and artifacts to obtain a clear
image and identify lesions. (en, the effect of ropivacaine
combined with DXM and DEX in blocking thoracoscopic
lobectomy was studied by evaluating CT image features
based on reconstruction algorithm. (e results showed that
ropivacaine combined with dexamethasone and dexmede-
tomidine had ideal sedation and analgesia effects in patients
with thoracoscopic lobectomy. (e CT image based on the
backprojection reconstruction algorithm had a high rec-
ognition accuracy for lung lesions, which was worth ap-
plying to clinical diagnosis. However, this study lacked
comparison with other intelligent algorithms and was less
representative. (erefore, this aspect will be improved and
optimized in the subsequent experiments, and the CT image
features based on reconstruction algorithm will be further
analyzed to evaluate the effect of ropivacaine combined with
dexamethasone and dexmedetomidine in the treatment of
video-assisted thoracoscopic lobectomy. In conclusion, this
study provides a reference for the application of intelligent
reconstruction algorithms such as backprojection filtering in
medical images.
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(is study aimed to explore the application value of three-dimensional (3D) convolutional neural networks (3D-CNN)-based
computed tomography (CT) image intelligent segmentation model in the identification of lesions of patients with hepatitis B
virus-associated acute-on-chronic liver failure (HBV-ACLF). A total of 30 patients with HBV-ACLF, 30 patients with chronic
HBV hospitalized in hospital, and 30 healthy volunteers were selected as subjects. Liver function and serum inflammatory factors
were measured in each group, and the 3D-CNN algorithmmodel was applied to CT imaging. (e results showed that the levels of
interleukin (IL)-6, IL-26, and IL-37 in the HBV-ACLF group were the highest, which were 128.43± 45.16 pg/mL,
1237.47± 536.22 pg/mL, and 50.83± 7.62 pg/mL, respectively. Total bilirubin (TBIL) (P � 0.035) and IL-26 (P � 0.013) were
independent predictors that affected the prognosis of HBV-ACLF patients. (e results of lesion segmentation showed that the
Dice coefficient of 3D-CNN low-density focus and enhanced focus segmentation was the highest (0.821± 0.07 and 0.773± 0.071),
and the marked area was close to the area manually drawn by the doctor. 3D CNNwas superior to other algorithms in the number
of nodular lesions detected (533), sensitivity (97.5%), and missed detection rate (0.52%) (P< 0.05). In short, IL-26 may become a
useful biomarker in the treatment of HBV-ACLF. (e 3D-CNN model improved the segmentation performance of lesions in CT
images of HBV-ACLF patients, which provided a reference for the diagnosis and prognosis of HBV-ACLF.

1. Introduction

Acute-on-chronic liver failure (ACLF) refers to the acute
deterioration of liver failure syndrome in patients with
chronic liver disease whose liver function is originally stable
under the action of various acute injury factors [1, 2]. Related
research pointed out that more than 30% of ACLF patients
are caused by infection, and the main cause of ACLF in
China is hepatitis B virus (HBV) infection [3]. (e patient’s
infection index has risen greatly, which is directly propor-
tional to the severity of the disease and the mortality rate.
(is type of infection is mainly caused by bacteria such as
Gram-negative bacilli. However, in recent years, with the
abuse of antibiotics and the increase in the types of

multidrug resistant bacteria, the infection range of HBV-
ACLF patients is gradually expanding [4]. Bacteria generally
induce inflammation through pathogen-associated molec-
ular patterns (PAMPs) and virulent factors [5]. Studies
found that the possible involvement in the pathogenesis of
HBV-ACLF includes immune damage, inflammation, and
cell apoptosis. It shows that the level of inflammatory factors
in serum will change when HBV-ACLF occurs [6, 7], and its
expression has potential clinical treatment and prognostic
evaluation value.

Image omics is a technology that deeply mines data
features from medical images through high-throughput
multidimensional analysis [8]. (e use of advanced image
analysis tools and various data statistics and analysis tools for
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accurate diagnosis provides a powerful tool for modern
medicine [9, 10]. In recent years, with the development of big
data and medical imaging, imaging omics has been widely
used in the prediction of the internal microscopic manifes-
tations, pathological manifestations, and gene expression of
clinical lesions [11]. Among them, computed tomography
(CT) is the most valuable examination method at present. CT
plain scan can describe the morphological characteristics of
the lesion and clarify the status of the lesion, while the en-
hanced CT scan can reflect the characteristics of the blood
supply of the lesion and the relationship with the surrounding
tissue structure [12]. However, it is not ideal for the seg-
mentation of low-density or nodular lesions in the liver of
HBV-associated ACLF patients. CT images have many slices,
and the size, location, and shape of low-density lesions are
inconsistent. Manual reading is time-consuming and labo-
rious, and there is no uniform standard for segmentation
results. It is easy to have inconsistent diagnosis results from
different doctors [13, 14]. (erefore, more intelligent algo-
rithms are needed for image segmentation.

Convolutional neural network (CNN) has demonstrated
more substantial effects and better clinical application
prospects than traditional shallow learning methods in
image segmentation and classification [15]. However, most
of them are based on 2D cross section for feature extraction,
and it is difficult to make full use of the data correlation in
the vertical axis [16]. On this basis, an automatic segmen-
tation algorithm based on 3D CNN for dual-channel 3D
dense connection network is proposed. Convolution kernels
of different sizes are used to extract multiscale features under
different scale receptive fields. (en, the densely connected
blocks of each channel were used for feature learning and
transmission. After the features were connected, they were
input to the classification layer to classify the target volume
element [17, 18], and finally the automatic segmentation of
the lesion was realized.

To sum up, the use of 3D-CNN model to optimize
medical CT images to assist physicians in detecting low-
density foci or nodular lesions in the liver of patients with
HBV-associated ACLF has become a hot topic of current
research by scholars. In this study, liver function and serum
inflammatory cytokine levels were detected in 30 HBV-as-
sociated ACLF patients, 30 CHB patients, and 30 healthy
volunteers. (e end-to-end neural network architecture was
designed based on 3D-CNN and applied to CT image
analysis, to comprehensively evaluate the application value
of 3D-CNN algorithm combined with CT imaging in the
level of inflammatory factors and prognosis of HBV-asso-
ciated ACLF patients.

2. Materials and Methods

2.1. Research Objects. A total of 30 patients with HBV-as-
sociated ACLF hospitalized in hospital from May 2019 to
May 2020 were collected, with an age range of 30–80 years.
Chronic active hepatitis B (CHB) patients were 30 cases,
aged 31–77 years. (irty healthy volunteers who underwent
physical examination in this hospital during the same period
were selected as healthy control group, aged 20–67 years.

Inclusion criteria for HBV-associated ACLF were as
follows: patients who were in line with the diagnostic
criteria of Guidelines for Diagnosis and Treatment of Liver
Failure published by Liver Failure and Artificial Liver
Research Group of Chinese Association of Infectious
Diseases in 2018 [19] and serum total bilirubin in patients
being 10 times or more than the normal value or increased
by 17.1 μmol/L/day. Exclusion criteria were as follows:
patients who had coinfection with other hepatitis viruses or
immunodeficiency viruses, patients with drug-induced
hepatitis and alcoholic liver, patients who had liver disease
caused by parasitic infection, patients with hyperthyroid-
ism, women in pregnancy or lactating period, and patients
with liver metastasis of primary liver cancer or malignant
tumor.

Inclusion criteria for CHB patients were the following:
patients who were in line with the diagnostic criteria of
Guidelines for Prevention and Treatment of chronic hepa-
titis B published by the Chinese Society of Liver Diseases and
the Chinese Society of Infectious Diseases in 2015 [20] and
the history of infection being more than six months. Ex-
clusion criteria were the following: patients complicated
with other viral hepatitis; patients with alcoholic liver, cir-
rhosis, drug-induced hepatitis, or fatty liver; patients with
genetic metabolic liver disease; patients with autoimmune
liver disease or parasitic liver disease; and patients with liver
metastasis of primary liver cancer or malignant tumor.

Inclusion criteria of healthy volunteers were the fol-
lowing: all examination indexes and biochemical indexes
being normal, and the patients not taking any drugs in the
past week. Exclusion criteria were the following: those with
organic diseases.

(is experiment had been approved by the ethics
committee of the hospital. All the experimental matters had
been informed to the subjects and their families, who had
signed informed consent.

2.2. Main Instruments and Reagents. Automatic blood co-
agulation analyzer was fromNanjing VEDENGMedical Co.,
Ltd. Centrifuge was from Nanjing Yiruoda Instrument
Equipment Co., Ltd. Low-temperature refrigerator was from
Jinan OLABO Instrument Equipment Co., Ltd. Microplate
reader was from Jinan Laobao Medical Equipment Co., Ltd.
Interleukin- (IL-) 26 kit was from Shanghai Yiyan Bio-
technology Co., Ltd. IL-6 kit was from Shanghai Tongwei
Industrial Co., Ltd. IL-27 kit was from Shanghai Jichun
Industrial Co., Ltd. Enzyme conjugate was from Shanghai
Rayzbio Biotechnology Co., Ltd. Termination fluid was from
Shanghai Acmec Biochemical Co., Ltd.

2.3. Liver Function and Inflammatory Factor Detection.
5mL of fasting venous blood was collected from all par-
ticipants in the morning. After the blood sample was co-
agulated, it was centrifuged at a frequency of 3,500 rpm for
10 minutes. If the sample did not show hemolysis or lipemia,
the upper serum was taken and stored in a refrigerator at
−80°C. Routine detections were implemented for alanine
aminotransferase (ALT), aspartate aminotransferase (AST),
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serum total bilirubin (TBIL), prothrombin time (PT), and
activated partial thromboplastin time (APTT) using auto-
matic serum coagulation analyzer. IL-26 was measured by
double-antibody sandwich enzyme-linked immunosorbent
assay (ELISA). (e kit was taken out from the 4°C refrig-
erator and cooled to room temperature. (e distilled water
was diluted in a ratio of 1 : 20, and washing solution was
prepared. (e standard material was diluted to different
concentrations, and 100 μL of the tested serum sample was
injected into the well of the ELISA plate.(e plate was sealed
and left standing at 37°C for 1 hour; then, the plate was
thoroughly cleaned for five times and dried. 100 μL bio-
tinylated antibody was injected into each well, and the sealed
plates were stood at 37°C for 1 hour. (e plate was cleaned
five times and dried. 100 μL enzymatic conjugate was added
into each well, standing at 37°C for 15min. (e plate was
cleaned five times and dried. (en, 50 μL of substrates A and
B was added into each well, standing for 15 minutes at 37°C
in dark. One drop of terminating solution was added to each
well to terminate the experimental reaction. (e absorbance
was measured at 450 nm using a microplate analyzer. (e
operation for the determination of IL-6 and IL-27 was the
same as above.

2.4. CNN Algorithm. Convolutional network is a kind of
neural network structure, which is regarded as a special ar-
tificial neural network. (e input data is calculated through
the multilayer nonlinear mapping, and the prediction result is
output. Its essence is a regression optimization calculation,
which introduces a feedback layer into the traditional mul-
tilayer perception network structure to optimize the pre-
diction results. It mixes A convolutional layer-activation
layer, extracts image feature information, connects a pooling
layer for downsampling, and repeats it many times until the
image is minimized. (en, it connects a fully connected layer
to convert all feature images into feature vectors. Finally, the
result is obtained through the output layer.(e basic network
structure is shown in Figure 1.

(e convolutional layer extracts the feature information
of a certain area, and the image obtained after convolution is
the feature map. In the CNN, the convolutional layer has two
key characteristics of local connection and weight sharing.
(e meaning of local connection is that each point in the
back layer only connects the corresponding area in the front
layer. Weight sharing means that it inputs a picture and
scans it with a convolution kernel. (e number in the
convolution kernel is called the weight. Each position in this
picture is scanned by the same convolution kernel, so the
weight is the same; that is, it is shared.(e structure diagram
is roughly as shown in Figure 2.

In the CNN, the definition of the 3D convolutional layer
is as follows:

I
j
n(a, b, c) � 

h


e,f,g

I
j−1
h (a − e, b − f, c − g)M

j

hn(e, f, g)

+ p
j
n.

(1)

Here, Ij
n ∈ θ3 is the nth feature image representing the jth

layer, M
j

hn ∈ θ
3 is the 3D convolution kernel connecting I

j−1
h

and I
j
n, and p

j
n ∈ θ3 is the offset of connecting j−1

I and I
j
n. A

convolution kernel moves in the layer of the neural network,
thereby obtaining a feature image of the next layer. (e
expression of the size of the image is as follows:

Input layer

Convolution layer

Activation layer

Activation layer

Pooling layer

Fully connected 
layer

Output layer

×C

×A×B

Figure 1: Structure diagram of CNN.
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Figure 2: Local connection and weight sharing.
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Oout �
Oin − Q + 2R

T
+ 1. (2)

Here, Oin is the size of the input feature image, Q is the
size of the corresponding convolution kernel, R is the
number of boundary zero padding, and T represents the
length of the convolution kernel when it moves. In the
neural network, there are two main types of pooling layers,
the largest pool and the average pool. (e calculation
method of the maximum pool is as follows:

I
j
n(a, b, c) � max

0≤e,f,g≤w
I

j−1
n (a · w + e, b · w + f, c · w + g) .

(3)

(e average pool is expressed as follows:

I
j
n(a, b, c) �

1
w

3 

w

e�0


w

f�0


w

g�0
I

j−1
n (a · w + e, b · w + f, c · w + g).

(4)

Here, w is the size of pooling. After passing through the
pooling layer, the number of feature maps does not change,
and the size of the image is calculated by the following
equation:

Oout �
Oin − w

T
+ 1. (5)

Here, Oin is the size of the input feature image, w is the
pooling size, and T is the pooling step size. For the fully
connected layer, each neuron in it will be connected to the
previous layer, and the Softmax layer is often used as the
output layer of the CNN. Its expression is as follows:

I
N
u �

x
IN− 1

u


v
v�1x

IN−1
v

for u � 1, · · · , V. (6)

Here, V represents the total number of categories, N is
the total number of layers of the neural network, IN−1

V is the v

th node in the N − 1 th layer (usually a fully connected
layer), and IN

u represents the uth node in the Nth layer (i.e.,
the output layer). (e sum of the probabilities of all cate-
gories is 1.

Since most of the low-density areas of the liver occupy a
small area in the image, the channels in the network are
usually used to sample under the pooling layer to avoid
excessive loss of small information. (e convolution
module is employed to extract the information of this layer,
and then deconvolution is performed to generate cascade
with the feature image, which enables multilevel feature
learning, thereby helping to detect low-density areas of
different sizes.

2.5. 3D-CNN. 2D-CNNs mainly focus on 2D neighborhood
information, while 3D-CNN is calculated through three
dimensions and extracts features in 3D space. (e main
content of this study is applying 3D-CNN to the segmen-
tation of low-density lesions in the liver area.

CNNs are individually estimated according to the
neighborhood and context of each volume element in the
image, and feature extraction is completed by cascading a
series of convolution operations. 3D-CNN uses a 3D con-
volution kernel, facing the initial 3D data, which completes
the convolution calculation through the input layer and the
convolution kernel. After addition of the bias term, the
nonlinear excitation function is used to obtain the output
characteristic image.(e basic network structure is shown in
Figure 3.

(e calculation method is expressed as follows:

y
u
z−1 � g  q

u,v
z ⊗y

v
z−1 + d

u
z . (7)

Here, each qu,v
z is the learned hidden weight, u rep-

resents the number of convolution kernels (the dimension
of the output feature), v represents the dimension of the
input feature, yv

z−1 represents the output 3D feature map,
du

z represents the bias term, ⊗ is the convolution calcu-
lation, and g represents the nonlinear activation function.
In 3D-CNN, if features are input to the network layer with
a higher level, complex features will appear, which are
used for classification. (e end of the CNN is the clas-
sification layer, which is compared with the labels used for
classification. (is layer generally uses a normalized ex-
ponential function, which is defined and expressed as
follows:

xs �
r

Os


N
s r

Os
. (8)

Here, Os represents the output of the previous layer, s

represents the index number of the estimated category, N is
the number of categories in the layer, and xs represents the
ratio of the index of the estimated category at this time to the
sum of all category factors. With the help of Softmax, the
output value of each category is adjusted to the estimated
probability compared with it.

2.6. Low-Density Foci Segmentation Based on 3D-CNN.
(e low-density stove segmentation process based on 3D-
CNN is shown in Figure 4. In the training stage, the
training set image is input, and the volume elements are
normalized through preprocessing. (en, the features of
each dimension are learned and extracted. According to
the estimated conclusion and classification label, the
patches generated by the loss function in the training and
test set images are counted and then normalized. (e
categories of the volume elements are calculated through
the network model one by one, and the segmentation
result image is output.

2.7. CT Examination. A Brilliance 64-row helical scanner
(GE Company, USA) was employed for inspection. (e
layer thickness was 5mm, the spacing was 5mm, and the
reconstruction layer thickness was 0.625mm. (e tube
current was 380mA, the tube voltage was 125 kV, and the
collimator width was 0.625mm. In the enhanced scan,
80–100mL (350mg/100mL) of the contrast agent iohexol
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was injected at a flow rate of 3-4mL/s. Scanning phases
were 20–25 s in the arterial phase, 65–70 s in the venous
phase, and 180 s in the delayed phase. (e image data was
processed by the system’s own imaging workstation.

2.8. Statistical Analysis. SPSS 24.0 was used for statistical
analysis of all experimental data. (e continuous variables
conforming to normal distribution were represented as
mean± standard deviation (x± s), and the t-test was used
for comparison between groups. One-way analysis of
variance was used for comparison betweenmultiple groups.
Multivariate analysis was performed using logistic

regression equation analysis. (e correlation was assessed
by Pearson test. P< 0.05 was considered statistically
considerable.

3. Results

3.1. Comparison of the Levels of Inflammatory Factors among
the ree Groups of Objects. In Figure 5, IL-6, IL-26, and IL-
37 in the HBV-ACLF group were 128.43± 45.16 pg/mL,
1237.47± 536.22 pg/mL, and 50.83± 7.62 pg/mL, respec-
tively, which were higher than those of 89.17± 28.39 pg/mL,
689.14± 351.7 pg/mL, and 31.19± 5.82 pg/mL in CHB group
and those of the healthy group 58.45± 13.22 pg/mL,

Figure 3: Basic network structures of 3D-CNN.
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Figure 4: 3D-CNN’s low-density foci segmentation process.
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116.43± 56.29 pg/mL, and 14.14± 2.18 pg/mL, respectively.
(e differences were considerable (P< 0.05).

3.2. Prognostic Risk Factors of HBV-Associated ACLF
Patients. Table 1 shows the single-factor and multifactor lo-
gistic regression analysis. In the univariate analysis of the
prognosis of HBV-associated ACLF patients, TBIL (P � 0.004),
PT (P � 0.012), APTT (P � 0.005), and IL-26 (P< 0.001) were
considerable. In the multivariate analysis, TBIL (P � 0.035) and
IL-26 (P � 0.013) were independent predictors of the prognosis
of patients with HBV-associated ACLF.

3.3. Analysis of CT Image Low-Density Foci Segmentation
Results Based on ree Algorithms. In Figure 6, the machine
learning-based algorithms Deep Medic and Seg Net were
compared with the 3D-CNN model. According to the Dice
coefficient of the segmentation results, the Dice coefficient of
3D-CNN (0.884± 0.068) in the overall segmentation of low-
density stoves was slightly lower than DeepMedic algorithm
(0.900± 0.077) and higher than Seg Net algorithm
(0.846± 0.072). In the core segmentation of low-density foci,
the Dice coefficient of 3D-CNN was 0.821± 0.07, which was
higher than Deep Medic algorithm (0.763± 0.069) and Seg
Net algorithm (0.754± 0.076). In the segmentation of en-
hanced lesions, the Dice coefficient of 3D-CNN

(0.773± 0.071) was higher than that of Deep Medic algo-
rithm (0.731± 0.074) and Seg Net algorithm (0.694± 0.078),
and the difference was considerable (P< 0.05).

A 53-year-old male patient presented with intermittent
abdominal distension for two years with exacerbation and
yellowing of eyes and skin for two weeks. CTexamination two
years ago showed cirrhosis. (at time, the patient visited the
hospital due to abdominal distension and fatigue. HBsAg (+),
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Figure 5: Comparison of the levels of inflammatory factors among the three groups of objects. Note: ∗ indicates that the level of in-
flammatory factors in the HBV-ACLF group had a considerable difference compared with the CHB group and the HC group (P< 0.05).

Table 1: Prognostic risk factors of HBV-associated ACLF patients.

P Univariate analysis OR 95% CI P Multifactor analysis OR 95% CI
ALT (U/L) 0.291 1.000 0.987–1.000
AST (U/L) 0.698 1.000 0.995–1.000
TBIL (μmol/L) 0.004 1.0078 1.004–1.021 0.035 1.015 1.000–1.026
PT (s) 0.012 1.136 1.031–1.215 0.388 1.356 0.682–2.521
APTT (s) 0.005 1.043 1.008–1.098 0.891 1.002 0.936–1.054
IL-6 (pg/mL) 0.077 1.253 0.998–1.561 0.605 0.187 0.001–1.298
IL-26 (pg/mL) ≤0.001 1.004 0.936–1.006 0.013 1.005 1.000–1.006
IL-37 (pg/mL) 0.340 0.991 0.972–1.008 0.072 1.015 0.993–1.066
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Figure 6: Analysis of CT image low-density lesion segmentation
results based on three algorithms. Note: ∗ indicates that the Dice
coefficient of the 3D-CNNmodel was considerable compared to the
other two algorithms (P< 0.05).
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HBeAg (−), and HBV DNA 2.46×105 IU/mL were examined.
Figure 7 shows the results of segmentation of low-density foci
by different algorithm models. Green was the lesion area
marked by the doctor, and red was the lesion area automat-
ically marked by the three algorithm models. (e 3D-CNN
marked the area more closely to the area the doctor had
sketched by hand.

3.4. Comparison of CT Image Candidate Detection Results
Based on  ree Algorithms. (e results of candidate detec-
tion of nodular lesions using different algorithms are shown
in Figure 8. (e number of nodular lesions detected by 3D-
CNN was 533, which was higher than that of Deep Medic
algorithm (506) and Seg Net algorithm (482). Sensitivity
(97.5%) of 3D-CNN was higher than that of Deep Medic

(a) (b) (c)

Figure 7: Different algorithm models segmentation results of low-density foci. (a) (e CT image marked by the Deep Medic algorithm
model, (b) the CT image marked by the Seg Net algorithm model, and (c) the CT image marked by the 3D-CNN model.

540

520

500

480

460

440

DeepMedic

SegNet3D CNN
*

(a)

DeepMedic SegNet 3D CNN

*

*

91.00

92.00

93.00

94.00

95.00

96.00

97.00

98.00

%

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

%

Sensitivity
Missed detection rate

(b)

Figure 8: Comparison of CT image candidate detection results based on three algorithms. (a) (e comparison of the number of nodular
lesions detected by the three algorithms. (b) (e comparison of the sensitivity and missed detection rate of the three algorithms. Note:
∗indicates that the detection performance of the 3D-CNN model was considerable compared to the other two algorithms (P< 0.05).
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algorithm (95.6%) and Seg Net algorithm (93.8%).(emissed
detection rate (0.52%) of 3D-CNN was lower than that of
Deep Medic algorithm (0.76%) and the Seg Net algorithm
(1.25%), and the difference was considerable (P< 0.05).

4. Discussion

HBV-associated ACLF is a reaction after a series of injuries,
such as systemic immune disorders due to various in-
ducements of acute liver injury based on chronic liver
disease [21, 22]. It causes severe liver damage or failure.
HBV-ACLF can lead to rapid deterioration of liver function,
circulatory system, and organ dysfunction in the course of
disease development, which is of high mortality and poor
prognosis [23]. Many studies deemed that immune dys-
function is the main cause of ACLF. In the early stage,
immune overexcitation and continuous inflammatory re-
sponse cause a large number of liver cell necrosis [24, 25],
while inflammatory cell infiltration and microcirculation
disorder also exist. With the progress of the disease, liver
failure, toxin accumulation in the body, internal environ-
ment disorder, and other consequences gradually appear
[26]. In clinical practice, experts usually segment lesions
manually based on their professional knowledge and work
experience. (e method based on computer automatic
segmentation can effectively help doctors relieve working
pressure and quickly and accurately obtain the feedback of
the lesion area to doctors [27], which provides good diag-
nostic conditions and recommendations for treatment op-
tions. In clinical practice, CNN is usually used to build a
medical image segmentation algorithm model to assist
physicians to greatly improve the analysis effect of imaging
features [28]. In this study, liver function and serum in-
flammatory cytokine levels were detected in 30 HBV-ACLF
patients, 30 CHB patients, and 30 healthy volunteers. (e
end-to-end neural network architecture based on 3D-CNN
was designed and applied to CT image analysis.

(e results showed that the levels of IL-6, IL-26, and IL-37
were the highest in HBV-ACLF group, and TBIL and IL-26
were independent predictors of the prognosis of HBV-ACLF
patients. (e results of focal segmentation showed that the
Dice coefficient of low-density focal core and enhanced focal
segmentation was the highest in 3D CNN, and the labeled
regions were closer to the regions delineated manually by
doctors. Moreover, 3D CNNwas superior to other algorithms
in the number, sensitivity, and missed detection rate of
nodular lesions detected (P< 0.05). In short, IL-26 may be a
useful biomarker in the treatment of HBV-ACLF. (e 3D-
CNN model improved the segmentation performance of
lesions in CTimages of patients with HBV-ACLF, providing a
reference for the diagnosis and prognosis of HBV-ACLF.(is
is consistent with the research results of Osuna-Coutiño and
Martinez-Carranza [29]. 3D-CNNmodelmakes full use of the
interlayer information of CT images to improve the conti-
nuity of CT image segmentation. Hamidian et al. [30] pointed
out that 3D-CNN combined the advantages of 2D and 3D
models and significantly improved the segmentation per-
formance of themodel. It was found that TBIL and IL-26 were
independent predictors of prognosis in patients with

HBV-ACLF, and IL-26 may be a useful biomarker in the
treatment of HBV-ACLF.

5. Conclusion

In this study, an intelligent CT image segmentation model
based on 3D-CNN algorithm was established to integrate
2D and 3D models, which was applied to CT images of
HBV-ACLF patients. (e results showed that the 3D-CNN
algorithm model had ideal performance in CT image
segmentation of HBV-ACLF patients. However, there are
still some shortcomings in this study. (e experimental
results have certain limitations and one-sidedness, so it is
necessary to increase the sample size in the future and
conduct further exploration in this direction. In conclu-
sion, 3D-CNN model greatly improves the segmentation
performance of CT images of patients with HBV-ACLF,
which provides a reference for the diagnosis and prognosis
of HBV-ACLF.
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Gait and posture studies have gainedmuch prominence among researchers and have attracted the interest of clinicians.*e ability
to detect gait abnormality and posture disorder plays a crucial role in the diagnosis and treatment of some diseases. Microsoft
Kinect is presented as a noninvasive sensor essential for medical diagnostic and therapeutic purposes. *ere are currently no
relevant studies that attempt to summarise the existing literature on gait and posture abnormalities using Kinect technology. *e
purpose of this study is to critically evaluate the existing research on gait and posture abnormalities using the Kinect sensor as the
main diagnostic tool. Our studies search identified 458 for gait abnormality, 283 for posture disorder of which 26 studies were
included for gait abnormality, and 13 for posture. *e results indicate that Kinect sensor is a useful tool for the assessment of
kinematic features. In conclusion, Microsoft Kinect sensor is presented as a useful tool for gait abnormality, postural disorder
analysis, and physiotherapy. It can also help track the progress of patients who are undergoing rehabilitation.

1. Introduction

Microsoft’s Kinect sensor is a motion-sensing device that
gives users the features to interact with game consoles and
computers via ways such as gestures, spoken commands, or
movement [1]. Kinect sensors provide new and enhanced
features for motion detection and 3D reconstruction. Kinect
sensors also introduce many features that allow for more
accurate research into themovement of the human body and
its gestures. *e sensors allow for interaction through voice
commands that is a unique component of the technology. It
has detectors and infrared emitters to capture human
physical activities.

*e key components of Microsoft Kinect sensors are the
RGB cameras, IR depth sensors, and the multiple micro-
phone array. *e second version of Kinect has some en-
hanced features compared to earlier Kinect [2]. *e colour
camera of Kinect v2 has 1,920×1,080 @30fps while that of
Kinect v1 has 640× 480 @30fps. In terms of the depth
camera capabilities, Kinect v2 uses 512× 424 pixels, while
Kinect v1 uses 320× 240 pixels, and as a result, Kinect v2 has

better image recognition compared to the earlier version.
Kinect v2 is noted to have a wider area view compared to
Kinect v1. Another key feature is that Kinect v2 has better
skeletal joint tracking where it is able to capture 26 joints,
whereas Kinect v1 can only capture 20 joints. *e unique
feature of Kinect sensors can be applied to the medical field
for the purposes of diagnosing diseases and physiotherapy
rehabilitation of people who may have walking disabilities
due to physical injury or related diseases.

As stated above, Kinect has found application in many
areas related to posture and motion capturing. *e major
bulk of studies are related to Kinect research in the areas of
motion tracking, monitoring, diagnosis, and rehabilitation.
Some representative studies with Kinect technology include:
Lavanya et al. [3] presented dynamic finger gestures with
skeletal data extracted from the depth sensor. A unique
technique was designed for the recognition of dynamic
gestures that can be used in auditoriums and classrooms.
*is approach allowed for more dynamic hand gestures to be
developed that can be used in different environments. An
example is a tutor using this technique to instruct students in
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a classroom who have speech problems to assist in their
studies.

*e use of Kinect for medical monitoring and diagnosis
has also been trialed by researchers. Ales Prochazka et al. [4]
presented a novel technique of using Kinect for heart rate
estimation and breath monitoring to determine the likeli-
hood of any medical condition. *e mean thorax movement
was monitored within a selected area to estimate the
breathing of patients. Huy-Hieu et al. [5] presented a real-
time system for the detection of objects for patients who are
visually impaired. A unique system was designed that
allowed visually impaired people tomove freely and to detect
any obstructions. Object detection was based on the 3D
information captured with a depth sensor. However, the
designed system was limited to only indoor use. Xin Dang
et al. [6] presented a novel interactive system with an
electroencephalogram and depth sensor for people with
dementia. Skeletal data captured from the depth sensor were
extracted to determine the motion of a user and their mental
state. *e designed system using a deep neural network can
be used to aid patients with dementia. Torres et al. [7]
provided a novel approach to assist physicians in the di-
agnosis of Parkinson’s disease using posture and movement
captured with Kinect.*e characteristics of movements such
as frequency and amplitude were essential to study tremors
in people with Parkinson’s. *e results achieved in the study
can assist clinicians to diagnose Parkinson’s based on the
tremors intensity and the postural changes.

Kinect sensors are also widely used for the purposes of
rehabilitation. Capecci et al. [8] demonstrated an innovative
approach in the evaluation of dynamic movement in a re-
habilitation scenario. *ey were able to track skeletal joints
in evaluating the performance of patients during a low back
pain physiotherapy exercise. Postolache et al. [9] developed a
unique framework for physiotherapy assessment based on a
mobile application using skeletal data. *e designed system
assists physiotherapists to improve the effectiveness of the
training sessions for patients undergoing rehabilitation.
Monique Wochatz et al. [10] illustrated a reliable and valid
assessment of the lower extremity rehabilitation of exercises
using Kinect v2 sensors. *e authors demonstrated the
Kinect sensor as a reliable tool in assessing the lower limb
position and the joint angles during exercises. Sanjay et al.
[11] developed a unique framework for stroke rehabilitation
of patients in a home environment. A framework was
designed to aid patients who have suffered a stroke in their
treatment process. *e designed system can be used indoors
to help patients who have difficulty in movement.

Abnormal gait is the asymmetric movement of a person
that is most likely to be caused by disease or physical injuries.
*is could be a result of nerves damage, injuries, weakness of
muscles, or joint problems. *e detection of gait abnor-
malities at an early stage can help prevent other compli-
cations. *ere are traditional wearable sensors for gait
abnormal detection; however, these conventional methods
are quite cumbersome to use. Kinect is seen as a better
alternative to wearable sensors in gait abnormal detection.

As such, gait analysis has also received wide interest
among researchers [12–14]. Kinematic features such as the

step length, walking speed, and cadence are useful to de-
termine the gait of an individual. *is will normally be
cyclical and symmetric unless there are some forms of ab-
normalities. *e human gait could be affected by the
musculosketal and neurological systems as well as the
motions habits [15]. Hassain Bari et al. [16] presented a novel
method by designing a deep neural network for gait rec-
ognition.*is was then evaluated with a 3D skeletal gait data
set. Another study by Wan Zharfan et al. [17] illustrated an
economic technique of gait analysis based on pixel coor-
dinates of body joints.*e technique served as an alternative
method to determine gait parameters in a Vicon motion
analysis.

*e human posture is the physical positioning by which
the body takes at a particular time. Posture is the ar-
rangement of the structure of the human body and its
position. Correct body posture can help reduce pressure on
the human body by keeping it balanced. *e human body
posture may be intentional or unintentional due to natural
causes. *ere are several techniques for postures recognition
with skeletal data. Samiul Monir et al. [18] presented a novel
technique with a rotation and scale-invariant for posture
recognition from skeletal features. *is technique for pos-
ture recognition used skeletal data and angle rotation of an
individual. A set of vectors and manipulation of angles were
used to determine the posture. Zequn et al. [19] developed a
novel posture recognition model that can be used to identify
different postures captured. *e depth sensor was used to
generate features of different body parts of an individual.*e
captured features were then fed into the support vector
machine (SVM) to identify the posture.

Although there are quite a number of studies available
using Kinect for the assessment of gait and posture ab-
normalities, to the best of our knowledge, there is no overall
review study that attempts to summarise articles on the use
of the Kinect sensor for gait abnormality and posture dis-
order assessment. Our review adopts a systematic approach
similarly used by Shmuel Springer et al. [20]. *e study
provides up-to-date review of the articles for analysis and
discussion.

2. Methods

In this section, we retrieve articles that meet the inclusion
criteria for our study. *e existing articles identified were
summarised into tables indicating the methods used and the
sampling area.*e sample area stated the source from which
the article was retrieved, the authors of the article, and the
year it was published. Our focus was on articles that used
Kinect sensors for assessing gait and posture abnormalities.

2.1. Search and Identification of Articles. *e scholarly da-
tabase used to identify the articles were: IEEE Xplore, Sci-
enceDirect, CINAHL plus, and PubMed. *e search was
done in two different parts as follows:

(i) Part 1: the use of Kinect sensors for the detection of
gait abnormality or disorder
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(ii) Part 2: the use of Kinect sensors for detection posture
disorder or instability

*e key terms used in part 1 of the search were: “Kinect
sensor,” “gait abnormality,” “gait disorder,” and “walking
abnormality.” In the second part, the key terms used were:
“Kinect sensor,” “posture disorder,” “posture abnormality,”
and “posture instability.”*e search was conducted between
January and May 2021 to retrieve the most recent articles.

2.2. EligibilityCriteria of the IdentifiedArticles. In identifying
the articles for the study, we conducted two different
searches for the database by two independent authors. *e
authors were able to identify and remove duplicate articles
from the various database. *e elimination of irrelevant
articles was done without bias or oversight in order to get all
relevant articles that meet the inclusion criteria. A number of
diseases that could affect gait and posture abnormalities were
included. *ey were: Parkinson’s, ataxia, multiple scoliosis,
stroke, and depression.

*e exclusion criteria were for articles that only dis-
cussed gait detection and postures without considering
abnormality. In the second part, articles that only discuss
posture assessments without examining posture disorder or
deformity were also not included. Articles that used wearable
sensors for gait abnormality and posture disorder detection
were not included. Figure 1 is a flowchart diagram of the
search methodology.

3. Results

*e initial search and retrieval of all articles from the various
database were 458 for gait and 283 for posture, all using
Kinect technology. *e articles were further screened to
ensure they meet the eligibility criteria for this study. In the
end, a total of 26 articles were included for gait abnormality
and 13 articles for posture disorders.

Table 1 summarises all the studies that were included for
the review for gait abnormality, the journals where the
articles were retrieved and the year of publications. In Ta-
ble 1, the methodology describes the sampling method
applied, the statistical method, and the descriptive approach
used. *at sampling method describes the number of par-
ticipants in the study, gender, and age distribution. *e
disease associated with the abnormality was stated. *e
sampling methods from the reviewed articles were cat-
egorised as fully stated, partially, or not stated. *e statistical
method describes the statistical techniques that were used in
the analysis of the data. *e statistical methods were either
sufficiently used or partially used. It describes the models
and mathematical equations that were used in the analysis of
skeletal data. *e description method used refers to cap-
turing of the skeletal data, processing of data, algorithms
used, and the analysis of the results. It also includes the tools
used in the analysis of results and a detailed discussion of the
findings. Finally, the descriptionmethod was either adequate
or partial description.

*e approach used in Table 1 was also similarly adopted
in Table 2 except that it summarised the various articles for

identifying posture disorders using Kinect. *e sampling
methods, statistical methods, and the description method
are also indicated in this table.

In Table 3, the details of each article included in the study
were categorised into two major phases.*e first phase deals
with the sampling technique used in each study while the
second phase describes the key gait features captured with
the major findings of each study. *e limitations for each
study were also included in the table.

A total number of 26 articles were reviewed. Most of the
articles stated the number of participants in the study except
in [26,28,37,42,43,45].*emajority of the studies used Kinect
v2 as the main tool for capturing skeletal data for gait ab-
normality assessment, while a few articles used the older
Kinect v1. In [37,44], the Asus Xtion PRO was used as a gold
standard with a Kinect sensor for capturing skeletal data.
Most of the reviewed articles did not state the data analysis
tool. However, in [22,25,29,31,35,39,40], MATLAB was ex-
plicitly stated as the main tool for data analysis. In [23], the
SPSS package was used as the data analysis tool. *e gait
features captured were mainly the step/stride length (m),
stride time (s), gait speed (m/s), gait cycle (deg), gait rhythm
(m/s), and step time (s). Some of the key joint angles mea-
sured were the hip, knee, and the ankle. Various algorithms
were used to train the models for gait abnormality detection.

A total number of 13 articles were included for the
assessment of posture abnormality or disorder. Some of the
reviewed articles [42,46,50,51] did not state the participants
in the studies. In Table 4, Kinect v2 was mostly used for
skeletal data capturing, except in a few studies that used
Kinect v1. Nine of the reviewed articles used Kinect v2 while
four used Kinect v1. Most of the studies did not state any
medical condition that resulted in posture abnormality.
However, in [47], Parkinson’s disease was stated, and in [56],
a case of chronic traumatic brain injury was present. In
[50,58], patients with suspected multiple scoliosis were also
assessed for posture abnormality. *e majority of the
reviewed articles did not state the data analysis tool except in
[47,48,50] that stated MATLAB. In [58], the IBM Watson
Analytics was used to analyse the data for posture abnor-
mality for patients with suspected cases of multiple scoliosis.

4. Discussion

4.1. Gait Abnormality or Disorder. *e purpose of this study
is to review the available studies using Microsoft Kinect for
the assessment of gait and posture abnormalities. *e key
features measured included the angles formed by leg swing,
speed, and distance of each gait step. *ese parameters were
useful in detecting gait asymmetry in order to distinguish
normal from abnormal gait. Some other components from
the summarised studies were the algorithms used, the major
findings of each study, and limitations.

From the reviewed articles, various methods were
employed in assessing and detecting gait abnormality. *e
gait features captured weremainly the step/stride length (m),
gait speed (m/s), gait cycle (deg), and step time (s). Some
other gait features captured from the studies were angles of
knee joints, ankle joints, and hip angles joints. *emeasured
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joint angles were used to train the models in detecting gait
abnormalities. *e measurement of joint angles helped
improve the efficiency and robustness of the trained models
to detect gait abnormality.

*ey were various algorithms used to train the models
for gaits abnormality detection. Some of the algorithms used
in Table 3 were machine learning algorithms. *e machine
learning algorithms were either supervised or unsupervised,
depending on the approach used. Supervised machine
learning algorithms use classifications and regressions, while
unsupervised use clustering and associations to determine
outliers in the data. Algorithms that were used in the
designed models for gait abnormality were: Bayesian algo-
rithm, K-nearest neighbors algorithm (KNN), convolutional
neural network (CNN), recurrent neural network (RNN),
long short-term memory (RNN-LSTM), isolated forest (IF)
algorithm, and one-class support vector machine (OC-
SVM) algorithm. Depending on the algorithm that was used
and the mythological approach, different accuracy were

achieved. *e Bayesian algorithm was commonly used in
[15, 19, 23, 33] for the assessment of gait abnormalities.
RNN-LSTN algorithm was used in three of the studies [20,
36, 37, 40]. Amr Elkholy et al. used unsupervised one-class
support vector machine (OC-SVM) and isolated forest al-
gorithms for abnormal detection in [31, 33]. Some other
algorithms such as the EDSS andMSWS were also applied in
[27]. *e algorithms used in the various studies cannot be
compared to determine which is more efficient and robust.
*is is because different methods and data sets were used to
achieve the desired accuracy.

*e general limitation of the summarised studies has to
do with the relatively small data set used. Most of the studies
did not use a large data set to test the robustness of the
trained model except in [21, 22, 25, 29, 33, 34, 44] that used
large data sets. Another limitation was some gait parameters
were not used in training the models for abnormal gait
assessment. Some studies did not also include key joint
angles in the trained model. *erefore, some of the models

Articles from other sources

Articles excluded because of
unrelated titles.

Number of articles included for a systematic review
using Kinect sensors

Total gait abnormality/disorder = 26
Total posture abnormality/disorder = 13

Articles that were excluded which
did not meet other key parameters

Number of articles after
duplicates removed

Gait abnormality/disorder = 210
Posture abnormality/disorder = 125

Articles which are using Kinect sensor
Total gait abnormality/disorder = 42

Total posture abnormality/disorder = 28

Yes

No

No

Yes

Number of identified articles from the
online database search:

1. IEEE Xplore
2. ScienceDirect
3. CINAHL Plus
4. PubMed

Total gait abnormality/disorder = 458
Total posture abnormality/disorder = 283

Figure 1: Flowchart for the search methodology of articles included.

4 Journal of Healthcare Engineering



did not give high precision and robustness in assessing gait
abnormalities. Also, the use of Kinect v1 has limited ca-
pabilities compared to Kinect v2 that has more enhanced 3D
skeletal tracking capabilities.

4.2. Posture Abnormality or Disorder. From Table 4, some
body features were measured to determine the posture
abnormality of a person. *ey were the body center mass
position and the shoulder position angulation. *e head

Table 1: Reviewed articles on gait abnormality or disorder.

Sample study area Methodology used for the reviewed articles

Authors Journal/conference paper Year of
publication

Sampling
method in study

Statistical
method Descriptionmethod

Bei et al. [21] IEEE sensors journal 2018 Partially stated Sufficiently
used

Adequate
description

Wang et al. [22] IEEE sensors journal 2019 Fully stated Sufficiently
used

Adequate
description

Tsukagoshi et al.
[23] Journal of clinical neuroscience 2019 Fully stated Sufficiently

used Partial description

Amin amini et al.
[24] Journal of healthcare engineering 2019 Fully stated Sufficiently

used
Adequate
description

Prochazka et al.
[25] Elsevier – digital signal processing 2015 Partially stated Partially used Partial description

Pachón-Suescún
et al. [26]

International journal of electrical and
computer engineering (IJECE) 2020 Partially stated Partially used Partial description

Gholami et al. [27] IEEE journal of biomedical and health
informatics 2016 Fully stated Partially used Adequate

description
Maxime devanne
et al. [28]

International conference on pattern
recognition (ICPR) 2016 Not stated Not used Adequate

description

Latorre et al. [29] Elsevier – journal of biomechanics 2018 Fully stated Partially used Adequate
description

Prakash et al. [30] IEEE transactions on instrumentation and
measurements 2021 Fully stated Partially used Adequate

description

Nguyen et al. [31] Sensors, MDPI 2016 Partially stated Sufficiently
used

Adequate
description

Shrivastava et al.
[32] Elsevier – materials today: Proceedings 2020 Partially stated Partially used Partial description

Prochazka et al.
[33]

IEEE international conference on image
processing (ICIP) 2014 Partially stated Partially used Partial description

Fang et al. [34] IEEE access on multiphysics 2019 Fully stated Sufficiently
used

Adequate
description

Ismail et al. [35] IEEE international conference on advances
in biomedical engineering (ICABME) 2017 Partially stated Not used Partial description

Amini et al. [36] Disability and rehabilitation: Assistive
technology 2018 Fully stated Sufficiently

used
Adequate
description

Elkholy et al. [37] IEEE journal of biomedical and health
informatics 2019 Not stated Partially used Partial description

Soltaninejad et al.
[38] Sensors, MDPI 2019 Fully stated Partially used Adequate

description

Kozlow et al. [39] Sensors, MDPI 2018 Fully stated Sufficiently
used

Adequate
description

Chakraborty et al.
[40]

International conference on computational
science 2020 Partially stated Partially used Partial description

Jyothsna et al. [41] IEEE engineering in medicine and biology
society (EMBC) 2020 Partially stated Not used Partial description

Won et al. [42] IEEE engineering in medicine and biology
society (EMBC) 2019 Not stated Not used Partial description

Jinnovart et al.
[43]

IEEE conference on decision and control
(CDC) 2020 Not stated Not used Partial description

Elkholy et al. [44]
International conference of the IEEE

engineering in medicine and biology society
(EMBC)

2020 Fully stated Not used Adequate
description

Meng et al. [45]
Joint conference on computer vision,

imaging and computer graphics theory and
applications

2016 Not stated Not used Partial description

Jun et al. [46] IEEE access 2020 Not stated Not used Partial description
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position and the neck angles were also essential to detect
postural instability. In [47,49], the center of body mass was
used to determine the postural instability. *e rapid upper
limb assessment (RULA) method was commonly used to
assess postural instability in [52,57]. *e distance between
the neck, shoulder blade, and angles was very essential in
determining the abnormal posture of a person. In [52], the
height, hips, and shoulder position were measured as well as
the shoulder angles. In [53], the knee joints, ankle joints, the
lateral joints, and interior joints were computed. *e spine
angle was also used in [47] to determine the abnormal
posture of an individual.

Different algorithms were used to determine postural
disorder from the summarised studies. *e algorithms that
were used included pattern recognition neural algorithm,
CoVNet model, Berg balance scale (BBS) method, and the
RULA technique. *ese algorithms were used to track the
static body position features and key joint angles to deter-
mine the postural instability of a person. *e accuracy in the
detection of posture disorder was not considered because the
studies focused only on determining if there was posture
abnormality.

*e limitations of the various summarised studies largely
depended on the small data set used in the various studies.

4.3. Mathematical Analysis of Gait Abnormality. In Sun Bie
et al. [21], the spatial position was used with the associated
joints for each subject walking. *e extracted joint angle

formed were then calculated. *e equations used in the joint
angle computation were given by the following equation:

len(i, k) � ‖J[i] − J[k]‖,

θ(i, k, j) � cos− 1(J[i] − J[k])∗ (J[j] − J[k])

‖J[i] − J[k] − J[j] − J[k]‖
,

(1)

where J[i] represents the joints, len (i,k) represents the
distance between joint i, and k θ (i, k, j) describes the angle
formed by joint i, k, and j. *erefore, the angles formed by
the left leg and the right leg were calculated by the following
equation:

Rs � ρ θl, θr( 

�
Ε θl − mθl( ∗ θr − mθr(  
���������������������
Ε θl − mθl( ∗Ε θr − mθr( 

 ,
(2)

where θl and θr represents the angles formed on the left
and right leg, respectively, of a subject walking and E(∗)
represents the expected value of the operation for the
simulation. *e equations were used in computing the key
joint angles to determine gait asymmetry. *e angles
calculated were the hip angle, knee angle, and the ankle
angle. *e challenge with this technique is that there may
be some difficulties in measuring the inner joint angles of
subjects. *e gait cycles were computed and given by the
following equation:

Table 2: Reviewed articles on posture abnormality or disorder.

Sample study area Methodology used for the reviewed articles

Authors Journal/Conference Year of
publication

Sampling
method in study

Statistical
methods

Description of
model used

Ferrais et al. [47] Sensors, MDPI 2019 Fully stated Sufficiently
used

Adequate
description

Jawed et al. [48]
IEEE international conference on emerging

trends in engineering, sciences and
technology

2019 Not stated Not used Partial description

Yang et al. [49] IEEE sensors 2014 Fully stated Sufficiently
used Partial description

Castroa et al. [50] Elsevier porto biomedical journal 2016 Fully stated Partially used Adequate
description

Chin-hsuan et al.
[51] Sensors, MDPI 2020 Fully stated Sufficiently

used
Adequate
description

Abobakr et al.
[52]

IEEE international conference on systems,
man, and cybernetics 2017 Partially stated Not used Partial description

Napoli et al. [53] Biomedical engineering society 2017 Partially stated Partially used Partial description
Meng-Che shih
et al. [54]

Journal of neuro engineering and
rehabilitation 2016 Fully stated Sufficiently

used
Adequate
description

Chanpimol et al.
[55] Archives of physiotherapy 2017 Partially stated Partially used Partial description

Bortone et al. [56] IEEE-EMBS international conference on
biomedical and health informatics 2014 Not stated Not used Partial description

Modesto et al.
[57] Elsevier applied ergonomics 2017 Partially stated Not stated Partial description

Norbert et al. [58] Health informatics meets eHealth 2017 Fully stated Fully stated Adequate
description

Rose et al. [59] Elsevier: gait and posture 2012 Partially stated Not stated Partial description
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Ts �
1

n − 1


i�n

i�2
xi − xi − 1


∗ 0.0333, (3)

where |∗ | is the absolute value from the operation and
0.0333 is the conversion factor from the Kinect sensor.

In [37], the gait energy image (GEI) was used based on
the Gaussian mixture model (GMM) for each pixel in the
simulation. *e GEI was the image captured with the Kinect
sensor of an individual in a walkway. It can be used to
determine the dynamic information of a gait sequence. *e
gait cycle was then extracted and computed at the point
where a normalised autocorrelation from the silhouette
image was high in the GEI.

C(N) �
x,y 

k
n�0 S(x, y, n)S(x, y, n + N)

�������������������������������������

x,y 
k
n�0 S(x, y, n)

2
��������������������

x,y 
k
n�0 (x, y, n + N)

2
 ,

(4)

where C(N) represents the autocorrelation for N frameshift,
and the N value is chosen to empirically represent all the
abnormal gait cycles that exist in the tested data sets; K �

NTotal–N–1 where NTotal represents the total number of
frames sequence. S(x, y, n) indicates the pixel values at a
position (x,y) in the silhouette frame n. *e GEI was then
computed as an average of the normalised and aligned
silhouette over the gait cycle in the following equation:

G(x, y) �
1

ncycle


ncycle

i�1
Si(x, y), (5)

where ncycle represents the frame of the gait cycle while Si is
the silhouette frame of x, y pixel coordinates of the image
captured. *e extracted gait energy image (GEI) and the gait
cycle were used to determine gait abnormality from different
viewing points based on the colour image sequence.
However, this technique does not consider factors that may
affect the colour image sequence such as clothes variations.

In [32], the Euclidian distance was used to compute the
joints and dynamic body parts for a subject to determine gait
abnormality. *e Euclidian distance is defined in the fol-
lowing equation, where the distance r and s are the shortest
distance between the line segment rs:

d(r, s) � d(s, r)

�

����������������������������

rx − sx( 
2

+ ry − sy 
2

+ rz − sz( 
2



.
(6)

Hero’s formula was then used to calculate the triangular
area of the gait cycle. *e area obtained by Hero’s formula is
given by the following equation:

Area_of_triangle �

����������������������������

rx − sx( 
2

+ ry − sy 
2

+ rz − sz( 
2



.

(7)

*e step length was then calculated between the right
foot from left foot in the Euclidian distance as follows:

step_length � 
n

i�1

�����
A + B

√
, (8)

where A and B are defined as the area formed by the joint
angles.

*e areas and angles were formed between the hip
right foot and the left foot. A triangle was generated to get
the area and angle between the right foot. *erefore, the
Euclidean distance to compute for the maximum foot
distance lifted from the ground is given by the following
equation:

Groundclearance � max right footy  − min right footy .

(9)

*e limitations in using the Euclidean distance for
computation has to do with the multiple dimensions and
the sparse nature of data. *is presents some variations in
trying to measure the gait distances for subjects in a
walkway.

In [44], asymmetry features were used to detect
walking abnormality in a subject. *e motion asymmetry
between the right body parts and the left body parts of the
skeletal data was extracted. *e average distance extracted
from the skeletal data for a pair of joint angles was then
computed. *e Euclidean distance used to represent the
asymmetry feature was calculated from the following
equation:

D
p

ij �


n
t�1

�������������������������������

xit − xjt 
2

+ yit − yjt 
2

+ zit − zit( 
2



n
, (10)

whereDρ represents the left and right of the average distance
of a subject while xit, yit, and zit represents the 3D coordi-
nates of the joint i of a subject of frame t and n is the number
of frames of action sequence.Np is the set of joints for the left
and right body parts of an individual. *e velocity magni-
tude feature was computed in the study to detect slow action
performed by the subject.*e equation used to calculate is as
follows:

V �


n−1
t�1 

N
i�1

��������������������������������������

xi(t+1) − xit 
2

+ yi(t+1) − yit 
2

+ zi(t+1) − zit 
2



(n − 1)N
.

(11)

Equation (11) is essential in computing the displacement
magnitude for each body joint between two successive
frames where N represents the number of joints and n
represents the number of frames.

In [27], gait assessment of a patient was evaluated by
extracting the time series for the knee angles and the gait
cycle of dynamic time warping (DTW). *e knee DTW
distance and the hip were then calculated and averaged to get
the mean DTW distance of individual patients. *e mean
DTW distance for the hip joints and the knee that are
denoted by DHP and DKP are defined by the following
equations:
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1
2
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DHP ≔
1
2

1
mpncmc



mp

j�1


nc

q�1


mc
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1
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r�1
DTW θRHi,t

, ϕRHq,r
 ⎤⎦.⎡⎢⎢⎣ (13)

4.4. Equations for Postural Abnormality Assessment.
Several researchers have proposed different techniques for
the recognition of the human posture and 3D human re-
construction. *e posture probability density is used to
reconstruct the posture of human beings [60]. It is based on
human body measurement that can be used to determine
posture. *is is used as a density estimator in the following
equation:

p(x; h, c) � 
N

n�1
cnκ

x − xn

h
 , (14)

where K(.) is the kernel, h is the bandwidth of the kernel, and
d is the degree of freedom of the data.*e probability density
estimate is then given by the function where the weights c in
each kernel are based on the reduced set density estimation
(RSDE).

*e RULA-based method is a common technique for
posture assessment of an individual. *is technique can be
used to determine the postural abnormality of an individual.
Two techniques are used to calculate the joint angles, which
are input from a module score.*ese techniques use a voxel-
based angle estimation in which the RULA score for the
upper joints is computed based on their location. *e joint
angles are computed using vectors that are dependable on
the location of each joint with correspondence to the parent
joint location. *is is given by the angle between two vectors
of the parents’ joints and the child’s joints in the following
equation:

θ � cos− 1 p1.p2

p1
����

����. p2
����

����
. (15)

*e magnitude of the two vectors P1 and P2 are calcu-
lated by:

‖p1‖ �
�����
p1.p1

√ and ‖p2‖ �
�����
p2.p2

√ , where the computed
value is then submitted into equation (15). *e RULA
method is a good technique for posture assessment because
it is easy and fast to use. *is can be used in the evaluation of
posture disorder without the need to conduct any experi-
mental measurements. *is technique is, therefore, signifi-
cant to conduct risks of musculoskeletal disease with regard
to the posture of an individual.

5. Conclusion

In this study, we presented Microsoft Kinect as a noncontact
tool for the assessment of gait abnormality and posture
disorder. While there are several studies on gait recognition,
only a few have dealt with the assessment of gait and posture
abnormalities. Early detection of gaits and posture

abnormalities plays a significant role for clinicians to provide
corrective rehabilitation measures. Even though this is a
comprehensive study, there may be some articles that are not
included.

In our study, we presented 26 studies for gait abnor-
mality assessment and 13 articles for posture disorder. *e
summarised studies differ by the methodology used, the gait
features extracted, and the analytical tools used to process
the skeletal data. Different algorithms were applied in the
summarised studies, and some of themmade use of machine
learning algorithms. *e results showed what has been done
so far in the area of gait and posture abnormality assessment.

From our analysis, Kinect sensors have a high success
rate of approximately 87% in abnormalities assessment. It
has an accuracy ranging between 83% and 98.1% from the
summarised articles for gait abnormality. *is is quite ac-
ceptable in the clinical settings for the purposes of diagnosis
of diseases associated with gait and posture disorders. Al-
though Microsoft has stopped the release of Kinect sensors,
it is still an important tool for diagnostic purposes. It can be
concluded that Kinect sensor is an essential monitoring tool
for use in medical diagnostics and can also help track the
progress of patients who are undergoing rehabilitation.
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)is research was to explore the adoption value of computed tomography (CT) images based on adaptive statistical iterative
reconstruction (ASIR) algorithm in the evaluation of probiotics combined with ursodeoxycholic acid in the treatment of
intrahepatic cholestasis of pregnancy (ICP). A total of 82 patients with ICP were selected as the research subjects and they were
randomly rolled into experimental group (380mg probiotics enteric-soluble capsule twice a day, combined with 90mg urso-
deoxycholic acid soft capsule three times a day) and control group (90mg ursodeoxycholic acid soft capsule three times a day),
with 41 cases in each. )e treatment course was four months. )e ASIR algorithm was constructed and applied to the CT image
analysis and diagnosis of ICP patients. )e effects of filtering back projection (FBP) reconstruction and ASIR algorithm on CT
image quality, denoising degree, and artifacts of ICP patients were compared. Moreover, blood indicator levels of ICP patients
before and after treatment were assessed.)e results showed that the SD values of liver and gallbladder (20.77 Hu and 27.58 Hu) in
the reconstructed image of the ASIR algorithm were significantly lower than those of the FBP algorithm (40.58 Hu and 45.63 Hu)
(P< 0.05). )e SNR values of the liver and gallbladder (3.68 and 2.05) of the reconstructed image were significantly higher than
those of the FBP algorithm (1.91 and 1.19) (P< 0.05). )e overall image quality after ASIR reconstruction (3.92 points) was
significantly better than that of the FBP algorithm (2.36 points), and the image noise score (3.21 points) reconstructed by the FBP
algorithm was higher than that by the ASIR algorithm (1.83 points). )e artifact score of FBP reconstructed image (4.47 points)
was greatly higher than that of ASIR algorithm (2.26 points) (P< 0.05). Before treatment, there was no remarkable difference in
the indexes between the two groups of patients (P> 0.05). After treatment, the c-glutamyltransferase (c-GT) and alkaline
phosphatase (ALP) levels (327.55 U/L and 778.15 μmol/L) of the experimental group of ICP patients were higher than those of the
control group (248.63 U/L and 668.43 μmol/L), with substantial difference between the two groups (P< 0.05).)e blood ammonia
(BA) level (151.09 μmol/L) of the experimental group was lower than that of the control group (178.46 μmol/L), and the difference
between the two groups was remarkable (P< 0.05). To sum up, the CT image denoising degree based on ASIR algorithm was high,
with few artifacts and good overall quality. Probiotics combined with ursodeoxycholic acid in the treatment of ICP can effectively
improve the liver function and intestinal flora of patients, which was of great significance in the clinical diagnosis and treatment of
the disease.

1. Introduction

Intrahepatic cholestasis of pregnancy (ICP) is a female
disease occurring during pregnancy, which will endanger the
fetus and lead to the increase of neonatal morbidity and
mortality [1]. Patients with ICP typically experience prob-
lems such as elevated blood and bile acids and abnormal

liver function. For pregnant women, these symptoms usually
disappear immediately after delivery, but they are harmful to
the fetus, and fetal intrauterine compression causes pre-
mature delivery, leading to neonatal asphyxia or death [2].
)e incidence of this disease is up to 0.8%–12.0%, and it
disappears immediately after delivery. However, the re-
currence rate is high, and the patients will relapse again
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when they become pregnant again or take contraceptive
drugs [3]. )e pathogenesis of ICP is complex and not yet
clear. Treatment is mainly through choleretics and hep-
atoprotective drugs, such as ursodeoxycholic acid and
choline [4]. At present, researchers usually combine ade-
nosylmethionine with ursodeoxycholic acid for research, but
there are some shortcomings such as small sample size and
complex control. Studies pointed out that probiotics can
improve the microecological environment in vivo, with low
cost and no invasion, which can prevent and cure hep-
atobiliary diseases and reduce the harm [5]. At present, there
are few studies combining ursodeoxycholic acid and pro-
biotics to treat IPC.

Nowadays, computed tomography (CT) is widely uti-
lized in clinical medicine. Because of its fast scanning speed
and clear images, it has become the main imaging tool for
medical auxiliary diagnosis and scientific research. CT liver
scan can choose any time phase for continuous scan. After a
lot of clinical practice, CT scan has become a routine
method for examination of liver and gallbladder diseases,
and it has played an important role in the diagnosis and
treatment of IPC [6]. )e CT image reconstruction method
is an important technology in the image imaging process,
and the optimization of the image is particularly important.
At present, the filtered back projection (FBP) method is the
main algorithm for CT image reconstruction. )e algo-
rithm reconstructs quickly, but the noise is obvious, the
imaging is not detailed enough, and it will aggravate the
patient’s radiation. )e iterative reconstruction (IR) al-
gorithm also has problems such as noise and artifacts [7].
Adaptive statistical iterative reconstruction (ASIR) can
improve imaging quality, reduce radiation dose, and
overcome the shortcomings of the above technologies,
which is the most widely utilized iterative reconstruction
technology at present [8]. ASIR image reconstruction al-
gorithm can reduce imaging noise and artifact, improve
image quality without interfering with clinical diagnosis,
and is utilized for clinical treatment, which has been ap-
proved by the American medical management system [9].
In this study, ICP patients were taken as the research object,
and the ASIR algorithm was applied to the CT image
analysis and diagnosis of ICP patients by constructing the
ASIR algorithm. )e effects of filtering back projection
(FBP) reconstruction and ASIR algorithm on CT image
quality, denoising degree, and artifacts of ICP patients were
compared. Blood indicator levels of ICP patients before and
after treatment were detected to evaluate the clinical effect
of probiotics combined with ursodeoxycholic acid in ICP
treatment. It was hoped to provide a reliable basis for the
application of ASIR based CT imaging in clinical diagnosis
and treatment.

2. Materials and Methods

2.1. Research Objects. A total of 82 patients, ranging in age
from 24 to 36 years, with an average age of 26 years, who
underwent ICP specific detection in our hospital from July
2019 to May 2020, were selected for CT imaging exami-
nation. )ey were randomly divided into experimental

group and control group, with 41 patients in each group.
)ere was no statistical difference in general information
between the two groups (P> 0.05). )is study had been
approved by the Ethics Committee of the Hospital, and
informed consent was signed by the patients and their
families.

Inclusion criteria were as follows: (i) clinically confirmed
ICP patients (the ICP diagnostic criteria of Chinese Journal
of Obstetrics and Gynecology edited by Cao [10]); (ii) skin
pruritus being the main symptom during pregnancy; (iii)
abnormal liver function, mainly slightly increased serum
transaminase; (iv) the patient being in good general con-
dition without obvious vomiting, weakness, or other dis-
eases; (v) pruritus quickly subsiding after delivery, and liver
function quickly returning to normal; and (vi) patients with
elevated bile acid level.

Exclusion criteria for subjects were as follows: (i) those
who had liver or gallbladder disease, or skin diseases before
pregnancy which affected the observation indicators; (ii)
patients who had received treatment that affected the ob-
servation indicators before inclusion; (iii) only statistical
results without specific data listed; (iv) those who utilized the
combination of drugs which affected the judgment of the
results and could not be excluded by the control.

2.2. Grouping. )e included IPC patients were randomly
divided into experimental group and control group, with 41
patients in each group. Patients in the experimental group
were given probiotic enteric-coated capsules 380mg twice a
day, combined with ursodeoxycholic acid soft capsules
90mg three times a day for four months. Patients in the
control group were given ursodeoxycholic acid soft capsule
90mg three times a day for four months. During the
treatment, neither group of patients took other drugs.

2.3. Observation Indicators andDetection. )e blood sample
test was as follows: 5mL of venous blood was extracted from
the patients on an empty stomach in the morning and placed
in an anticoagulant tube. Levels of c-glutamyl transferase
(c-GT), blood ammonia (BA), alkaline phosphatase (ALP),
and total cholesterol (TC) were detected by Hitachi auto-
matic biochemical analyzer.

2.4. Inspection Method and Reconstruction Method. All pa-
tients were scanned using a General Electric 256-bar wide-
body detector CT (Revolution, General Engine, GE, USA).
Prior to the CT scan, the patients underwent inhalation and
breath-holding training to reduce breathing movements and
removed clothing at the site of examination, including
various items with metallic substances, such as earrings and
keys. During the examination, the patients were supine with
their arms raised above their heads, and they were required
not to move freely to avoid artifacts. Patients were first
examined with a conventional dose scan, with a preset noise
index (NI) of 14. FBP was utilized for image reconstruction.
)e NI was set at 24, and the image was reconstructed by
ASIR. Scanning was under 120KV and 150mAs,
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reconstruction layer thickness was 0.625mm, field of view
was 220mm, scanning time was 0.5 s, cycle time was 1 s, and
matrix was 512 × 512.

2.5. CT Image Reconstruction Based on ASIR Algorithm.
)emain idea of the ASIR iterative reconstruction algorithm
is making all currently estimated images satisfy an equation
in each update. In the iterative correction process, only the
projection value of one projection unit is considered at a
time. )e calculation process of the reconstruction algo-
rithm is shown in Figure 1.

)e specific reconstruction steps of the ASIR algorithm
are as follows:

(I) Assign an unknown image vector, and k is a
constant.

Rk � Rk
(0)

(k � 1, 2, 3...n). (1)

(II) )e estimated projection values of all equations are
calculated, where Zkc is the relaxation parameter.

Yc
∗

� 
n

k�1
ZkcRk

(0)
(k � 1, 2, 3...n). (2)

(III) )e error is calculated, and Φ is the error
parameter.

Φc � Yc − Yc
∗
(k � 1, 2, 3, ...n). (3)

(IV) )e correction value of the k-th pixel is calculated.

Ek �
1

Zkc



N

k�1
Φc

1
Zik

. (4)

Among them, i is the ray passing through pixel k,
and all rays passing through the pixel are summed
at the same time.

(V) )e k-th pixel value is corrected.

Rk � Ek + Rk
(0)

. (5)

To sum up, all rays passing through the pixel are
utilized to correct it to complete the first iteration.
)e average value of each projection band can
reduce the error, thereby avoiding the influence
caused by the reconstruction result, which has a
noise reduction effect in the image reconstruction
process.

2.6. Image Objective and Subjective Evaluation Indicators.
After reconstruction, two kinds of noise reduction images of
each patient were obtained, and all the images were trans-
mitted to GE workstation (General Engine Advantage
Workstation 4.7). )e patient’s personal information and
scan and reconstruction information were hidden. )e
patient’s CT value (the relative density of tissue structure on
the CT image, in Hu) and the SD value (the background
noise value of the abdominal fat on the same plane) were

measured. )e signal-to-noise ratio (SNR) was calculated.
SNR � CT value/SD value. All data were measured three
times, and the average value was taken as the final statistical
result.

Subjective evaluation was performed by radiologists
using a double-blind method to evaluate all images. A 5-
point system was adopted to evaluate the overall image
quality (unclear texture, blurred contrast, and unclear image
indicated 1 point; the texture was fuzzy, the contrast was
fuzzy, and the image roughly indicated 2 points; the texture
was not clear, the contrast was not clear, and the image was
not fine, indicating 3 points; the texture was clear, the
contrast was clear, and the image was delicate, indicating 4
points; clear texture, clear contrast, and fine image indicated
5 points). A 5-point Likert method [11] was adopted to
evaluate image noise (image noise was completely accept-
able, 1 point; less than average noise, 2 points; average noise,
3 points; above average noise, 4 points; unacceptable image
noise, 5 points). Each artifact was also scored by a 5-point
method (no artifact, 1 point; small artifacts did not affect the
organizational structure, 2 points; slight effects on the
structure, 3 points; the artifact was large, affecting the main
structure, 4 points; the artifact was extremely heavy, and the
image was unacceptable, 5 points).

2.7. Statistical Analysis. SPSS 24.0 was utilized for statistical
analysis. All experimental data were represented as mean-
± standard deviation (x± s). One-way analysis of variance
was utilized for statistical data. Friedman rank-sum test was

Modify

Ite
ra

tio
n 

cy
cl

e

Actual 
projection value

Compare and 
calculate

the correction

Theoretical 
projection value

Sectional 
image estimation

Figure 1: Schematic diagram of the calculation process of ASIR
iterative reconstruction algorithm.
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utilized to compare the subjective scores of overall image
quality, noise, and artifacts, and the test level was α� 0.05.
P< 0.05 was statistically remarkable.

3. Results

3.1. Abdominal CT Images of ICP Patients with Different
Reconstruction Algorithms. Figure 2 shows a 28-year-old
ICP patient with a thin-slice CT scan of the lower abdomen
with two reconstruction algorithms. A, B, and C represent
the plain scan phase, arterial phase, and portal phase, re-
spectively, and A1, B1, and C1 represent FBP, while A2, B2,
and C2 represent ASIR. Observed from the CT image, the
image reconstructed by the ASIR algorithm shows that the
lesion area is relatively clear, and the edge contrast is high.
)e FBP reconstructed image has blurry edges and poor
contrast. )e overall quality of the FBP reconstructed image
is worse than that of ASIR, the image noise is high, and the
artifacts are obvious.

3.2. Objective Indicator Analysis of CT Image Based on Re-
constructionAlgorithm. Routine CTscans of the abdomen of
30 ICP patients were performed, and the initial images were
reconstructed by two reconstruction algorithms, FBP and
ASIR. )e unreconstituted images with a thickness of
0.625mm were obtained. According to the obtained images,
the data of different organs in the abdomen of ICP patients
were measured and analyzed, and the CT, SD, and SNR
values of the reconstructed image under different recon-
struction algorithms were obtained.

3.2.1. CT Value Analysis of Reconstructed Image. )e CT
value analysis results are shown in Figure 3. For the CTvalue
of the liver, the CT values of the reconstructed image of FBP
and ASIR were 77.43 Hu and 76.51 Hu, respectively, and
there was no considerable difference between the two
(P> 0.05). For the CT value of the gallbladder, the CT values
of the reconstructed images of FBP and ASIR were 54.37 Hu
and 56.58 Hu, respectively, and the difference between the
two was not remarkable (P> 0.05).

3.2.2. SD Value Analysis of Reconstructed Image. )e SD
value analysis results are shown in Figure 4. )e SD value of
the liver was analyzed. )e SD values of the reconstructed
image of the FBP and ASIR algorithms were 40.58 Hu and
20.77 Hu, respectively. )e SD value of the reconstructed
image of the ASIR algorithm was notably lower than that of
the FBP algorithm (P< 0.05). )e SD value of the gallbladder
was analyzed. )e SD values of the reconstructed image of
FBP and ASIR were 45.63 Hu and 27.58 Hu, respectively. )e
SD value of the reconstructed image of the ASIR algorithm
was notably lower than that of the FBP algorithm (P< 0.05).

3.2.3. SNR Value Analysis of Reconstructed Image. )e SNR
value analysis results are shown in Figure 5. )e SNR value
of the liver was analyzed. )e SNR values of the recon-
structed image of the FBP and ASIR algorithms were 1.91

and 3.68, respectively. )e SNR value of the reconstructed
image of the ASIR algorithm was notably lower than that of
the FBP algorithm (P< 0.05). )e SNR value of the gall-
bladder was analyzed. )e SNR values of the reconstructed
image of the FBP and ASIR algorithms were 1.19 and 2.05,
respectively. )e SNR value of the reconstructed image of
the ASIR algorithm was notably lower than that of the FBP
algorithm (P< 0.05).

In summary, in the CT image of the ASIR algorithm, the
noise value (SD value) of the abdominal liver and gallbladder
of ICP patients was notably lower than that of the FBP
reconstruction algorithm, while the signal-to-noise ratio
(SNR) was considerably higher than that of the FBP re-
construction image. )ere was no considerable difference in
the CT value of the reconstructed image between the two
algorithms.

3.3. Subjective Evaluation of CT Images Based on Recon-
structionAlgorithm. Figures 6 and 7 show partially enlarged
views of CT images of a certain ICP patient’s abdominal CT
reconstructed by FBP and ASIR, respectively.

Figure 8 shows the mean statistical graph of the overall
quality, noise, and artifacts of the reconstructed CT image
scored by the radiologist.)e scoring results showed that the
image quality scores of the FBP and ASIR algorithms were
2.36 and 3.92, respectively. )e overall image quality after
ASIR reconstruction was substantially better than that of the
FBP algorithm (P< 0.05). In the evaluation of image noise,
the scores of FBP and ASIR were 3.21 and 1.83, respectively.
Compared with the ASIR algorithm, the FBP reconstructed
image had higher noise, and the difference was remarkable
(P< 0.05).)e evaluation of image artifacts showed that FBP
had more image artifacts than the ASIR algorithm, and the
difference was remarkable (P< 0.05).

3.4. Observation Indicators of Experimental Group and
Control Group before and after Treatment. )e ICP patients
in the experimental group were treated with probiotics
combined with ursodeoxycholic acid, and the ICP patients in
the control group were treated with ursodeoxycholic acid.
)e blood indicators of the two groups of patients before and
after treatment were recorded, including c-glutamyl trans-
ferase (c-GT), blood ammonia (BA), alkaline phosphatase
(ALP) levels, and total cholesterol (TC).)e changes of these
indicators were analyzed to draw a graph of the changes of
blood indicators in each group before and after treatment.
)e results showed that, before treatment, there was no
statistical difference in each indicator between the two
groups of patients (P> 0.05). After treatment, the c-GT and
ALP levels of ICP patients in the experimental group were
higher than those in the control group, and the difference
was remarkable (P< 0.05). )e BA level of the experimental
group greatly was lower than that of the control group
(P< 0.05). )e difference in TC values between the two
groups after treatment was not remarkable (P> 0.05). Fig-
ure 9 shows a graph of the changes of blood indicator levels
before and after treatment in the experimental group and the
control group.
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(a)

(b)

(c)

Figure 2: FBP and ASIR reconstruction of the CTscan of the abdomen of ICP patients. A, B, and C represent the plain scan phase, arterial
phase, and portal phase, respectively, and A1, B1, and C1 represent FBP, while A2, B2, and C2 represent ASIR.
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Figure 3: CT values of reconstructed images.

40.58
45.63

20.77

27.58

Liver Gallbladder

FBP
ASIR

*

*

10

20

30

40

50

SD
 (H

U
)

Figure 4: SD values of reconstructed images. ∗indicates that the SD
value of the reconstructed image of FBP and ASIR algorithm is
substantially different (P< 0.05).
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4. Discussion

ICP generally has familial clusters, and the rate of recur-
rence is high. Medically, it is generally treated with liver
protection and choleretic treatment [1]. )e liver and
gallbladder in the human body and the gastrointestinal
system have the same embryonic origin, so there is a close
relationship between tissue composition and organic
function [12]. Probiotics can improve the microecological

environment in the body, are cheap and noninvasive, which
can prevent and treat liver and gallbladder diseases, reduce
harm, and are nonpathogenic. Ursodeoxycholic acid can
induce the massive secretion of endogenous bile acid in the
treatment of IPC, regulate the concentration of hydrophilic
bile acid, and prevent the functional damage of liver cells in
the body. In this way, the liver’s blocking structure is
adjusted to alleviate the degree and progression of IPC
patients [13].
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Figure 5: SNR values of reconstructed images. ∗indicates that the SNR value of the reconstructed image of FBP and ASIR algorithm is
substantially different (P< 0.05).

FBP ASIR

Figure 6: )e partially enlarged views of liver imaging after reconstruction of the abdominal CT image of an ICP patient in two ways. Note.
)e average scores of subjective evaluations of FBP reconstructed images show image quality of 2.34 points, noise of 2.33 points, and artifacts
of 4.45 points; the average scores of subjective evaluations of ASIR reconstructed images show image quality of 3.9 points, noise of 1.85
points, and artifacts of 2.34 points.

FBP ASIR

Figure 7:)e partially enlarged views of gallbladder imaging after reconstruction of the abdominal CT image of an ICP patient in two ways.
Note.)e average scores of subjective evaluations of FBP reconstructed images show image quality of 2.38 points, noise of 2.29 points, and
artifacts of 4.49 points; the average scores of subjective evaluations of ASIR reconstructed images show image quality of 3.94 points, noise of
1.81 points, and artifacts of 2.38 points.
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)is study combined probiotics and ursodeoxycholic
acid to treat IPC. )e results showed that, before treatment,
there was no statistical difference in each indicator between
the two groups of patients (P> 0.05). After treatment, the

c-GT and ALP levels of ICP patients in the experimental
group were greatly higher than those in the control group
(P< 0.05). )e BA level of the experimental group was lower
than that of the control group, and the difference was
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Figure 8: Subjective scoring results of reconstructed images. Note. ∗ indicates that the subjective scores of the reconstructed images of FBP
and ASIR algorithms are substantially different (P< 0.05).
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Figure 9: Changes of blood indicators in the experimental group and the control group before and after treatment. (a))e changes of c-GT
in the two groups of patients, (b) the changes in BA of the two groups of patients, (c) the changes in ALP of the two groups of patients, and
(d) the changes in TC of the two groups of patients. ∗indicates considerable differences in blood indicators between the experimental group
and the control group (P< 0.05).
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remarkable (P< 0.05). )ere was no considerable difference
in TC values between the two groups after treatment
(P> 0.05). It was proved that the combined application of
ursodeoxycholic acid and probiotics was effective in im-
proving liver function in patients with ICP, which may be
related to the antioxidant and antiapoptotic effects of
ursodeoxycholic acid in the above-mentioned mechanism
[14]. Probiotics can regulate the intestinal flora, avoid ex-
cessive growth of small intestinal bacteria, and reduce in-
testinal endotoxemia and BA levels. )ey can also improve
the liver function of patients and reduce the occurrence of
mild HE and the possibility of mild HE progressing to
clinical symptoms of HE [15]. )ere were no adverse re-
actions in all cases in this study, which also suggested that
the drug had good safety.

Nowadays, CT is widely utilized in clinical medicine.
Because of its advantages such as fast scanning speed and
clear images, it has become the main imaging tool for
medical auxiliary diagnosis and scientific research, which
has played an important role in the diagnosis and treatment
of IPC [16]. FBP, which is often utilized in image in-
spection, has heavy artifacts, great noise, and insufficient
image quality [17]. ASIR can improve the image quality,
reduce the radiation dose, and overcome the shortcomings
of the above technologies and is currently the most widely
utilized iterative reconstruction [18]. ASIR uses the re-
sources obtained by FBR as the initial image for recon-
struction, changes the measured values of different pixels
into new estimated values, and then compares the target
value with the new value. In the subsequent iterative re-
construction, the process is repeated until the new pixel
value is wirelessly close to the expected value [19]. In recent
years, iterative reconstruction has gradually been intro-
duced into the field of image noise reduction. A series of
current studies have also observed that ASIR has better
image quality than FBP [20]. In this study, the subjective
evaluation results of CT images showed that, in terms of
image quality, the scores of FBP and ASIR were 2.36 and
3.92, respectively. )e overall image quality after ASIR
reconstruction was substantially better than that of the FBP
algorithm (P< 0.05). In the evaluation of image noise, the
scores of FBP and ASIR were 3.21 and 1.83, respectively.
Compared with the ASIR algorithm, the FBP reconstructed
image had higher noise, and the difference between the two
was remarkable (P< 0.05). In the evaluation of image ar-
tifacts, FBP had more image artifacts than ASIR algorithm
reconstruction, and the difference was remarkable
(P< 0.05). It was shown that the image noise of ASIR at the
aorta and skeletal muscle was notably lower than that of
traditional FBP and ASIR, and the image quality can meet
clinical needs. )e objective indicator analysis results of the
CT image showed that, in the CT image of the ASIR al-
gorithm, the noise value (SD value) of the abdominal liver
and gallbladder of ICP patients was notably lower than that
of the FBP reconstruction algorithm (P< 0.05). However,
the SNR was considerably higher than the FBP recon-
structed image (P< 0.05). )ese results were consistent
with the research conclusions of Dimmitt et al. (2019) [21].
It was proved that the noise of the CT image reconstructed

by the ASIR model was considerably reduced, the image
quality was improved, and the advantages of image quality
and lesion detection were obvious.

5. Conclusion

In this study, patients with intrahepatic cholestasis of
pregnancy (ICP) were selected as the research objects. ASIR
reconstruction algorithm was established, which was applied
to the CT image analysis and diagnosis of ICP patients, and
the influence of the reconstruction algorithm on the CT
image of ICP patients was discussed. )en, the clinical effect
of probiotics combined with ursodeoxycholic acid in the
treatment of ICP was evaluated. )e results showed that SD
and SNR values of liver and gallbladder reconstructed by
ASIR algorithm were significantly lower than those of FBP
algorithm. )e overall image quality, image noise score, and
pseudofilm review score after ASIR reconstruction were
significantly better than those of FBP algorithm (P< 0.05).
Before treatment, there was no statistical difference in all
indicators between the two groups (P> 0.05). After treat-
ment, the levels of c -glutamyl transferase (c-GT) and al-
kaline phosphatase (ALP) in the experimental group were
higher than those in the control group, while the level of
serum ammonia (BA) in the experimental group was lower
than that in the control group, both with substantial dif-
ferences (P< 0.05). It was proved that CT images based on
ASIR reconstruction algorithm had high denoising degree,
fewer artifacts, and good overall quality. Probiotics com-
bined with ursodeoxycholic acid in the treatment of ICP can
effectively improve the liver function and intestinal flora of
patients. )is study can provide a reliable basis for the
adoption of CT imaging technology based on ASIR re-
construction algorithm in the diagnosis and treatment of
ICP. However, the deficiency is that only abdominal CT
images based on ASRI reconstruction algorithm at con-
ventional doses are discussed. In future clinical studies, the
influence of ASRI reconstruction algorithm on low-dose CT
images needs to be discussed, so as to further illustrate its
noise reduction efficiency in CT images.
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*is study focused on the application of deep learning algorithms in the segmentation of CT images, so as to diagnose chronic
kidney diseases accurately and quantitatively. First, the residual dual-attention module (RDA module) was used for automatic
segmentation of renal cysts in CT images. 79 patients with renal cysts were selected as research subjects, of whom 27 cases were
defined as the test group and 52 cases were defined as the training group.*e segmentation results of the test group were evaluated
factoring into the Dice similarity coefficient (DSC), precision, and recall. *e experimental results showed that the loss function
value of the RDA-UNET model rapidly decayed and converged, and the segmentation results of the model in the study were
roughly the same as those of manual labeling, indicating that the model had high accuracy in image segmentation, and the contour
of the kidney can be segmented accurately. Next, the RDA-UNETmodel achieved 96.25% DSC, 96.34% precision, and 96.88%
recall for the left kidney and 94.22% DSC, 95.34% precision, and 94.61% recall for the right kidney, which were better than other
algorithms.*e results showed that the algorithmmodel in this study was superior to other algorithms in each evaluation index. It
explained the advantages of this model compared with other algorithm models. In conclusion, the RDA-UNET model can
effectively improve the accuracy of CT image segmentation, and it is worth of promotion in the quantitative assessment of chronic
kidney diseases through CT imaging.

1. Introduction

At present, chronic kidney disease has affected approxi-
mately 10% of the world’s population, killing millions of
people every year, and hundreds of thousands of people
undergo dialysis to maintain their lives [1]. Chronic kidney
disease refers to changes in the structure and function of the
kidney that have occurred for more than three months.
Renal cysts are one of them, but renal cysts are benign
structural changes. Renal cysts grow slowly and will not have
an impact on patients in the short term. However, as the
cysts increase, they will compress the gastrointestinal tract.
As a result, the volumes of the stomach and intestine shrink,
and the patient will feel full all the time. Some patients also
have symptoms of fever, vomiting, and abdominal pain, so
they will have a negative impact on the patient’s psychology
and physiology [2–4]. During treatment, it is difficult to

accurately distinguish renal cysts from small cystic renal cell
carcinoma, which affects the formulation of appropriate
treatment plans for patients [5]. Hence, finding a safe and
reliable way to detect renal cysts is important for the
treatment of patients. In clinical practice, X-rays, CT, and
B-ultrasound are commonly used to diagnose patients with
the kidney disease. CT scans a part of the human body with
X-ray beams to obtain a cross-section or stereo image of the
part being examined. It can provide complete three-di-
mensional information of the part of the body being ex-
amined, clearly displaying the organs and structures, as well
as the lesions. *e biggest advantage is that it can be viewed
in layers so that more organizational information can be
displayed after calculation [6]. *erefore, the application of
CT in kidney examination is a hotspot of current research.

Deep learning is the core of artificial intelligence tech-
nology, and it is a research hotspot in recent years. In 2006,
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Dong first proposed the concept of deep learning. In order to
optimize the deep structure, they proposed a greedy layer-
by-layer training algorithm on the basis of the deep belief
network [7]. Deep learning algorithms have also been widely
used in medical image segmentation. Song et al. used the
kernel fuzzy C-means algorithm and the improved GrowCut
algorithm to segment kidney images, and the automatically
generated seed labels heightened the segmentation efficiency
[8]. Xiang et al. used cortical models and nonuniform maps
to depict the kidney structure in CT images [9]. Xiong et al.
proposed a tumor segmentation method based on adaptive
partitioned firework level sets, which effectively segmented
kidney tumors in ultrasound images [10]. Gao incorporated
the level set into image segmentation to process images with
uneven gray values and achieved good segmentation results
[11]. Hu introduced the target tracking mechanism into the
traditional image segmentation and achieved good seg-
mentation results [12].

In this study, the U-shaped fully convolutional neural
network (CNN) segmentation model was optimized by
incorporating a residual dual-attention module to the model
to elevate the accuracy of locating the edge of the cyst, thus to
accurately and quantitatively assess chronic kidney diseases.

2. Experimental Principles and Methods

2.1. UNET Segmentation Model Based on the RDA Module.
*e RDA module is incorporated into the UNETmodel, so
the optimized one is called RDA-UNET, and the structure is
shown in Figure 1.

2.1.1. RDA Module. Heet al. deepened the network by
stacking residual units to ensure the integrity and safety of
the information and reduce the learning difficulty [13]. Woo
et al. proposed a convolution algorithm that combines the
channel with spatial information to extract information
features, but the convolutional features are messy, so the
attention mechanism can only focus on meaningful features
extracted from a certain dimension [14]. In this study, a
residual attention module is proposed based on the residual
unit structure and attention mechanism, as shown in
Figure 2.

For the input image, after going through the convolu-
tional operation twice in the RDA module, it is processed by
the channel and spatial attention mechanism, and then el-
ements are added to it, followed by the residual connection
with the original image, and finally, it is processed by the
ReLU function.*e original image is Y ∈Ww × w × c, y is the
size of the image, and C is the number of channels. *e
specific process of the dual-attention mechanism is as fol-
lows. According to the position of the pixel, the spatial
attentionmechanism identifies its contribution, and then the
1× 1 convolution and sigmoid activation function are used
to calculate the single-channel spatial attention mask
Q ∈Ww × w × 1 of each position pixel. *en, the original
image Y is multiplied with the single-channel spatial at-
tention mask Q. For the channel spatial attention mecha-
nism, the contribution of each channel is firstly identified,

and then 1× 1 convolution and sigmoid activation function
are used to calculate out-channel attention code
P ∈W1× 1× c, and finally, the original image is multiplied by
the channel attention code. *e steps of the dual-attention
mechanism can be expressed as follows:

Y′ � Q(Y)⊗Y + P(Y)⊗Y, (1)

where Y′ represents the output image, ⊗ represents ele-
ment-wise multiplication, and Q(Y) and P(Y) represent the
size same as Y in the channel and space, respectively. *e
RDA module has two advantages. One is to repeatedly use
the features, and the other is the adaptive learning feature
table. Hence, the module can learn the features of the image
more effectively.

2.1.2. RDA-UNET Network Structure. According to the
structural characteristics of UNET, the RDA module is in-
troduced to design a new deep segmentation model, and its
network structure is shown in Figure 1. It is mainly composed
of four parts of encoder, bottleneck layer, decoder, and
classifier. *e encoder mainly includes the RDA module and
the maximum pooling layer. *e main function is to extract
the semantic features of the original image. *e pooling layer
is mainly used for image downsampling, so as to increase the
neuron sensor to obtain more detailed semantic feature in-
formation. *e bottleneck layer is mainly composed of two
convolutional layers, which are mainly used during the
transition from the encoder to the decoder. Two deconvo-
lutional layers and an RDA template form the decoder part,
which ismainly used for image feature reconstruction, and the
deconvolution layer is used for upsampling to improve the
resolution of the image. *e classifier is composed of a
convolution layer and a softmax layer.*is part can be used to
estimate the background image before and after. In this part,
the convolution layer can reduce the number of channels.
Softmax is used to calculate the probability of the pixel be-
longing to a certain category. In the decoder and encoder,
images of the same level can be jump-connected, thus pro-
viding rich pixel-level information for feature reconstruction.
In addition, zero-filling convolution is used in each con-
volutional layer to obtain feature maps of the same size. In
order to prevent the gradient from rising and disappearing,
BN is used for all convolutional layers (the parameter settings
used by the encoder and decoder are similar).

*e probability map is the ratio of each pixel on the
kidney and not on the kidney. *e loss function is obtained
by manually labeling the mask and the probability map. In
this study, Dice loss is used to optimize training [15]. Dice
coefficient is to evaluate the similarity, which can be
expressed as follows.

Loss � 1 −
2

N
y hi(y)ki(y)


N
y h

2
i (y) + 

N
y k

2
i (y)

, (2)

where N represents the number of pixels, hi(y) represents
the estimated probability that the yth pixel belongs to cat-
egory i, and ki(y) represents the probability that the true yth
pixel belongs to category i.
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2.2. Experimental Settings. Dataset: the clinical abdominal
plain CT images of patients with renal cysts were collected,
and the images with obvious renal cyst lesions were man-
ually marked by experienced experts. *e data format is set
to DICOM format, the distance between pixels is 0.625mm,
the thickness of image slices is generally 1.0mm, and the
distance between slices is about 0.5mm. *e resolution of
Tuqiang is set to 512× 512. A total of 79 patients with renal
cysts were selected, and 6000 slice images were obtained. 27
cases were defined as the test group, and 52 cases were
defined as the training group.

Preprocessing: the image needs to be processed before
the experiment. First, the window width and window po-
sition of the image are adjusted to 420 hu and 60 hu, and

then the size of the image is reduced to increase the number
of images for each training. *e image size is adjusted to
256× 256. In order to make the network training more
adequate, it is necessary to double the training set data by
horizontal flipping. Finally, the image is normalized.

Hardware configuration and development environment:
processor: Intel (R) Core(TM) i7-4790 CPU @ 3.60GHz;
discrete graphics card: Ge Force GTX Titan X; memory
(RAM): 32.0GB; system type: Ubuntu 16.04; development
language: Python; deep learning framework: PyTorch [16];
image reading software: ITK-SNAP [17].

Parameter settings: batch size is set to 16; the initial
learning rate is set to 10−3, and it is automatically set to 10−4

when 30 epochs are completed; the momentum is set to 0.95,
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Figure 1: RDA-UNET network structure.
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and the weight attenuation coefficient is constant 10−4
. *e

Adam optimizer is used for training, the training stops
automatically after 50 epochs, and the test selects the pa-
rameter with the smallest loss value.

2.3.Evaluation Index. According to Figure 3, the kidneys are
located on both sides of the spine. In this study, the spine was
regarded as the dividing line, and the method of artificially
annotating images and the method of network prediction
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Figure 2: RDA module structure.
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were used to segment the left and right kidneys. Since the left
and right kidneys are not at the same height, the image will
display other parts except the kidneys. *e parts will be
deleted during manual labeling and grid prediction. *e
segmentation accuracy was evaluated factoring into DSC,
recall, and precision, defined as follows.

DSC �
2|E∩F|

|E| +|F|
, (3)

precision �
SQ

SQ + HQ
, (4)

recall �
SQ

SQ + HM
. (5)

In equation (3), the model prediction result is E, F is the
corresponding manual labeling result, and E∩F represents
the foreground part in the segmentation image. In equations
(4) and (5), SQ represents the part of the kidney that is
correctly predicted, HQ represents that the background is
predicted as the kidney, and HM represents that the kidney
is predicted as the background.

2.4. User Interface. In order to facilitate operations, a simple
user interface was designed using the Tkinter module based
on the RDA-UNET model. *is interface can accurately
infer the edge contour, assisting users in segmentation.

2.5. Principles of 3D Reconstruction. CT imaging can re-
construct the three-dimensional image of the kidney. *e
three-dimensional image can accurately locate the area
where the kidney is located to extract effective information.
Doctors can preliminarily diagnose the type, the size, and the
area of the renal cysts through the three-dimensional image.
In addition, studies [18] have shown that the total kidney
volume (TKV) is associated with the renal function to a
certain extent. *e TKV can be estimated by reconstructing
the three-dimensional image of the kidney, and then the

severity of the disease is evaluated. *erefore, the three-
dimensional image of the kidney is reconstructed in the
study.

3. Results

3.1. Comparison of Segmentation Effects. Figure 4 shows the
relationship between the loss function of the network model
in this study and the number of iterations in the training
process. It was noted that the value of loss function can
quickly decay and converge when the Adam optimizer was
used.

Figure 5 shows the segmentation results of some images
and their visualization during the training process. It was
noted that the segmentation results of the algorithm pro-
posed in this study were roughly similar to the results of
manual labeling, and the spatial attention mechanism ef-
fectively and adaptively learned the spatial features. On the
test set, the evaluation indicators of network models of
different depths are shown in Table 1. *e original models
mainly included FCN-8S, FCN-16S, U-Net, and FCN-
VGG10. On the basis of U-Net, U-Net (+BN) model was
obtained, and UNet++ was further obtained on the basis of
U-Net (+BN). In order to ensure the fairness of the ex-
periment, no in-depth monitoring strategy was used
throughout the process, and all models were trained from
scratch and shared the same parameter value and Dice loss
optimization. It was noted from Table 1 that the RDA-UNET
model achieved 96.25% DSC, 96.34% precision, and 96.88%
recall for the left kidney and 94.22% DSC, 95.34% precision,
and 94.61% recall for the right kidney, which were better
than other algorithms. *e comparison between U-Net
revealed that the use of BN greatly improved the segmen-
tation performance.

*e segmentation results of different models are shown
in Figure 6. It was noted that compared with other algo-
rithms, the RDA-UNET can segment the image more ac-
curately and can effectively cope with changes in the shape of
the kidney cysts.
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Figure 3: Evaluation method.
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3.2. Visualization of Results

3.2.1. 7e User Interface. Figure 7 shows the user operation
interface. Figure 7(a) is the initial interface, which was
mainly composed of three parts of the button for selecting
the image, the button for segmenting, and the image display
container. Clicking the button to select the image can load
the image from the catalog to the interface. Figure 7(b) is the
screen displayed on the interface after the original CT image
was loaded. To click the segmentation button, the system
would automatically start the image segmentation, and the

segmentation results were then displayed and saved.
Figure 7(c) shows the final segmentation results. When the
segmentation was completed, the resulting image would be
displayed. *e red solid line is the contour of the kidney cyst
depicted.

3.2.2. 7ree-Dimensional Reconstruction Results. As shown
in Figure 8, the CT image of a patient was segmented first,
and then the segmentation results were fused. ITK-SNAP
software was used to construct a three-dimensional image.
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Figure 4: *e decay curve of the loss function.

(A) (B) (C) (D)

(a) (b) (c) (d)

Figure 5: Segmentation effect and the visualization (the first line is the segmentation result, the red line is manual labeling, and the blue line
is the network segmentation result. *e second line is the spatial attention mask generated by the last RDA module).

Table 1: Average value of the evaluation index of different deep network models on the test set (%).

Model FCN-8S[24] FCN-16S[24] FCN-VGG10[19] U-Net[27] U-Net (+BN) UNet++[32] RDA-UNET

Left kidney
DSC 88.12 87.53 95.23 92.65 95.09 94.88 96.25

Precision 89.25 87.22 96.45 92.48 95.67 95.22 96.34
Recall 89.88 87.43 95.55 93.66 96.45 95.88 96.88

Right kidney
DSC 85.34 84.13 92.23 90.44 93.79 93.32 94.22

Precision 87.83 84.23 95.88 91.67 94.67 95.11 95.34
Recall 87.03 88.46 91.19 92.57 94.65 94.45 94.61

6 Journal of Healthcare Engineering



(a) (b) (c) (d) (e)

Figure 6: Segmentation results of different models. (a) Original image. (b)Manually annotated result. (c) RDA-UNET. (d) FCN-VGG10. (e)
U-Net.
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Figure 7: Schematic diagram of the user operation interface. (a) Initial interface. (b) Image loaded. (c) *e result displayed.
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4. Discussion

*e constantly accelerated life rhythm resulting from the
development of the economy results in constantly increasing
pressure, so more and more diseases occur, threatening the
health of people. *e kidney disease is a representative one
and attracts more and more attention. With the widespread
application of artificial intelligence technology in medical
imaging, image segmentation technology based on deep
learning has become a focus. Intelligent algorithm can ef-
fectively segment images to obtain detailed image data,
providing reference for the clinical diagnosis and treatment.
In this study, a deep-learning-based segmentation model,
RDA-UNET, was designed based on the residual dual-at-
tention module, and its performance was compared with
FCN-8S, FCN-16S, U-Net, FCN-VGG10, and U-Net (+BN).
*e results showed that the loss function value of the RDA-
UNETmodel attenuated and tended to converge in a short
time, in line with the research results of Zheng et al. [19],
who combined deep learning with marginal space learning
(MSL) to construct a renal segmentation algorithm and
found that the segmentation accuracy of the RDA-UNET
model was higher than that of other traditional algorithms.

Finally, RDA-UNETwas compared with FCN-8S, FCN-
16S, U-Net, FCN-VGG10, and U-Net (+BN) models, fac-
toring into different evaluation indicators. *e results
showed that the RDA-UNETmodel achieved 96.25% DSC,
96.34% precision, and 96.88% recall for the left kidney and
94.22% DSC, 95.34% precision, and 94.61% recall for the
right kidney, which were better than other algorithms.
*ong et al. introduced two transformation methods and
proposed a simple depth segmentation model, which can
enhance the segmentation of renal CT images [20]. Xia et al.
designed a semantic segmentation model based on the
SCNN and ResNet combined with SIFT flow transform,
which achieved a good segmentation effect with a small
proportion of detailed information [21]. Sharma et al.
proposed a neural network model for the segmentation of
multiple renal cysts based on the structure of the VGG
network. However, the morphology of renal cysts would
change greatly with renal disease, so the edge contour of
renal cysts could not be well located [22]. *e results
confirmed that the RDA-UNET model constructed in this

study had good application feasibility in intelligent seg-
mentation of renal organs and quantitative evaluation of
nephropathy.

5. Conclusion

In this study, RDA-UNET, a new segmentation model based
on deep learning, was proposed to segment CT images of
renal cysts. *rough comparison with other kidney seg-
mentation models in terms of Dice, precision, and recall, it
proved that this model had obvious advantages in the
segmentation of CT slice images of renal cysts. However,
some limitations in the study should be noted. *e sample
size is small, which will reduce the power of the study. In the
follow-up, an expanded sample size is necessary to
strengthen the findings of the study. In conclusion, the
RDA-UNETmodel has high accuracy in the segmentation of
CT images of renal cysts, and the study provides a reference
for the diagnosis and treatment of kidney diseases.
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(is study was to explore the application value of chest computed tomography (CT) images processed by artificial intelligence (AI)
algorithms in the diagnosis of neonatal bronchial pneumonia (NBP). (e AI adaptive statistical iterative reconstruction (ASiR)
algorithm was adopted to reconstruct the chest CT image to compare and analyze the effect of the reconstruction of CT image
under the ASiR algorithm under different preweight and postweight values based on the objective measurement and subjective
evaluation. 85 neonates with pneumonia treated in hospital from September 1, 2015, to July 1, 2020, were selected as the research
objects to analyze their CT imaging characteristics. Subsequently, the peripheral blood of healthy neonates during the same period
was collected, and the levels of C-reactive protein (CRP) and erythrocyte sedimentation rate (ESR) were detected.(e efficiency of
CT examination, CRP, ESR, and combined examination in the diagnosis of NBP was analyzed. (e results showed that the
subjective quality score, lung window subjective score, and mediastinal window subjective score were the highest after CT image
reconstruction when the preweight value of the ASiR algorithm was 50%. After treatment, 79 NBP cases (92.9%) showed ground-
glass features in CT images. Compared with the healthy neonates, the levels of CRP and ESR in the peripheral blood of neonates
with bronchial pneumonia were much lower (P< 0.05). (e accuracy rates of CT examination, CRP examination, ESR ex-
amination, CRP+ESR examination, and CRP+ESR+CTexamination for the diagnosis of NBP were 80.7%, 75.3%, 75.1%, 80.3%,
and 98.6%, respectively. CT technology based on AI algorithm showed high clinical application value in the feature analysis
of NBP.

1. Introduction

Neonatal bronchial pneumonia (NBP) is the most common
pediatric pneumonia disease caused by mycoplasma infec-
tion, accounting for about 10% of neonatal pneumonia.
Because of the anatomical and physiological characteristics
of the neonatal respiratory tract and the immune charac-
teristics of the body, the morbidity and mortality of bron-
chial pneumonia in children are significantly increased
compared with adults, and its clinical symptoms are dif-
ferent. It is still one of the important diseases threatening the
health of newborns [1]. According to the statistics of the

causes of neonatal death of the World Health Organization
(WHO) from 2000 to 2003, bronchopneumonia accounted
for 19%, which is the first cause of neonatal death; the in-
cidence of NBP in developed countries is 0.05 times/person/
year. In developing countries, the incidence of NBP is 6
times that of developed countries, and the anatomical
characteristics of children and the sensitivity of individuals
to drugs are different. Approximately 2.4 million children
die every year. NBP caused by multiple pathogens and
physical and chemical factors is still threatening the health
and life of newborns [2]. At present, pneumonia still ranks
first in the neonatal prevalence and mortality in our country.
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(erefore, it is necessary to explore the diagnosis and
treatment methods of NBP, further improve the diagnosis
and treatment of NBP, promote the early recovery of
children, and reduce the pain of children. Most of the NBP
treated with regular drugs have good results, but some
children with pneumonia only rely on conventional drugs to
treat the results poorly. (erefore, the diagnosis and
treatment of neonatal pneumonia still need to be further
explored [3]. (ere are many diagnostic methods for NBP,
such as fiberoptic bronchoscopy and bronchography. CT
imaging has also been used in the diagnosis of NBP and has a
certain diagnostic value [4] with the rapid development of
imaging technology. However, CTscan is highly radioactive.
In order to reduce its impact on neonates’ health, low-dose
CT is often used clinically to diagnose pediatric diseases.
Low-dose CT scanning reduces the radiation while in-
creasing the noise in the image, which affects the diagnosis
accuracy of the disease to a certain extent [5, 6].

(e ASiR (an AI algorithm) has been introduced in
recent years to balance the quality of CT image and radiation
dose, and it has been proven to significantly improve the
image quality and reduce the radiation dose of CT scans
[7–9]. Compared with the filtered back projection (FBP)
algorithm, the ASiR algorithm can reconstruct high-quality
CT images with low noise and less artifacts [10], because the
traditional iterative reconstruction algorithm runs slowly
and the modified ASiR algorithm can effectively weight FBP
data and ASiR data to fuse, while reducing the image noise
and increasing the processing speed [11].

Based on this, the AI ASiR algorithm was introduced
firstly in this study to reconstruct the low-dose chest CT
images of neonates, and then the CT characteristics and
clinical features of neonates with bronchial pneumonia were
analyzed. In addition, the accuracy of different methods for
the diagnosis of bronchial pneumonia was analyzed and
compared. (is study was intended to provide a reference
for improving the clinical diagnosis rate of NBP.

2. Basic Theories of CT Reconstruction

2.1. Physical Basis of CT Reconstruction. (e CT imaging
process mainly used different energy waves as radiation
sources to perform projection of the object after irradiation,
so as to obtain the reconstructed object [12]. (e radiation
source of CT imaging was mostly X-ray or c-ray. X-ray was
selected as an example to explain the principle of CT image
reconstruction. When X-rays passed through an object, they
would gradually attenuate in the body of the object. (e
density of the constructed object was different, so the at-
tenuation speed of X-ray was also different. For objects with
a more homogeneous medium, the attenuation of X-rays
obeyed the Lambert–Beer theorem [13]:

I � I0e
−μx

, (1)

where I refers to the intensity after the attenuation of the ray
through the object, I0 represents the intensity when the ray
was incident, μ is the attenuation coefficient, and x refers to
the transmission length.

For inhomogeneous object, the attenuation coefficient μ
could be regarded as a function of x and y; that is, μ� μ (x, y).
(erefore, the total attenuation of the ray that can pass
through the object along path L in a certain direction i could
be expressed as follows:


L
μdi � ln

I0

I
 . (2)

2.2. Mathematical Basis of CT Reconstruction. (e mathe-
matical basis of CT image reconstruction was the Radon
transformation (as shown in Figure 1) and the inverse
transform theory proposed by the Austrian Mathematician
Radon in 1917 [14].

As given in Figure 1, the calculation equation of straight
line L in the plane xoy could be written as follows:

L : s � x cos φ + y sin φ, (3)

where s represents the distance from origin O to straight line
L, and φ represents the angle between the normal of straight
line L and the x-axis (positive direction).

(e mathematical expression of the line integral value of
the attenuation function f (x, y) along straight line L could be
written as follows:

Rf(s,φ) � 
L
f(x, y)dl, (4)

where R refers to the Radon transformation of the attenu-
ation function, which could be expressed as Rf.

(e coordinate system xoy was rotated counterclockwise
by φ degrees along origin O to obtain a new coordinate
system x′oy′. (en, the parameter equations of x and y of
straight line L in this coordinate system are given as follows:

x � x′ cos φ − y′ sin φ,

y � x′sinφ + y′cos φ.

⎧⎨

⎩ (5)

After equation (5) was incorporated into equation (4),
the Radon transformation of the attenuation function could
be performed in a rotating coordinate system, which could
be written as follows:

Rf(s,φ) � 
∞

−∞
x′ cos φ − y′ sin φ, x′ sin φ + y′ cos φ( dy′.

(6)

(e process of Radon inverse transformation was the
process of CT image reconstruction, which required to
calculate the target object density based on projection data.
(e specific calculation equation of Radon inverse trans-
formation is shown as follows:

f(r, θ) �
1
2π2


π

0

∞

−∞

1
r cos(θ − φ) − s

zRf(s,φ)

zs
dsdφ.

(7)

where f (r, θ) is the polar coordinate representation of the
attenuation function.
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Equation (7) was conversed to obtain the convolution
form. (e polar coordinate representation of the converted
attenuation function could be written as
f(r, θ) � (1/2π) 

π
0 dφ (Rf

′(s,φ)∗ (1/πxr))xr�rcos(θ−φ),
where ∗ is convolution and (1/πxr) refers to the convo-
lution factor of Hilbert transform.

3. Methods

In this study, 85 NBP patients treated in our hospital from
September 1, 2015, to July 1, 2020, were selected as the
research objects. Firstly, all children underwent a CT im-
aging examination. After the examination, the CT images
were processed using AI algorithms, and the quality of the
processed CT images would be independently evaluated by
two radiologists with at least 5 years of work experience.
After that, 85 newborn children with pneumonia and 95
healthy children were checked for biochemical indicators,
and the biochemical indicators of the two groups of children
were compared. Finally, all research data were collected, and
the biochemical indicators of the two groups of children
were statistically analyzed. (e sensitivity, specificity, and
accuracy of CT diagnosis were analyzed and compared. (e
detailed research methods were as follows.

3.1. Research Objects. 85 cases of pneumonia neonates
treated in hospital from September 1, 2015, to July 1, 2020,
were selected as the research objects: 48 males and 37 fe-
males. 95 healthy children who underwent physical exam-
ination at the hospital during the same period served as the
control group.(e families of all had been clarified about the
radioactivity of CT examination and the risks of enhanced
examinations before the examination and had signed the
informed consent forms. All examinations in this trial had
been approved by the Medical Ethics Committee of the
hospital.

3.2. Imaging Examination. (e scan range of the image was
strictly set. Brilliance 64-slice spiral CT (128 slices) was used
to scan from the top to the bottom of the child’s chest to the
diaphragmatic level of the lung base. After the consent of
neonates’ family members, CT scan was performed in ne-
onates’ quiet state to remove the metal material on the chest
to avoid the appearance of image artifacts. 0.5 mmBp lead

clothing was adopted to cover the lower abdomen and pelvic
cavity of the neonate, and the neonate was required to keep a
supine position for chest CT scan. During the scanning, the
specific parameters of the CT scan were set according to the
requirements for chest low-dose scan of neonates. (e tube
voltage was 100∼120 kV, the tube current was 50mA, the
speed was 0.8 s/rot, the pitch was 1.375 :1.000, the noise
index was 12, the layer thickness was 5mm, and the spacing
was 5mm.

3.3.CTImagesProcessBasedonAIAlgorithm. (eCTimages
obtained from low-dose scans were reconstructed using the
AI ASiR and FBP algorithms. (e preweight value of ASiR
was set to 0%, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%,
90%, and 100% to evaluate the reconstructed image with the
ASiR algorithms. (e preweight value was turned off to
optimize the subjective scores of the mediastinal window
and lung window so that they both could reach the highest
preweight values, based on which the postweight value in-
terval of the ASiR algorithm was set in turn. (e percentage
indicated the proportion of iterative reconstruction. When
the proportion was 0%, it meant that the FBP algorithm was
used for image reconstruction, and when the proportion was
100%, it meant that the ASiR algorithm was used for image
reconstruction. (e type of image reconstruction had to
select a standard algorithm, and the reconstructed layer
thickness was set to 1.25mm.

3.4.Quality Evaluation of ReconstructedCT Image. (e chest
CT image was uploaded to the workstation for observation.
(e region of interest (ROI) was selected in the lung field,
aorta, paraspinal soft tissue, and vertebral body in the upper
(sternoclavicular joint layer), middle (pulmonary vein layer),
and lower (near diaphragmatic muscle layer) parts of the
axial CT image, and the ROI� 100mm2. (e CT values
(represented by ROIa and ROIm) and the density standard
deviations (SD) of different ROI regions were recorded, and
the average of the CTvalues of the 3 slices was calculated and
adopted. (e noise and contrast-to-noise ratio (CNR) in the
reconstructed image were detected and calculated, respec-
tively, of which CNR could be calculated with CNR� (ROIa/
ROIm)/SD. When it was required to extract ROI regions in
images of different levels, it was necessary to ensure that the
position, size, and shape of the ROI were consistent.

2 radiologists with at least 5 years of work experience
were selected for independent subjective evaluation of CT
images. (e mediastinal window and lung window were
observed and scored. (e scoring criteria were defined as
follows. If the image reconstruction quality was very poor so
that it could not be used for the clinical diagnosis of the
disease, 1 point was scored; 2 points meant that the image
reconstruction quality was relatively poor and could not
meet the basic requirements of clinical disease diagnosis; 3
points indicated that image reconstruction quality was
relatively average and basically could meet the requirements
of clinical disease diagnosis; 4 points indicated that the
image reconstruction quality was good and could meet the
clinical requirements for the diagnosis requirements of the
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Figure 1: Radon transformation.
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above diseases; and 5 points were awarded for the good
image reconstruction quality, which could fully meet the
diagnosis requirements of the clinical diseases. When the
total score of the image evaluation exceeded 3 points, the
image could be used in the clinical diagnosis of the disease. If
there were any different opinions between the 2 radiologists,
this could be solved by negotiation.

3.5. Biochemical Indicators Examinations of Neonates.
(e venous blood had to be collected from all neonates. (e
neonate was required to fast with water 10 hours before
blood collection. After 10mL of venous blood was collected,
the ESR level was detected according to Widman’s method,
and the CRP level was detected using an automatic bio-
chemical analyzer. (e normal level of ESR was 0∼10mm/h,
and the normal level of CRP was >10mg/L.

3.6. Statistical Analysis. (e SPSS 22.0 statistical software
package was adopted to process and analyze the test result
data.(e Kappa test was used to detect the consistency of the
subjective scoring results of CT images. Kappa ≤0.4 was
regarded as poor consistency, Kappa� 0.4–0.75 was regar-
ded as good consistency, and Kappa ≥0.75 was regarded as
excellent consistency.(e single-factor ANOVAwas applied
to compare the image score results after reconstruction with
different weights of the ASiR algorithm, and the LSDmethod
was selected for pairwise comparison. (e differences in the
basic data and biochemical indicators of the two groups of
neonates were compared using the independent-samples t-
test, and the differences in the basic data and diagnosis
accuracy of CT, biochemical indicators, and CT combined
biochemical indicators of the two groups of neonates were
compared using the chi-square test. When P< 0.05, the
difference was statistically significant.

4. Results

4.1. Impacts of Preweight Value on Reconstructed Image
QualityBased onASiRAlgorithm. (e image noise and CNR
changes after reconstruction of chest CT images using
different preweight values (0%, 10%, 20%, 30%, 40%, 50%,
60%, 70%, 80%, 90%, and 100%) of ASiR algorithm were
analyzed firstly (as shown in Figure 2). With the gradual
increase of the preweight value, the noise value in the CT
image showed a gradually decreasing trend, while the CNR
value showed a gradually increasing trend.

Secondly, the differences between the subjective noise and
subjective quality score of the image were compared after the
chest CT image was reconstructed with the ASiR algorithm
with different preweight values (0%, 10%, 20%, 30%, 40%, 50%,
60%, 70%, 80%, 90%, and 100%), and the results are illustrated
in Figure 3. With the gradual increase of the preweight value of
the ASiR algorithm, the subjective noise score in the recon-
structed CTimage showed a gradual decline, indicating that the
noise in the reconstructed CT image was gradually reduced
during the operation of the ASiR algorithm. With the gradual
increase of the preweight value of the ASiR algorithm, the
subjective quality score of the reconstructed CT image did not

show a gradual upward trend. When the preweight value was
0%∼50%, the subjective quality score increased gradually; the
subjective quality score showed a gradual decline trend when
the preweight value was 50%∼100%. Among them, the sub-
jective quality score of the CT image was the highest after
reconstruction with the ASiR algorithm with 50% preweight
value.

(en, the difference between the mediastinal window
subjective score and lung window subjective score was
compared when the chest CT image was reconstructed using
the ASiR algorithm with different preweight values (0%,
10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, and 100%),
and the analysis results are revealed in Figures 4 and 5,
respectively. (e changes in the mediastinal window and
lung window subjective scores of the CT images after re-
construction were basically the same as the changes in the
subjective quality score. When the preweight value was
40%∼60%, the mediastinal window and lung window sub-
jective scores of the CT images reconstructed by the ASiR
algorithm were obviously higher. Among them, the medi-
astinal window and lung window subjective scores of the CT
image after reconstruction by the ASiR algorithm with a
preweight value of 50% were the highest.

4.2. Impacts of Postweight Value on Reconstructed Image
Quality Based onASiRAlgorithm. (e above results revealed
that the reconstructed CT image quality was the best when
the preweight value in the ASiR algorithm was 50%.
(erefore, the preweight value in the ASiR algorithm was set
to 0% and 50% to compare and analyze the impacts of
different postweight values on the CT value of different
positions after CT image reconstruction. As shown in Fig-
ure 6, the CT value of lung tissue after reconstruction using
the ASiR algorithm under different preweight values showed
a gradual downward trend with the increase of postweight
value. (e CT value of lung tissue under 50% of preweight
value was obviously lower than that under the 0% of the
preweight value when the postweight value was 50%∼100%,
as illustrated in Figure 6(a). With the increase of postweight
value, the CT value of the vertebral body and aorta after
reconstruction of the ASiR algorithm under different pre-
weight values showed a gradual decrease, but the CTvalue of
paraspine soft tissue was not changed greatly. (e CT values
of the vertebral body, aorta, and paraspine soft tissue under
the preweight value of 50% were all less than those under the
preweight value of 0% (as shown in Figures 6(b)–6(d)).

(e impacts of ASiR algorithm on the SD value of the target
position after reconstruction of the CT image under different
postweight values were analyzed and compared, and the results
are given in Figure 7. With the increase of postweight value, the
SD value of lung tissue after reconstructionwithASiR algorithm
at 0% preweight value was not obvious, while that after re-
construction with ASiR algorithm at 50% preweight value
showed a trend of first increasing and then decreasing. Among
them, the SD value of lung tissue under 70% postweight value
was the largest (as disclosed in Figure 7(a)). As the postweight
value increased, the SD values of the vertebral body, aorta, and
paraspine soft tissue in CT images after reconstruction with
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Figure 3: Comparison of subjective noise and quality score of CT images reconstructed by ASiR algorithm with different preweight values.
(a) Subjective noise score; (b) subjective quality score.
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Figure 2: Objective evaluation results of CT images after reconstruction using the ASiR algorithm with different preweight values. (a) Noise
(HU); (b) CNR.
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Figure 5: Comparison of subjective mediastinal window scores of CT images reconstructed by ASiR algorithm with different preweight
values. (a) CT image; (b) subjective mediastinal window score.
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Figure 4: Comparison of the mediastinal window subjective scores of CT images after reconstruction of the ASiR algorithm with different
preweight values. (a) CT image; (b) subjective lung window score.
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Figure 6: Changes in CT values of various tissues after reconstruction of the ASiR algorithm under different postweight values.
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different preweight values of the ASiR algorithm showed
gradual declines.(e SD values of the vertebral body, aorta, and
paraspine soft tissue after reconstruction with the ASiR algo-
rithm under 0% preweight value were much lower than those
under the 50% preweight value (as shown in Figures 7(b)–7(d)).

4.3. CT Characteristics of NBP. (e CT images of 2 neonates
were undertaken as examples to analyze the characteristics
of CT images (Figure 8). In the CT image of neonate A, a
large area of increased density shadow could be clearly
observed in the lower right lobe of the lung, the internal
density was not uniform, and the air shadow of the bronchus
could be clearly observed. In the CT image of neonate B,
patchy and ground-glass shadows could be clearly observed
in the left lower lobe of the lung, and the characteristics of
bronchial inflation could be seen.

(e characteristics of CT images of 85 neonates with
bronchial pneumonia were analyzed (as shown in Table 1).
(e ground-glass CT imaging characteristic accounted for
the highest proportion, followed by nodular/small air cavity
consolidation, and the vascular bundle thickening also
accounted for more than 50%.

4.4. Characteristics of Biochemical Indicators of NBP. (e
differences between the levels of CRP and ESR in peripheral
blood of healthy neonates and neonates with bronchial
pneumonia were compared, and the results are illustrated in
Figure 9. (e levels of CRP and ESR in peripheral blood of
neonates with bronchial pneumonia were 27.3± 3.5mg/L
and 19.1± 3.7mm/h, respectively.(e levels of CRP and ESR
in peripheral blood of healthy neonates were 2.7± 2.4mg/L
and 6.1± 4.8mm/h, respectively. After comparison, it was
found that the CRP and ESR levels in peripheral blood of
neonates with bronchial pneumonia were remarkably lower
in contrast to the healthy neonates (P< 0.05).

4.5.Analysis of theCTValue andBiochemical Indicators in the
Diagnosis of Bronchial Pneumonia. (e specificity, sensi-
tivity, and accuracy of CT examination, CRP examination,

ESR examination, CRP+ESR examination, and
CRP+ESR+CT examination in the diagnosis of NBP were
analyzed and compared. As suggested in Figure 10, the
accuracies of CT examination, CRP examination, ESR ex-
amination, CRP+ESR examination, and CRP+ESR+CT
examination to diagnose the NBP were 80.7%, 75.3%, 75.1%,
80.3%, and 98.6%, respectively.

5. Discussion

Bronchial pneumonia is the most common infectious dis-
ease in infants and young children, caused by bacteria, viral
infection, or colds [15]. Due to the gradual deepening of air
pollution, there are more and more pathogenic bacteria that
cause diseases, and the resistance of infants and young
children is lower, so the younger neonates are more sus-
ceptible to bronchial pneumonia. (e main clinical mani-
festations of the disease are mostly fever, chills, cough,
headache and general malaise, fatigue, loss of appetite,
nausea, vomiting, and diarrhea. (e symptoms are not se-
rious, but they are more common. However, as the symp-
toms worsen, there will be symptoms such as coughing, and,
in infants and young children, there are symptoms such as
wheezing or difficulty breathing. In severe cases, there will be
extrapulmonary manifestations, such as the nervous system,
digestive system, blood system, muscles, and bones.
Such abnormalities are more common in mycoplasma
pneumonia. (e pathogenesis of mycoplasma pneumonia is
not very clear, mainly including respiratory epithelial ad-
sorption, direct invasion of Mycoplasma pneumoniae, and
the theory of immunological disorders [16, 17].

At present, imaging methods such as X-ray, chest CT,
and bronchography are clinically used in the diagnosis of
bronchial pneumonia [18]. As a kind of invasive exami-
nation, bronchography is of little value in newborn children.
(erefore, X-ray and chest CTare often used in newborns. In
previous studies of Mycoplasma pneumoniae lung X-ray
results, only the consolidation of lung lobes/pulmonary
segments and diffusely infiltrated mesh nodules can be
clearly distinguished. (e current study found that the re-
sults of pathological slices showed changes in bronchial
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Figure 7: Changes in SD values of each tissue after reconstruction of the ASiR algorithm under different postweight values.
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inflammation and lobular consolidation, and chest X-rays
could not show corresponding image changes. In the lung
CT scan, the changes in bronchial inflammation such as the
central nodules of the lobules can be clearly distinguished,
and the patchy shadows and the pneumonia images with
ground-glass changes can also be seen. Based on the lung CT

thin-slice plain scan, it was known that more than two
images presented in the above X-rays. At the same time, the
“tree bud sign” and “tree fog sign” formed by the point and
sheet infiltration formed in the early stage of the disease and
the “double track sign” formed by the thickening and in-
flation of the bronchial wall formed by airway mucosal
damage can also be affected. It can be clearly observed that
uniform ground-glass changes can be clearly distributed in
lung CT images. In summary, chest CT is the best exami-
nation method among neonatal pneumonia bronchial ex-
aminations. However, CT scan has high radiation. In order
to reduce its impact on children’s health, low-dose CT is
often used clinically to diagnose pediatric diseases. Low-dose
CT scanning reduces the radiation but at the same time
increases the noise in the image, which affects the diagnosis

Figure 8: CT images of 2 neonates with NBP.

Table 1: (e characteristic distribution of CT images of neonates
with bronchial pneumonia.

CT characteristics Cases
(n� 85) Percentage

Ground-glass 79 92.9
Nodular/small air cavity
consolidation 74 87.1

Vascular bundle thickening 56 65.9
Atelectasis 34 40.0
Pleural effusion 27 31.8
Swollen lymph nodes 22 25.9
Large sheet consolidation 21 24.7
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Figure 9: Comparison of (a) CRP and (b) ESR levels in peripheral
blood between the two groups of neonates.
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Figure 10: Comparison of the efficiency of different methods for
diagnosing NBP.
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accuracy of the disease to a certain extent. With the con-
tinuous update and iteration of computer network tech-
nology, various image processing technologies have also
been rapidly developed and penetrated into all walks of life.
Various AI algorithms have also been applied and developed
in the field of medical imaging. (e iterative reconstruction
algorithm under AI can achieve noise control through the
description and expression of noise characteristics, so it has
been widely used in the reconstruction of low-dose CT
imaging, of which the ASiR algorithm is the most widely
used [19–22]. (erefore, the effect of CT image recon-
struction using the ASiR algorithm under AI was evaluated
through subjective evaluation and objective measurement
firstly. (e results showed that, compared with the FBP
algorithm, the noise of the CT image after reconstruction by
the ASiR algorithmwas dramatically reduced and the quality
score was improved greatly. When the preweight value was
50%, the reconstruction of the CT image by the ASiR al-
gorithm showed the best effect. When the preconditions of
the ASiR algorithm are determined, the postweight value can
affect the objective indicators of the image and the super-
visor’s score. It was found in this study that, with the increase
of postweight value, the SD values of the vertebral body,
aorta, and paraspine soft tissue decreased obviously, while
the SD value of lung tissue did not changemuch.(is may be
due to the heterogeneity of the lung tissue itself.

Subsequently, the CT characteristics of neonates with
bronchial pneumonia were analyzed, and the results showed
that ground-glass features accounted for the largest pro-
portion, followed by nodular/small patchy air cavity con-
solidation and vascular bundle thickening. Ground-glass can
show increased lung density and blurred edges; part of it
shows the distribution of full title pages; and the pathological
basis is the appearance of a small amount of serous and
inflammatory exudate in the alveoli [23]. (e nodular/small
patchy air cavity consolidation mainly shows small patches
of increased density, occupying almost all acinars and
lobules [24]. In addition, the changes in serum CRP and ESR
levels of neonates were detected in this study. SerumCRP is a
systemic inflammatory response protein, which can reflect
the infection status of neonates [25]. ESR is a nonspecific
marker for the evaluation of tissue inflammation and de-
struction, which can reflect the aggregation state of the fi-
brinogen and immunoglobulin of patients [26]. (e results
of this study revealed that neonates with bronchial pneu-
monia showed greatly increased CRP and ESR levels, in-
dicating that they suffered from systemic inflammatory
response. In addition, the diagnostic accuracy on neonates
with bronchial pneumonia using only CRP or ESR levels was
only about 75%, while that of CRP+ESR+CT examination
could be as high as 98.6%.

6. Conclusion

In this study, the CT images of NBP patients were recon-
structed based on the AI ASiR algorithm, and it was applied
in combination with the detection of serum CRP and ESR
levels in the diagnosis of NBP. It was found in this study that
the AI ASiR algorithm can significantly improve the quality

of CT images of NBP, and CT technology based on the AI
ASiR algorithm can be used in the clinical diagnosis of
bronchial pneumonia in children, but the efficiency of
identifying bacterial and viral pneumonia was still low and
had to be improved. (e diagnostic method combining CT
scan and serum CRP and ESR level detection had signifi-
cantly improved the sensitivity, specificity, and accuracy of
disease diagnosis. (is study provided reference and basis
for the early diagnosis and treatment of NBP in children.
However, there were still some shortcomings in this study.
For example, it only analyzed the influence of the preweight
and postweight values on the reconstruction effect of the AI
ASiR algorithm, and the influence of other parameters on
the image quality needed to be considered in the follow-up.
In addition, it only analyzed the CTcharacteristics of NBP in
children. In the follow-up, the sample size needed to be
further expanded to explore the differences and diagnostic
efficiency in CT characteristics of bacterial and viral NBP.
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Cajo, “Bilateral bronchopneumonia due to Rothia mucilagi-
nosa,” Anales del Sistema Sanitario de Navarra, vol. 40, no. 3,
pp. 479–483, 2017, PM.

[19] Y. Chen, W. Li, and S. Liu, “Quantitative influence of adaptive
statistical iterative reconstruction on CT image histology of
patients with primary colorectal cancer,” Journal of Pakistan
Medical Association, vol. 70, no. 9, pp. 78–83, 2020.

[20] Y. Noda, S. Goshima, H. Koyasu et al., “Renovascular CT:
comparison between adaptive statistical iterative recon-
struction and model-based iterative reconstruction,” Clinical
Radiology, vol. 72, no. 10, pp. e13–e19, 2017.

[21] A. Shah, M. Rees, E. Kar, K. Bolton, V. Lee, and A. Panigrahy,
“Adaptive statistical iterative reconstruction use for radiation
dose reduction in pediatric lower-extremity CT: impact on
diagnostic image quality,” Skeletal Radiology, vol. 47, no. 6,
pp. 785–793, 2018.

[22] N. K. Lee, S. Kim, S. B. Hong et al., “Low-dose CT with the
adaptive statistical iterative reconstruction V technique in
abdominal organ injury: comparison with routine-dose CT
with filtered back projection,” American Journal of Roent-
genology, vol. 213, no. 3, pp. 659–666, 2019.

[23] X. Zhang, W. Song, X. Liu, and L. Lyu, “CT image of novel
coronavirus pneumonia: a case report,” Japanese Journal of
Radiology, vol. 38, no. 5, pp. 407-408, 2020.

[24] C. P. Upchurch, C. G. Grijalva, R. G. Wunderink et al.,
“Community-Acquired pneumonia visualized on CT scans
but not chest radiographs,” Chest, vol. 153, no. 3, pp. 601–610,
2018.

[25] D. Wussler, N. Kozhuharov, M. Tavares Oliveira et al.,
“Clinical utility of procalcitonin in the diagnosis of pneu-
monia,” Clinical Chemistry, vol. 65, no. 12, pp. 1532–1542,
2019.

[26] Y. Huang, A. Liu, L. Liang et al., “Diagnostic value of blood
parameters for community-acquired pneumonia,” Interna-
tional Immunopharmacology, vol. 64, pp. 10–15, 2018.

Journal of Healthcare Engineering 11



Research Article
Susceptible-Infected-Removed Mathematical Model under Deep
Learning in Hospital Infection Control of Novel
Coronavirus Pneumonia

Ting Liu ,1 Yanling Bai ,2 Mingmei Du ,2 Yueming Gao ,3 and Yunxi Liu 2

1First Department of Health Care, �e Second Medical Center and National Clinical Research Center for Geriatric Diseases,
Chinese PLA General Hospital, Beijing 100853, China
2Department of Disease Control and Prevention, �e First Medical Center of Chinese PLA General Hospital,
Beijing 100853, China
3Department of Rehabilitation Medicine, �e Second Medical Center and National Clinical Research
Center for Geriatric Diseases, Chinese PLA General Hospital, Beijing 100853, China

Correspondence should be addressed to Yunxi Liu; 201801010518@stu.hnie.edu.cn

Received 28 August 2021; Revised 25 September 2021; Accepted 29 September 2021; Published 27 October 2021

Academic Editor: Enas Abdulhay

Copyright © 2021 Ting Liu et al.(is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Objective. (is research aimed to explore the application of a mathematical model based on deep learning in hospital infection
control of novel coronavirus (COVID-19) pneumonia.Methods. First, the epidemic data of Beijing, China, were utilized to make a
definite susceptible-infected-removed (SIR) model fitting to determine the estimated value of the COVID-19 removal intensity β,
which was then used to do a determined SIRmodel and a stochastic SIRmodel fitting for the hospital. In addition, the reasonable β
and c estimates of the hospital were determined, and the spread of the epidemic in hospital was simulated, to discuss the impact of
basal reproductive number changes, isolation, vaccination, and so forth on COVID-19. Results. (ere was a certain gap between
the fitting of SIR to the remover and the actual data. (e fitting of the number of infections was accurate. (e growth rate of the
number of infections decreased after measures, such as isolation, were taken. (e effect of herd immunity was achieved after the
overall immunity reached 70.9%. Conclusion. (e SIR model based on deep learning and the stochastic SIR fitting model were
accurate in judging the development trend of the epidemic, which can provide basis and reference for hospital epidemic
infection control.

1. Introduction

Novel coronavirus (COVID-19) is one of the current
coronaviruses that can infect humans. On December 1, 2019,
the first suspected case of COVID-19 was admitted to
Jinyintan Hospital in Wuhan. After that, major hospitals in
Wuhan received similar unidentified pneumonia patients
one after another. (e Wuhan Municipal Health Com-
mission started an epidemiological investigation on De-
cember 29. On January 8, 2020, experts from the National
Health Commission of China announced that the pathogen
was a novel coronavirus [1]. According to the report of the
Wuhan Health Commission on January 16, 41 new patients
were reported inWuhan, and 19 new cases were reported on

January 19. Zhong Nanshan, head of the national expert
team, said on January 20 that the disease was “human-to-
human infectious” and that 217 new cases had been reported
in Wuhan that day. (e first cases were reported in Tianjin,
Jiangxi, Zhejiang, and Henan provinces on January 21,
marking the start of a full-scale outbreak of COVID-19 in
China. As ofMarch 1, the total number of confirmed cases in
China has reached 80,000. Meanwhile, other countries have
also reported the emergence of novel coronavirus infections.
At present, the epidemic in China has been basically brought
under control through continuous efforts. However, the
epidemic continues to spread in other countries and the
international situation is still grim. Against the background
of global economic integration, the prevention and control
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of the epidemic must not be slackened. Currently, research
on the COVID-19 model is mostly focused on the whole
region [2]. (ere have been very few studies on hospitals.
However, as the main battlefield of antiepidemic, it is very
necessary to study the law of epidemic transmission and its
control transmission. Specifically, health care workers are
more likely to come into contact with patients and get sick.
When health care workers get sick, it is not only a major
blow to the health care system, but it also increases the risk to
the general population. (is is extremely detrimental to the
prevention and control of the epidemic [3].

(e use of models to study infection began as early as the
18th century.(e concept of establishing a model to solve the
spread of infectious diseases was first proposed by Bernoulli
when he studied the smallpox virus. By the middle of the 20th
century, scientists began systematic research on it. In 1926,
Kermack and Mckendrick proposed the classic susceptible-
infected-removed (SIR) warehouse model [4]. Various
subsequent models were proposed based on that. Later, as
the research on infectious disease models continues to
deepen, scientists have further subdivided and characterized
different infectious diseases, such as SIR and SIES models. In
recent years, infectious disease models have developed
rapidly with the development of computing power and big
data. Many scientists modeled various infectious diseases.
For example, some scientists established an SIR model with
H1N1 as the research object and conducted a simulation
study on it. (ere were many similar examples [5]. A large
amount of research data showed that the establishment of
infectious disease research models can effectively predict the
development trend of infectious diseases, which was ex-
tremely important for the treatment and control of infec-
tious diseases. (e establishment of infectious disease
models has occupied an irreplaceable and important posi-
tion in modern infectious disease research.

(erefore, a SIR and stochastic model was established
based on the data of the whole area of Beijing. (en, the data
of the hospital was used as the research data to carry out
empirical analysis on the model. It was expected to provide a
basis for epidemic control and subsequent similar events.

2. Research Methods

2.1. Determination of SIR Model. Based on a set of ordinary
differential equations, the population was divided into three
types: susceptible, infected, and evacuated to establish the
SIR model. Susceptible persons were represented by St,
which meant the number of susceptible persons, and the
susceptible persons were defined as healthy people who had
not yet been infected with the disease. Infected people were
expressed by It, which meant the number of people infected
at time t, which was defined as a group that had been infected
and could transmit from person to person. (e migrants
were represented by Rt, which meant the number of mi-
grants at time t, which was defined as the people who had
been isolated, passed away, or recovered from immunity.
Assuming that an epidemic occurred in a closed environ-
ment, the effects of normal birth rate and death rate were

excluded, while population dynamics were ignored, and the
total population was counted as N. (en,

St + It + Rt � N. (1)

In a unit of time at time t, if the infection intensity was β,
the number of new infections was βStlt. At time t, the
number of people who were evacuated due to death and
recovery was proportional to the number of infections. If the
intensity of removal was calculated as r, the number of
people who were evacuated was rIt. (e specific SIR model
with different parameters is shown in Figure 1.

2.2. Stochastic SIR Model. For the stochastic SIR model, the
stochastic process is as follows: for a given probability space
(Ω,℘, P) and a given parameter set T, each parameter
satisfies t ∈ T. (en, XT � X(t, w), t ∈ T{ } is the random
variable defined in the probability space (Ω,℘, P), and the
corresponding random process XT � X(t, w), t ∈ T{ } in the
probability space (Ω,℘, P) is denoted as X(t), t ∈ T{ } or
X(t). (e discrete state continuous-time Markov process is
as follows: in a random process X(t), t ∈ T{ }, if there are any
integer n and space states I, 0≤ t0 < t1 < t2 < . . .

< tn+1, tk ∈ T, k � 0, 1, 2, . . . , n + 1, and their states meet the
following conditions:

P X tn+1( ≤ in+1|X tn(  � in, . . . , X t0(  � i0 

� P X tn+1( ≤ in+1|X tn(  � in .
(2)

(en, the stochastic process X(t), t ∈ T{ } is a discrete
state continuous Markov process. Continuous-time Markov
chain: for the random process X(t), t ∈ T{ }, if there are any
integers n and state space I,
I, 0≤ t0 < t1 < t2 < . . . < tn+1, tk ∈ T, k � 0, 1, 2, . . . , n + 1,
and the state satisfies the following conditions:

P X tn+1(  � in+1|X tn(  � in, . . . , X t0(  � i0 

� P X tn+1(  � in+1|X tn(  � in .
(3)

(en, the stochastic process X(t), t ∈ T{ } is called the
continuous-time Markov process, also known as the process
Q− . (e transition probability function: let X(t), t ∈ T{ } be a
continuous countable Marko chain; then, for any i, the
transition probability j ∈ E is as follows:

pij(s, t) � P X(t) � j|X(S) � i , s≤ t; i, j ∈ E. (4)

(e above Markov chain is called the time homogenous
Markov chain, and its transition probability is only related to
the time interval and has nothing to do with the time se-
lection. (erefore, when only the time homogenous Markov
chain was considered, the above formula can be rewritten as
follows:

pij(t − s) � P X(t) � j|X(s) � i 

� P X(t − s) � j|X(0) � i , s≤ t; i, j ∈ I.

(5)

(e transition probability matrix is defined as follows:
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P(t) � (pij(t))i, j ∈ l. (6)

Chapman–Kolmogorov equation: for any s, t≥ 0, i,

j ∈ I, there is the following equation:

pij(s + t) � 
k∈I

pik(s)pkj(t). (7)

Its matrix form is as follows:

P(s + t) � P(s)P(t), ∀s, t ∈ [0,∞). (8)

(e transition rate matrix is defined as follows:

A �

a00 a01 a02 . . . a0n

a10 a11 a12 . . . a1n

a20 a21 a22 · · · a2n

⋮ ⋮ ⋮ ⋱⋮

an0 an1 an2 · · · ann

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

aij � lim
Δt⟶0+

pij(Δt) − pij(0)

Δt

�

limΔt⟶0
pij(Δt)
Δt

, i≠ j

limΔt⟶0 +
pij(Δt)
Δt

, i � j

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

. (9)

According to 
∞
j�0 pij(Δt) � 1, the following equation is

acquired:

1 − pij(Δt) � 
∞

j�0,j≠ i

pij(Δt) � 
∞

j�0,j≠ i

aijΔt + o(Δt) . (10)

Further, equation (11) is acquired:

aii � lim
Δt⟶0+

− 
∞
j�0,j≠ 1 aijΔt + o(Δt) 

Δt

� − 
∞

j�0,j≠ i

aij.

(11)
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Figure 1: SIR epidemic model with different parameters.
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(en, the following equation is obtained:



∞

j�0
aij � aii + 

∞

j�0,j≠ i

aij � 0. (12)

(e pure generative process is defined as follows:

P Xt+dt � j|Xt � i  �

ηidt + o(dt), j � i − 1,

1 − ηidt + o(dt), j � i,

o(dt), others.

⎧⎪⎪⎨

⎪⎪⎩

(13)

(e birth and death processes are shown as follows:

P Xt + dt � j|Xt � i  �

ςidt + o(dt), j � i + 1,

ηidt + o(dt), i � i − 1,

1 − (ςi + ηi)dt + o(dt), j � i,

o(dt), others.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

A susceptible person was likely to become infected with a
probability of βStItdt. (e probability that an infected
person would recover or die and become a remover is cItdt.
(e probability of the above two occurrences is
1 − (βSt + c)Itdt. (erefore, the transition probability of a
binary random process St, It, t≥ 0  is as follows:

P (S, I)t+dt � (i, j)|(S, I)t � (m, n) . (15)

β and c are removal coefficients. Specific infectious
disease random models and least square cases under dif-
ferent coefficients are shown in Figures 2 and 3.

2.3. Parameter Estimation

Least square method: assuming unknown parameters
θ � (β, c), then the number of infected persons is
I � Ii, 1≤ i≤N , the simulated value of the number of
infected persons is Y(θ) � yi(θ), 1≤ i≤N , and the
residual is V � Y(θ) − 1 and the sum of squares SSE(θ)

of the residual is as follows:

SSE(θ) � ‖V‖
2

� 
N

i�1
yi(θ) − Ii 

2
,

zSSE(θ)

zβ
� 2

N

i�1
yi(θ) − Ii 

zyi(θ)

zβ
,

zSSE(θ)

zβ
� 2

N

i�1
yi(θ) − Ii 

zyi(θ)

zc
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

Weighted least square method: the recent data was given
a large weight, while the long-term data was given a

smaller weight, wN− i, 0<w< 1, so the sum of squares
SSE(θ) of the residual is as follows:

SSE(θ) � ‖V‖
2

� 

N

i�1
w

N− i
yi(θ) − Ii 

2
+ 

M

i�N+1
yi(θ) − Ii 

2
.

(17)

2.4. Empirical Study on COVID-19 in Hospital. Firstly, the
SIRmodel was used to fit the epidemic situation of the hospital.
In the SIR model, the whole population was classified into
susceptible persons (St), infected persons (It), and displaced
persons (Rt). New diagnoses in hospital every day are shown in
Figure 4. (e number of newly diagnosed patients in hospital
on a daily basis was consistent with the basic trend (It) in the
SIR model, so the SIR model can be used for fitting.

(e parameter estimation of the SIR model was deter-
mined. (e number of communicators was taken as the
number of confirmed cases on the day minus the number of
deaths and ceases on the day, and the cumulative number of
deaths and ceases Rt was obtained as follows:

It � number confirmed on a day − cumulative number
of deaths and cures.
Rt � cumulative number of deaths and cures

(e number of persons hospitalized with the virus per
day and the cumulative number of deaths and discharges are
the number of evacuees. (en, the differential equation of
SIR model is determined as follows:

dst

dt
� − βStIt,

dIt

dt
� βStIt − cIt,

dRt

dt
� cIt.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

(e initial value was I0 � 241, R0 � 5, and the parame-
ters to be evaluated were S0, β, and c. (e least square
method was used to estimate the unknown parameters. First,
the following definition is made to estimate c:

c(t) �
R(t) − R(t − 1)

I(t − 1)
. (19)

(us, an estimate of 0.071 for c is obtained, representing
a recovery time of approximately 14 days per patient. (en,
the least square estimation of S0 and β is carried out by using
the estimated value of the obtained c. (e parameter domain
of unknown parameters is [1.6 × 10− 4, 1.8 × 10− 4] ×

[1600, 1800], and the minimum value SSE is found to obtain
the 3D stereogram and contour map. (e least square es-
timate of S0 and β is as follows:

β � 1.68 × 10− 4S0 � 1672. (20)

(e sum of squares of the residuals is as follows:
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SSE � 1.277 × 105. (21)

(en, the obtained S0 � 1672 is used for the least square
estimation of β and c. (e parameter domain of unknown
parameters is [1.6 × 10− 4, 1.8 × 10− 4] × [0.068, 0.076], the

minimum value SSE within the range is found, and the 3D
stereogram and contour map are obtained. (e least squares
estimate is as follows:

β � 1.684 × 10− 4
,

c � 0.072.
(22)

(e corresponding residual peace is as follows:

SSE � 1.2633 × 105. (23)

Parameter estimation of stochastic SIR model was as
follows. Simulation steps of the stochastic process are as
follows: (i) when t � 0, the initial value is set as (S0, I0), β, c.
(ii) Random numbers with exponential distribution pa-
rameter βStIt + cIt are generated. (iii) Random number k
that obeys uniform distribution U(0, 1) is generated. Let
p � βSt/βSt + c, if r≤p, then (St+dt, It+dt) � (St− 1, It + 1). If
r>p, then (St+dt, It+dt) � (St,It − 1). (iv) (e pretransfer
state (St, It) is replaced with the posttransfer state
(St+dt, It+dt); the previous process is repeated, and the
process is terminated when St � 0 or when It � 0. (e initial
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value is the same as that of the determined SIR model. (e
25 × 25 grid is taken and the parameter domain is set as
[2.5 × 10− 6, 2.7 × 10− 6] × [0.06, 0.08]. (e minimum value
of SSE is obtained via MATLAB, to draw the 3D stereogram
and contour diagram. (e least square estimate of the po-
sition parameter is as follows:

β � 2.588 × 10− 6
,

c � 0.073.
(24)

For the determined SIR model, the parameter fitting is
substituted to extract the I change image. For the stochastic
SIR model, the I1 change image is also obtained by fitting its
10,000 orbits and averaging the values of the orbits on the
whole point (Figure 5).

Although there is a certain gap in the image, considering
the error that may occur in the operation is acceptable, the
previous view is confirmed. (e determined SIR model is
regarded as the value of the whole point of the stochastic SIR
model. When the stochastic SIR model has enough orbits to
eliminate its random interference, the average value of the
two is converged. (e results of the two are similar, but the
process is opposite.(e determined SIRmodel is regarded as
a macroscopic change. (e stochastic SIR model is a mi-
croscopic action, which determines the change of a single
person each time, which is more in line with objective
changes.(e changes in the three types of populations in the
SIR model are not achieved overnight, so the stochastic SIR
model is more convincing and more reasonable than the
determined SIR model.

2.5. StatisticalMethods. SPSS 22.0 data analysis software was
used to analyze the data. (e counting data were expressed
as a percentage, and themeasurement data were expressed as
mean± standard deviation. Analysis of variance was used to
compare the data between groups, and P< 0.05 was con-
sidered statistically significant.

3. Results

3.1. Results Comparisons. (e percentage error between the
daily number of infected people and the actual number after
February 12, the comparison between the fitting number of
infected people and the real number, and the comparison of
the number of displaced people are shown in Figure 6. For
accurate data, the error control was better. (ere was not
much difference between the fit number and the real number
of infected people. (ere was a certain error in the fitting of
the number of patients removed, which may be caused by a
large number of patients during the epidemic and the failure
of timely treatment and death of some patients or their self-
healing.

3.2. Estimation of the Basic Regeneration Number. (e var-
iation of effective regenerative number and the relationship
between basal regenerative number and herd immunity are
shown in Figure 7. (e effective number of regenerations in
the first day was the basic number of regenerations, and the
effective number of regenerations decreased as the suscep-
tible person became infected. After the isolation of infected
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people and other measures, the susceptible group continued
to shrink. (e effect of herd immunity was achieved when
the immune population reached 70.9% in the population,
that is, when the basic regeneration number was less than or
equal to 1.When the base regeneration number was less than
or equal to 1, the outbreak would only occur in a small area
and ended quickly.

3.3. Influences of Infection Intensity on the Development of the
Epidemic. (e number of people infected under different
infection intensities is shown in Figure 8. When β decreased
to 30%, the peak number of infections decreased signifi-
cantly, and when β decreased to 50%, the peak number of
infections decreased further. As β went down, the ability of
the new coronet to infect went down, so did the peak
number of infections. Although it had a small effect on the
total number of people infected, it can slow the progression
of the epidemic and reduce the pressure on medical care by
delaying the peak.

3.4. �e Impact of Vaccines and Other Measures on the
Outbreak. Figures 9 and 10 show the comparison of 30%
vaccine-covered and 30% vaccine-covered and quarantined
with no measures of infection. When vaccine coverage
reached 30 percent, both the peak daily patient count and the
cumulative number of patients declined by 34 percent.
When the vaccine was covered by 30% and the isolation
measures were taken, the peak daily cumulative number of
patients and the total cumulative number of patients de-
creased further, by 70%. Vaccine coverage and isolation
control were proven effective.

4. Discussion

Infectious diseases have always been one of the common and
dangerous factors threatening human life and health. Be-
cause of their tendency to spread on a large scale, they lead to
not only the demise of individuals but also the demise of
species, nations, and even civilizations. Civilizations have
been wiped out by infectious diseases throughout human
history. Early Spanish explorers to Latin America, for ex-
ample, discovered that the Mayas and Incas who had lived
there for generations were wiped out by smallpox [6]. In
addition to that, there have been a number of similar epi-
demics in human history, such as the plague in the heartland
of Mongolia in the east and the Black Death in the west.
(ese have caused great disasters to human society. (ere
were many similar cases. In ancient China, there were 261
plague cases recorded, and some scholars even found rec-
ords of plague in oracle bones. To sum up, infectious diseases
have a huge impact on human society [7]. Human beings
have never stopped fighting against infectious diseases. As
early as the pre-Qin period, China cut off the source of
infection through isolation and other means. Modern
western scholars performed smallpox virus research, and the
smallpox virus has been eliminated. Another example is the
outbreak of plague in Northeast China during the period of

the Republic of China. Liande Wu, a medical doctor, was
ordered to stop a deadly infectious disease [8].

With the continuous development of modern science
and technology and medical treatment, the medical level has
improved a lot. Human research on infectious diseases is
deepening, but bacteria and viruses are also constantly
mutating and evolving. All kinds of new pathogens emerge
in an endless stream. For example, there was the outbreak of
hepatitis C in China in 1989 and the middle east respiratory
syndrome (MERS), which was prevalent in a small area in
the Middle East a few years ago, and SARS which was
prevalent in a large area in the world in 2003. In recent years,
as the range of human activities continues to expand, the
boundary between human beings and nature is getting lower
and lower, which leads to the increasing probability of
human being being infected with infectious diseases [9]. For
example, the H1NI virus which emerged in 2009 originally
appeared in birds. After continuous mutation, it eventually
became parasitic on people. It took the lives of tens of
thousands of people in the United States and caused a huge
burden to the American society. (ere are more than 3,000
known viruses, and this is just the tip of the iceberg. Human
beings have a long way to go in the prevention and treatment
of infectious diseases [10].

Using models to study infection began as early as the 18th
century. (e concept of establishing a model to solve the
spread of infectious diseases was first proposed by Bernoulli
when he studied the smallpox virus. By themiddle of the 20th
century, scientists began systematic research on it. In 1926,
Kermack and Mckendrick proposed the classic susceptible-
infected-removed (SIR) warehouse model [11]. Various
subsequent models were proposed based on that. Later, as
the research on infectious disease models continues to
deepen, scientists have further subdivided and characterized
different infectious diseases, such as SIR and SIES models. In
recent years, infectious disease models have developed
rapidly with the development of computing power and big
data. Many scientists modeled various infectious diseases
[12]. For example, some scientists established an SIR model
with H1N1 as the research object and conducted a simu-
lation study on it [13]. (ere were many similar examples. A
large amount of research data showed that the establishment
of infectious disease research models can effectively predict
the development trend of infectious diseases, which was
extremely important for the treatment and control of in-
fectious diseases. (e establishment of infectious disease
models has occupied an irreplaceable and important posi-
tion in modern infectious disease research. (erefore, the
SIR model and SIR stochastic model based on deep learning
were established in this work to explore the development law
of the COVID-19.

COVID-19 is one of the current coronaviruses that can
infect humans. On December 1, 2019, the first suspected case of
COVID-19 was admitted to JinyintanHospital inWuhan. After
that, major hospitals in Wuhan received similar unidentified
pneumonia patients one after another. (e Wuhan Municipal
Health Commission started an epidemiological investigation on
December 29. On January 8, 2020, experts from the National
Health Commission of China announced that the pathogen was
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Figure 9: Comparison of the number of infected persons with vaccine coverage and those without vaccine coverage.
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Figure 10: Comparison of 30% vaccine coverage plus isolation and no measures.
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a novel coronavirus. According to the report of the Wuhan
Health Commission on January 16, 41 new patients were re-
ported in Wuhan, and 19 new cases were reported on January
19. Zhong Nanshan, head of the national expert team, said on
January 20 that the disease was “human-to-human infectious”
and that 217 new cases had been reported in Wuhan that day
[14]. (e first cases were reported in Tianjin, Jiangxi, Zhejiang,
and Henan provinces on January 21, marking the start of a full-
scale outbreak of COVID-19 in China. As of March 1, the total
number of confirmed cases in China has reached 80,000.
Meanwhile, other countries have also reported the emergence of
novel coronavirus infection. At present, the epidemic in China
has been basically brought under control through continuous
efforts. However, the epidemic continues to spread in other
countries and the international situation is still grim. Against the
background of global economic integration, the prevention and
control of the epidemic must not be slackened. Currently,
research on the COVID-19 model is mostly focused on the
whole region. (ere have been very few studies on hospitals.
However, as the main battlefield of antiepidemic, it is very
necessary to study the law of epidemic transmission and its
control transmission. Specifically, health care workers are more
likely to come into contact with patients and get sick. When
health care workers get sick, it not only is a major blow to the
health care system but also increases the risk to the general
population this is extremely detrimental to the prevention and
control of the epidemic [15].

(erefore, a retrospective analysis of the occurrence of
COVID-19 in hospital was performed by using the SIR
model based on deep learning and the SIR stochastic model.
Based on the SIR model, the COVID-19 epidemic situation
in Wuhan was studied, and the research time was from
January 23, 2020, to March 31, 2020.(e law of the spread of
the epidemic was discovered through daily epidemic in-
formation and restoring of its development process. Finally,
some valuable information was obtained through the model,
which had positive significance for potential prevention and
control work in the future. (e determined SIR model and
stochastic SIR model were taken as the core, and then the
Wuhan area was modeled. First, S0 was used as the pa-
rameter to be estimated, and its range was determined by
MATLAB to find a better fitting effect. (en, the obtained o
value was used to find β and Y suitable for the Wuhan area.
In the stochastic SIR model, the continuous-time Markov
Chain was used to fit S0, B, and y again. (e residual square
SSE chart of the daily number of infected persons was
plotted through the computer running 5,000 orbits, and the
extreme points of the infection intensity B and the recovery
intensity were found, which were compared with the de-
termination of the SIR equation, and the error was within a
reasonable range. (en, a simulation of 10,000 orbits was
implemented to draw a simulation diagram of the three
groups of people, which showed that the determined SIR
model was the mean process of the stochastic SIR model
without considering the covariance. Finally, the different
results of changing the intensity of infection and the in-
tensity of removal on the development of the epidemic were
discussed. It was found that quarantine, vaccine, and other
measures had an impact on the development of the

epidemic.(e intensity of infection was a key factor affecting
the outbreak. It was also found that the SIR model and
stochastic model based on deep learning had an ideal pre-
diction effect on the development trend of the epidemic.

5. Conclusion

(e deep learning SIR model and stochastic SIR model were
used to retrospectively study the occurrence of COVID-19 in
hospital. It was found that the above two models were ac-
curate in predicting the development trend of the epidemic
and had a high prospect in hospital epidemic control. In
addition, vaccine, isolation, and infection intensity had a
great impact on the development of the epidemic, and the
epidemic can be controlled from these three aspects when
similar situations occur in the future. However, due to the
limited sample and space, the study on this issue is not
comprehensive and in-depth enough. In future study and
work, it will expand the sample for further study.

(is work was developed based on the determined SIR
model and stochastic SIR model. Although some effects were
achieved in predictive analysis, there are many shortcomings.
First, the variability of B and y is not fully considered, which
are set as a constant. From the beginning to the end of the
epidemic, B and ymay change due to various reasons such as
the government’s control and the update of medical re-
sources, so the patient’s ability to get infected should go down,
and the level of recovery should go up as various drugs are
tested, In the future, we can consider its time-varying function
to conform to objective facts. Secondly, the description index
of the model is too single. For the most critical infection
intensity and recovery intensity, population mobility, medical
resource level, and aging rate in each region are different,
which are all important parameters affecting the accuracy of
the model. In the future, it can be considered as a break-
through to continuously optimize model equations and pa-
rameters to achieve more accurate results.
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(e aim of this research was to explore the relationship between depression and brain nerve function in patients with end-stage
renal disease (ESRD) and long-term maintenance hemodialysis (MHD) based on watershed segmentation algorithm using
diffusion tensor imaging (DTI) technology. A total of 29 ESRD patients with depression who received MHD treatment in the
hemodialysis center of hospital were included as the research subjects (case group). A total of 29 healthy volunteers were recruited
as the control group, and a total of 29 ESRD patients with depression and brain lesions were recruited as the control group (HC
group). Within 24 h after hemodialysis, the blood biochemical indexes were collected before this DTI examination. All par-
ticipants completed the neuropsychological scale (MoCA, TMT A, DST, SAS, and SDS) test. (e original DTI data of all subjects
were collected and processed based on watershed segmentation algorithm, and the results of automatic segmentation according to
the image were evaluated as DSC� 0.9446, MPA� 0.9352, and IOU� 0.8911. Finally, the average value of imaging brain
neuropathy in patients with depression in the department of nephrology was obtained.(e differences in neuropsychological scale
scores (PSQI, MoCA, TMTA, DST, SAS, and SDS) between the two groups were statistically significant (P< 0.05).(e differences
of FA values in all the white matter partitions of Fu organs, except the cingulum of hippocampus (CgH) between the two groups,
were statistically significant (P< 0.05). ESRD and DTI quantitative detection under the guidance of watershed segmentation
algorithm in MHD patients showed that ESRD patients can be early identified, so as to carry out psychological nursing as soon as
possible to reduce the occurrence of depression, and then protect the brain nerve to reduce brain neuropathy.

1. Introduction

End-stage renal disease (ESRD) [1] is a worldwide public
health problem. It generally refers to the middle and late
stages of various types of chronic kidney diseases and has a
certain degree of similarity with the concept of uremia.
However, there are still some differences in diagnostic cri-
teria. Generally, ESRD can be diagnosed when the glo-
merular filtration rate is low to a certain standard. (is
standard is generally recognized as 15mL (min.1.73m2) as
the standard line. When the chronic kidney disease reaches

the fifth stage, it enters the ESRD. At this stage, with the
further decline of renal function, toxins continue to accu-
mulate in the body, which may cause various symptoms of
uremia. Generally, it relies on continuous maintenance
dialysis or looking for appropriate renal sources for trans-
plantation replacement therapy [2, 3]. In the ESRD for a long
time, a large number of toxins accumulated in the body may
cause damage to multiple important organs in the body. (e
central nervous system is the most likely to be affected. (e
central nervous system may cause many complications after
injury, such as cerebrovascular injury, behavioral cognitive
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impairment, brain atrophy, cerebral infarction, and depres-
sion. According to relevant data, about 60% of ESRD patients
have cognitive impairment, so it is of great significance to
diagnose and intervene the brain structure changes of renal
disease patients as soon as possible [4, 5]. However, the exact
pathogenesis of cognitive impairment in ESRD patients is still
unclear. Diffusion tensor imaging (DTI) can quantitatively
display the abnormal pathological changes of white matter
microstructure [6], and tract-based spatial statistics (TBSS) is
a more ideal imaging method for automatic and efficient
evaluation of white matter fiber integrity [7].

Watershed algorithm is a kind of algorithm technology
derived from geodesy topology. It has many advantages, and
the logical ideas in the algorithm are easy to understand.
(erefore, it is widely used in various fields. Now, it is mainly
used in image segmentation [8, 9]. (e gradient map of the
image to be segmented is regarded as the topology in geodesy
[10, 11]. Watershed algorithm is a kind of applied mor-
phology in general. Its main idea is to analogize the selected
target image to topography. (e gray value of the image
represents the altitude of the terrain, and the gray pixels in the
image represent the valleys and peaks in the terrain. It is
assumed that a hole is placed on each extreme point of the
gray pixel, and the analogy model is put into the water. At this
moment, the terrain and area formed by the process of water
rising from the extreme point are basins. Different catchment
basins in the image are about to converge, and the junction of
its convergence becomes a watershed [12]. (e watershed
algorithm is a mathematical morphological method, which
belongs to a region segmentation technology, and is an ef-
fective image segmentation method. In addition, it is featured
with fast calculation speed and more accurate positioning, so
it has many applications in the field of image analysis.
Marking extraction in an image is a method of controlling
oversegmentation. (e minimum value area of the original
gradient image is forcibly modified by the previously men-
tioned marking, and irrelevant minimum values in the
original gradient image are shielded, showing very good
segmentation effect. DTI is currently the only noninvasive
examinationmethod that can track whitematter fiber tracts in
vivo and effectively observe it. It can directly show the spatial
relationship between acute cerebral infarction lesions and
fiber tract, so as to judge the severity of brain injury. At this
stage, there are relatively few studies on the watershed al-
gorithm in MRI DTT imaging on depression and brain nerve
function in patients with ESRD. (erefore, in this study, the
watershed algorithm was adopted to the image processing
network, the DTI technology was applied to image the pa-
tient’s CST, and the DTI images of brain injury were collected
to understand the sleep, anxiety, and depression of patients in
time and develop treatment plans for the patient as soon as
possible to improve prognosis, so as to provide help for
clinical diagnosis and treatment.

2. Methods

2.1. Research Objects. Twenty-nine ESRD patients who
underwent hemodialysis in the hemodialysis center of the
department of nephrology at a tertiary hospital from

October 2018 to November 2019 were enrolled as the case
group. Twenty-nine local healthy volunteers matched with
the case group in age, gender, years of education, anxiety,
depression, and sleep quality scores were enrolled. All
subjects were educated for ≥6 years and were right-handed
(Figure 1).

2.2. Inclusion and Exclusion Criteria. (e inclusion criteria
were as follows: (1) patients diagnosed with ESRD,
according to K/DOQI chronic kidney disease classifica-
tion criteria; (2) patients who underwent regular dialysis
for three months; (3) patients with no history of renal
transplantation or acute renal failure; (4) patients without
previous headless trauma, intracranial occupation, stroke,
mental and neurological diseases, metabolic diseases, and
other diseases that may affect the nervous system; (5)
patients with no history of smoking, drug addiction, or
alcoholism; and (6) patients without MRI contraindica-
tions. (is study was a prospective study and was ap-
proved by the hospital ethics committee. All subjects
signed informed consent. (e participants’ general de-
mographic information, conducted neuropsychological
tests and MR scans, and relevant blood biochemical in-
dexes were collected.

(e exclusion criteria were as follows: (1) patients with
lesions >1.0 cm in the brain confirmed by clinical history
and conventional MRI examination, such as cerebral
hemorrhage, cerebral infarction, and brain tumors; (2)
patients who cannot complete the neuropsychological scale
test; and (3) patients with MRI contraindications.

2.3. Watershed Segmentation Algorithm. Watershed algo-
rithm is a kind of algorithm technology derived from
geodesic topology. It has many advantages, and the
logical ideas in the algorithm are easy to understand.
(erefore, it is widely used in various fields. Now, it is
mainly used in image segmentation [13, 14]. By applying
this method to the field of image segmentation, it has
made a significant contribution to optimizing the seg-
mentation effect of the image. With further research on
the watershed algorithm, the mathematical morphology
technology was added to the segmentation field. (ere-
fore, the complexity of the watershed algorithm is
gradually improved, and the effect of the segmentation
image is further improved. In different scenes and fields,
the label and segmentation of the target image are re-
alized at different levels, and the outline of the label parts
after segmentation is clear.

(e basic definition of watershed algorithm is as follows:
the two-dimensional image N to be segmented is selected to
set the discrete value in the interval of [0, M]. (e image is
defined as a gray image, where M is a positive number, and
the following conditions need to be met:

DNεR
2⟶ 0, 1, . . . , M{ }, (1)

F⟶ N(F). (2)
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Let U be a grid, which represents a subset of the set
R2 ×R2. Each grid has different names according to the
number of grids contained in it.

Definition 1. Pixel set with height of H is selected from the
selected image N.

TH � F ∈ D | N(F)≤H{ }. (3)

H represents the threshold, and nA (α, B) geodesic
distance is used to represent the distance between two
points. (e selection of these two points needs to satisfy a,
b ∈A. If B⊆A appears, region B is divided into random G
regions, and G regions are connected with each other,
denoted as Bi, where i� 1,...,G.

Definition 2. In set A, Bi divided into random regions is
selected, and the solution equation of the influence region
corresponding to this part is as follows:

NRA Bi, B(  � F ∈ A | F, Bi( <NA F,
B

Bi

  . (4)

Definition 3. Connect B and Bi to form a collection NRA(B).

NRA(B) � 

G

i�1
iRA Bi, B( . (5)

Definition 4. In set A, the absolute complement SKIZ of
NRA(B) is considered to be the skeleton affecting some regions.

SKIZA(B) �
A

NRA(B)
. (6)

After the pixels in the foreground part are concentrated,
the SKIZ is obtained, and the following equations are derived:

zhmin
� F ∈ D | N(F) � hmin  � Thmin

, (7)

zG+1 � MINh+1 ∪NRTh+1
zh( , h ∈ hmin − hmax . (8)

Definition 5. In D, the watershed region Wshed (f) is the
absolute complement set corresponding to zhmax

.

Wshed(f) �
D

Zhmax

. (9)

If there is a big difference in the gray value between the
selected image and the target image background, then it is
believed that the segmentation effect is better. If the dif-
ference between the both is not obvious, the phenomenon of
“undersegmentation” easily appears. (erefore, the contrast
of the image is enhanced to a certain extent, and the
mathematical morphology technology is added into the
segmentation field, so that the gray value between the se-
lected image and the background of the target image is
greatly different. Let ut (x, y) and f (x, y) denote the denoised
image and the gray image, respectively, and carry out the
top-cap transformation on f (x, y) to retain the region with
large brightness in the original image. (e top-hat trans-
formation result is as follows:

h � f − (f ∘ b). (10)

b represents the structural element. f ∘ b represents the
opening operation of b to f. (e bottom-cap transformation
is performed on f (x, y) to save the dark details in the image.
(e bottom-cap transformation result is as follows:

j � (f • b) − f. (11)

f·b denotes closed operation b to f. h (x, y) and j (x, y) are
added to get contrast enhanced gray image.

i(x, y) � h(x, y) + j(x, y). (12)
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Figure 1: Comparison of differences in population data of subjects.
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i⊕ b and iΘ b represent the expansion operation and
corrosion operation of b to i, respectively, and the gradient of
morphological image is as follows:

g � (i⊕ b) − (iΘ b). (13)

(e flowchart of improved watershed segmentation al-
gorithm is shown in Figure 2.

2.4. Assessment of Depression. Center for Epidemiological
Survey, Depression (CES-D) was used to evaluate depression.
One-way analysis of variance (ANOVA) was used to compare
the differences among the three groups in terms of age, years
of education, neuropsychological scale score, and DTI pa-
rameters (FA, MD, AD, and RD values) between the two
groups. CES-D was designed to evaluate the frequency of
current depressive symptoms, focusing on depression emo-
tion or mood. CES-D, also known as the self-rating de-
pression scale of stream invocation, was prepared by Sirodff at
the National Institutes ofMental Health in 1997, known as the
center for epidemiological studies depression scale. It is
widely used in the field of depression diagnosis and is used in
the clinical screening of patients with depressive symptoms in
order to further check and diagnose them. Some also used an
individual emotional examination to assess the severity of
depressive symptoms. Compared with other self-rating de-
pression scales, CES-D focuses more on the individual
emotional experience and less on the somatic symptoms in
depression. (e minimum score of depression was 0, and the
maximum score was 60. Psychologists set the 16 points as the
dividing point.(ose who scored above 16 points belonged to
the depressed group, and those who scored below 16 points
belonged to the nondepressed group. Sixteen to twenty points
indicated mild depression, 21–25 points indicated moderate
depression, and 26–60 points indicated severe depression.(e
degree of depression is easily affected by mood and mental
state, so the measurement results may be different at different
times, which is normal.

2.5. Inspection Equipment

2.5.1. DTI Examination. All subjects underwent examina-
tion and data acquisition using Siemens Verio 3.0T super-
conducting magnetic resonance imaging (Magnetom Verio
3.0T) and used 12-channel standard head coil. (e specific
process and DTI parameters were as follows. Single exci-
tation white-spin plane echo sequence was used. Specific
parameters are as follows: echo time (TE)� 86ms, repeat
time (TR)� 11908ms, slice number (slice)� 65, slice
thickness (ST)� 2mm, matrix size (MS)� 128 x 128, field of
view (FOV)� 244mm× 244mm, voxel size (VS)�

2mm× 2mm× 2mm, diffusion weighted directions� 30,
and b value� 0s/mm2, 1000s/ram2. (e total examination
time was 12min and 56 s.

2.5.2. Blood Biochemical Examination Information.
Before this MRI examination and within 24 h after hemo-
dialysis, the patient group was tested for the following

clinical biochemical indicators: serum creatinine (Scr),
blood urea nitrogen (BUN), blood kalium (K), blood cal-
cium (Ca), and blood phosphorus (P).

2.5.3. MRI Examination. (e nuclear magnetic resonance
(NMR) scanning equipment, 1.5 T HDC nuclear magnetic
superconducting magnetic resonance scanner of the United
States, with 8-channel head coil, was used. (e patients were
allowed to maintain supine posture on the check bed. (e
head and neck joint coil was used to fix the head of the
patients. (e quality of the head coil was tested before
routine scanning to ensure that the 12 channels of the coil
were all working properly. Subjects wore earplugs to avoid
excessive noise affecting the tester’ s state, and then, all the
MRI scan lights were turned off to avoid unnecessary light
interference.

2.6. Statistical Method. SPSS19.0 software was used for
statistical analysis. Measurement data conforming to normal
distribution were expressed as mean± standard deviation,
and the difference between groups was analyzed by inde-
pendent sample t-test. (e measurement data that did not
conform to the normal distribution were represented by
median and quarter position, and the difference between
groups was analyzed by nonparametric rank sum test. Count
data were expressed as n (%). Differences between groups
were analyzed by chi-square test. Pearson correlation
analysis was performed for DTI diffusion index, depression
score, and clinical biochemical index. P< 0.05 was consid-
ered statistically significant.

3. Results

3.1. Correlation Analysis of DTI Diffusion Indexes with De-
pression Score and Clinical Biochemical Indexes Based on
Segmentation Algorithm. (e correlation analysis in this
study showed that the FA value in the anterior part of the left
corona was positively correlated with the DST score
(r� 0.586, P � 0.007). (e FA value of the right hook was
positively correlated with MoCA score and negatively cor-
related with TMTA (r� 0.545, P � 0.013; r� .0.464,
P � 0.039). Left Nd and subiculum MD values were nega-
tively correlated with depression score (r� − 0.463,
P � 0.040). (ere was no correlation between the values of
FA, MD, AD, and RD in all the different brain regions and
PSQI scores (P> 0.05). In addition, there was no significant
correlation between the results of DTI dispersion indexes
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Output 
segmentation 

results
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Figure 2: Image segmentation process based on improved wa-
tershed algorithm.
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and the blood biochemical indexes of the subjects (P> 0.05)
(Figure 3).

(e segmentation results of the target image based on the
watershed algorithm model are shown in Figure 4. (e
results of automatic segmentation based on the image were
evaluated as DSC� 0.9152, MPA� 0.9229, and
IOU� 0.8450. In order to improve the segmentation accu-
racy of the watershed model, the watershed algorithm with
fine-tuning weight was tested to segment the target image.
(e image was processed independently under the algorithm
processing, but the processing results were continuous and
stable in time. (e results are shown in Figure 4. (e
evaluation of the automatic segmentation results based on
the image was DSC� 0.9446, MPA� 0.9352, and
IOU� 0.8911.

3.2. Comparison of Neuropsychological Cognitive Scores
among Subjects. (e differences in MoCA score and
TMT_A score between the ESRD group and the HC group
were statistically significant (Figure 5).

3.3. Comparison of Difference Values in DIC Measurement of
Brain Volume by ESRD. Compared with the HC group,
almost all white matter areas of ESRD maintenance he-
modialysis patients had decreased FA value and increased
MD value and RD value. Only in the right superior corona
radiata, left superior corona radiata, right superior longi-
tudinal bundle, the difference was statistically significant
(P< 0.05) (Figure 6).

3.4. Comparison of General Condition between Depression
Group and Nondepression Group. A total of 176 question-
naires were distributed to patients with regular hemodialysis
for more than half a year in the hemodialysis room and were
distributed and recovered by the competent nurses in the
dialysis room. (e recovery rate was 100%. (ere were 103
males and 73 females, with an average age of 61.24± 12.08
years. (ere were 58 cases in depression group and 29 cases
in nondepression group.(e number of depression accounts
for 66% of the total. (e general status of the two groups was
significantly different in personal monthly income and
working status (P> 0.05) (Figure 7).

3.5. Analysis of Brain Neuropathy Caused by Depression in
PatientswithESRD. Depression often leads to the expansion
of physical symptoms in patients with cerebral stroke, which
generally causes double damage to the normal physical and
social functions of patients, and at the same time seriously
affects the self-psychological adjustment function of pa-
tients. (e impact of psychological problems often leads to
patients giving up or interrupting treatment, and then, they
lose hope for subsequent life and recovery, which directly or
indirectly affects the positive cooperation of patients in
clinical treatment, thus affecting the best time for rehabil-
itation of patients and causing serious burdens on families
and society (Figure 8). After stimulation of the vagus nerve,
the brain activity of patients increased significantly. Patients

with severe depression should communicate effectively with
the attending physician timely and relieve anxiety and de-
pression as much as possible after using certain antide-
pressant drugs. (en, further psychological treatment and
psychological care were conducted. Figure 8 is a DWI image
of the patient’s skull. Both T2 and diffusion effects can cause
DWI signal enhancement, and lesions with reduced or
limited diffusion had higher signals on DWI images. In the
imaging process, there was false positive performance with
reduced dispersion due to the residual T2 component.
Figures 8(a)–8(d) all show the characteristics of clear im-
aging and high resolution.

4. Discussion

ESRD is the end stage of chronic renal failure [15]. It
generally refers to the middle and late stages of various types
of chronic renal diseases, which is somewhat similar to the
concept of uremia, but there are still some differences in the
diagnostic criteria. When the chronic renal disease reaches
the fifth stage, it enters the end stage of renal disease. At this
time, with the further decline of renal function, the patients
continue to accumulate toxins in the body, which may cause
various symptoms of uremia. (e patients generally main-
tain their normal life through hemodialysis. In addition, if
the appropriate renal source can be found for transplan-
tation and replacement, it can be treated. However, the
psychological state of patients with such diseases often has
various problems, among which depression is the most
common [16, 17]. Studies showed that the incidence of
depression in ESRD hemodialysis patients is much higher
than that in the general population of 20%–30%. Depression
is very harmful to hemodialysis patients. Studies indicated
that depression in patients before dialysis treatment can
produce a series of psychosomatic reactions, increasing the
incidence and mortality of cardiovascular diseases [18]. (e
incidence of depression in ESRD hemodialysis patients was
42.2%, higher than foreign reports. (e reasons may be
related to the personality and mental stress of Chinese
people and factors such as personal tolerance and economic
level [19]. (e study of Yoong et al. [20] showed that 49.9%
of ESRD patients experienced increased depression, and
45.4% of ESRD patients experienced increased anxiety
during treatment. (e high proportion of anxiety and de-
pression emphasizes the importance of testing and nursing
care for ESRD patients during dialysis care. Mu et al. [21]
segmented rough semantics in DTI images based on the
feature extraction of deep learning, realized super pixel
segmentation algorithm, used boundary optimization al-
gorithm to optimize the segmentation accuracy of image
edges, and improved the accuracy of image segmentation. In
this study, the watershed algorithm was applied to the DWI
imaging of patients with brain diseases, which had signifi-
cant value for the early diagnosis of ESRD patients and
psychological care. (e correlation analysis of the DTI
diffusion index of the segmentation algorithm in the image
with the depression score and clinical biochemical indica-
tors. (e results showed that the FA value of the anterior left
crown was positively correlated with the DST score
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(r� 0.586, P � 0.007). (e FA value of right uppercut was
positively correlated with MoCA score (r� 0.545, P � 0.013)
and negatively correlated with TMTA (r� 0.464, P � 0.039).

(e correlation between the results of DTI dispersion index
and the blood biochemical indexes of subjects was not
significant. (e left Nd and subiculum MD values were
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Figure 4: Comparison of watershed segmentation graph and original graph.

6 Journal of Healthcare Engineering



Figure 6: Comparison of difference values in DIC measurement of brain volume by ESRD based on voxel brain volume measurement. Red:
atrophy; yellow: more severe atrophy.
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negatively correlated with depression scores (r� − 0.463,
P � 0.040).

DTI technology is one of the most effective tools for
noninvasively studying the structural and pathological
changes of white matter (WM) at the microstructure level. It
uses the diffusion anisotropy of water molecules in human
tissues, uses various parameters to reflect the direction and
degree of water molecule movement in fiber bundles, and
visualizes the changes of WM microstructure. (e main
parameters include the following [22]: fractional anisotropy
(FA), axial diffusion coefficient (AD), radial diffusion co-
efficient (RD), and mean diffusion rate (MD). Moreover,
based on the imaging features of watershed segmentation
algorithm, ESRD can be diagnosed early. Early treatment can
reduce the medical costs, relieve economic pressure, and
reduce depression complicated with brain lesions. Asman
et al. [23] segmented the medical images and converted the
TI-weighted DTI imaging data of the label information of
the multiatlas segmentation into fully automated. (e seg-
mentation method constructed in the article showed a good
effect on the FA of the measured image.

In this study, DTI technology is used to explore the
correlation between depression and brain neuropathy in
ESRD patients based on methods.(e following conclusions
are drawn: early diagnosis of ESRD based on watershed
segmentation algorithm is conducive to early treatment and
reduce depression and brain lesions in ESRD patients.

5. Conclusion

(e purpose of this study is to use the watershed algorithm
to segment the DTI image of the brain of ESRD patients and
further analyze and explore the relationship between de-
pression and brain nerve function of ESRD patients. (e
original DTI data of all subjects were collected and processed
based on the watershed segmentation algorithm, and the
results of automatic segmentation were evaluated as
DSC� 0.9446, MPA� 0.9352, and IOU� 0.8911. (e anal-
ysis of DTI images after watershed algorithm segmentation
suggested that the WM microstructure of patients had

undergone a certain degree of change and atrophy, and three
main WM fibers had undergone lesions. However, the re-
search content still has some limitations. (is study only
focuses on a single imaging diagnosis method, and the
number of samples is not large enough. (erefore, it is
necessary to increase the number of samples and deepen the
further exploration of watershed algorithm. In conclusion,
this study can analyze and judge the relationship between
depression and brain nerve function in ESRD patients
through watershed algorithm, which provides certain data
support and theoretical basis for the diagnosis and treatment
of depression in ESRD patients.(e only shortcoming of this
study was that the number of cases was not large and the
number of subjects included in the experiment was limited.
At a certain time, multiple centers can be used to conduct
experiments, and the algorithm dataset training required a
lot of data, so follow-up work needed to increase the training
dataset and increase the accuracy.
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Objective. )e study focused on the separation effects of ultrasound blood flow signal detection, based on empirical mode
decomposition (EMD) algorithm, and the clinical efficacy of Compound Danshen injection and magnesium sulfate in the
treatment of pregnancy-induced hypertension (PIH) syndrome.Methods. )e empirical mode decomposition (EMD) algorithm
was optimized first and compared with other algorithms for the accuracy and stability in separation of blood flow signals. 80
patients with PIH syndrome undergoing ultrasound examination were selected as the research subjects and randomly divided into
control group and observation group according to the actual treatment methods. 40 cases in the observation group were treated
with Compound Danshen injection +magnesium sulfate, and 40 cases in the control group were treated with magnesium sulfate.
After the treatment, the clinical indicators of the two groups of patients were analyzed. Results. )e accuracy and stability in
separating blood flow signal of the optimized EMD algorithmwere better than those of other algorithms. After treatment, the total
effective rate and blood pressure control of the observation group were significantly better than those of the control group, and the
incidence of adverse maternal and infant outcomes was significantly lower than that of the control group. After treatment, the
endothelin-1 (ET-1), C-reactive protein (CRP), and homocysteine (Hcy) indexes of the two groups of patients decreased sig-
nificantly, and the decrease level of the observation group was significantly greater than that of the control group (P< 0.05). )e
prothrombin time (PT), fibrinogen (FIB), activated partial thromboplastin time (APTT), and plasma thrombin time (TT) levels of
the two groups after treatment were better than those before treatment, and the observation group was better than the control
group (P< 0.05). Conclusion. )e optimized EMD algorithm is of great value for the separation of ultrasound blood flow signals.
For patients with PIH syndrome, Compound Danshen injection combined with magnesium sulfate can be used as a treatment
plan, which can improve maternal and infant outcomes; control blood pressure; reduce 24 h urine protein and serum ET-1, Hcy,
and CRP levels; and improve coagulation function. It is worthy of promotion.

1. Introduction

Usually, pregnancy-induced hypertension (PIH) syndrome
occurs in women with more than 20 weeks of pregnancy.
Clinically, it mainly manifests itself as hypertension, pro-
teinuria, and edema of limbs [1, 2]. PIH syndrome threatens
maternal and infant health and can easily cause adverse
events such as premature delivery, eclampsia, postpartum
infection, or hemorrhage, which is not conducive to preg-
nancy outcome [3, 4]. Currently, the etiology of

hypertension in pregnant women is mainly summarized as
systemic small vasospasm [5]. )erefore, in practice, it is
necessary to relieve systemic small vasospasm, and this
strategy has been proved to have a significant effect [6].
Magnesium sulfate is a clinically effective drug for relieving
systemic small vasospasm, and it is found to be effective in
the treatment of hypertension in pregnancy [7]. However,
the use of magnesium sulfate alone cannot achieve satis-
factory results. Compound Danshen injection is a Chinese
patent medicine mainly composed of Danshen (a traditional
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Chinese medicine to promote blood circulation and dredge
meridians) and Jiangxiang (a traditional Chinese medicine
to remove stasis and stop bleeding) [8]. Compound Danshen
injection has a variety of pharmacological effects, such as
expanding blood vessels, improving microcirculation,
scavenging oxygen free radical, protecting liver function,
and sedating the mind [9], which can effectively lower blood
pressure, thereby alleviating vascular endothelial injury [10].
Generally speaking, to treat small vasospasm in patients is to
restore the secretion function of nitric oxide and vascular
endothelin [11]. Research has found that Danshen has a
good effect on improving this function [12].

Ultrasound Doppler technology has become an im-
portant method for the diagnosis and efficacy evaluation of
diseases of the blood circulatory system, especially car-
diovascular diseases, because of its ability to measure blood
flow nondestructively. Due to the simplicity and non-
invasiveness of ultrasound diagnosis technology, in recent
years, ultrasound examination has gradually been used in
the functional and morphological evaluation of PIH.
Studies have shown that functional and morphological
changes (such as endothelial diastolic function and vascular
stiffness) are related to the occurrence and development of
PIH. However, the blood flow signal detected by traditional
ultrasound often contains the signal of the tube wall, which
will interfere with the blood flow speed to a certain extent,
leading to deviations in the diagnosis and evaluation of the
disease. Empirical mode decomposition (EMD) has sig-
nificant advantages in the processing of nonlinear and
nonstationary signals. However, it adds the first few layers
as the blood flow signal during the separation process,
which leads to a certain deviation in the separation results.
Hence, it needs to be further optimized.

In this study, the EMD algorithm was optimized to
separate ultrasound Doppler blood flow and vessel wall
signals. 80 patients with PIH syndrome were taken as the
research subjects to explore the effect of the combined
therapy of Compound Danshen injection and magnesium
sulfate on PIH, expected to provide reference value for its
clinical application.

2. Research Methods

2.1. Research Subjects and Grouping. 80 patients with PIH
syndrome admitted to the hospital from July 2019 to August
2020 were selected as research subjects, and they were di-
vided into a control group and an observation group
according to different treatments. )ere were 40 cases in the
control group, aged 23–40 years, with an average age of
29.34± 7.56 years. )e gestational age was 31–41 weeks, with
an average gestational age of 34.86± 3.95 weeks. )ere were
31 primiparous women and 9 postpartum women. )ere
were also 40 cases in the observation group, aged 22–40
years, with an average age of 28.55± 6.94 years. )e ges-
tational age was between 32–41 weeks, with an average
gestational age of 35.62± 3.80 weeks. )ere were 32 pri-
miparous women and 8 postpartum women. )e inclusion
criteria of this study were as follows: (1) meeting the di-
agnosis criteria for the pregnancy-induced hypertension

syndrome; (2) single pregnancy. Patients with other serious
gynecological diseases were excluded. )e experimental
procedure of this study has been approved by the ethics
committee of the hospital, and all the subjects included in
the study have signed informed consent form. )e two
groups were compared for the age, gestational age, number
of pregnancies, and other data. A P value greater than 0.05
was considered comparable.

2.2. �e Separation Method of Blood Flow and Tube Wall
Signals Based on EMD Algorithm. )e blood flow is the
integration of multiple moving blood cells, and the ultra-
sound Doppler signal scattered back by a single blood
particle can be expressed as follows:

Si(t) � AiBi cos φ(t) + ψi C
t
i(t)C

r
i (t), (1)

where i represents the number of the particle; Ai indicates
the acoustic field characteristics of the particle’s location; Bi

is the scattering coefficient of the particle.
Ct

i(t) and Cr
i (t) represent the shapes of the ultrasound

transmitting gate and receiving gate, respectively; and φ(t) is
the particle motion coefficient, φ(t) � ω0t + φd(t), where ω0
is the angular frequency of ultrasonic emission and φd(t)

represents the phase change caused by the motion of the
particle.

Assuming that the blood vessel is a straight round tube,
the radial distribution of blood flow velocity can be
expressed as follows.

s(y, t) � 2v0 1 − y
2

  + 
p

vp|ψ|p cos pwt + εp + χp , (2)

where

ψ � αi
3/2 J0 αi

3/2
  − J0 yαi

3/2
 

αi
3/2

J0 αi
3/2

  − 2J1 αi
3/2

 
, (3)

where y is the ratio of the distance from the center of the
blood vessel to the radius of the blood vessel; J0 and J1
represent the Bessel function of the orders of 0 and 1, re-
spectively; vprepresents the magnitude of the p-order
Fourier coefficient of the average blood flow velocity curve;
εp represents the phase of the p-order Fourier coefficient of
the average blood flow velocity curve; w is the angular
frequency of the heart beat; χ is the phase of ψ; and v0 is the
initial blood flow velocity.

)e pulsation of the blood vessel wall can be analyzed by
the curve of blood pressure over time. Assuming that the
cross-sectional area of the blood vessel is S and the blood
pressure is P, the characteristic function of the blood vessel
wall can be expressed as follows:

S(t) � ae
bP(t)

+ c, (4)

where a, b, e are constants related to the physiological
characteristics of the blood vessel wall: a � 3.6 cm2,
b � −0.0119mmHg, c � 3.05 cm2.

)en, the pulsation velocity curve of the blood vessel wall
can be expressed as follows:
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v(t) �
dr(t)

dt
, (5)

where r(t) is the radius of the blood vessel, r(t) �
������
S(t)/π


.

According to the Doppler frequency shift formula, the
ultrasonic Doppler tube wall signal is calculated as follows:

xw � aw exp iϕd(t) , (6)

where aw represents the constant of the signal amplitude of
the tube wall.

)e original signal is decomposed into the eigenmode
function (IMF) of each layer through the EMD algorithm,
and the original signal is finally N − 1 decomposed into N −

1 IMF and a residual component.

s(t) � 
N−1

t�1
xi(t) + r(t), (7)

where r(t) is the residual component.
For further time-frequency analysis of the original signal,

the Hilbert transform needs to be performed on the IMF
decomposed by the EMD algorithm. )en, the Hilbert
transform of xi(t) can be expressed as follows:

yi(t) �
1
π


+∞

−∞

xi(τ)

t − τ
dτ. (8)

)e analytical signal zi(t) of xi(t) can be expressed as
follows:

zi(t) � xi(t) + iyi(t) � ai(t)e
βi(t)

, (9)

where ai(t) represents the amplitude of the analytical signal,
ai(t) �

�����������
x2

i (t) − y2
i (t)


; and βi(t) represents the phase angle

of the analytical signal, βi(t) � arctan[yi(t)/xi(t)].
)e instantaneous frequency is calculated as follows:

wi(t) �
dβi(t)

dt
. (10)

)en, the original blood flow signal can be expressed as
follows:

s(t) � Re 
n

i�1
ai(t)exp i  wi(t)dt 

⎧⎨

⎩

⎫⎬

⎭. (11)

In order to improve the accuracy of extracting pipe wall
signals, an adaptive wavelet threshold algorithm is intro-
duced to optimize the EMD algorithm. )e i-th layer IMF
component xi(t) can be expressed as follows:

xi(t) �

bi(t) 1≤ i≤ k − 1

bi(t) + wi(t) k≤ i≤M − 1

wi(t) M≤ i≤N

⎧⎪⎪⎨

⎪⎪⎩
, (12)

where bi(t) is the blood flow signal; wi(t) is the wall signal;
and k, M, and N are the numbers of different layers of the
IMF component: k is the number of the blood flow signal
layers, M is the number of layers of IMF component con-
taining both the tube wall and the blood flow signal, andN is
the number of IMF component layers of the tube wall signal.

According to the noise power estimation algorithm in
wavelet decomposition and the characteristics of EMD
decomposition, the power of the first layer blood flow signal
IMF is expressed as follows:

σ1 �
median x1(t) − medianx1(t)


 

0.6745
. (13)

)e power of the blood flow signal IMF in the i-th layer
can be expressed as follows.

σi �
σ1
�
2

√ i−1. (14)

)e threshold denoising method is used to remove the
blood flow signal in the tube wall signal, and the tube wall
signal can be expressed as follows:

wi �

sgn xi(t)  xi(t)


 −
2σi

1 + exp L x
2
i (t) − σ2i  

⎧⎨

⎩

⎫⎬

⎭ xi(t)


> σi

0 xi(t)


≤ σi.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(15)

Finally, the signal is reconstructed, and the signal cal-
culation method of the original pipe wall is as follows:

w(t) � 
M−1

i�k

wi(t) + 
n

i�M

xi(t). (16)

)en, the extreme values of the original ultrasonic
blood flow signal are solved, then the upper and lower
envelopes are obtained, and the average value of the upper
and lower envelopes is subtracted from the initial signal to
obtain the optimized signal, which is regarded as the first
layer of the IMF. Next, the remaining signals are calculated
and used as a new signal. After the signal decomposition
termination condition is met, the separation of the blood
flow signal is completed. )e specific flow to separate the
blood flow signal by the optimized EMD algorithm is
shown in Figure 1.

2.3. Separation Effect of Blood Flow and Tube Wall Signals by
Doppler Ultrasound. In this study, the separation effects of
blood flow and vessel wall signals by Doppler ultrasound are
evaluated factored into the relative error of the average
frequency curve of the blood flow signal (Ef ) and the mean
relative error (MRE) of the power spectrum of the blood flow
signal. )ey are commonly used blood flow evaluation
parameters, expressed as follows:

Ef �

���������������

t F(t) − Fs(t) 
2

tFs(t)
2




, (17)

where Fs(t) is the average frequency of the standard pure
blood flow signal and F(t) is the average frequency of the
blood flow signal extracted by the separation algorithm.

Journal of Healthcare Engineering 3



MRE �
1

M


M

i�1

f P1(f, i) − P2(f, i)




fP2(f, i)
, (18)

where f represents the frequency; Mis the total number of
blood flow signal segments; and P1 and P2, respectively,
represent the power spectral density of the initial blood flow
signal and the separated blood flow signal in the i-th time
period.

2.4. Treatment Plans and Observation Indicators for Different
Groups. Patients in both groups were examined by the
ultrasonic diagnostic instrument produced by Philips, and
the probe frequency was adjusted to 2.0–5.0mhz. At the
beginning of the examination, the position of the umbilical
cord was first determined, and the placental umbilical artery
was sampled with a volume of 2mL to ensure that the ar-
terial vasculature angle and pulse Doppler sampling should
be below 30°.)en, the blood flow spectrumwas determined.

)e control group was treated with magnesium sulfate
alone, and the observation group was treated with Com-
pound Danshen injection and magnesium sulfate. )e
specific scheme was as follows.

Control group used magnesium sulfate alone. )e
dosage of the drug was 4∼10mL/time, mixed and diluted
with 5% glucose injection and then intravenously infused,
once a day on average, for a total of 10 days.

Observation group used Compound Danshen injection
and magnesium sulfate. )e dosage and method of

magnesium sulfate were the same as the control group. )e
dosage of Compound Danshen injection was 10–20mL/
time, and it was diluted with 100–500mL glucose injection
with a concentration of 5%. Intravenous infusion was carried
out once a day on average. )e treatment also lasted 10 days.

)e two groups were compared for the blood pressure
and 24 h urine protein before and after treatment; the levels
of serum endothelin-1 (ET-1), homocysteine (Hcy), and
C-reactive protein (CRP) before and after treatment; the
changes of blood coagulation function indexes, such as
plasma prothrombin time (PT), fibrinogen (FIB), activated
partial thromboplastin time (APTT), and plasma thrombin
time (TT) before and after treatment; and the outcome of
pregnancy.

2.5. Efficacy Evaluation. After the treatment, if the relevant
clinical symptoms (such as edema, urine protein) basically
disappear and the fetus is delivered smoothly, it is consid-
ered markedly effective; if the relevant clinical symptoms
have been greatly reduced and, although the fetus can be
delivered naturally, there are different degrees of suffocation,
it is considered effective; if the relevant clinical symptoms of
the patient are not significantly reduced and the pregnancy is
forced to terminate, it is considered ineffective. Total ef-
fective rate� (markedly effective + effective)/number of
cases × 100%.

2.6. StatisticalAnalysis. In this study, SPSS 22.0 was used for
data processing and analysis, measurement data was
expressed in the form of “x ± s,” and t-test was used for
comparison between groups. Count data were expressed by
“n” (%), and chi-square test was used for comparison be-
tween groups. P< 0.05 indicated that the difference was
statistically significant.

3. Results

3.1. Separation Results of Blood Flow Signal Based on Opti-
mized EMD Algorithm. )e ultrasound Doppler blood flow
signal was separated using the optimized EMD algorithm,
and the result is shown in Figure 2. It was noted that the
optimized EMD algorithm can separate the blood flow signal
and the tube wall signal.

)e optimized EMD algorithm was used to decompose
the ultrasound Doppler blood flow signal into multiple
instantaneous frequencies. Here, the instantaneous fre-
quencies of the 1st to 6th layers were analyzed (Figure 3).
With the continuous increase of the number of layers, the
instantaneous frequency corresponding to the IMF lowered
continuously.

)en, the changes of instantaneous frequency over the
amplitude were further analyzed (Figure 4). It was found
that as the instantaneous frequency continued to increase, its
corresponding amplitude gradually decreased.

)e traditional EMD algorithm, the optimized EMD
algorithm, and the high-pass filter method (HPF) were
compared for the power spectral density after the ultrasound
Doppler blood flow signal was separated (Figure 5). )e

Start

Signal extreme point

Minimummaximum

Obtain new blood flow signals

End

Calculate the remaining signal

Reduce the envelope mean signal

Whether the signal 
decomposition 

N

Y

Figure 1: Flow chart of blood flow signal separation by the op-
timized EMD algorithm.
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Figure 3: Multilayer instantaneous frequencies of blood flow signal decomposed by the optimized EMD algorithm: (a) 1∼2 layers; (b) 3∼4
layers; (c) 5∼6 layers.
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power spectral density of blood signals separated by the
optimized EMD algorithm was greater than those of the
other two algorithms under different frequencies.

3.2. Separation Effects of Blood Flow and Tube Wall Signal by
Optimized EMD Algorithm. Different algorithms were
compared for the Ef and MRE values (Figures 6 and 7). It
was found that the Ef andMRE values of the optimized EMD
algorithm at different frequencies were significantly higher
than those of the other two algorithms, and the optimized
EMD algorithm showed statistically significant differences
from the traditional EMD algorithm in Ef and MRE values
(P< 0.05).

3.3. Clinical Efficacy. As for the total effective rate of the two
groups of patients in this study, the total effective rate of the
observation group was significantly better, and the difference
compared with the control group was statistically significant
(P< 0.05) (Table 1).

3.4. Blood Pressure. In this study, there was no significant
difference in various indicators between the two groups of
patients before treatment (P> 0.05). After treatment, from

the perspective of blood pressure control, the observation
group’s SBP, DBP, and 24 h urine protein indexes were
significantly better, and the difference was statistically
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Figure 4: Changes of blood flow signal amplitude at different
frequencies.
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Table 1: Comparison of the total effective rate of the two groups of
patients after treatment.

Index Observation
group

Control
group P value

Markedly effective
(n) 23 18 0.031∗

Effective (n) 14 11 0.048∗
Ineffective (n) 3 11 0.003∗∗
Total effective rate
(%) 92.50 72.50 0.016∗

∗represents a statistical difference compared with the control group,
P< 0.05; ∗∗represents a significant difference compared with the control
group, P< 0.01.
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significant compared with the control group (P< 0.05)
(Table 2).

3.5. Expression of ET-1, CRP, and Hcy. In this study, there
was no significant difference in the expression of ET-1, CRP,
and Hcy between the two groups of patients before treat-
ment (P> 0.05). After treatment, the ET-1, CRP, and Hcy
indexes of the two groups of patients decreased significantly,
and the decrease in the observation group was more obvious
than that in the control group (P< 0.05) (Table 3).

3.6. Coagulation Function. Before treatment, there was no
significant difference in the levels of PT, APTT, TT, and FIB
between the two groups (P> 0.05); after treatment, the levels
of PT, APTT, TT, and FIB in the two groups were better than
those before treatment, and the observation group was better
than the control group. )e difference was statistically
significant (P< 0.05) (Table 4).

3.7. Maternal and Infant Outcome. As shown in Table 5, the
incidence of adverse maternal and infant outcomes in the
observation group was significantly lower than that in the
control group (P< 0.05).

4. Discussion

Compound Danshen injection can prevent coagulation
dysfunction, cerebrovascular accidents, and other com-
plications. Combined with magnesium sulfate, it can not
only effectively alleviate PIH syndrome, but also improve
blood circulation and immunity [13, 14]. In this study, it
was found that the blood pressure and 24 h urine protein of
the observation group after treatment were significantly
better than those in the control group (P< 0.05). It can be
inferred that the treatment plan of Compound Danshen
injection combined with magnesium sulfate is helpful to
optimize the blood pressure control of patients with PIH
syndrome. In addition, the total effective rate in the ob-
servation group was significantly higher than that of the
control group (P< 0.05). It can be inferred that the
treatment plan of Compound Danshen injection combined
with magnesium sulfate can improve the maternal and
infant outcomes.

Hcy is an important intermediate product in the process
of methionine metabolism. )e increase of serum Hcy level
in pregnant women is closely related to the occurrence and

development of HDP [15]. CRP is one of the important
indicators that reflect the body’s inflammatory response.)e
increase in serum CRP concentration in HDP patients has a
certain correlation with vascular endothelial damage [16].
)e results of this study showed that, after treatment, the
serum Hcy and CRP levels of the observation group were
significantly lower than those of the control group, sug-
gesting that the combination of Compound Danshen in-
jection and magnesium sulfate can significantly reduce the
serum Hcy and CRP levels of HDP patients.

From the perspective of traditional Chinese medicine,
hypertension during pregnancy belongs to the category of
“blood stasis,” and its occurrence is related to the blood
stasis, deficiency of qi and blood, and obstruction of blood
circulation. )erefore, the treatment aims to promote blood
circulation, remove blood stasis, and dredge the meridians.
Compound Danshen injection is a Chinese patent medicine
composed of traditional Chinese medicine Danshen and
Jiangxiang. Danshen is slightly cold and bitter, and it has the
effects of calming the mind, removing blood stasis, and
promoting blood circulation [17, 18]. Jiangxiang is known
for nourishing the heart, dredging the meridians, relieving
pain, stopping bleeding, and removing blood stasis [19]. )e
combination of the two has the effect of calming the mind,
promoting blood circulation, and removing blood stasis
[20]. It has been found that the polyphenols in Danshen can
inhibit the release of a variety of coagulation factors [21]. By
inhibiting the release of the α receptor, the aggregation of
platelets is greatly reduced, so as to relax the capillaries and
increase the secretion of nitric oxide (NO) in endothelial
cells, to reduce the oxygen consumption of the myocardium,
improve microcirculation, and effectively control the blood
pressure [22]. At the same time, Danshen can positively
affect the blood rheology and increase the perfusion flow of
the placenta, so that the placenta can get sufficient blood
supply and the occurrence of adverse pregnancy outcomes is
greatly reduced [23]. Dalbergin and volatile oil in Jiangxiang
can regulate the balance between ETand NO and antagonize
thrombosis [24, 25], thereby improving the patient’s oxi-
dative stress and blood hypercoagulability and reducing the
incidence of adverse pregnancy outcomes.

In conclusion, the treatment of PIH syndrome patients
with Compound Danshen injection combined with magne-
sium sulfate proved to be effective and can improve maternal
and infant outcomes; control blood pressure; and reduce 24 h
urine protein and serum ET-1, Hcy, and CRP. Additionally, it
can improve the blood coagulation function, and thus the
treatment plan can be widely promoted in the clinic.

Table 2: Comparison of blood pressure control between the two groups of patients after treatment.

Index Time Observation group Control group P value

SBP (mmHg) Before treatment 158.32± 11.86 159.33± 11.90 0.913
After treatment 127.85± 9.34 138.49± 9.11 0.021∗

DBP (mmHg) Before treatment 117.09± 11.56 119.13± 10.97 0.861
After treatment 78.35± 9.77 85.84± 8.71 0.032∗

24 h urine protein (g) Before treatment 4.19± 1.36 4.17± 1.29 0.953
After treatment 1.36± 0.24 2.25± 0.26 0.016∗

∗represents a statistical difference compared with the control group, P< 0.05.
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5. Conclusion

Based on the EMD algorithm, this study established a
separation method of ultrasound blood flow signal, which
was then applied to the diagnosis of patients with pregnancy-
induced hypertension syndrome. Compound Danshen in-
jection combined with magnesium sulfate was used to treat
patients with pregnancy-induced hypertension syndrome.
EMD algorithm can improve the accuracy of blood flow

signal separation in ultrasonic images. Treatment of preg-
nancy-induced hypertension syndrome by Compound
Danshen injection combined with magnesium sulfate can
improve maternal and infant outcomes; control blood
pressure; reduce 24 h urinary protein and serum ET-1, Hcy,
and CRP levels; and improve coagulation function. How-
ever, the study still has the following disadvantages. It only
analyzes the strain curve of the ultrasonic imaging blood
flow signal. In future work, on the basis of ultrasonic im-
aging blood flow signal strain curve, the peak strain, negative
peak strain, and positive peak strain rate should be evalu-
ated, to evaluate the value of blood flow signal decompo-
sition based on EMD algorithm in the diagnosis of
pregnancy-induced hypertension syndrome. In conclusion,
the EMD algorithm optimized in this study is of great
significance for the diagnosis based on ultrasonic blood flow
signals. Compound Danshen injection combined with
magnesium sulfate can improve clinical indicators of
pregnancy-induced hypertension syndrome, providing a
reference basis for the clinical diagnosis and treatment of
pregnancy-induced hypertension syndrome.
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'e objective of this study was to perform segmentation and extraction of CT images of pulmonary nodules based on con-
volutional neural networks (CNNs).'eMask-RCNN algorithmmodel is a typical end-to-end image segmentation model, which
uses the R-FCN structure for nodule detection.'e effect of applying the two algorithmmodels to the computed tomography (CT)
diagnosis of pulmonary nodules was analyzed, and different indexes of pulmonary nodule CT images in lung function ex-
amination after algorithm optimization were compared. A total of 56 patients diagnosed with pulmonary nodules by surgery or
puncture were taken as the research objects. Based on the Mask-RCNN algorithm, a model for CT image segmentation processing
of pulmonary nodules was proposed. Subsequently, the 3D Faster-RCNN model was used to label the nodules in the pulmonary
nodules. 'e experimental results showed that the trained Mask-RCNN algorithm model can effectively complete the seg-
mentation task of lung CTimages, but there was a little jitter at the boundary.'e speed of R-FCN algorithm for nodular detection
was 0.172 seconds/picture, and the accuracy was 88.9%. CT scans were performed on the 56 patients based on a deep learning
algorithm. 'e results showed that 30 cases of malignant pulmonary nodules were confirmed, and the diagnostic accuracy was
93.75%. 'ere were 22 benign lesions, the diagnostic accuracy was 91.67%, and the overall diagnostic accuracy was 92.85%. 'is
study effectively improved the diagnostic efficiency of CT images of pulmonary nodules, and the accuracy of CT images in the
diagnosis of pulmonary nodules was analyzed and evaluated. It provided theoretical support for the follow-up diagnosis of
pulmonary nodules and the treatment of lung cancer. It also significantly improved the diagnostic effect and detection efficiency of
pulmonary nodules.

1. Introduction

Pulmonary nodules are considered to be a multi-system and
multi-organ granulomatous disease with unknown etiology
at present, which often occurs in the lungs, bilateral hilar
lymph nodes, eyes, skin, and other organs, and the incidence
in the chest is as high as 80%–90% [1]. At present, there have
been many studies on the pathogenic causes of pulmonary
nodules, including observation and study on bacteria, vi-
ruses, mycoplasma, fungi, and other infectious factors, but
the exact pathogenic causes have not been obtained.
According to relevant studies, most people currently believe

that the important pathogenesis of pulmonary sarcoidosis is
the disorder of cellular immune function and humoral
immune function, which is the result of the interaction
between cellular immunity and humoral function of the
body caused by unknown antigens [2, 3]. In recent years,
with the development of society and changes of environ-
ment, the incidence of various lung diseases in China has
been on the rise, among which lung cancer has become the
cancer with the highest incidence in China. According to
relevant data [4], in 2015 alone, the number of deaths due to
lung cancer in China reached more than 700,000. Lung
cancer was the leading cause of cancer deaths in 2018,
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accounting for 20 percent of all cancer deaths. By the end of
2017, the number of lung cancer patients and deaths in
China had reached 800,000 and 700,000. 'e incidence of
lung cancer is increasing at an annual rate of 27%, based on
which the mortality rate of lung cancer patients in China will
increase to 40% in the next 20 years [5].

'e manifestations of early lung cancer are mainly
pulmonary nodules, and there are generally no other
specific symptoms in clinical practice. Lung cancer usually
goes undetected by patients until they have obvious
symptoms. Such symptoms include fever caused by re-
peated infection, inflammation of the lungs, chest tightness
and shortness of breath, persistent coughing and hemop-
tysis, and excessive fatigue. At that time, lung cancer has
generally entered the middle and late stages, and the best
treatment period has been missed. At this time, the optimal
treatment period has been missed, so the early diagnosis of
lung cancer is extremely important. One of the key factors
determining the survival rate of patients with lung cancer is
the early accurate diagnosis of pulmonary nodules [6, 7]. If
early pulmonary nodules are diagnosed and treated in
advance and its early symptoms and related indicators are
studied, it can effectively improve the early diagnosis rate
and survival rate of lung cancer patients.

Currently, the main detection methods for lung cancer
include computed tomography (CT) [1, 8]. CT is based on
X-ray technology. 'e X-ray is sent out by the scanner in a
fan-shaped wire bundle of a certain thickness to illuminate
the patient at different angles. 'en, the collected data are
converted into current intensity signals in and out of the
computer through the scanner and finally converted into
three-dimensional images through the algorithm. CT de-
tection is very important in the examination of lung func-
tion, but the analysis and diagnosis of lung CT images are
often affected by doctors’ experience and other subjective
reasons. 'e diagnosis of the same CT image varies greatly
among doctors of different skills, and a large number of CT
images also produce excessive burden on radiologists.
'erefore, algorithm-assisted processing of CT images based
on convolutional neural network (CNN) is extremely im-
portant. Generally, there are two important methods for the
algorithm-assisted CT diagnosis of pulmonary nodules [9,
10]. 'e first is the segmentation of lung CT images. To
ensure that doctors can observe the nodules in the three-
dimensional images carefully, the lung parenchyma needs to
be segmented to remove the irrelevant data in the CTimages.
'e second is adopting the algorithm to automate the de-
tection of pulmonary nodules in CT images, which can not
only effectively improve the diagnostic efficiency of radi-
ologists but also improve the poor diagnostic effect caused
by subjective differences.

'erefore, a model for CT image analysis of pulmonary
nodules was proposed based on CNN deep learning tech-
nology, and then a comparison of different indexes of lung
function examination of pulmonary nodules CT images was
conducted after the optimization of the algorithm. 'e re-
sults of this study were intended to provide reference for the
improvement of clinical diagnosis and treatment of patients
with pulmonary nodules.

2. Methods

2.1. Research Objects. Fifty-six patients with pulmonary
nodules confirmed by surgery or puncture in the hospital
from May 2018 to May 2020 were selected as the research
subjects. All patients received CT and MRI examination at
admission and had complete clinical diagnosis records and
imaging data. Among the 56 patients, 34 were males and 22
were females. Patients ranged in age from 30 to 77 years,
with a mean age of (56.8± 4.7) years. 'e diameter of
nodules in all patients ranged from 1.1 cm to 2.8 cm, with an
average diameter of (2.0± 0.4) cm. 'ere were 28 cases of
right pulmonary nodules and 27 cases of left pulmonary
nodules. All patients had signed informed consent, and this
study had been approved by the Ethics Committee of the
hospital.

Inclusion criteria were as follows: (i) those who met the
diagnostic criteria of pulmonary nodules; (ii) patients who
did not receive any radiotherapy, chemotherapy, or other
treatment before treatment; (iii) patients who had no other
serious heart, liver, kidney, and brain diseases or malignant
tumors; (iv) patients who agreed and accepted the research;
and (v) patients who were not allergic to contrast agents.

Exclusion criteria were as follows: (i) patients with
imperfect imaging data; (ii) patients who were unable to
cooperate with the completion of imaging examination; (iii)
patients who were allergic to contrast agents; and (iv) pa-
tients with other serious heart, liver, kidney, and brain
diseases or malignant tumors.

2.2. CT Examination. Whole-body low-dose CT was per-
formed using a Siemens Somatom Emotion 16-slice spiral CT
scanner. Patients were trained to hold their breath before the
scan, and the whole lung scan was performed. Voltage and
current were set as 120 kV and 100mAs, respectively. 'e
layer thickness was 8.0mm, layer spacing was 1mm, re-
construction interval was 8.0mm, pitch was 0.811, and col-
limation was 16× 0.75. For a CT scan, the patient was supine
with arms crossed and placed in the lower abdomen. During
scanning, the maximum layer of pulmonary nodules was
selected for dynamic enhanced scanning. After the scanning
range was reduced, the nonionic contrast agent ioversol
(320mgl/mL) was injected through cubital vein with high
pressure, the dose was 90mL, and the rate was 4.0mL/s.

2.3. CT Image SegmentationBased onMask-RCNNAlgorithm
Model. 'e Mask-RCNN algorithm model is a type of al-
gorithm that combines detection and classification based on
the Faster-RCNN algorithm. It is a convolutional neural
network model that combines object detection and image
segmentation [11]. Under the interaction of the target de-
tection algorithm and the segmentation algorithm, the pixel-
level segmentation effect is achieved, and the segmentation
of the CT image is completed efficiently and quickly. Unlike
the Faster-RCNN algorithm, the Mask-RCNN algorithm
replaces the ROI pooling layer in the original algorithm with
a better ROI alignment layer, which effectively improves the
accuracy of the image segmentation boundary [12]. Based on
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the new network model, a fully convolutional network is
used for image segmentation. 'e structure diagram is
shown in Figure 1.

'e change of the ROI alignment layer is the most
important update implemented on the Mask-RCNN algo-
rithm repooling layer, which realizes the mutual corre-
spondence between output pixels and input pixels and
effectively retains the spatial data contained in the image.
'e target pixel position in the original CT image in the
image processing process is calculated by the following
equations.

SrcM � dstM
srcWidth
dstWidth

 ,

SrcN � dstN
srcHeight
dstHeight

 ,

(1)

where dstM and dstN represent the pixel coordinates in the
area suggestion box, srcM and srcN represent the coordi-
nates of the target pixel in the original CT image, srcWidth
and srcHeight represent the width and height of the original
image, respectively, and dstWidth and dstHeight are the
width and height of the regional suggestion box, respectively.
'e following equation is used to calculate the pixel value of
the sampling point of each unit through the bilinear in-
terpolation method, and then the maximum pooling op-
eration is implemented.

t(e + f, g + h) � (1 − f)(1 − h)t(e, g) +(1 − f)ht(e, g + 1) + f(1 − h) +(e + 1, g) + fht(e + 1, g + 1). (2)

In the equation, there are four coordinate points to
interpolate the M and N directions.

'e loss function is used to train the model, which
includes the bounding box regression loss and the target
classification loss. 'e overall loss function expression
equation is as follows.

k � kclS + kbox + kmask, (3)

where kmask refers to the average binary cross-entropy loss,
and its expression is as follows.

Crossentropy(t, 0) � − (t, log(v) +(1 − t)log(1 − v)),

(4)

where t represents the target and v represents the output of
the network model. 'e processing of the loss function
generates labels of different category attributes for objects of
different categories so that the interaction between the same
categories will not occur.

2.4. PulmonaryNodule Detection AlgorithmBased on R-FCN.
'e CT image of the lungs segmented by the Mask-RCNN
algorithm was used as the input of CNN for feature ex-
traction. Subsequently, the fully convolutional network
R-FCN was used as the detection algorithm model for
pulmonary nodules, which is an end-to-end network model
[13]. Similar to Faster-RCNN, R-FCN also performs net-
work extraction of ROI, but Faster-RCNN loses certain
characteristics after the extraction process. To retain some of
the missing features, Faster-RCNN uses a deeper network
model, but it undoubtedly sacrifices the training and testing
efficiency of the model. 'e R-FCN used encodes location
information by creating a location-sensitive feature map to
retain the relevant features of the data, and there is no
convolutional layer behind the pooling layer. 'e model’s

structure and location-sensitive features are shown in Fig-
ures 2 and 3.

For the grid of themth row and nth column of the target
object F, the expression of the position-sensitive pooling
layer is as follows.

rF(m, n | θ) � 
(x,y)εbin(m,n)

zm,n,F x + x0, y + y0 | θ( 

n
, (5)

where rF(m, n) represents the average score of the (m, n)
th network in the F target after passing through the
pooling layer, zm,n,F is an output of the sensitive feature
map at the k2(F+1)th position, (x0, y0) represents the
coordinates of the ROI, n means the number of all pixels
in the model, and θ represents the parameters in the
network; the score expression of the target F object is as
follows.

rF(θ) � 
m,n

rF(m, n | θ). (6)

'en, the loss function of each target object consisting of
cross-entropy loss and boundary regression loss is
calculated.

k r, vx,y,w,h  � Kcls
rc∗(  + ϕ c

∗ > 0 kreg v, v
∗

( , (7)

where c∗ represents the true calibration value of ROI,
Kcls

(rc∗) represents the cross-entropy loss function,
kreg(v, v∗) represents the boundary loss function, and v∗

represents the real border of the ROI.

2.5. Statistical Mathematical Processing. SPSS 19.0 was used
for statistical analysis. 'e measurement data conforming to
normal distribution were expressed as mean± standard
deviation, and the difference between groups was analyzed
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by independent sample t-test. 'e measurement data that
did not conform to normal distribution were represented by
median value and quad position, and the comparison be-
tween groups was analyzed by nonparametric rank sum test.
N (%) was used to represent the count data, and chi-square
test was used to analyze the difference between groups.'e p
value was calculated according to the variance value, and
p< 0.05 was considered statistically significant.

3. Results

3.1. Image Segmentation Results Based on Mask-RCNN
Algorithm Model. 'e deep learning framework for algo-
rithm models was TensorFlow. 'is learning framework has
a high degree of flexibility and strong portability, which
supports multi-language and automatic differentiation.
Regarding the training of the algorithmmodel, the CT image
data used in this study were all the medical image data of the
observation objects selected.

'e training of the Mask-RCNN algorithmmodel used a
stochastic gradient descent training network (SGD), the
number of iterations (epoch) was 500, the momentum was
0.8, the learning rate was 0.0001, the batch size was 4, and the
weight attenuation was 0.0001. After 400 iterations of the
network model, the loss started to converge. 'erefore, it
was decided to use the training model after 450 iterations to

segment the lung CT image. 'e comparison chart of the
effect before and after segmentation is shown in Figure 4.

From the before and after comparison of the segmen-
tation effect of the Mask-RCNN algorithm model on the
lung CT image, the trained Mask-RCNN algorithm model
can effectively complete the segmentation task of the lung
CT image, but there was a slight jitter at the boundary.
'erefore, the Mask-RCNN algorithm model cannot fully
learn the boundary features of the image, but the segmen-
tation of the lung parenchyma fully met the requirements.

3.2. Comparison of Results of Pulmonary Nodule Detection
Algorithms Based on R-FCN. 'e CT image data used in this
section were all the medical image data of the observed
objects selected in this study. Each lung CT image contained
pulmonary nodules with a diameter range of approximately
1.1 cm–2.8 cm, with an average diameter of (2.0± 0.4) cm.
'e position and shape of nodules in all CT images were not
fixed. Randomly assigned according to a 2 :1 ratio, the
datasets were divided into training set and verification set.
Nodules on all CT images contained both benign and
malignant lesions. Malignant lesions were characterized by
irregular and burr-like edges and exponential growth rate.
Benign lesions were characterized by nodules with relatively
smooth edges and slow growth.
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Figure 1: Schematic diagram of Mask-RCNN algorithm segmentation.
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'e training of the R-FCN algorithm model used a
stochastic gradient descent training network (SGD), the
number of iterations (epoch) was 500, the momentum was
0.8, the learning rate was 0.0001, the batch size was 4, and the
weight decay was 0.0001. According to the experimental
results, the speed of R-FCN algorithm for nodule detection
was 0.172 seconds/frame, and the accuracy was 88.9%. 'e
results before and after the test are shown in Figure 5.

3.3. CT Image Performance of Different Pulmonary Nodules
Based on Deep Learning. Fifty-six patients who were di-
agnosed with pulmonary nodules by surgery or puncture in
the hospital in a certain area were the research objects.
Among 56 cases of pulmonary nodules diagnosed after
surgery or pathological examination, 32 cases were ma-
lignant lesions and 24 cases were benign lesions. CT scans
based on deep learning algorithms were performed on
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these 56 patients, 30 cases of malignant lesions of pul-
monary nodules were confirmed, and the diagnosis ac-
curacy was 93.75%. 'ere were 22 cases of benign lesions,
the diagnostic accuracy was 91.67%, and the overall di-
agnostic accuracy was 92.85%. At the same time, MRI scan
diagnosis was performed, 27 cases of malignant lesions
were detected, and the diagnosis accuracy was 84.38%. 16
cases of benign lesions were detected, the diagnostic ac-
curacy was 66.66%, and the overall diagnostic accuracy was

76.78%. In Figure 6, the accuracy of CT scan based on deep
learning for the diagnosis of pulmonary nodules was higher
than that of MRI.

'e CT scan parameters of different pulmonary
nodules were recorded. 'e peak enhancement (PH) and
the ratio of aortic enhancement (SPH/PPH) of malignant
nodules and inflammatory nodules were higher than those
of benign nodules. 'e detailed values are shown in
Figures 7–8.

Figure 4: Comparison of the segmentation effect of Mask-RCNN algorithm on lung CT images (the box represents the automatic selection
and labeling of lung parenchyma by Mask-RCNN algorithm, and the dotted line represents the further automatic segmentation of lung
parenchyma).

Figure 5: Comparison of the detection effect of R-FCN algorithm on CT images of pulmonary nodules (the box represents the automatic
segmentation labeling of pulmonary nodules by R-FCN algorithm).
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4. Discussion

'e incidence of lung diseases has been increasing year by
year, and lung cancer has become the number one enemy
affecting the health of Chinese people in recent years. As an
important feature of early lung cancer, pulmonary nodules
are of great significance for the medical diagnosis and ob-
servation analysis of lung cancer. Rapid and effective di-
agnosis of pulmonary nodules can effectively improve the
survival rate of patients with pulmonary diseases.

In the current clinical diagnosis of pulmonary nodules, it
is generally believed that benign pulmonary nodules mainly
occur in the posterior part of the upper lobe and the dorsal
part of the lower lobe of the lung [14–16]. Most of the in-
flammatory nodules were found in the dorsal and inferior
lobes of the lungs. 'e common sites of malignant nodules
are mainly the upper lobe, lingual lobe, and middle lobe of
the lung. 'e morphology of pulmonary nodules is classified
into lobular, quasi-circular, and irregular shapes. 'e quasi-
round shape is mainly manifested by the accumulation of
nodular masses, usually with expansible growth, and ma-
lignant and benign can occur.'e irregularity is usually seen
in inflammatory nodules. 'e lobulated nodules are char-
acterized by oval or round mass with uneven surface.
According to relevant data, lobulated nodules are present in
more than 70% of lung cancer patients [17]. Malicious
nodules often have lobulated contours or irregular nodular
edges. Almost 90% of lobulated nodules are malignant le-
sions. Malignant nodules also have features other than
lobulated nodules, such as burr-like features, pleural de-
pression, and obvious fibrous tissue proliferation in and
around the nodules.

At the present stage of clinical treatment, fiberoptic
bronchoscopy, CT, MRI, and needle biopsy are all con-
ventional methods for the diagnosis of pulmonary nodules.
However, due to the low sensitivity and limited value of
chest radiograph, fiberoptic bronchoscopy has been grad-
ually phased out in the diagnosis of early lung cancer [18]. In
addition, puncture biopsy is an invasive operation for tumor
detection, which will cause certain physical and mental
damage to patients and has poor tolerance. 'e spatial

resolution of MRI imaging examination is low [19], and the
morphological characteristics of small and medium-sized
pulmonary nodules are not obvious. Moreover, the price is
relatively high. CT is currently a research hotspot in the
examination of pulmonary nodules, with its remarkable
advantages of fast and efficient scanning, small noninvasive
radiation, and high tissue resolution. It can not only provide
the morphological information of pulmonary nodules but
also have a good display rate of the subtle signs of pulmonary
nodules.

At present, CT images have become one of the proce-
dures of routine clinical examination, and the number of CT
images has increased greatly in recent years, which has
certain requirements on the diagnostic accuracy and effi-
ciency of radiologists. 'erefore, it is of great significance to
help radiologists effectively improve the diagnostic effi-
ciency. Nowadays, CT scanning equipment has high spatial
resolution [20, 21]. With the gradual development of
computer and artificial intelligence algorithms, the auto-
mation engineering in the field of medical imaging has
become increasingly important. Deep learning algorithms
have been widely used in image processing, such as image
segmentation, target selection, and image enhancement
[22, 23]. In today’s environment of significantly enhanced
server computing capacity, richer datasets, and perfect
network training technology, many algorithm models have
been proposed. 'e recognition ability and precision of
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medical images are also gradually improving. When applied
to the processing of medical images, it can completely re-
place doctors’ preliminary subjective diagnosis of diseases in
some cases.

5. Conclusion

'is study aimed to use deep learning technology to segment
and extract the CT images of pulmonary nodules, so as to
further improve the clinical diagnosis effect of pulmonary
nodules. 'e results showed that the speed of R-FCN al-
gorithm for nodule detection was 0.172 seconds/piece, and
the accuracy was 88.9%. By comparing the CT image effects
after segmentation detection, the diagnostic accuracy of CT
scan based on deep learning for pulmonary nodules was
91.67%, and the overall diagnostic accuracy was 92.85%. CT
scan parameters of pulmonary nodules with different
properties were recorded.'e enhancement peak value (PH)
and aortic enhancement value ratio (SPH/PPH) of malig-
nant and inflammatory nodules were higher than those of
benign nodules, and the data showed good consistency with
the results of surgical examination. Moreover, the data
showed a good agreement with the results of surgical ex-
amination. 'ese results indicated that CT images based on
deep learning were efficient and accurate in the diagnosis of
pulmonary nodules. However, the research content of this
work still has some limitations. Only a single imaging di-
agnosis method was studied, and the sample size was not
large enough. At present, only automatic detection and
labeling of pulmonary nodules can be achieved, but the
nature of nodules cannot be distinguished, and artificial
diagnosis is still needed.'erefore, it is necessary to increase
the number of samples and further explore the deep learning
algorithm in the future. In conclusion, this study can ef-
fectively improve the diagnostic efficiency of CT images for
pulmonary nodules, and analyze and evaluate the accuracy
of CT images for pulmonary nodules. In addition, it provides
theoretical support for the follow-up diagnosis of pulmonary
nodules and the treatment of lung cancer and also signifi-
cantly improves the diagnostic effect and detection efficiency
of pulmonary nodules.
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&is study aimed to explore the application value of emission computed tomography (ECT) imaging technology based on filtered
back projection reconstruction algorithm (FBP) in cardiac function examination after percutaneous coronary intervention (PCI)
in patients with acute myocardial infarction (AMI). Eighty patients with myocardial infarction diagnosed by medical history,
electrocardiograph (ECG), and myocardial enzyme admitted to hospital from February 2018 to February 2019 were selected as the
research objects. All patients underwent PCI seven days after the onset of myocardial infarction. ECT was performed for all
patients before and after surgery. In addition, all ECT images were processed by the FBP reconstruction algorithm. On this basis,
preoperative and postoperative cardiac surgery function and ischemia of the patients were diagnosed. &en, the diagnostic results
were compared with the results of coronary angiography and echocardiogram. &e results showed that all patients had a total of
541 segments before PCI surgery. ECT examination revealed 294 abnormal segments of the ventricular wall, with a total score of
585 points. A total of 100 segments were scored with 1 point, a total of 194 segments were scored with 2 points, and a total of 50
segments were scored with 3 points. After PCI, the number of abnormal segments was reduced to 58, with a total score of 193.
&ere were 6 segments with a score of 1, 44 segments with a score of 2, and 5 segments with a score of 3. &e left ventricular
diastolic volume (EDV), left ventricular systolic volume (ESV), stroke volume (CO), and ejection fraction (EF) of the patients
before the operation were 148± 16mL, 77± 14.5mL, 4.29± 0.37 L/min, and 41.9± 8%, respectively.&e EDV, ESV, CO, and EF of
the patients after surgery were 132± 16mL, 62± 13mL, 4.89± 0.71, and 53± 6%, respectively. Significant changes occurred in
various systolic function parameters before and after surgery, P< 0.05.&e standardized regression coefficients of the three groups
were 0.32, 0.41, and 0.47, respectively, P< 0.05, which indicated that the greater the coronary artery stenosis rate, the higher the
diagnostic coincidence rate of left anterior descending limb (LAD), left circumflex branch (LCX), and left coronary artery (RCA).
&e conformity of ECT imaging in the LCX group for diagnosis of myocardial ischemia was higher than that of UCG, P< 0.05. To
sum up, the ECT technology based on the FBP reconstruction algorithm had a good application prospect in the diagnosis of
cardiac function recovery in AMI patients after PCI.

1. Introduction

In recent years, with the aggravation of the aging of the
population in China and the increasing pressure on people’s
life, the prevalence and mortality of cardiovascular diseases
are rising. Among them, coronary atherosclerotic heart
disease (CAD) has become one of the primary

cardiovascular diseases threatening the life and health of
Chinese people [1]. Coronary heart disease (CHD) is defined
as a narrowing or obstruction of the lumen caused by
atherosclerosis of the coronary artery, or a functional change
in the coronary artery that leads to myocardial ischemia,
hypoxia, or necrosis that further leads to heart disease.
Clinically, CHD is generally classified into five types: (i)
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asymptomatic myocardial ischemia, (ii) angina pectoris, (iii)
acute myocardial infarction (AMI), (iv) ischemic cardio-
myopathy, and (v) sudden death. Among them, AMI is the
most common and serious [2]. AMI is defined as the rapid
reduction or interruption of the blood supply of the coro-
nary artery based on coronary artery disease, resulting in
severe and persistent acute ischemia of the corresponding
myocardium leading to myocardial necrosis. Once myo-
cardial infarction occurs, ventricular remodeling will occur,
which will further lead to complications such as left ven-
tricular dysfunction and congestive heart failure. &ey will
seriously affect the long-term prognosis of patients and
reduce the quality of life of patients [3]. Effective and timely
reperfusion is the key to the early treatment of AMI. Clinical
data showed that percutaneous coronary intervention (PCI)
has a good therapeutic effect on AMI. However, recent
studies pointed out that PCI has time compliance in the
treatment of AMI. Direct PCI within twelve hours of acute
myocardial infarction can effectively save the myocardium,
reduce the size of myocardial infarction, and improve left
ventricular remodeling. However, PCI was less effective in
saving dying cardiomyocytes after seven days of acute
myocardial infarction. Its effects on improving the blood
flow of the left ventricular remodeling, resting or hibernating
myocardium, and preventing the expansion and extension of
the infarct area remain controversial. In addition, many
studies revealed that about 30%∼40% of AMI patients will
have no-reflow after PCI, which seriously affects the ther-
apeutic effect and leads to the prognosis of patients.
&erefore, there is an urgent need for an effective method to
examine and evaluate the cardiac function recovery of AMI
patients after PCI [4–6].

Radionuclide emission computed tomography (ECT) is
a computer aided technique, which uses isotopes to label
drugs, thereby measuring the concentration intensity of
isotopes in various organs in the body and its change with
time based on the principle of human body synthesis. In this
way, the visual shape of the organs is displayed, and the
functional image information of their physiological process
and metabolism is reflected [7]. ECT technology develops
rapidly and has become one of the markers of nuclear
medicine modernization at present [8]. It has been widely
used in the diagnosis of tumors, bone diseases, and cere-
brovascular diseases because it can well combine functional
images with anatomical images. It is also the main means of
heart disease diagnosis, especially in the diagnosis of cor-
onary heart disease, which shows a good diagnostic effi-
ciency and has become one of the recognized methods to
detect coronary heart disease. When radiopharmaceuticals
enter the coronary arteries, they are selectively ingested by
normal cardiomyocytes, and the amount ingested is pro-
portional to the coronary blood flow. When a coronary
artery is narrowed or blocked, blood flow in the coronary
arteries is reduced, and heart muscle cells are damaged. At
that point, the ability of the heart muscle to absorb radio-
active drugs is reduced or even unable to absorb them.
&erefore, ECT can accurately display the metabolism and
blood flow of the myocardium, so as to further determine
whether the myocardium is ischemic, ischemic site, and

ischemic area. Compared with coronary angiography, ex-
ercise plate, and other examination methods, it has the
advantages of noninvasive and no exercise load, so it is a
relatively safe and effective examination method in clinical
practice [9]. Patients with negative ECT examinations can
basically exclude coronary heart disease. For patients with
positive ECT examination, the specific coronary artery le-
sions are further inferred according to the abnormal blood
flow distribution and perfusion volume.

ECT examination is mainly classified into functional
image examination and anatomical structure image exam-
ination, but the image resolution collected by functional
image examination is very low and lacks anatomical in-
formation. To solve this problem, image fusion is proposed.
At present, CET and CT can be organically combined to
provide high-quality images with anatomical localization. To
a certain extent, the quality of ECT images is provided [10].
However, there are still many problems such as image
quality distortion caused by attenuation factors such as the
Compton effect and scattering on image fusion. Image re-
construction technology has developed rapidly in recent
years. According to the collected data, the image is recon-
structed by computing the pixels in the image matrix. FBP is
the most widely used algorithm in image reconstruction at
present. At present, it mainly exists in the X-ray CT system,
but there are few studies on its application in CET [11].

In this study, patients with acute heart infarction were
taken as the research objects. ECT examination was per-
formed before and after PCI. FBP algorithm was used to
process the obtained images, and on this basis, the efficacy of
PCI in MAI was evaluated, to provide reference and basis for
clinical use of ECT, PCI, and FBP algorithm in treatment
and diagnosis of AMI.

2. Materials and Methods

2.1. Research Objects. A total of 80 patients admitted to the
hospital from February 2018 to February 2019 who were
diagnosed with AMI by medical history, ECG, and myo-
cardial enzyme were selected. &ere were 55 male patients
and 25 female patients, with an average age of 61.6± 11.2
years. Exclusion criteria are as follows: patients with onset
less than twelve hours or longer than one month; patients
suffering from cerebrovascular diseases or severe liver and
kidney dysfunction or hyperthyroidism; patients suffering
from malignant arrhythmia, congenital heart disease, car-
diac hypertrophy, and myocarditis resulting in cardiac in-
sufficiency; patients with a history of respiratory
dysfunction, malignant tumor, or active bleeding; and pa-
tients who were long-term bedridden and unable to perform
ECT examination. All studies had obtained patients’ in-
formed consent and met the requirements of medical ethics.

2.2. Overview of Research Methods. All the subjects under-
went percutaneous coronary intervention (PCI) seven days
after myocardial infarction. All patients were examined with
radionuclide emission computed tomography (ECT) before
and after surgery. All ECT images are processed by filtering
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back projection reconstruction algorithm. On this basis, the
preoperative and postoperative cardiac operation function
and ischemia were diagnosed. &e diagnostic results were
compared with coronary angiography and ultrasound ECG.

2.3. ECT InspectionMethod. &e inspection instrument was
Siemens symbia-1, the imaging agent was 9mTc-MIBI, and
the radiochemical purity was >95%. All patients were
routinely given antiplatelet aggregation, anticoagulants,
beta-blockers, nitrates, ACEI drugs, and statins after ad-
mission. 99mTc-MIBI was intravenously injected on the
morning of the 7th day of admission, in the fasting and
resting state, with a dose of 925∼1110MBq (25∼30mCi).
Half an hour later, the patient was fed a fried egg or 250mL
of pure milk. Resting-gated myocardial perfusion imaging
was performed 1.5 to 2 hours later. ECTwas equipped with
a parallel hole low energy and high-resolution collimator.
&e R wave of ECGwas the trigger wave.&e patient lied on
the examination bed with his head outwards. ECG gating
device was opened, and the ECG electrodes were connected
correctly. &e starting angle of probe 1 was −45°, and the
starting angle of probe 2 was 56°. &e angle between probes
was 101°, one position per 3D, running 1050 in total, and 36
individual positions were collected. Eight frames were
collected per cardiac cycle, and the acceptable heart rate
range was ±20% of the mean heart rate. &e matrix was
64× 64, and the acquisition time was 30 seconds/section.
&e energy peak was 140, and the magnification (ZOOM)
was 1.33.

ECT results were classified into four grades: normal
(grade 0), decreased perfusion (grade 1), substantially de-
creased perfusion (grade 2), and perfusion defect (grade 3).
&e calculation of wall thickening rate was automatically
graded into normal wall thickening rate (>25%, grade 0),
reduced (10∼24%, grade 1), substantially reduced (10% to
9%, grade 2), and substantially reduced or no exercise (<9%,
grade 3).

2.4. Image Processing Method. &e back projection recon-
struction algorithm usually introduces star artifacts, which
will lead to image distortion after reconstruction. &is
problem can be solved by rate-wave processing of the image
before reconstruction.

&e projection theorem is the basis of image recon-
struction. &e specific content is as follows. A slice of the 2D
Fourier transform F(w1, w2) � F(ρ, ϕ) of f(x, y) is given by
the 1D Fourier transform of an image pϕ(xr) projected at
the angle ϕ of view f(x, y). &e slice and the axis w1 in-
tersect at an angle ϕ and pass through the origin of the
coordinate. &e specific schematic diagram is shown in
Figure 1. It is further explained that the 1D Fourier trans-
form of the projection of the image f(x, y) in the direction ϕ
gives a slice of the 2D Fourier transform of f(x, y), and the
position of the slice passes through the origin and forms an
angle ϕ with w1.

ζ1 pϕ xr(   � F(ρ, ϕ)|ϕ�arctgw2/w1
. (1)

&e relationship between the projection angle ϕ of view
and the rotation coordinates (xr, yr) and (x, y) is as follows.

xr � x cos ϕ + y sin ϕ,

yr � −x sin ϕ + y cos ϕ.
 (2)

w1, w2 are not independent but bound by

w1 � 2πρ cos ϕ,

w2 � 2πρ sin ϕ.
 (3)

FBP reconstruction is as follows. &e image to be built is
a(x, y); then, its 2D Fourier transform is
A(w1, w2) � A(ρ, θ). According to the central slice theorem,
A(ρ, θ) is obtained by 1D Fourier transform of pϕ(xr) of the
projection of a(x, y) under different viewing angles, which is
expressed as follows.

A w1, w2(  � A(ρ, θ) � ξ1 pϕ xr(   � Pϕ(ρ) � P(ρ, ϕ).

(4)

&e image to be built is as follows.

a
Δ
(r, θ) � a(x, y) � ξ−1

2 A w1, w2(  . (5)

&en, there is

a
Δ
(r, θ) � 

X

0
dϕ
∞

−∞
|ρ|P(ρ, ϕ)e

Jπρr cos(θ− ϕ)dρ. (6)

&e second integral of equation (6) is as follows.


∞

−∞
|ρ|P(ρ, ϕ)e

J2πρrcos(θ− ϕ)
dρ. (7)

&e above equation is rewritten as the inverse Fourier
variant with the spatial variable xr as follows.

Pφ (xr)

Pφ (xr)

φ (xr,y)

xr

xr

yr

O

(r,θ)

y

x

(x,y)

θ
r

a (x,y)

Figure 1: Coordinate system used for FBP.
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∞

−∞
|ρ|P(ρ, ϕ)e

J2πρr cos(θ− ϕ)
dρ � 

∞

−∞
|ρ|P(ρ, ϕ)e

J2πρr cos(θ− ϕ)
|xr�r cos(θ−ϕ),

� g xr, ϕ( |xr�r cos(θ−ϕ)

� g[r cos(θ − ϕ),ϕ]

(8)

g xr, ϕ(  � p(x, ϕ)∗ h xr( . (9)

Equation (9) is substituted in equation (5), and then,
equation (10) is obtained.

a
Δ
(r, θ) � 

X

0
g[r cos(θ − ϕ), ϕ]dϕ. (10)

Equation (10) is the filter back projection equation, which
can reflect the various steps of the filter back projection al-
gorithm.&e schematic block diagram of the specific filtering
back projection reconstruction process is shown in Figure 2.
Generally speaking, it has three major steps:

(I) &e projection p(xr, ϕi) measured under the fixed
viewing angle ϕ1 is filtered to obtain the filtered
projection g(xr, ϕi)

(II) For each ϕi, g(xr,ϕi) is projected back on all points
(r, θ) on the ray satisfying xr � r cos(θ − ϕi)

(III) All the back projection values (0<ϕ< π) in the
second step are integrated to get the reconstructed
image

2.5. Image Reconstruction Effect Evaluation. &e required
calculation is used to evaluate the reconstruction effect of the
algorithm proposed in this study and the traditional algorithm.
&e lower the amount of calculation, the better the recon-
struction effect. &e specific calculation process is as follows. It
is supposed that the one-dimensional calculation ofN points in
the algorithm proposed in this study is a function of the
transformation length IV, denoted by A(N), and
A(N) � O(N log2 N). &e calculation amount of the first
step of filtering is real number multiplication and addition of
A(2N) times.&e calculation amount of the second step is real
number multiplication of 2N times. &e calculation amount of
the third step is the same as that of the first step. &erefore, to
complete the filtering of azimuth projection data, the amount
of calculation required is expressed as follows.

Real numbermultiplication : 2A(2N) + 2N,

Real number addition : 2A(2N).
 (11)

&e calculation steps required by the traditional algo-
rithm are the same as those of the new method as follows.

Real numbermultiplication : 5A(2N) + 4N,

Real number addition : 5A(2N).
 (12)

2.6. Treatment Methods. All patients underwent PCI seven
days after AMI. 6F guiding catheter was placed at the
opening of the diseased vessel. &e guidewire was inserted to

the distal end of the stenosis and the occlusion. Balloon
angioplasty was performed on the lesion site through bal-
loon insertion along the guidewire. &en, according to the
diameter and length of the lesion, the appropriate stent was
selected for intracoronary stent implantation, and the bal-
loon pressure of the stent was preexpanded and the balloon
pressure of the stent was released regarding the character-
istics of the lesion. All patients received 9mTc-MIBI resting-
gated myocardial perfusion two days after PCI, using the
same method as before. &e myocardial perfusion and
cardiac function improvement were evaluated. &e imaging
method was the same as before. To ensure the comparability
of myocardial images, the activity of the imaging agent, the
instrument, and the position of the patient were as consistent
as possible before and after stent implantation in the same
patient.

2.7. Statistical Methods. SPSS 11.0 was employed for data
statistics and analysis. Mean± standard deviation ( x± s)
was how measurement data were expressed, and the t-test
was used to test the significance of patients’ data before and
after the operation. Percentage (%) was how count data were
expressed, and the χ2 test was used to test the significance.
&e pairwise comparison was performed by analysis of
variance. &e difference was statistically considerable with
P< 0.05.

3. Results

3.1.General Patient Information. General information of the
patient’s age and sex, smoking history, number of diseased
blood vessels, coronary artery branches, and ECG are shown
in Tables 1 and 2. &e average age of the patients was
59.1± 12.33. &ere were 55 male patients, accounting for
68.7%.&e number of patients with diseased blood vessels of
1 and 2 was 37 and 38, respectively. &e numbers of patients
with the three types of coronary artery branch lesions were
basically the same, which were 36, 27, and 31, respectively.
Most of the patients showed AMI and myocardial ischemia.

3.2. Patient ECTExaminationResults. &e ECTexamination
results before and after the operation and the comparison of
ECT before and after processing by the FBP reconstruction
algorithm are shown in Figures 3 and 4. &e results of ECT
examination before PCI operation indicated that the left
ventricular apex, anterior wall, and septal segment were
almost defective in resting state, and the inferior wall partial
septal segment was obviously sparse or defective. Cardiac
perfusion and filling gradually recovered over time after PCI
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Table 1: Patient age and underlying disease data.

Index N� 80
Age (years) 59.1± 12.33
Gender (male, n (%)) 55 (68.7%)
Smoking history (n (%)) 53 (66%)
Hypertension (n (%)) 44 (55%)
Diabetes mellitus (n (%)) 77 (96.2%)
Dyslipidemia (n (%)) 61 (76.25%)

Table 2: UCG examination and coronary artery lesions of patients.

Item Case number
Number of diseased vessels 0 9

1 37
2 38
3 11

Types of coronary artery branch lesions LAD 37 (46%)
LCX 26 (32.5%)
RCA 31 (38.7%)

Echocardiographic test results Normal 2 (2.5%)
Myocardial ischemia 39 (48.75%)
Myocardial infarction 39 (48.75%)

Before After a week After a month After 3 months 

Myocardial
short axis 

The level of
long axis 

Vertical long
axis 

Figure 3: ECT images of patients at various stages before processing by the FBP reconstruction algorithm.
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Figure 2: Schematic diagram of FBP reconstruction.
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surgery. Figures 3 and 4 were compared, the quality of the
ECT image processed by the unfiltered back projection
reconstruction algorithm was poor, and the image was
blurry. After being processed by the FBP reconstruction
algorithm, the image quality was substantially improved,
and the contour and edge of the target observation part
became clearer.

3.3. Comparison of the Amount of Calculation Required for
Image Reconstruction of the Two Algorithms. Table 3 shows
the comparison results of the calculation amount required
for image reconstruction under different algorithms. In the
new method, since only [M/4] back projection calculations
of azimuths require positioning operations [X] (repre-
senting the smallest integer greater than X), and in each
direction, only the pixels in the positioning part need po-
sitioning operations, the calculation amount of multiplica-
tion in the new method operation is 3N[M/4]/2
approximately, and the calculation amount of other oper-
ations can be deduced by analogy. &erefore, the required
calculation of the new method is only 1/8 of the traditional
method.

3.4. Comparison ofMyocardial Perfusion before and after PCI.
&e comparison of myocardial perfusion in patients before
and after PCI operation is shown in Figure 5. All patients
had a total of 541 segments before PCI. ECT examination
revealed 294 abnormal segments of the ventricular wall, with
a total score of 585 points. A total of 100 segments were
scored with 1 point, a total of 194 segments were scored with
2 points, and a total of 50 segments were scored with 3
points. After PCI, the number of abnormal segments was
reduced to 58, with a total score of 193. &ere were 6
segments with a score of 1, 44 segments with a score of 2, and
5 segments with a score of 3.&e decrease in blood perfusion
of patients after PCI surgery was considerable.

3.5. Comparison of Systolic Function Parameters of Patients
before andafter PCI. &e comparison of the cardiac function
parameters of the patients before and after PCI is shown in
Figure 6. &e EDV, ESV, CO, and EF of the patients before
the operation were 148± 16mL, 77± 14.5mL, 4.29± 0.37 L/
min, and 41.9± 8%, respectively.&e EDV, ESV, CO, and EF
of the patients after surgery were 132± 16mL, 62± 13mL,
4.89± 0.71, and 53± 6%, respectively. Various parameters of
cardiac systolic function changed substantially before and
after the operation, and the difference was considerable,
P< 0.05.

3.6. Comparison of ECT Imaging and CAG Results Based on
FBP Reconstruction Algorithm. According to the classifi-
cation of coronary artery disease, the patients were rolled
into three groups of left anterior descending limb (LAD),
left circumflex artery (LCX), and left coronary artery
(RCA), to perform regression analysis of ECT diagnosis
coincidence rate and coronary artery stenosis rate. From
Figure 7, in the LAD group, F � 4.39, P< 0.05, which was
statistically considerable. In the LCX group, F� 8.21,
P< 0.05, which was statistically considerable. In the RCA
group, F� 11.36, P< 0.05, which was statistically consid-
erable. &e standardized regression coefficients of the three
groups were 0.29, 0.42, and 0.48, respectively, and the
significance of the three groups was P< 0.05, which indi-
cated that the greater the coronary artery stenosis rate, the
higher the diagnostic coincidence rate of the three groups
of LAD, LAD, and RCA.

Before After a week After a month After 3 months

Myocardial
short axis 

The level of
long axis 

Vertical long
axis 

Figure 4: ECT images of patients at various stages after processing by the FBP reconstruction algorithm.

Table 3: &e amount of calculation required for reconstruction
under different algorithms.

Operation Multiplication Addition RoundingAlgorithm
Traditional algorithm 3MN 2MN2 MN2

New method 3N[M/4]/2 N2[M/4] N2[M/4]/2
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3.7. Comparison of Diagnosis Coincidence between Myocar-
dial ECT Imaging and UCG. &e comparison results of
myocardial ECT imaging and UCG diagnosis are shown in
Figure 8. &ere was no difference between the LAD
group’s myocardial ECT imaging in the diagnosis of
myocardial ischemia and UCG, P � 1. &e conformity of
ECT imaging in the LCX group for diagnosis of myo-
cardial ischemia was higher than that of UCG, and the
difference was considerable, P< 0.05. &e conformity of
ECT imaging in the RCA group for diagnosis of myo-
cardial ischemia was higher than that of UCG, but the
difference was not considerable, P> 0.05.

4. Discussion

AMI refers to the rapid reduction and interruption of the
blood supply of the coronary artery when the coronary
artery disease occurs, and then, the relevant myocardium
presents continuous ischemia and then leads to myocardial
necrosis [12]. As the most serious coronary heart disease,
acute attack infarction seriously threatens people’s life and
health. In addition, the aging of our population is becoming
more and more serious. AMI has become one of the major
causes of death in China. Currently, the most effective
treatment for AMI is PCI [13]. All the patients in this study
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Figure 5: Classification of ECT examination results before and after surgery.
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underwent PCI seven days after the occurrence of AMI, and
the cardiac perfusion function of most patients was im-
proved after the operation. &en, the parameters of cardiac
systolic function all changed greatly compared with those
before the operation, which suggested that PCI had a good
effect on cardiac perfusion and systolic function in patients
with AMI.

At present, coronary angiography is still the gold
standard for the diagnosis of AMI. With the continuous
development of nuclear medicine and imaging technology,
radionuclide ECT has also been applied in the diagnosis of
heart diseases [14]. ECT is defined as a computer aided
technology that uses isotopes to label drugs. Using the
principle of human body synthesis, it measures the con-
centration intensity of isotopes in various organs of the body
and its change with time. In this way, the visual shape of the
organs is displayed and the functional image information of
their physiological process and metabolism is reflected [15].

Clinical data showed that ECT can well reflect myocardial
metabolism and blood flow. ECTcan also judge the bleeding
site, whether bleeding or not, and bleeding area. Compared
with coronary angiography, exercise plate, and other ex-
aminationmethods, it has the advantages of noninvasive and
no exercise load, which is a noninvasive examination
method with good clinical application prospects at present.
However, there is currently no consensus on the accuracy,
sensitivity, and specificity of ECT in the diagnosis of AMI
[16].

Image reconstruction is an important research branch in
image processing. It refers to the reconstruction of images
based on the data obtained from object detection. Its sig-
nificance lies in obtaining the image of the internal structure
of the detected object without causing any physical damage
to the object. Due to its considerable advantages, it has
shown unique importance in various application fields
[17–19]. For example, it has many applications in medical
radiology, nuclear medicine, electron microscopy, radio
radar astronomy, light microscopy, holographic imaging,
and theoretical vision. FBP algorithm is one of the most
widely used algorithms in medical image reconstruction. At
present, it is widely used in the generation X-ray CT system
[20–22]. CT examination is an important part of the ECT
examination. In addition, the images obtained by CT ex-
amination are generally of poor quality and low resolution,
which seriously affects the quality of the final ECT image
fusion. In addition, the images obtained by ECTexamination
are all the images obtained by the fusion of CT examination
and radiological examination, which is also one of the
reasons that affect the image quality of ECTexamination. At
present, the application research of the FBP reconstruction
algorithm is basically focused on CT and X-ray image
processing, while the application research of ECT image
processing is almost absent [23–26].

In this study, the diagnostic effect of ECT image features
based on the FBP reconstruction algorithm on the recovery
of cardiac function in patients with AMI after PCI surgery
was explored. &e results showed that all patients had a total
of 541 segments before PCI. ECT examination showed 294
abnormal segments of the ventricular wall, with a total score
of 585. A total of 100 segments were scored as 1 point, a total
of 194 segments were scored as 2 points, and a total of 50
segments were scored as 3 points. After PCI, the abnormal
segments were reduced to 58 segments, with a total score of
193. Six segments scored 1 point, 44 segments scored 2
points, and 5 segments scored 3 points. &e preoperative
EDV, ESV, CO, and EF were 148± 16mL, 77± 14.5mL,
4.29± 0.37 L/min, and 41.9± 8%, respectively. &e EDV,
ESV, CO, and EF of the postoperative patients were
132± 16mL, 62± 13mL, 4.89± 0.71, and 53± 6%, respec-
tively. All systolic function parameters changed significantly
after the operation, P< 0.05. &e standardized regression
coefficients of the three groups were 0.32, 0.41, and 0.47,
respectively, P � 0.05, indicating that the greater the coro-
nary stenosis rate, the higher the diagnostic coincidence rate
of LAD, LAD, and RCA. &e diagnostic conformity of ECT
images in the LCX group for myocardial ischemia was higher
than that of UCG, P< 0.05, which showed that the results of
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ECTexamination after PCI showed that the patient’s cardiac
perfusion and cardiac systolic function were greatly im-
proved. &e coincidence rate of the ECT examination based
on the filtered back projection reconstruction algorithm for
the cardiac function examination results and the coronary
angiography examination results increased with the increase
of the coronary artery stenosis rate. Compared with cardiac
ultrasound, the ECT examination based on the filtered back
projection reconstruction algorithm had a higher degree of
agreement between the results of the cardiac function ex-
amination and the results of coronary angiography. In
summary, the ECT technology based on the filtered back
projection reconstruction algorithm had a good application
prospect in the examination of cardiac function after PCI in
AMI patients. However, due to the limited sample size and
space, the study was not comprehensive and in-depth
enough. In future studies and work, the sample will be
further expanded and further studied.

5. Conclusion

&is study investigated the diagnostic effect of ECT image
features based on the FBP reconstruction algorithm on
cardiac recovery after PCI in AMI patients. &e results
showed that the patients’ visceral function recovered sig-
nificantly after PCI, and ECT based on the FBP recon-
struction algorithm had better performance in cardiac
function examination than cardiac ultrasound. &is study
provides a reference and basis for the application of PCI,
FBP reconstruction algorithm, and ECT in the diagnosis and
treatment of AMI patients. However, due to the limited
sample size and space, this study still has some limitations
and deficiencies. In future studies and work, we will expand
the sample size to further study this problem.
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CT image information data under deep learning algorithms was adopted to evaluate small airway function and analyze the clinical
efficacy of different glucocorticoid administration ways in asthmatic children with small airway obstruction. )e Res-NET in the
deep learning algorithm was used to perform feature extraction, summary classification, and other reconstruction of CT images. A
deep learning network model Mask-R-CNN was constructed to enhance the ability of image reconstruction. A total of 118
children hospitalized with acute exacerbation of asthma in the hospital were recruited. After acute exacerbation treatment, 96
children with asthma were screened out for small airway obstruction, which were divided into glucocorticoid aerosol inhalation
group (group A, 32 cases), glucocorticoid combined with bronchodilator aerosol inhalation group (group B, 32 cases), and oral
hormone therapy group (group C, 32 cases). Asthmatic children with small airway obstruction were screened after acute ex-
acerbation treatment and were rolled into glucocorticoid aerosol inhalation group (group A), glucocorticoid combined with
bronchodilators aerosol inhalation group (group B), and oral hormone therapy group (group C). Lung function indicators
(maximal mid-expiratory flow (MMEF75 and 25), 50% forced expiratory flow (FEF50), and 75% forced expiratory flow (FEF75)),
FeNO level, and airway inflammation indicators (IL-6, IL-35, and eosinophilic (EOS)) were compared before and one month after
treatment. )e ratio of airway wall thickness to outer diameter (T/D) and the percentage of airway wall area to total airway area
(WA%) were measured by e-Health high-resolution CT (HRCT). )e constructed network model was used to measure the
patient’s coronary artery plaque and blood vessel volume, and the image was reconstructed on the Res-Net network. It was found
that the MSE value of the Res-Net network was the lowest, and the efficiency was very high during the training process. T/D and
WA (%) of asthmatic children with small airway obstruction after treatment were significantly lower than those before treatment
(P< 0.01). After treatment, MMEF75/25 and FEF75 were significantly higher than those before treatment (P< 0.05). Lung
function-related indicator FEF50 was significantly higher than that before treatment (P< 0.01). FeNO level after treatment was
remarkably lower than that before treatment (P< 0.01). In addition, lung function-related indicators, airway inflammation
indicators, and FeNO level improved the most in group C, followed by group B, and those improvements in group Awere the least
obvious, with great differences among groups (P< 0.05). In summary, the Res-Net model proposed was of certain feasibility and
effectiveness for CT image segmentation and can effectively improve the clinical evaluation of patient CT image information.
Glucocorticoids could improve small airway function and airway inflammation in asthmatic children with small airway ob-
struction, and oral corticosteroids were more effective than aerosol inhalation therapy.

1. Introduction

Bronchial asthma, referred to as asthma, is a relatively
common small airway disease, which is the chronic in-
flammation of the airway involving a variety of cells such as

eosinophils and lymphocytes [1]. )e incidence of asthma
occurs in all ages, especially in children [2]. Studies have
shown that children under the age of 14 suffer the most
severe damage from asthma [3]. With the acceleration of
urbanization and the increase of air pollution, the prevalence
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of childhood asthma in China is increasing year by year,
which poses a serious threat to children’s physical and
mental health [4]. Glucocorticoids are the basic drugs for
clinical treatment of asthma, which can not only participate
in the multiple processes of airway inflammation, but also
affect the permeability of capillaries. Moreover, it has a
significant effect on alleviating bronchospasm and pre-
venting pulmonary edema. As a result, the lung function is
improved, and finally the onset of asthma is inhibited [5, 6].
)ere are many ways of drug treatment; systemic admin-
istration takes effect quickly, yet there are many adverse
reactions; thus, it is restricted in clinical use. Local treat-
ments are usually susceptible to drug particle size restric-
tions. However, the drug directly acts on the target organs,
which is safe and effective. Studies have shown that glu-
cocorticoid combined with bronchodilators can improve the
clinical symptoms and pulmonary airway function of asthma
patients, and the clinical efficacy is better than single ad-
ministration. Whether the combination of drugs has the
same effect on asthmatic children with small airway ob-
struction is still not clear. )erefore, exploring the different
ways of administration of glucocorticoids is of great sig-
nificance for the clinical treatment of asthmatic children
with small airway obstruction.

)e small airway is the most important part of asthma
and chronic obstructive pulmonary disease. )e onset of
asthma is characterized by irreversible obstruction of the
patient’s airway. )erefore, small airways play a key role in
the control and management of asthma diseases [7].

Medical image analysis is greatly influenced by subjective
experience. )e use of CT for auxiliary diagnosis of diseases
can quickly and accurately judge diseases and reduce the rate
of missed diagnosis and misdiagnosis in clinical diagnosis. It
can improve the diagnosis rate of clinical lung cancer,
thereby improving the quality of life of patients after surgery.
)e application of deep learning methods in images can
assist physicians to make early disease diagnosis, positive
treatment plans, and effective clinical decisions through
measurement, evaluation, classification, diagnosis, and
assisting preoperative design, which can effectively improve
the efficiency of medical imaging for disease detection,
recognition, and diagnosis and then promote and realize
computer assisted treatment in the field of medical and
health. Deep learning can realize image translation and other
operations through weight sharing and other methods,
optimize complex operations of image preprocessing, and
achieve target detection and image classification [8]. With
the rapid development of the e-health field, a variety of
medical electronic products such as lung function instru-
ments [9], spiral CT [10], and high-resolution CT (HRCT)
[11] can be adopted in the detection of small airway diseases.
Among them, high-resolution CT is the preferred method
for evaluating small airway function, and it is also a hot spot
in the field of imaging [12]. Dual-source computed to-
mography is a new device based on mature 64-slice CT
technology. It has a great breakthrough in time resolution.
)e system imaging time resolution reaches 83ms, which is
0.1 s less than the time required for cardiac imaging. )e
speed of each heartbeat is fast, which effectively improves the

time resolution and has become the main method for
noninvasive diagnosis of coronary heart disease. Dual-
source CT has the characteristics of thin layer thickness,
small pitch, small collimation, etc. )e whole heart cycle
exposure scanning method has a large radiation dose to the
patient’s blood vessels.

HRCT is of high sensitivity and specificity for the de-
tection of small airway diseases, which can quickly collect the
information of the lesion area and accurately identify the
small structural changes of the airway. It is a safe, nonin-
vasive, and easy-to-operate inspection method, which is
widely used in clinical practice. Deep learning networks are
often used in medicine to learn original images and are
widely used in image segmentation, image classification, and
target image positioning. Some scholars have proposed in
research that combining pixel information of different scales
can extract the best size information; some researchers
believe that reducing the size of the convolution kernel can
increase the running speed of the neural network. At
present, there are few reports on the diagnosis of gluco-
corticoid in the treatment of children with asthma with small
airway function obstruction by high-resolution CT image
information data, and the study of deep learning method in
this aspect is still insufficient. On the basis of the above
research, this research further optimizes the convolutional
neural network. )e Res-Net network is used to reconstruct
CT images, and a deep learning network model is con-
structed to enhance the ability of image reconstruction. By
measuring lung function, airway inflammation indicator,
and FeNO level, the clinical efficacy of glucocorticoid
therapy was explored, to provide a theoretical basis for the
assessment of asthma and the exploration of treatments.

2. Materials and Methods

2.1. Research Subjects. A total of 118 children who were
hospitalized with acute exacerbation of asthma from Oc-
tober 2017 to October 2019 were selected, including 72 males
and 46 females (6.86± 2.31 years). Inclusion criteria: I,
patients aged 1–14 years; II, patients who met the diagnostic
criteria for childhood asthma [13]; III, patients who could
receive FeNO and lung function tests. Exclusion criteria: I,
patients received glucocorticoid therapy in the past month;
II, patients with antihistamine treatment history; III, pa-
tients with lung tissue fibrosis; IV, patients with pneumonia,
chronic obstructive pulmonary disease, or malignant tumor;
V, patients with poor compliance. )is experiment had been
approved by the ethics committee of the hospital, and the
children and their families included in the study had signed
an informed consent.

2.2. Grouping and Treatments. All patients received treat-
ments of anti-inflammatory, anti-asthma, and phlegm, and
the course of treatment was 7–12 days. Lung function in-
dicators and FeNO levels were measured after symptom
improvement. During this period, 2 children with respira-
tory failure were excluded. )en, according to the lung
function test results, 8 patients with normal small airway
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function and 12 patients with obstructed atmospheric airway
function were excluded. A total of 96 patients with small
airway obstruction were screened, and the basic data of
patients with mild obstruction (MMEF75/25≥ 50%) and
patients with severe obstruction (MMEF75/25< 50%) were
compared.

Exclusion criteria for normal small airway function:
FEV1/FVC> 70%, FEV1, FVC, and PEF were all greater
than 80% of predicted values; there were no more than 2
indicators lower than 65% of predicted values among
FEF50%, FEF75%, and MMEF75/25.

Exclusion criteria for atmospheric channel functional
obstruction: FEV1/FVC< 70%, FEV1, FVC, and PEF were
all less than 80% of predicted values.

Inclusion criteria for small airway obstruction: FEV1/
FVC> 70%, FEV1, FVC, and PEF were all greater than 80%
of predicted values; there were no less than 2 indicators
lower than 65% of predicted values among FEF50%,
FEF75%, and MMEF75/25.

A total of 96 small airway obstruction children were
randomly divided into group A, group B, and group
C. Patients in group A were treated with glucocorticoid
aerosol inhalation (local administration), namely, budeso-
nide suspension, twice per day.)e children in group B were
treated with glucocorticoid combined with bronchodilator
aerosol inhalation (local administration), namely, budeso-
nide suspension combined with terbutaline sulfate atom-
ization solution, twice per day. Group C were treated with
systemic drug administration, namely, oral methylpred-
nisolone at 8mg/day.

2.3. HRCT Detection. Patients were examined using Sie-
mens Somatom Definition DSCT, Germany. )e e-health
equipment HRCT was adopted to examine asthmatic chil-
dren with small airway obstruction. Target scanning tech-
nology was adopted, and scanning was performed when
patients were peacefully breathing. )e scanning range in-
cluded the aortic arch, tracheal bifurcation and 2 cm below
the bifurcation, 2 cm above the top of the pulmonary dia-
phragm, and the inferior pulmonary vein trunk, with a total
of 5 layers. Scanning parameters: 120 kV, 200mA; recon-
struction parameters: 1200–1500Hu window width, −500
window level, 3mm layer thickness, and 2mm layer spacing.
Two or more experienced pediatric imaging physicians se-
lected all levels of airway on the cross-sectional image for
measurement. )e measurement diagram of the airway wall
inner diameter L and the airway wall outer diameter D is
shown in Figure 1, and the average value was taken.

)e ratio of airway wall thickness to outer diameter (T/
D) was calculated according to the following equation, and
the percentage of airway wall area accounting for airway
cross-sectional area (WA%) was calculated via equation (2).

T

D
�

D − L

2D
, (1)

WA% �
π(D/2)

2
− π(L/2)

2

π(D/2)
2 × 100%. (2)

2.4. Deep Learning Reconstruction Algorithm. )ere are
many algorithms for CT image reconstruction using deep
learning, and the filtered backprojection algorithm can
reconstruct CT images with better quality. )e research on
the network structure of deep learning is getting more and
more in-depth, and the deep abstract semantic information
of the image can also be extracted. As the number of layers
increases, different neural networks have different trends in
the classification of accuracy in the model. Networks such
as AlexNet, GoogLeNet, and Res-Net are gradually de-
creasing in classification accuracy. )e network depth
keeps increasing, and the accuracy will increase to a certain
extent, but beyond this level, there will be a gradient ex-
plosion problem, so the accuracy of the model training will
decrease. In the NesNet network, there are residual errors
and the results of the remaining modules, and its accuracy
is better than that of networks such as AlexNet and
GoogLeNet. As shown in Figure 2, the module connects the
output to the input through skip connect. In the convo-
lution calculation, a lot of image information corre-
sponding to the input feature mapping of the residual
module can be retained. )is realizes that the NesNet
network effectively improves the model when it is added in-
depth.

2.5. Design of the Network Model. )e R-CNN in the deep
learning model follows the traditional target detection idea,
first extracting candidate frames, and then extracting fea-
tures for each frame. In the Fast-R-CNN network structure,
classification, feature extraction, proposal extraction, and
border regression are integrated into one network, which is
conducive to the deep learning network to complete multiple
tasks at the same time, and the detection speed is signifi-
cantly improved. As shown in Figure 3, Mask-R-CNN adds a
branch to Fast-R-CNN to obtain a new network framework.
)is new mask branch is applied to each Rol (Region of
Interest). )e small-scale fully convolutional neural network
predicts the segmentation mask in a pixel-to-pixel manner,
and a variety of flexible architecture designs are also added to
the training. Mask-R-CNN uses bilinear interpolation to
obtain the key coordinates of the small unit and performs the
maximum pooling operation internally.

T

DL

WA%

Figure 1: Schematic diagram of measurement of the inner and
outer diameter of airway wall.
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2.6. Model Improvement. )e neural network trains the
initial weight file on the MSCOCO data set in advance and
trains it in the subsequent training process. )e neural
network of the multilayer residual block constitutes a se-
mantic feature extraction module. )e information after the
module convolution operation and the input information
are connected by the residual block through Skip connect to
ensure the integrity of the information flow. )e residual
equation is as follows:

H(x) � F(x) + X. (3)

In equation (3), F(x) is the result of the convolution
operation of the current residual block of the input infor-
mation X. )e upsampling function enables the input image
to obtain deep abstract semantic information and restore
feature maps of different sizes. When predicting the can-
didate frame, the feature map generated in the first step
needs to have anchor boxes with different aspect ratios. If the
size of the i-layer image is (H, W), and n is the number of
candidate frame aspect ratios, then the aspect ratio R� [R1,
R2, R3, . . ., Rn], Hmeans height, andW means width; then,
the equation for the total number of anchor boxes in this
layer is expressed as

N � H × W × n. (4)

Anchor boxes of different specifications slide on the
feature map, and the target area is not necessarily within the
frame selection area. )e selection of the candidate frame in
the algorithm is based on the degree of overlap (IOU) be-
tween the content of the candidate frame and the gold
standard. If C is the candidate frame area, and D is the gold
standard area, then equation (4) indicates that the coinci-
dence degree of the two areas is

IOU �
(C∩D)

(C∪D)
. (5)

Let β be the threshold; if IOU <β, the candidate region is
considered as a positive sample; if IOU >β, the candidate
region is considered as a negative sample. After the Anchor
box detection is valid, the offset between the candidate box
and the gold standard is calculated. Let the height and width
of the candidate box be (H, W), the center coordinates of the
Anchor box (a, b), the height and width of the image (H1,
W1), and the target coordinates (a1, b1), and then the offset is

Δa �
a1 − a

W
,

Δb �
b1 − b

h
,

Δw � log
w1

W
,

Δh �
h1

h
.

(6)

After the prediction of the candidate box, enter the
Anchor box in the RPN network example for classification
and regression. First, the gold standard corresponding to the
positive sample and the screening are performed to obtain
the score of the Anchor box. Calculate the cross entropy
function. )e cross entropy function can adjust the back-
propagation and classification. )e function equation is as
follows:

LOSSC � 
T

j�1
yjlog

e
aj


T
K�1 e

ak
. (7)

In the equation, yj represents the probability value of the
gold standard corresponding to the positive sample, and aj
represents the predicted probability of the sample before
normalization. )e loss function calculation is performed
according to the offset calculated when the anchor box is

ReLU

F (x)
Weight layer Weight layerInput X

ReLU

F (x)+x

Output

Figure 2: ResNet.

Input image ROI Align
Conv Conv

FCN on ROI

Output 

Class box

Figure 3: Structure of mask-R-CNN.
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generated and the offset between the positive sample and the
gold standard. )e equation is as follows:

smoothL(x) �
0.5(x)

2
, if |x|＜1,

|x| − 0.5, otherwise,

⎧⎨

⎩

L �  smoothL t − t
∗

( .

(8)

)e target area scores are obtained for sorting, and the
candidate frames with high scores are normalized by bilinear
interpolation.

2.7. Detection Indicators

2.7.1. FeNO. FeNO levels of children in each group were
measured before and 1 month after treatment. Preparation
before the test was as follows. Fasting food with high ni-
trogen content was conducted 10 hours before the test, and
the consumption of stimulants drinks such as caffeine was
prohibited. )e strenuous activities were avoided, and the
child was kept calm. Specific detection method: the nose clip
was used to gently clip the patient’s nose, and the filter was
held by the mouth. Children breathed the air in lung out,
then breathed normally, and kept the uniform speed of
breath about 5 s.

2.7.2. Pulmonary function. Pulmonary ventilatory function
was measured before and 1 month after treatment in each
group with the Jaeger Master Screen. Children should not
take hormones, bronchodilators, and other drugs one day
before the test. Two hours before the test, children should
fast for solids and liquids, avoid strenuous exercise, and
remain calm. Specific test method: children should sit and
then close the nasal cavity and mouth with a nasal clip to
completely contain the filter. After breathing normally
several times, children should try their best to exhale the air
in the lungs quickly. )e test was repeated for several times,
the three test values conforming to the quality control
standard were taken, and the maximum value was taken as
the final test result. )e indicators of small airway were as
follows: MMEF75/25, FEF50%, FEF75%, FEV1, PEF, and
FVC. )e improvement
rate� (Posttreatment− pretreatment)/pretreatment× 100%.

Serum airway inflammation indicators: IL-35 and IL-6
levels were detected by ELISA, and EOS was determined by
automatic blood count.

2.8. Statistical Analysis. SPSS22.0 statistical software was
used for analysis. Normally distributed measurement data
were expressed as mean plus or minus standard deviation
(x± s), and differences between groups were analyzed by
variance analysis. If P< 0.05, the difference was statistically
significant.

3. Results

3.1.ComparisonofClinicalData. A total of 118 children with
bronchial asthma were treated in the acute exacerbation

period, after which 12 cases of children with large airway
injury were excluded, 8 cases of small airway function were
normal, and 2 cases of respiratory failure were also excluded.
Table 1 shows comparison of basic data of children with
different degrees of small airway obstruction. )ere was no
significant difference in age, gender, and BMI between
children with mild obstruction and children with severe
obstruction (P> 0.05). )e course of children with mild
obstruction was 18.56± 8.69 (months), and the interval of
medication was 7.36± 5.47 (h). )e course of the children
with severe obstruction was 20.26± 5.38 (months), and the
interval of medication was 9.76± 6.59 (h). )e duration of
the disease in children with severe obstruction was longer
than that in children with mild obstruction, and the time
interval from onset to regular medication was longer than
that of children with mild obstruction (P< 0.05).

Table 2 shows the comparison of baseline data of the
three groups of asthmatic children with small airway ob-
struction. )ere were no statistically significant differences
in age, gender, BMI, lung function-related indicators
(MMEF75/25, FEF50, and FEF75), and FeNO levels between
group A, group B, and group C (P> 0.05). However, the
three groups had statistically significant differences in the
course of disease and interval between medications
(P< 0.05).

3.2. Imaging Characteristics of Asthmatic Children with Small
Airway Obstruction. )e HRCT of e-health equipment was
adopted to examine the characteristics of small airway le-
sions in asthmatic children with small airway obstruction, as
shown in Figure 4. In some patients, the wall of the bron-
chioles had thickened, with small nodules, branch shadows,
or ring shadows (Figure 4(a)). About 3–5mm below the
pleura, there were multiple small nodules and branch-like
dense shadows distributed in the center of the leaflets, which
looked like branch buds (Figure 4(b)). )e lungs had limited
low-density shadows and clear edges (Figure 4(c)). Irregular
patterns or patches appeared in areas with increased lung
density and areas with decreased lung density, but the edges
were very clear (Figure 4(d)). )e red box in the images
indicated the location of the lesion.

3.3. Comparison of HRCT Test Results and Small Airway
Function before and after Treatment. HRCT was used to
detect changes in T/D and WA (%) in asthmatic children
with small airway obstruction in asthma before and after
treatment. In Figure 5, before treatment, T/D and WA (%)
were 34.65± 3.86 (%) and 85.29± 12.54 (%), respectively.
After one month of treatment, the T/D and WA (%) of
asthmatic children with small airway obstruction were
23.38± 3.27 (%) and 78.65± 13.45 (%), respectively.)e T/D
and WA (%) of asthmatic children with small airway ob-
struction after treatment were significantly lower than those
before treatment (P< 0.01).

Before treatment, the MMEF75/25, FEF50, and FEF75 of
asthmatic children with small airway obstruction were
2.08± 0.52, 2.38± 0.48, and 1.25± 0.32, respectively. After
one month of treatment, the MMEF75/25, FEF50, and
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FEF75 of asthmatic children with small airway obstruction
were 2.88± 0.84, 3.24± 0.79, and 1.68± 0.39, respectively.
After treatment, the pulmonary function-related indicators
MMEF75/25 and FEF75 were significantly higher than those
before treatment (P< 0.05). After treatment, FEF50, a re-
lated indicator of lung function, was extremely significantly

higher than that before treatment (P< 0.01) (Figure 6(a)).
)e FeNO level of asthmatic children with small airway
obstruction was 35.00± 2.11 (ppb) before treatment and
34.12± 2.16 (ppb) after treatment. )e FeNO level after
treatment was lower than that before treatment (P< 0.01), as
shown in Figure 6(b).

Table 1: Basic conditions of children with different degrees small airway obstruction.

Item Children with mild obstruction Children with severe obstruction F P

Age (year) 6.38± 1.16 6.65± 0.98 0.103 0.747
Gender (male/female) 0.54± 0.52 0.49± 0.53 0.24 0.643
BMI (kg/m2) 24.01± 3.20 22.76± 3.37 0.421 0.527
Course (month) 18.56± 8.69 20.26± 5.38 3.853 0.049
Interval of medication (h) 7.36± 5.47 9.76± 6.59∗ 9.763 0.001
Note. ∗)e difference was significant.

Table 2: Basic data of asthmatic children with small airway obstruction in each group.

Item Group A Group B Group C F P

Age (year) 6.43± 1.25 6.58± 1.05 6.63± 1.02 −2.650 0.674
Gender (male/female) 0.54± 0.52 0.49± 0.53 0.52± 0.50 0.421 0.643
BMI (kg/m2) 24.07± 3.24 23.97± 3.36 24.28± 3.12 0.088 0.765
Course (month) 21.37± 8.95 19.48± 9.88 20.64± 10.03 1.265 0.279
Interval of medication (h) 9.65± 6.91 6.97± 5.65 8.62± 7.84 0.786 0.426
MMEF75/25 2.12± 0.59 2.13± 0.48 1.97± 0.53 0.71 0.456
FEF50 2.36± 0.56 2.27± 0.43 2.40± 0.46 0.581 0.534
FEF75 1.28± 0.19 1.27± 0.26 1.18± 0.22 2.282 0.102
FeNO (ppb) 34.78± 1.98 35.01± 2.21 34.78± 2.04 0.289 0.732

(a) (b)

(c) (d)

Figure 4: HRCT images of asthmatic children with small airway obstruction. (a) Bronchiolar wall thickening; (b) tree-in-bud; (c) air
trapping; (d) mosaic sign.
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3.4. Comparison of Improvement of Small Airway Function in
EachGroup. Figure 7 shows the changes in lung function of
children in each group after treatment. )e MMEF75/25
values of group A, group B, and group C were 2.55± 0.68,
2.92± 0.76, and 3.13± 0.92, respectively; FEF50 values were
2.82± 0.68, 3.03± 0.70, and 3.78± 0.74, respectively; FEF75
values were 1.50± 0.21, 1.71± 0.39, and 1.76± 0.46, re-
spectively. )e improvement rates were 17.32± 5.87 (%),
34.36± 4.98 (%), and 56.12± 9.54 (%), respectively. )e
MMEF75/25, FEF50, and FEF75 values and improvement
rate of children in group B were significantly higher than
those in group A (P< 0.05). )e values of MMEF75/25,
FEF50, FEF75, and improvement rate of children in group C
were significantly higher than those in groups A and B
(P< 0.05).

Figure 8 shows the comparison of FeNO levels of
children in each group after treatment. FeNO levels of
group A, group B, and group C were 34.76 ± 2.07 (ppb),
34.12 ± 2.18 (ppb), and 33.28 ± 2.16 (ppb), respectively.
)e FeNO level of children in group B was lower than
that of group A (P< 0.05), and the level of FeNO of
children in group C was lower than that of groups A and
B (P< 0.05).

3.5. Comparison of Airway Inflammation Indicators in Each
Group. )e comparison of IL-6 and IL-35 levels of children
in each group before and after treatment is shown in Fig-
ure 9. In Figure 9(a), the IL-6 levels (ng/mL) before treat-
ment in group A, group B, and group C were 6.24± 1.54,
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6.27± 1.21, and 6.25± 1.47, respectively. )e levels of IL-6
(ng/mL) after treatment were 5.23± 0.79, 4.56± 0.84, and
4.18± 0.75, respectively. After treatment, the IL-6 level of
children in each group was significantly lower than that
before treatment (P< 0.05), that of children in group B was
lower than that of group A (P< 0.05), and that of children in
group C was lower than that in group A and group B
(P< 0.05). In Figure 7(b), the IL-35 levels (Pg/mL) of group
A, group B, and group C before treatment were
136.67± 23.26, 137.56± 21.67, and 136.96± 24.72, respec-
tively. )e levels of IL-35 (Pg/mL) after treatment were
198.25± 32.02, 264.59± 31.64, and 289.65± 33.12, respec-
tively. )e levels of IL-35 in children in each group were
significantly higher than those before treatment (P< 0.05),
those in group B were higher than those in group A
(P< 0.05), and those in group C were higher than those in
group A and group B (P< 0.05).

)e comparison of EOS values before and after treat-
ment in each group is shown in Figure 10. )e EOS (×106/L)
before treatment in group A, group B, and group C was
685.28± 86.26, 692.54± 76.78, and 689.62± 79.94, respec-
tively. EOS (×106/L) after treatment was 264.27± 42.65,
225.62± 40.37, and 201.35± 42.19, respectively. After
treatment, the EOS of children in each group was signifi-
cantly lower than that before treatment (P< 0.05), that of
group B was lower than that of group A (P< 0.05), and that
of group C was lower than that of group A and group B
(P< 0.05).

3.6. MSE Curve. )e smaller the MSE, the better the ac-
curacy of the prediction model to describe the experimental
data. In Figure 11, the Res-Net network has a smaller MSE
than the other two networks, and the effect is extremely fast
during the training process, indicating the improvement.
)e network effect is remarkable.

3.7. CT Image. Figure 12(b) shows a CT image of the lungs.
)e patient was a male 52-year-old patient. Compared with
the right lung, the left lung is obviously branched. In
Figure 12(a), the patient’s lungs show that the bronchial
tubes are not thinned but widened, which is a typical branch
expansion. )e red box in the figure shows the character-
istics of the lesion CT.

4. Discussion

Asthma is a heterogeneous disease of the airways, whose
attacks usually involve the air passages and can also cause
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obstruction or airflow limitation of small airways. e-health
HRCT is an effective method to detect changes in airway
structure. e-health HRCT was used to evaluate imaging
changes in asthmatic children with small airway obstruc-
tion, and features such as thickening of bronchial wall, tree-
in-bud, air trapping, and mosaic sign were found. It was
almost consistent with the findings of Garcia-Clemente
et al. [14]. In the research of Jiang et al. [15], 9 patients with
small airway asthma and 20 healthy controls underwent
HRCT with e-Health equipment, and the results showed
that WA% in patients with small airway asthma was higher
than that in healthy controls. In this research, T/D andWA
(%) after glucocorticoid treatment were significantly lower
than those before treatment (P< 0.01), which demon-
strated the effectiveness of glucocorticoids in the treatment
of asthma with small airway obstruction from the per-
spective of imaging.

FEEF50%, FEF75%, and MMEF75/25 are important
clinical indicators for the evaluation of small airway function

[16], and glucocorticoid is an effective method in preventing
and treating asthma. FEEF50%, FEF75%, and MMEF75/25
were measured to evaluate the pulmonary function of
asthmatic children with small airway obstruction before and
after treatment. It was found that MMEF75/25 and FEF75
were significantly higher than those before treatment
(P< 0.05), and FEF50 was significantly higher than that
before treatment (P< 0.01). It suggested that, after gluco-
corticoid treatment, the pulmonary function of asthmatic
children with small airway obstruction was effectively im-
proved, which was consistent with the research results of
Licari et al. [17]. FeNO is a marker of airway inflammation,
and the greater the value, the more serious the airway ob-
struction [13]. It was found that FeNO level after treatment
was lower than that before treatment (P< 0.01), indicating
that glucocorticoid had alleviative effect on airway inflam-
mation. Inflammatory cells in asthmatic children were ac-
tivated, and there were more EOS in the airway epithelium,
secreting a large amount of eosinophil basic protein, thus
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Figure 12: CT image of the patient’s lungs.
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inducing the inflammatory damage of airway epithelium.
)e results showed that IL-6 and IL-35 played an important
role in inflammatory response and airway hyper-
responsiveness. It was found that IL-6, IL-35, and EOS of the
children in each group were significantly improved after
treatment compared with those before treatment, and the
improvement was more obvious in group C compared with
the other two groups. It suggested that glucocorticoids could
relieve airway inflammation, and systemic administration
was superior to local treatment. )e results showed that
aerosol therapy was superior to oral therapy. )e atomizing
device can disperse drugs into tiny droplets or particles, so
that they are suspended in the gas, enter the respiratory tract
or lung, and directly affect the drug on the lesion site, which
can then wet the airway, clean the airway, and realize
treatment effect.

Deep learning continues to develop rapidly. Researchers
use repetitive programming of related programs to achieve
effective deep learning algorithms. In deep learning, only the
appropriate model needs to be selected, and the weight
parameters of the model area are optimized after training.
Chen et al. [18] simulated the evacuation design of buildings
in the network model based on deep learning, introduced
auxiliary image data prediction training algorithm, tracking
sequence prediction training algorithm, and verified that the
convolutional neural network model can predict data ac-
curacy of the set. After the image is classified by deep
learning, the location of the lesion can be displayed more
clearly, and the characteristics of the lesion can be clearly
classified. )e image segmentation for deep learning in
medicine includes convolutional neural network image
segmentation and full convolutional neural network image
segmentation. Frikel et al. [19] used microburst analysis to
illustrate the appearance of artifacts in CT reconstruction
images, which proved that deep learning algorithms can
reconstruct the structure information of the scan target, and
deep learning algorithms can achieve the effect of noise
reduction.

5. Conclusion

)e e-health equipment HRCT was adopted to diagnose
childhood asthma with small airway obstruction. In this
study, it was found that, after one month of treatment for
children with asthma with small airway obstruction, the
indexes related to lung function were significantly higher
than those before treatment (P< 0.05), and the FeNO level of
children with asthma with small airway obstruction was
35.00± 2.11 (ppb) before treatment and 34.12± 2.16 (ppb)
after treatment. One month after treatment, T/D and WA
were 23.38± 3.27 (%) and 78.65± 13.45 (%), respectively.
Overall results showed that oral treatment was superior to
aerosol inhalation. However, there are still some short-
comings in this research. For example, the number of
samples is limited, and the clinic time and hospital are
limited. Only the small airway function in one month after
treatment is analyzed, but the long-term efficacy and pos-
sible side effects of the drug are not discussed. In the future,
it needs to increase the diversity of sample regions and time,

and further research on the effect of improving small airway
function will be conducted. In short, the results of this study
can provide a theoretical basis for the diagnosis and clinical
treatment of asthma patients with small airway obstruction.
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“Variabilidad e idoneidad del tratamiento antiasmático en
pediatŕıa de atención primaria,”Atención Primaria, vol. 49, no. 5,
pp. 263–270, 2017.

[4] P. Poowuttikul, S. Saini, and D. Seth, “Inner-city asthma in
children,”Clinical Reviews in Allergy and Immunology, vol. 56,
no. 2, pp. 248–268, 2019.

[5] A. Grey and C. H. Katelaris, “Dupilumab in the treatment of
asthma,” Immunotherapy, vol. 11, no. 10, pp. 859–872, 2019.

[6] K. F. Rabe, P. Nair, G. Brusselle et al., “Efficacy and safety of
dupilumab in glucocorticoid-dependent severe asthma,” New
England Journal of Medicine, vol. 378, no. 26, pp. 2475–2485,
2018.

[7] G. Azaldegi, J. Korta, O. Sardón, P. Corcuera, and E. G. Pérez-
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*e study aimed to explore the accuracy and stability of Deep metric learning (DML) algorithm in Magnetic Resonance Imaging
(MRI) examination of Alzheimer’s Disease (AD) patients. In this study,MRI data of patients obtained were fromAlzheimer’s Disease
Neuroimaging Initiative (ADNI) database (A total of 180 AD cases, 88 women, 92 men; 188 samples in healthy conditions (HC),
including 90 females and 98 males. 210 samples of mild cognitive impairment (MCI), 104 females and 106 males). On the basis of
deep learning, an early AD diagnosis system was constructed using CNN (Convolutional Neural Network) and DML algorithms.
*en, the system was used to classify AD, HC, and MCI, and the two algorithms were compared for the accuracy and stability of in
classification of MRI images. It was found that in the classification of AD and HC, the classification accuracy and sensitivity of the
deep measurement learning model are both 0.83, superior to the CNN model; in terms of specificity, the classification specificity of
the DMLmodel was 0.82, slightly lower than that of the CNNmodel; and that in the classification of MCI and HC, the classification
accuracy and sensitivity of the DML model was 0.65, superior to the CNN model; and in terms of specificity, the classification
specificity of the DML model was 0.66, slightly lower than that of the CNN model. It suggested that the DML model demonstrated
better classification effects on early AD patients. *e loss curve analysis results showed that, for classification of AD and HC or MCI
and HC, the DML algorithm can improve the convergence speed of the AD early prediction model. *erefore, the DML algorithm
can significantly improve the clarity and quality of MRI images, elevate the classification accuracy and stability of early AD patients,
and accelerate the convergence of the model, providing a new way for early prediction of AD.

1. Introduction

Alzheimer’s Disease (AD) is a chronic neurodegenerative
cognitive disease. At the onset of the disease, patients will
suffer from cognitive dysfunction such as memory loss and
language function loss [1]. Nowadays, with the aging of the
population, the AD population is increasing rapidly, and it
has become a major disease threatening the health of the
elderly, which seriously affects the quality of life of the el-
derly, and the need for nursing and care brings about heavy
burdens to the patient’s family and society [2]. Clinically, the
cause of Alzheimer’s disease is still unclear, and the con-
dition is irreversible, and a thorough treatment of the disease
has not yet been developed [3]. Only when AD is diagnosed
in the early stage can it be possible to slow down or inhibit

the progression. *us, early prediction and diagnosis of AD
is very important and meaningful in clinical treatment. Mild
Cognitive Impairment (MCI) is a cognitive dysfunction
between Alzheimer’s disease (AD) and Healthy Controls
(HC) [4]. Studies have found that, most patients with MCI
have developed AD [5].

At present, Magnetic Resonance Imaging (MRI) tech-
nology is a main method to diagnose AD. Studies have
discovered that, there are prominent biological signs in the
brains of AD patients, which is conducive to the early
prediction and diagnosis of AD [6]. In-depth clinical re-
search on AD has revealed that, family inheritance is an
important cause of AD [7].

Artificial intelligence (AI) has developed rapidly in
recent years, and AI technology has been widely used in
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the medical field [8]. Nowadays, machine learning (ML)
or Deep Learning (DL) algorithms are always incorpo-
rated into MRI imaging [9], but the above methods all
have limitations [10]. *e machine learning algorithm
analyzes the MRI image only after manually determining
the area, but subjective factors will affect the subjectivity
of the results [11]. Deep learning algorithms can auto-
matically extract features of MRI images, but fails to
interpret these features. As a result, it is difficult to identify
biological features of AD [3]. Convolutional Neural
Networks (CNN) is a kind of Feedforward Neural Net-
works with deep structure and convolution computation,
which is one of the representative algorithms of deep
learning and has the ability of representation learning. It
can effectively reduce the dimension of a large amount of
data into a small amount of data, while retaining image
features, in line with the principle of image processing.
Deep metric learning (DML) is a metric learning method.
It is to learn a mapping from the original feature to the
low-dimensional and dense vector space, so that the
distance between objects of the same class is relatively
close by using the commonly used distance function in the
embedding space, while the distance between objects of
different classes is relatively far.

In the study, the MRI data (*ere were 180 cases of
AD, including 88 women and 92 men. *ere were 188 HC
samples, including 90 females and 98 males. *ere were
210 samples of mild MCI, 104 females and 106 males) of
patients were from the Alzheimer’s Disease Neuro-
imaging Initiative (ADNI) database. *e traditional
machine learning algorithms and Convolutional Neural
Networks (CNNs) were optimized by deep learning to
construct an early diagnosis system of AD based on Depth
metric learning (DML) algorithm.*e system was used to
classify AD, MCI, and HC, and different algorithms were
compared for the clarity and specificity of MRI images.

2. Materials and methods

2.1. Experimental data. *e experimental data of this study
were from the ADNI database [12]. *e MRI image data
used in this article were divided into 3 categories, namely:
180 cases of AD, including 88 cases of females, and 92 cases
of males; 188 samples of HC, including 90 cases of females
and 98 cases of males; and 210 samples of MCI, including
104 females and 106 males. *ere was no significant dif-
ference in age and gender of the three types of subjects, and
the average age was approximately 74 years old.

2.2. Pre-processing of MRI images. Figure 1 showed the
preprocessing of the MRI image, including correction,
segmentation, template formation, and skull removal. *e
MRI images were obtained at various angles due to the head
movement during MRI scan. Generally, the brain MRI
image includes the skull and neck bones, and the skulls and
neck bones are different in size, thickness, and length
between individuals. *e classification of AD is mainly to

analyze the internal tissue structure of the brain, and thus
the skull and neck bones in the MRI image are all noise
signals.

2.3. CNNmodel and parameters. CNN is extensively used in
the field of image recognition for its unique structure [13].
To use deep learning technology to automatically segment
MRI images can greatly reduce the dependence on the
subjective judgment of doctors. *e traditional CNN
structure mainly includes the convolutional layer, the
pooling layer, and the fully connected layer. *e neural unit
layers of various functions are stacked to form a deep CNN,
as shown in Figure 2. *ere are a total of 8 convolutional
layers, and the size of the convolution kernel used by each
convolutional layer is 3×3×3, and the step size is 1×1×1.
*ere are 5 pooling layers, all pooling layers use Maximum
pooling, and the core size and step size of the first pooling
layer are 1×2×2, that is, the time dimension is not pooled,
and the core size and step size of the remaining pooling
layers are 2×2×2. *ere are two fully connected layers, and
the length of the output column vector is 4096. *ere is a
softmax layer. *e convolutional pooling layer aims to re-
duce the size of the feature map by half and double the
number of channels.

2.4. DML loss function. *e classification data used in this
study contained data of AD, HC, and MCI. *ey were
classified into two categories, namely AD and HC, MCI and
HC. In the classification of AD and HC, the category label of
AD is 0 and the category label of HC is 1. In MCI and HC,
the category label of MCI is 0 and the category label of HC is
1.

2.4.1. Cross entropy loss function. *is study uses the cross-
entropy loss function, and the two-category cross-entropy
loss function is adjusted to the following equation (1).

cross entropy �
1
N



N

k�1
− wklnxk + 1 − wk( ln 1 − xk(  ,

(1)

Where N refers to the batch size, wk represents the category
of the Kth subject, and xk refers to the probability that the
Kth category label predicted by the detection system is 1,
calculated as follows.

xk � Softmax wk(  �
exp w

1
k 

exp w
0
k  + exp w

1
k 

, (2)

Where wk refers to Kth classification vector, w0
k represents

the first wk value, and w1
k refers to the second wk value.

2.4.2. Loss function based on metric learning. *e loss
function of metric learning is expressed as equation (3).
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losscontrastive �
2

N(N + 1)

h�1


g�h

whgm xh, xg  + 1 − whgmax a − D xh, xg  , 0  , (3)

WhereN refers to the batch size, a refers to the interval, xh is
the hth sample and xg is the g th sample. When xh and xg

belong to different categories, whg is 0; and when xh and xg

belong to the same category, whg is 1. D(xh, xg) is calculated
as equation (4), and f(x) represents the output vector.

D(x, y) � f(x) − f(y)2. (4)

2.4.3. Overall loss function. *is research combines AD
classification and DML to construct a DML loss function,
expressed as follows.

loss � crossentropy + q lossconrastive, (5)

Where crossentropy is calculated by equation (1); and
lossconrastive is calculated by equation (3). *e value of q is
greater than 0, and it refers to the adjustment coefficient of
classification and measurement loss.

2.5. Evaluation Index. *e performance of predictive clas-
sification algorithms of early AD was evaluated factoring
into Accuracy (Acc), Sensitivity (Sens), and Specificity
(Spec). *e number of patients accurately diagnosed is
represented by the letter A, the number of normal subjects
diagnosed as normal is represented by the letter B, the
number of normal subjects who are incorrectly diagnosed as
patients is represented by the letter C, and the number of
patients who are mistakenly diagnosed as normal people is
represented by the letter D. *e involved indexes are cal-
culated as follows.

Acc refers to the proportion of the number of people
who can be correctly predicted and classified, calculated as
equation (6).

Acc �
A + B

A + B + C + D
. (6)

Cerebrospinal fluid 

Original picture

Gray matter

White matter Brain template
Skull removal

Figure 1: Preprocessing of MRI images.
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Sens refers to the ratio of the patients who are correctly
detected to the total number of patients, calculated as
equation (7).

Sens �
A

A + D
. (7)

Spec refers to the ratio of the correctly detected normal
samples to the total number of normal people, calculated as
equation (8).

Spec �
B

B + C
. (8)

2.6. Statistical analysis. Statistical analysis was performed
using SPSS 24.0 software, expressed as mean ± standard
deviation (‾x ± s). *e count data were analyzed by t test,
and α�0.05. P＜0.05 was the threshold for significance.

3. Results

3.1. Brain MRI features of AD patients. Figure 3 below
showed MRI images of the brain of AD patients and normal
people. In the MRI images of the brain of AD patients, brain
atrophy was observed, which mainly occurred in the hip-
pocampus, parahippocampal gyrus, and medial temporal
lobes. At the same time, ventricles were dilated.

3.2. MRI images of AD patients based on CNN and DML
algorithms. Figure 4 showed the MRI images of AD patients
after processed by CNN and DML algorithms. Compared
with MRI images processed by the CNN algorithm, MRI
images processed by DML algorithm had clearer texture and
better imaging effects on cerebral blood vessels. Further, the
sharpness was higher, so DML can greatly improve the visual
sharpness of MRI images.

3.3. Comparison of classification results. CNN and DML
models classified the patients separately, and they were
compared for the classification accuracy, sensitivity, and
specificity. *e specific classification effects of AD and HC,
MCI and HC were shown as below.

3.3.1. Classification of AD and HC. Figure 5 below showed
the classification results of AD and HC. It was noted that the
classification accuracy and sensitivity of the deep mea-
surement learning model are both 0.83, superior to the CNN
model. In terms of specificity, the classification specificity of
the DML model was 0.82, slightly lower than that of the
CNN model.

3.3.2. Classification results of MCI and HC. Figure 6 showed
the classification effects of MCI and HC. It was noted that in
terms of accuracy and sensitivity, the classification accuracy
and sensitivity of the DML model was 0.65, superior to the
CNN model; and in terms of specificity, the classification
specificity of the DML model was 0.66, slightly lower than
that of the CNN model.

3.4. Loss curve analysis. *e convergence curves of the CNN
model and the MDL model were analyzed, and the loss
curves of AD and HC, MCI and HC were shown below.

3.4.1. Classification of AD and HC. Figure 7 showed the loss
curves of the classification of AD and HC when the CNN
model and the DML model were used for training. It was
noted that when the CNNmodel was used for training, as the
number of iterations increased, the training loss decreased.
At the beginning, the training loss decreased rapidly, but
after 3000 iterations, the training loss decreased slowly, and
the training loss tended to be stable and the model fully
converged after 6000 iterations. When the DML model was
used for training, the training loss decreased as the number
of iterations increased. At the beginning, the training loss
dropped quickly. After 2000 iterations, the training loss
decreased slowly. *e training loss tended to be stable and
the model fully converged after 4500 iterations. Taken to-
gether, the DML model can improve the convergence speed
of the model.

3.4.2. Classification results of MCI and HC. Figure 8 showed
the loss curves of the classification of MCI and HC when the
CNN model and the DML model were used for training. It
was noted that when the CNN model was used for training,
as the number of iterations increased, the training loss
decreased. At the beginning, the training loss decreased
rapidly, but after 4000 iterations, the training loss decreased
slowly, and the training loss tended to be stable and the
model fully converged after 7000 iterations. When the DML
model was used for training, the training loss decreased as
the number of iterations increased. At the beginning, the
training loss dropped quickly. After 3000 iterations, the
training loss decreased slowly. *e training loss tended to be
stable and the model fully converged after 4500 iterations.
Taken together, the DML model can improve the conver-
gence speed of the model.

4. Discussion

AD is a chronic degenerative cognitive disease of the nervous
system. At the onset of the disease, patients will suffer from
cognitive dysfunction such as memory loss and language
function loss. *e disease has a long incubation period and
will worsen with time [14]. *e pathogenesis of AD still
remains unclear, and it cannot be cured once diagnosed.
*erefore, early diagnosis and prediction become particu-
larly important. Only when AD is diagnosed in the early
stage can it be possible to slow down or inhibit the pro-
gression [15]. In recent years, there is a large amount of
research on the classification and prediction of early AD
using traditional machine learning methods [16], and the
classification and prediction of early AD using deep learning
technology is a common occurrence [17]. For example,
Folego et al. (2020) [18] used CNNs to process MRI images,
and the classification accuracy of AD and HC reached 0.97.
Perezn et al. (2019) [19] connected multiple image blocks to
classify the MRI samples in the ADNI database, and the
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accuracy rate can reach 0.95. *erefore, to construct a
simple, stable, and accurate early diagnosis system for AD is
important for early intervention and treatment of AD. In
order to explore the role of artificial intelligence in the
prediction of early AD from MRI images, the CNN model
and the DMLmodel were used to classify AD, HC, andMCI.

Takenoshita et al. (2019) [20] extracted features of MRI
samples in the ADNI database to classify AD, MCI, and HC,
and the effect was very good.MRI of healthy persons and AD
patients were compared, and it was found that brain atrophy
occurred in AD patients, mainly in the hippocampus,
parahippocampal gyrus, medial temporal lobe, and other

(a) (b)

Figure 3: MRI images of normal people and AD patients.

(a) (b)

Figure 4: MRI images of AD patients processed by CNN and DML algorithms. Note. Figure 4A was an MRI image of AD patients based on
CNN algorithm; and Figure 4B was an MRI image of AD patients based on DML algorithm.
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brain regions, and ventricular dilation was also observed,
which indicated that MRI images could clearly show the
lesions in the brain domain of patients, and had diagnostic
value. *e classification accuracy and sensitivity of DML
model were both 0.83, higher than those of CNNmodel. *e
classification specificity of DML model was 0.82, slightly
lower than that of CNN model. Usually, sensitivity refers to
the proportion of patients who are correctly diagnosed. If an
AD patient is mistakenly diagnosed as a normal person, the
opportunity for treatment will be missed and it will lead to
serious consequences; if a normal person is mistakenly di-
agnosed as an AD patient, usually, he will be diagnosed
again. *erefore, in clinical practice, specificity can be ap-
propriately reduced to improve the sensitivity of prediction.
Above, the DML model demonstrated better classification
effects on early AD patients.

*e training loss of CNN model decreased with the in-
crease of iterations. After 3000 iterations, the decline rate of
training loss tended to be gentle, and converged completely
after 6000 iterations. *e DML model also saw a decline in
training loss with the increase of iterations. After 2000 iter-
ations, the decline rate of training loss tended to be stable, and
it completely converged after 4500 iterations.*is showed that
compared with the CNNmodel, the DMLmodel in this study
had a faster convergence speed and better computing per-
formance. Figure 8 showed the loss curves of the classification
of MCI and HC when the CNN model and the DML model
were used for training. It was noted that when the CNNmodel
was used for training, as the number of iterations increased,
the training loss decreased. At the beginning, the training loss
decreased rapidly, but after 4000 iterations, the training loss
decreased slowly, and the training loss tended to be stable and
the model fully converged after 7000 iterations. When the
DML model was used for training, the training loss decreased
as the number of iterations increased. At the beginning, the
training loss dropped quickly. After 3000 iterations Whitwell,
the training loss decreased slowly. *e training loss tended to
be stable and the model fully converged after 4500 iterations.
Taken together, the DMLmodel can improve the convergence
speed of the model. Hence, the DML model can speed up the
convergence for the classification of the both categories, which
was in line with the research results of Vaithinathan et al.
(2019) [21].

5. Conclusion

In the study, the MRI data used were from the ADNI database.
On the basis of deep learning, an early diagnosis system for AD
was constructed using CNN and DML algorithms. *en, the
system was used to classify AD, HC, and MCI, and the two
algorithms were compared for the accuracy and stability of in
classification of MRI images. It was found that the DML al-
gorithm can significantly improve the clarity and quality of
MRI images, elevate the classification accuracy and stability of
early AD patients, and accelerate the convergence of themodel,
providing a new way for early prediction of AD. However,
some limitations in the study should be noted. *e sample size
is small, whichwill reduce the power of the study. In the follow-
up, an expanded sample size is necessary to strengthen the
findings of the study.
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Objective. (e study aimed to explore the risk factors of infections after enterostomy through the information data analysis
method based on a mathematical model.Methods. 156 cases of enterostomy patients admitted to the hospital were retrospectively
selected as the study subjects and were divided into the infection group (17 cases) and normal group (139 cases) according to
whether they were complicated with infections. (en, the factors of infection and related indexes before and after surgery were
analyzed, and the data of the whole hospital were estimated by mathematical modelling. Results. (e length of hospital stay in the
infection group was 21± 11.2 days, which is longer than 10.1± 7.1 days in the normal group (P< 0.05). (e incidence of
anastomotic fistula in the infection group was 14%, which is higher than 2% in the normal group. (e mortality rate of infection
group (44%) was higher than that of normal group (5%). In the infection group, the incidence of single-cavity stoma (69%) was
higher than that of double-cavity stoma (31%), the nosocomial infection rate (11%) was significantly higher compared with out of
hospital (2%), and there were significant differences (P< 0.05). Conclusions. Patients with malnutrition and hypoproteinemia
before enterostomy, the use of gastric tube and ventilator in the treatment, single lumen stomy in the operation, and the
occurrence of anastomotic fistula were more likely to have concurrent infections.

1. Introduction

Enterostomy is a common surgical treatment for certain
gastrointestinal diseases, which can effectively improve the
quality of life of patients [1]. (e specific operations of this
method are to make an artificial wound in the abdomen of
the human body and then suture the opening of the digestive
tract so that the patient can excrete waste from the human
body through this opening [2]. Patients who undergo the
enterostomy often need to have their original diseases
treated before permanent or temporary enterostomy, which
will change the fecal excretion mode [3]. However, the waste
discharged from the stoma cannot be controlled and often
flows out involuntarily, soaking the abdominal skin around
the stoma. Moreover, the excrement contains many bacteria,
which often infect the stoma and surrounding tissues to

cause complications, so that the quality of life of patients will
be affected [4]. According to reports, the number of patients
undergoing ostomy in Taiwan has increased by about
100,000 each year and the number of patients with early
complications is about 6.3%–53.8% [5].

Among the many complications, the incidence of stoma
infection is higher [6]. (e common complications of os-
tomy include wound infections near the stoma, infections
caused by sutures, detachment of the stoma mucosa, and
complications caused by the patient’s own factors.(e above
complications will have a serious impact on the patient’s
postoperative physiology and psychology, which also indi-
rectly lead to unsatisfactory postoperative recovery [7]. In
addition, the body’s immunity will decrease after surgery
and the integrity of the skin and mucous membranes will be
destroyed, resulting in open wounds, especially the excretion
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of feces. Worse still, the stoma and surrounding tissues are
prone to bacterial infections, and severe cases may even
cause systemic acute infections due to local infections [8].

As its name suggests, mathematical modelling is the
process to establish a mathematical model based on actual
data information to deal with the problems in reality [9].
Specifically, information data are transformed from basic to
in-depth and from rough adjustment to high precision so
that more meaningful and usable information can be ob-
tained from simple numbers to solve practical problems in
life. It is also a process of integrating theory with practice
[10, 11]. (e establishment of mathematical models is di-
verse, and it has been extensively used in various industries,
such as medicine and education [12, 13].

In this study, mathematical modelling was introduced to
analyse the possible risk factors of bacterial infections after
enterostomy, and the obtained data information was
adopted in medical practice, which is expected to provide a
certain theoretical basis for the prevention of complications
caused by enterostomy.

2. Experimental Methods

2.1. Research Objects. 156 patients admitted to hospital for
acute enterostomy from September 2018 to January 2021 were
taken as the research subjects, including 89 male patients and
67 female patients, aged 54–89 years, with an average age of
56± 9 years, and they were rolled into the infection group
(n� 17) and the normal group (n� 139) based on whether
they had complicated infections. (e criteria for infection
were the white blood cell (WBC) count greater than
10×109/L, neutrophils greater than 80%, or were accompa-
nied by cough, chest tightness, dyspnea, and other symptoms.
One patient with 4 or more of the above could be diagnosed.
(e study had been approved by the ethics committee of
hospital, and the patients and their family members under-
stood the content and methods of this study and agreed to
sign the corresponding informed consent.

Inclusion criteria: (1) all patients were between 50 and
90 years old, (2) patients and their families signed the
informed consent, (3) patients were conscious during
the study, and (4) the general clinical data of the pa-
tients were complete.
Exclusion criteria: (1) patients with heart, liver, and
kidney dysfunction and (2) women in pregnancy.

2.2. ResearchMethods. In this study, a retrospective analysis
was conducted on the postoperative development of the
enterostomy in hospital, and the general data and clinical
treatment data of the research subjects were sorted out for
comparative analysis. Besides, the conditions of all patients
in the hospital were explored on the basis of mathematical
modelling.

2.3. Observation Indicators. (e etiology of enterostomy in
patients was analyzed, and the probability of infections in
patients with different variables was compared. Different

variables included factors such as stoma intestinal segment,
anastomosis method, age, stoma-reduction interval, surgical
time, postoperative hospital stay, postoperative anastomotic
fistula, postoperative intestinal obstruction, and other
factors.

(e general information status of patients was compared
for statistical significance, including gender, age, and eti-
ology of the stoma.

According to the infection of enterostomy, the patients
were divided into groups and compared for hypo-
proteinemia, the use history of gastric tube and ventilator,
the postoperative malnutrition, and the stoma method.
Besides, the mortality rate of the infected patients was also
counted.

2.4. Analysis Method Based on Mathematical Modelling.
(e mathematical modelling was constructed based on
randomly selected patients undergoing enterostomy, so as to
estimate the conditions of all patients in the entire hospital.

In order to estimate the number of enterostomy patients
with concurrent infection in the whole hospital, the number
of enterostomy patients with concurrent infection in the
hospital was set as f(x), the number of randomly selected
patients who underwent enterostomy was set as y, the
number of infected cases was set as x, and the total number
of patients undergoing enterostomy in the whole hospital
was set as f(y). (en, equation (1) could be obtained:

f(x) � f(y) ×
x

y
. (1)

(us, the number of patients without concurrent in-
fection in the whole hospital f(x′) could be expressed in
equations (2) and (3):

f x′(  � f(y) − f(x), (2)

f x′(  � f(y) − f(y) ×
x

y
 . (3)

(e number of patients with concurrent infections
caused by this factor in the whole hospital could be set asM
to understand the proportion of concurrent infections after
surgery caused by different factors in the whole hospital, and
the number of cases with this cause in the randomly selected
patients was set as M′. (e calculation is shown in equations
(4) and (5):

M

f(x)
�

M′
x

, (4)

M �
M′
x

× f(y) ×
x

y
 . (5)

Among them, the number of randomly selected patients
who underwent enterostomy (y), the number of the infected
patients (x), and the total number of patients who received
enterostomy in the hospital (f(y)) were all the known
quantity.
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2.5. Statistical Methods. SPSS19.0 software was used for
statistical analysis of the data, and the measurement data
were expressed as mean± standard deviation. One-way
analysis was adopted for analysis. (e Wilcoxon rank-sum
test or t-test was used for measurement data, and count data
were detected by the chi-square test or Fisher’s exact test. In
addition, P< 0.05 meant that the difference was statistically
substantial.

3. Results

3.1. Comparison on the Incidence of Infection Caused by
Different Factors. Table 1 shows the relationship between
the occurrence of incision infection and gender and age. In
the infection group, there were 11 males and 6 females. In
the normal group, there were 78 males and 61 females. (e
average age of infected patients was 54± 7 years, and the
average age of the uninfected was 57± 6 years, with no
statistical significance (P> 0.05). Table 2 shows the rela-
tionship of the ostomy-reduction interval, operation time,
and postoperative hospital stay with the incidence of in-
fection. (e length of stay in the infection group was
21± 11.2 days, which is longer than 10.1± 7.1 days in the
normal group (P< 0.05). Figure 1 shows different intestinal
sites for ostomy. It was found that there was no significant
relationship between the intestinal site of ostomy and the
incidence of infection (P> 0.05). Figure 2 shows the rela-
tionship between anastomotic fistula and the incision in-
fection. (e analysis showed that the incidence of
anastomotic fistula in the infection group (14%) was higher
than that in the normal group (2%) (P< 0.05). It can be
concluded that there is a certain relationship between the
postoperative hospital stay and postoperative anastomotic
fistula with the incidence of infection.

(ere were a total of 350 patients undergoing enteros-
tomy between September 2020 and March 2021 in this
hospital. (e etiology was then statistically analyzed, and the
etiology distribution of patients with enterostomy in the
whole hospital was estimated using the analytical method
based on mathematical modelling, as shown in Figure 3.
Among them, 122 cases were caused by colorectal cancer and
obstruction, accounting for 34.8% of the number of en-
terostomy cases; 88 cases with colorectal trauma accounted
for 25%; 35 cases with anastomotic fistula after colorectal
cancer surgery accounted for 10%; 21 cases with colorectal
perforation accounted for 6%; 17 cases suffered from in-
testinal obstruction (5%); 21 cases (6%) suffered from sur-
gery/colonoscopy side injury; 12 patients had intestinal
strangulation due to volvulus, accounting for 3.4%; and 13
cases had congenital megacolon, accounting for 3.7%. In
addition, there were 21 patients with other etiologies, ac-
counting for 6%.

3.2.AgeandGenderDistributionof theTwoGroupsofPatients.
After grouping, the general data of patients from the two
groups were compared and evaluated (Table 3). It was found
that there were no significant differences between the basic
information of the two groups of patients (P> 0.05).

3.3. Comparison on the Typical Stoma Status between the
Normal Group and the Infection Group

3.3.1. Comparison on the Dermatitis around the Stoma.
Figure 4(a) indicates that the patient’s intestinal stoma was
in a good state. (ere was no atrophy of the stoma, and there
was no separation between the stoma and the surrounding
skin tissue. Besides, the skin tissue around the stoma showed
a normal state, without obvious redness, depression, and
other symptoms. Figure 4(b) presents the stoma with poor
healing after complicated infection. It was found that the
stoma was in a shrinking state, and it was separated from the
surrounding skin tissue. Moreover, the skin around the
stoma had obvious redness, swelling, and depression
symptoms.

3.3.2. Comparison on the Separation of the Stoma Mucosa.
(e intestinal stoma of one patient was in a good state after
the surgery (Figure 5(a)), showing that there was no sepa-
ration of the skin and mucosal tissue around the stoma. In
Figure 5(b), the separation of the intestinal stoma and
mucosal tissue could be clearly observed, and the sur-
rounding skin had slight redness. Furthermore, it mainly
occurred in the early stage after the surgery.

3.4. Comparison on Relevant Indicators of Patients from the
Two Groups. (e two groups were compared for relevant
indexes, such as the history of gastric tube application,
history of ventilator application, malnutrition, and hypo-
proteinemia. It was found that the proportion of these cases
in the normal group was lower than that of the infection
group. (e mortality rate of the infection group was as high
as 44%, while the mortality rate of patients in the normal
group was only 5%, with obvious statistical significance
(P< 0.05), as shown in Figure 6. In terms of the stoma
methods, 69% of patients in the infection group had single-
cavity stoma and 31% of patients had double-cavity stoma.
Besides, 40% of patients had single-cavity stoma and 60%
had double-cavity stoma in the normal group, suggesting
that the single-cavity stoma would increase the chance of
infection (Figure 7).

3.5. Comparison on the Conditions of Infection between In-
Hospital and Out-of-Hospital Patients. Based on the results
in Section 3.1, the infection rate of the hospitalized patients
and out-of-hospital patients was further compared. It was
found that the incidence of concurrent infections in hos-
pitalized patients (11%) was higher than that of discharged
patients at home (5%), with significant statistical differences
(P< 0.05), as shown in Figure 8.

Table 1:(e relationship of the incidence of incision infection with
gender and age.

Male Female Age (years)
(e total number of cases 89 67 56± 9
(e number of infected cases 11 6 54± 7
(e number of noninfected cases 78 61 57± 6
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4. Discussion

According to statistics, postoperative infection types mainly
includes infections at the surgical site, lung, and urinary
system, and about 3%–44% of colorectal cancer patients
develop surgical site infection after surgery [14]. Moreover,
postoperative infection seriously affects the prognosis of
patients after surgical treatment. (e study showed that the
number of patients with colorectal cancer complicated with
obstruction was the largest, accounting for 34.8% of the total
number of colorectal cancer cases, indicating that most
patients with colorectal cancer required enterostomy, but

there were differences between patients in different coun-
tries. Carlsson et al. [15] concluded that colonic diverticulitis
was the second cause of colorectostomy in that region, which
was different from colorectal trauma ranking second in this
study. Roque-castellano et al. [16] found that most of the
patients requiring this operation suffered from nontumor
diseases. (e study results of Desay et al. [17] showed that
the probability of tumor patients requiring ostomy and
reductive surgery was only 13%, and the effective rate of this
method reached 70%. (e above study results clearly show
the individual differences between patients in China and
those in Western countries.

Some studies have suggested that old age seems to be a
risk factor [18]. However, the results of this study showed
that the incidence of postoperative complications after en-
terostomy was not significantly related to age (P> 0.05). It
was found that postoperative coinfection was significantly
related to postoperative hospital stay and whether postop-
erative anastomotic fistula occurred (P< 0.05). A longer
postoperative hospital stay will lead to a higher infection
rate. Based on this, the infection rate of hospitalized patients

Table 2:(e relationship of the stoma-reduction interval, the surgical time, and the number of days of hospitalization after surgery with the
incidence of infection.

Stoma-reduction interval (M) Surgical time (min) Number of days in hospital after surgery (D)
Total average time 7.9± 17.9 166.2± 80.5 13.2± 6.9
Time of infection 15.5± 43.9 140.9± 56.8 21± 11.2
Time of noninfection 7.1± 10.9 169.1± 83.0 10.1± 7.1
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Figure 1: Comparison on infection rates of different stoma in-
testinal segments (Note. A: transverse colon; B: ascending colon; C:
sigmoid colon).
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Figure 2: Data results of the anastomotic method, the occurrence
of anastomotic fistula, and intestinal obstruction after infection
(Note. A′: manual suture; B′: instrument anastomosis; C′: anas-
tomotic fistula; D′: intestinal obstruction).
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Figure 3: Prediction of the distribution of causes of enterostomy in
the hospital based on data analysis of mathematical modelling.
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Table 3: Comparison on general clinical data of patients from the two groups.

(e number of males (e number of females Age (years)
Infection group 11 6 54± 7
Normal group 78 61 57± 6

(a) (b)

Figure 4: Comparison between a normal stoma and a stoma with infectious dermatitis. (a) Normal stoma, female, 56 years old.
(b) Infectious dermatitis, female, 54 years old.

(a) (b)

Figure 5: Comparison on mucosal separation between normal stoma and stove mouth. (a) Normal stoma, male, 58 years old. (b) Mucosal
separation, male, 57 years old.
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Figure 6: Comparison on relevant indicators between the two groups of patients (Note. W: history of gastric tube application; H: history of
ventilator application; Y: preoperative malnutrition; L: hypoproteinemia; S: mortality rate).
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and out-of-hospital patients was analyzed, and it was found
that the nosocomial infection rate was higher compared with
the out of hospital. Hospitalized patients have to have tests
for postoperative efficacy and physical indicators of detec-
tion, which to a certain extent can reduce the body resistance
and immune suppression and increase the vulnerability to
infection. Moreover, there are so many people in hospital,
including the patients, ward staff, the patient’s family and
friends, and health care workers, and they can all be regarded
as carriers of the bacteria [19]. At home, although the
nursing is not so professional as that in hospital, but there
are few people around, so the probability of infection is
lower in a certain extent.

In this study, the patients in the hospital were sampled
randomly. (e mathematical model established in Section
2.4 was employed to calculate, and then, the concurrent
infections of all the patients in the hospital could be esti-
mated. If a nationwide sampling survey is conducted, the
mathematical modelling algorithm can also be adopted to
estimate the postoperative infections after enterostomy in
Taiwan. Mathematical modelling is to solve and optimize
actual problems by calculations in the computer. After the
data and information are processed, variables are introduced

through abstract hypotheses and actual problems are
expressed through mathematical theoretical knowledge to
deal with actual problems. Wang et al. [20] applied math-
ematical modelling to analyse the data of traditional Chinese
medicine and concluded that the modelling had good data
analysis capabilities.(us, it had certain guiding significance
for the synthesis of Chinese patent medicines.

5. Conclusion

In the study, 156 cases of enterostomy patients were ret-
rospectively selected as the study subjects and were divided
into the infection group (17 cases) and normal group (139
cases) according to whether they were complicated with
infections.(e factors of infection and related indexes before
and after surgery were analyzed, and the data of the whole
hospital were estimated by mathematical modelling. In
conclusion, patients with malnutrition and hypo-
proteinemia before enterostomy, the use of gastric tube and
ventilator in the treatment, single lumen ostomy in the
operation, and the occurrence of anastomotic fistula were
more likely to have concurrent infections. However, some
limitations in the study should be noted. (e sample size is
small, which will reduce the power of the study. In the
follow-up, an expanded sample size is necessary to
strengthen the findings of the study. It is hoped that this
study can provide a reasonable theoretical basis for the
prevention and treatment of postoperative infection after
enterostomy to reduce the postoperative pain of patients and
improve the quality of life of patients to a certain extent.
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,is work aimed to study the diagnostic value of dynamic electrocardiogram (ECG) based on P wave detection algorithm for
arrhythmia after hepatectomy in patients with primary liver cancer, and to compare the therapeutic effect of different doses of
Betaloc. P wave detection algorithm was introduced for ECG automatic detection and analysis, which can be used for early
diagnosis of arrhythmia. Sixty patients with arrhythmia after hepatectomy for primary liver cancer were selected as the research
objects. ,ey were randomly divided into control group, SD group, MD group, and HD group, with 15 cases in each group. No
Betaloc, low-dose (≤47.5mg), medium-dose (47.5–95mg), and high-dose (142.5–190mg) Betaloc were used for treatment. As a
result, P wave detection algorithms can mark P waves that may be submerged in strong interference. P waves from arrhythmia
database were used to verify the performance of the proposed algorithm. ,e prediction precision (Pp) of ventricular arrhythmia
and atrial arrhythmia was 98.53% and 98.76%, respectively. Systolic blood pressure (117.35± 7.33, 126.44± 9.38, and 116.02± 8.2)
mmHg in SD group, MD group, and HD group was significantly lower than that in control group (140.3± 7.21) mmHg after two
weeks of treatment. Moreover, those of SD group and HD group were significantly lower than MD group (P< 0.05). ,e effective
rate of cardiac function improvement in SD group (72.35± 1.21%) was significantly higher than that in control group, MD group,
and HD group (38.2± 0.98%, 65.12± 1.33%, and 60.43± 1.25%; P< 0.05). In short, dynamic ECG based on P wave detection
algorithm had high diagnostic value for arrhythmia after hepatectomy in patients with primary liver cancer. It was safe and
effective for patients to choose small dose of Betaloc.

1. Introduction

Liver cancer is a malignant tumor that occurs in the liver, the
largest organ of the human body. It is generally classified
into PHC and secondary liver cancer according to its eti-
ology and other factors [1, 2]. PHC mainly includes hepa-
tocellular carcinoma, intrahepatic cholangiocarcinoma,
cholangiocarcinoma, angiosarcoma, hemangioendothe-
lioma, and hepatoblastoma [3, 4]. At present, the preferred
clinical treatment for liver cancer is hepatectomy, which is
the traditional radical treatment for liver cancer, and the
five-year survival rate of patients after surgery is greater than

50% [5, 6]. However, this surgery has certain limitations and
is only suitable for patients with good liver function and
complete tumor resection. In addition, it can lead to serious
complications, such as liver failure and bleeding [7, 8].
Arrhythmia refers to when the origin of heartbeat excite-
ment is abnormal or the conduction pathway is abnormal,
and the sequence of excitement is disordered, which changes
the heartbeat rate or rhythm [9, 10]. Arrhythmia is caused by
a variety of triggers, and different clinical symptoms can
occur due to different causes and types. In severe cases,
syncope and sudden death can occur [11, 12]. In addition, a
variety of treatments or antiarrhythmic drugs will have
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different degrees of side effects on patients. ,erefore, when
a drug is choosing for treatment, it is necessary to have a
certain understanding of the pharmacokinetics and phar-
macodynamics of the drug to prevent it from causing ad-
verse reactions and complications to patients [13–15].

,e ECG of arrhythmia shows that P wave appears in
advance, and the shape is different from that of sinus P wave.
PR interval is greater than 0.12 s. ,e QRS pattern is the
same as that of sinus rhythm. In addition to accompanied by
ventricle difference, conduction can appear inconsistent.
,ere are usually incomplete compensatory intervals after
pre-phase contraction of room type [16–18]. Detection of P
wave is of great significance to ECG analysis of arrhythmia
and analysis of characteristic points of ECG signal. ,ere-
fore, a P wave detection algorithm was proposed in this
study to perform automatic detection and analysis of ECG
and locate the P wave starting point, so as to achieve accurate
and effective prediction and diagnosis of arrhythmia [19, 20].
At present, β-blocker drugs are gradually widely used in
arrhythmia, especially in patients with primary liver cancer
after hepatectomy, such as β-blocker metoprolol succinate
sustained-release tablets (Betaloc) [21, 22]. However, be-
cause β-blockers have a certain blocking effect on β-re-
ceptors, there are certain limitations in clinical application
[23, 24]. In addition, there is still a lack of relevant studies on
the effect of dosage of β-blocker metoprolol succinate
sustained-release tablets (Betaloc) on arrhythmia and its
therapeutic effect [25, 26].

,erefore, in this study, patients with arrhythmia after
hepatectomy for primary liver cancer were selected as the
research objects, and no Betaloc, low-dose Betaloc, medium-
dose Betaloc, and high-dose Betaloc were used for patients.
By studying the cardiac function indexes, blood lipid in-
dexes, and liver function indexes of different patients in
different treatment periods, the therapeutic effect of low-
dose Betaloc on arrhythmia after hepatectomy in patients
with primary liver cancer was analyzed.

2. Materials and Methods

2.1. Basic Information. In this study, 60 patients with ar-
rhythmia after hepatectomy for primary liver cancer who
were hospitalized in hospital from September 2018 to October
2020 were selected as the research objects. Among them, 30
were male and 30 were female. ,ey were randomly divided
into control group, SD group, MD group, and HD group,
with 15 cases in each group. No Betaloc, low-dose (≤47.5mg),
medium-dose (47.5–95mg), and high-dose (142.5–190mg)
Betaloc were used for treatment. ,is study had been ap-
proved by the Ethics Committee of hospital, and patients and
their families understood the study content and methods and
agreed to sign corresponding informed consent forms.

Inclusion criteria were as follows: (i) patients aged be-
tween 40 and 65 years old; (ii) patients who were emotionally
stable and can cooperate with treatment and sample col-
lection; (iii) patients with arrhythmia after hepatectomy; (iv)
patients with complete clinical data and information; (v)
patients who had no history of mental illness and were
emotionally stable; (vi) the left ventricular ejection fraction

(LVEF) was less than 45%, and the left ventricular short axis
fractional shortening (FS) was less than 25%; and (vii) pa-
tients with cardiac function grades III and IIII.

Exclusion criteria were as follows: (i) patients who
withdrew and transferred for treatment due to personal
reasons; (ii) patients with other serious diseases or infectious
diseases; (iii) patients with diseases, such as hypertension
and coronary heart disease, or similar surgical treatment
experience; (iv) patients whose tumors had metastasized;
and (v) patients who had not undergone cooperative
treatment due to personal or other factors.

2.2. Required Sample Size Calculation. ,e required sample
size is calculated as follows:

N �
Z
2

×(P ×(1 − P))

E
2 , (1)

n �
Z
2σ2

d
2 . (2)

In equation (1), N is the total number of samples required
in the experiment and Z is the statistic. When the confidence
level is 95%, Z� 1.96. When the confidence is 90%, Z� 1.64%.
E represents the error and P is the probability. In equation (2),
n represents the required sample size for each group, d
represents the sampling error range, and σ represents the
standard deviation, which is generally 0.5. ,rough the above
equations, it is calculated that n is 10, and the total number of
samples required is 40 cases. In this study, 60 cases were
selected, and there were 15 cases in each group.

2.3. ECG P Wave Detection Algorithm. ,e patient was
placed in horizontal supine position with chest, wrist, and
ankle exposed. ,e skin was cleaned with alcohol, and lead
electrodes were placed to collect the electrocardiogram.
Normal ECG signals are composed of P wave (from the
point change of atrial depolarization before atrial contrac-
tion), QRS wave (from the change of ventricular depolar-
ization before ventricular contraction), T wave (potential
change during ventricular repolarization), PR segment, PR
interval, ST segment, QT interval, and U wave with certain
sequence (Figure 1).

,e characteristic parameters related to P wave in ECG
include P wave amplitude, PR interval, P wave duration, P
wave dispersion, and atrial rate. P wave represents atrial
depolarization, QRS wave represents ventricular depolar-
ization, and Twave represents ventricular repolarization. In
the actual ECG computer automatic analysis, the detected
ECG signals are preprocessed first. ,e P wave amplitude is
taken by the amplitude of the P-value. ,e PR interval refers
to the beginning of the P wave to the beginning of the QRS
wave, representing the time that the heart excited from the
atria to the ventricles. ,e PR interval is divided into PA
interval, AH interval, and HV interval, which is normally in
the range of 120∼200ms. PR interval is obtained according
to the following equation:
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PR �
SQ − SP 

t
. (3)

In equation (3), SQ represents the starting point of QRS
wave, SP represents the starting point of P wave, and t
represents the sampling rate. ,e P wave time limit refers to
the process of left and right atrium depolarization and re-
polarization, with the general time (width) less than 0.12 s
and the voltage (amplitude) less than 0.25mV. In the
analysis of electrical signals, the P wave time limit is cal-
culated by the following equation:

Pwave duration �
SP − EP( 

t
. (4)

In equation (4), SP represents the starting point of P
wave, EP represents the end point of P wave, and Trepresents
the sampling rate. P wave dispersion (PWD) refers to the
difference between the maximum time (Pm) and the min-
imum time (Pn) measured in different leads of a 12-lead
ECG recorded synchronically. ,e P wave dispersion of
normal subjects is less than 40ms, and the BBB 0 50ms
suggests the presence of heterogeneous electrical activity in
different parts of the atrium P wave dispersion is a new index
of body surface ECG in predicting atrial tachycardia and
paroxysmal atrial fibrillation. ,e calculation method is
shown in the following equation:

Pwave dispersion � Pm − Pn. (5)

In equation (5), Pm represents the maximum time limit
of P wave, and Pn represents the minimum time limit of P
wave. ,e calculation method of heart rate is shown in the
following equation:

HR �
60(s)

PPorRR(s)
. (6)

In equation (6), PP represents the average P-P interval
and RR represents the average R-R interval. Figure 2 shows
the flow of P wave detection algorithm.

After the QRS is detected, the P wave search segment is
determined, and the zero crossing between the mode ex-
tremum pairs in this segment is the P wave. ,e method to
determine the mode extremum pair is shown in the fol-
lowing equations:

Px �
2
5

×
1
10



10

i�1
Xi

⎛⎝ ⎞⎠, (7)

Py �
1
3

×
1
10



10

i�1
Yi

⎛⎝ ⎞⎠. (8)

In equations (7) and (8), P represents the amplitude, Xi
represents the positive maximum value of the P wave search
segment, and Yi represents the negative maximum value of
the P wave search segment. ,e local modulus maximum
pairs are determined by screening the modulus extreme
value pairs whose amplitude of point A was greater than Px

and that of point B less than Py, and the time interval was
less than 100ms. ,e detection of modulus extremum
against slope is shown in the following equation:

K �
PA − PB

PA − PB




. (9)

In this study, the search criteria for P wave were as
follows. ,e maximum value of the scale coefficient in the
window was the modulus maximum point, the minimum
value of the scale coefficient was the modulus minimum
point, and the zero crossing between them was the P wave.

2.4. Drug �erapy for Patients. ,e patients in the control
group, SD group, MD group, and HD group were guided
and managed in the course of medication and diet after
surgery. In addition, the real-time monitoring was per-
formed on the heart and lung function indexes, blood gas
analysis indexes, and psychological status of each group of
patients. ,e four groups of patients were treated with
different doses of beta-blocker metoprolol succinate sus-
tained-release tablets (Betaloc) after surgery.

No Betaloc was adopted by patients in control group. SD
group: initial dose of Betaloc was 12 to 24mg once a day, and
the patient’s tolerance was observed the next day. If the
patient could tolerate the previous daily dose, the dose was
doubled three weeks later and increased to the target dose of
47.5mg in SD group. If the patient had adverse reactions or
drug intolerance, it was necessary to reduce the drug dose
and stop using it in severe cases. In addition, other agents
were used or the Betaloc dosage was gradually restored after
the patient’s condition became stable. MD group: the initial
dose of Betaloc was 12 to 24mg once a day, and the patient
tolerance was observed the next day. If the patient could
tolerate the previous daily dose, the dose was doubled three
weeks later and increased to the target dose of 47.5–95mg in
the MD group. If the patient had adverse reactions or drug
intolerance, it was necessary to reduce the drug dose and
stop using it in severe cases. In addition, other agents were
used or Betaloc dosage was gradually restored after the
patient’s condition became stable. In the HD group, the
initial dose of Betaloc was 12 to 24mg once a day, and the
patient’s tolerance was observed the next day. If the patient
could tolerate the previous daily dose, the dose was doubled
three weeks later, and the target dose was successively

SQ

PR

PR
interval 

QT
interval 

R

P T

STJ

QRS

Figure 1: Waveform diagram of ECG signal.
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increased to 142.5–190mg as that of the HD group. In the
case of adverse reactions or drug intolerance in patients, the
drug dose should be reduced and discontinued in severe
cases, and the dosage of Betaloc should be gradually resumed
after the patient’s condition became stable.

2.5. Evaluation Indexes. ,e four groups of patients were
treated with different treatment methods and doses. In
addition, the patients’ heart function indexes, blood lipid
indexes, liver function indexes, and ECG signal were de-
tected before and at different periods after treatment, in-
cluding diastolic blood pressure, systolic blood pressure,
heart rate, B-type natriuretic peptide precursor (pre-
proBNP), blood sugar (GLU), cholesterol (TC), triglycerides
(TG), alanine aminotransferase (ALT), aspartate amino-
transferase (AST), and types and incidence of complications.

2.6. Statistical Methods. SPSS 19.0 was employed for data
statistics and analysis. Mean± standard deviation (x ± s)
was how measurement data were expressed, and percentage

(%) was how count data were expressed. Pairwise com-
parison adopted analysis of variance. ,e difference was
statistically considerable with P< 0.05.

3. Results

3.1. ECG Signal Monitoring in Patients with Arrhythmia.
Figure 3 shows the ECG signal monitoring record of patients
with arrhythmia. In Figure 3(a), there was no relationship
between the central atrial wave and the ventricular wave,
showing a complete disconnection. ,e atrial rate was
88 bpm, the ventricular rate was 30 bpm, the atrial rate was
greater than the ventricular rate, and the Q-T interval was
0.68 s. In Figure 3(b), the P wave appeared regularly, with a
frequency of 62 bpm. After the first, third, and fourth P
waves, there were downstream QRS-T complexes. QRS-T
complexes without downcoming after the 5th wave were
type I atrioventricular block.

Figure 4 shows the detection results of ECG signal. It was
found that the P wave detection algorithm can mark the P
wave, which may be submerged in strong interference,

Electrocardiogram
signal 

Electrocardiogram
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Electrocardiogram
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Electrocardiogram
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Electrocardiogram
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Electrocardiogram
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Electrocardiogram
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Extract QRS wave
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transformation 

Positioning P wave
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Figure 2: ECG detection process (a) and P wave detection process (b).
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accurately locate the P wave and Twave peaks of ECG signal,
and detect the P wave and Twave singularity. ,e diagnostic
error rate (Er), sensitivity (Se), and prediction precision (Pp)
of P wave detection algorithm for ventricular arrhythmia
were 0.24%, 99.23%, and 98.53%, respectively. Er, Se, and Pp
of atrial arrhythmia were 0.28%, 99.45%, and 98.76%,
respectively.

3.2. Basic Patient Information. Figure 5 shows the com-
parison results of the basic information of the four groups of
patients before treatment. Figure 5(c) shows the number of
patients with cardiac function grades of grade III and IIII.
Figure 5(d) shows the number of patients with mild heart
failure, moderate heart failure, and no heart failure. ,ere
was no considerable difference in the proportion of patients
with different ages, genders, heart function grades, and
combined heart failure in each group (P> 0.05).

3.3. Changes of Diastolic Blood Pressure, Systolic Blood
Pressure, and Heart Rate before and after Treatment.
Figure 6(a) shows the changes in systolic blood pressure of
the four groups of patients before treatment, one week after
treatment, and two weeks after treatment. With the treat-
ment time, the systolic blood pressure of the four groups of
patients gradually decreased. After one week of treatment,
patients in the SD group and HD group had lower systolic
blood pressure, while the control group had higher systolic
blood pressure. ,e systolic blood pressure of the SD group,
MD group, and HD group after two weeks of treatment
(117.35± 7.33mmHg, 126.44± 9.38mmHg, and
116.02± 8.2mmHg) were significantly lower versus that of
control group (140.3± 7.21mmHg), and that of SD group
and HD group was greatly inferior to the MD group
(P< 0.05). Figure 6(b) shows the changes in diastolic blood
pressure of the four groups of patients before treatment, one
week after treatment, and two weeks after treatment. ,e
diastolic blood pressure of the SD group was considerably
inferior to that of the control group one week after treatment
(P< 0.05). After two weeks of treatment, the diastolic blood

pressure (74.12± 9.38mmHg, 88.15± 8.2mmHg, and
84.33± 7.21mmHg) of the SD group, MD group, and HD
group was substantially lower relative to that of control
group (95.38± 7.33mmHg), and that of SD group was ev-
idently lower versus that of MD group and HD group
(P< 0.05). Figure 6(c) shows the heart rate changes of the
four groups of patients before treatment, one week after
treatment, and two weeks after treatment. ,e heart rate of
the SD group after two weeks of treatment was obviously
inferior to that of the control group and the HD group
(P< 0.05). Figure 6(d) shows the comparison results of the
pre-proBNP content of type B natriuretic peptide of the four
groups of patients.,e pre-proBNP of SD group was notably
lower versus that of control group, MD group, and HD
group, and MD group was lower than HD group (P< 0.05).

3.4.Comparisonon theEffectiveRateof the Improvementof the
Heart Function. Figure 7 shows the comparison results of
the changes in the effective rate of cardiac function im-
provement after the four groups of patients were treated with
different doses of Betaloc for 1, 2, and 3 weeks. After one
week of treatment, patients in the MD and HD groups had a
relatively higher effective rate of improvement in heart
function. With the treatment time, the effective rate of
cardiac function improvement of the four groups of patients
gradually increased. After three weeks of treatment, the
effective rate of cardiac function improvement
(72.35± 1.21%) in the SD group was notably superior to that
of the control, MD, and HD groups (38.2± 0.98%,
65.12± 1.33%, and 60.43± 1.25%) (P< 0.05).

3.5.Analysis ofBloodLipid Indexes beforeandafterTreatment.
Figure 8(a) shows the comparison results of the GLU content
of the four groups of patients before and after treatment.
,ere was no remarkable difference in the GLU content
among the control group, SD group, MD group, and HD
group before treatment (P> 0.05). After treatment, the GLU
content of the SD group (5.84± 0.62mmol/L) was greatly
higher than that of the control group, MD group, and HD

MV1

HR:30 10 mm/mV Strip:16

(a)

HR:30 10 mm/mV Strip:16

MV1

MV5

(b)

Figure 3: Patient’s ECG signal monitoring chart. (a) ECG signal monitoring chart of a patient with arrhythmia. (b) ECG signal monitoring
chart of patient with arrhythmia combined with atrioventricular block.
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group (4.56± 0.58mmol/L, 4.97± 0.49mmol/L, and
5.09± 0.54mmol/L) (P< 0.05). Figures 8(b) and 8(c) present
the comparison results of the TC content and TG content of
the four groups of patients before and after treatment, re-
spectively. ,ere was no considerable difference in TC
content and TG content among the control group, SD group,
MD group, and HD group before treatment (P> 0.05). After
treatment, the TC content and TG content of the SD group
were dramatically superior to those of the control group,
MD group, and HD group (P< 0.05).

Figure 9 shows the comparison results of the changes in
liver function indexes ALT and AST content of the four
groups of patients. From Figure 9(a), there was no

substantial difference in ALTcontent among the four groups
of patients after one week of treatment (P> 0.05). After two
weeks and three weeks of treatment, the ALT content of the
SD group was remarkably inferior to that of the control
group, MD group, and HD group, and that of MD group and
HD group was greatly lower versus control group (P< 0.05).
From Figure 9(b), the AST content of the SD group and the
HD group was notably lower than that of the control group
and the MD group after two weeks of treatment, and that of
MD group was dramatically lower relative to control group
(P< 0.05). After three weeks of treatment, the content of SD
group was substantially lower than that of control group,
MD group, and HD group (P< 0.05).
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Figure 4: ECG signal detection results. (a) P and Twave detection results (P means P wave and Tmeans Twave). (b) Arrhythmia diagnosis
results.
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3.6. Complications in the Four Groups. Figure 10 shows the
types and incidence of complications in the four groups of
patients before and during treatment. From Figures 10(a)
and 10(b), patients with PHC undergoing hepatectomy for
arrhythmia were prone to hypertension, diabetes, atrial fi-
brillation, postoperative arrhythmia, atrioventricular block,
sinus bradycardia, hypotension, nausea and vomiting,
headache, dizziness, etc. From Figure 10(c), the incidence of
the above complications in the control group, SD group, MD
group, and HD group was 34.6%, 12.4%, 20.5%, and 32.5%,
respectively. ,e incidence of the above complications was
the lowest in the SD group, followed by the MD group and
the HD group.

4. Discussion

ECG records at the onset of arrhythmias are important
evidence for the diagnosis of arrhythmias. During diagnosis,
emphasis should be placed on checking whether the patient
has organic heart disease such as hypertension, coronary
heart disease, and myocarditis, and some physiological and
pathological factors can cause arrhythmias [27, 28]. Physi-
ological factors include exercise and emotional excitement,
while pathological factors include cardiovascular diseases
and endocrine diseases [29, 30]. Studies found that Betaloc is
the drug with the lowest side effects among all drugs for the
treatment of arrhythmia, and the only drug that can reduce
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Figure 5: Comparison of the basic information of the four groups of patients. (a) Age. (b) Gender ratio. (c) Heart function level before
treatment. (d) Patients complicated with heart failure.
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the mortality rate of the disease. It can not only be applied to
angina pectoris and myocardial infarction, but also can
effectively reduce myocardial oxygen consumption, slows
heart rate, reduces angina pectoris, and effectively prevents
arrhythmia after myocardial infarction [31–33]. Kotecha
et al. [34] found that due to differences in physique and drug

response of different patients, whether it is angina pectoris,
arrhythmia, or heart failure, if Betaloc is selected as a
therapeutic drug, it is necessary to start taking a small dose.
If adverse reactions such as drug intolerance occur, it is
necessary to stop taking it.,e study of Blessberger et al. [35]
found that Betaloc, as a beta-blocker, can slow down heart
rate, reduce myocardial contractility, and thereby lower
blood pressure. It mainly acts on the heart and has certain
effects on bronchial smooth muscle. Although drugs such as
Betaloc can reduce the heart rate and protect the heart, if the
condition is unstable (when the condition is severe or acute
left heart failure) for patients with arrhythmia or heart
failure, they should avoid taking such drugs without au-
thorization [36]. When heart failure worsens, fast heart rate
is also a kind of self-protection. It is necessary to control the
heart failure to a stable state before using Betaloc to lower the
heart rate. Forcibly suppressing the heart rate when heart
failure worsens will have a greater impact on the patient, and
even life-threatening [37–39].

,e P wave detection algorithm was introduced to detect
and analyze the ECG automatically, and it was used in the
early diagnosis of arrhythmia. Patients with arrhythmias after
hepatectomy for PHC were selected as subjects and treated
with different doses of Betaloc. ,e cardiac function indexes,
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Figure 6: Changes of cardiac function indexes in the four groups. (a) Systolic blood pressure; (b) diastolic blood pressure; (c) changes in
heart rate; (d) the pre-proBNP. ∗ represents significant difference compared with control group (P< 0.05); # represents significant difference
compared with HD group (P< 0.05); Δ represents significant difference compared with MD group (P< 0.05).
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blood lipid indexes, and liver function indexes of patients at
different stages of treatment were analyzed; the therapeutic
effect of low-dose Betaloc on arrhythmia after hepatectomy in
patients with PHC was analyzed. As a result, the P wave
detection algorithm can accurately locate the P wave and T
wave peaks of the ECG signal. ,e diagnostic error rate,
sensitivity, and correct prediction of ventricular arrhythmia
were 0.24%, 99.23%, and 98.53%, respectively. ,e diagnostic

error rate, sensitivity, and correct prediction of atrial ar-
rhythmia were 0.28%, 99.45%, and 98.76%, respectively.
,erefore, the proposed P wave detection algorithm had high
application value for the diagnosis and early prediction of
arrhythmia.,e heart rate of the SD group after two weeks of
treatment was obviously lower versus control group and the
HD group (P< 0.05), which suggested that Betaloc can reduce
the heart rate of patients with arrhythmia, and the effect of
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Figure 9: Analysis of liver function indexes of four groups of patients. (a) Changes in ALTcontent. (b) Changes in ASTcontent. ∗ represents
remarkable versus control group (P< 0.05).

0

2

4

6

8

a b c d

Pa
tie

nt
s

Complication types

(a)

0
1
2
3
4
5
6
7
8

e f g h i

Pa
tie

nt
s

Complication types

(b)

32.5 34.6

12.420.5

Control group
SD group

MD group
HD group

(c)

Figure 10: Complications occurred in the four groups of patients. (a, b),e types of complications in the four groups of patients. (a, b, c, d,
e, f, g, h, and i indicate hypertension, diabetes, atrial fibrillation, atrioventricular block, sinus bradycardia, hypotension, nausea and
vomiting, headache, and dizziness, respectively). (c) ,e complication rate.

Journal of Healthcare Engineering 11



low-dose Betaloc in reducing the heart rate was the most
obvious. ,e effective rate of cardiac function improvement
in SD group (72.35± 1.21mmHg) was remarkably superior to
that of control group, MD group, and HD group
(38.2± 0.98mmHg, 65.12± 1.33mmHg, and 60.43± 1.25
mmHg) (P< 0.05), which suggested that a small dose of
Betaloc can significantly improve the cardiac function of
patients with arrhythmia. After two weeks and three weeks of
treatment, the ALTcontent of the SD group was substantially
inferior to that of the control group, MD group, and HD
group, and that ofMD group andHD groupwas greatly lower
versus control group (P< 0.05). After two weeks of treatment,
the AST content of the SD group and the HD group was
considerably lower versus control group and the MD group,
and that of MD group was notably lower versus control group
(P< 0.05). After three weeks of treatment, the content of SD
group was evidently lower than that of control group, MD
group, and HD group (P< 0.05), which was consistent with
the results of Irizarry-Alvarado [40], indicating that patients
with arrhythmia after PHC hepatectomy were safer to choose
low-dose Betaloc, which had a good curative effect, can ef-
fectively reduce the heart rate, reduced the occurrence of
complications, and improved heart function.

5. Conclusion

In this study, the automatic detection and analysis of ECG
was carried out by introducing the P wave detection algo-
rithm, and it was used for the early diagnosis of arrhythmia.
Different doses of Betaloc were used to treat arrhythmia, so
as to study the therapeutic effect of low-dose Betaloc on the
complications of arrhythmia after hepatectomy in patients
with primary liver cancer. ,e results suggested that dy-
namic ECG based on P wave detection algorithm had high
diagnostic value for arrhythmia after hepatectomy in pa-
tients with primary liver cancer. ,e low-dose Betaloc used
by patients was safer and had relatively better curative effect.
However, the sample size selected in this study is small,
which may have a certain impact on the experimental re-
sults, and the representativeness is low. ,erefore, in the
follow-up experiments, the sample size will be increased, and
the application of Holter based on P wave detection algo-
rithm combined with low-dose Betaloc in the diagnosis and
treatment of arrhythmia after liver cancer resection will be
further studied.
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To evaluate the effect of specific nursing intervention in children with mycoplasma pneumonia (MP), a feature extraction
algorithm based on gray level co-occurrence matrix (GLCM) was proposed and combined with computed tomography (CT)
image texture features. )en, 98 children with MP were rolled into the observation group with 49 cases (specific nursing) and
the control group with 49 cases (routine nursing). CT images based on feature extraction algorithm of optimized GLCM were
used to examine the children before and after nursing intervention, and the recovery of the two groups of children was
discussed. )e results showed that the proportion of lung texture increase, rope shadow, ground glass shadow, atelectasis, and
pleural effusion in the observation group (24.11%, 3.86%, 8.53%, 15.03%, and 3.74%) was significantly lower than that in the
control group (28.53%, 10.23%, 13.34%, 21.15%, and 8.13%) after nursing (P< 0.05). )ere were no significant differences in
the proportion of small patchy shadows, large patchy consolidation shadows, and bronchiectasis between the observation
group and the control group (P> 0.05). In the course of nursing intervention, in the observation group, the disappearance
time of cough, normal temperature, disappearance time of lung rales, and absorption time of lung shadow (2.15 ± 0.86 days,
4.81 ± 1.14 days, 3.64 ± 0.55 days, and 5.96 ± 0.62 days) were significantly shorter than those in the control group (2.87 ± 0.95
days, 3.95 ± 1.06 days, 4.51 ± 1.02 days, and 8.14 ± 1.35 days) (P< 0.05). After nursing intervention, the proportion of sat-
isfaction and total satisfaction in the experimental group (67.08% and 28.66%) was significantly higher than that in the control
group (40.21% and 47.39%), while the proportion of dissatisfaction (4.26%) was significantly lower than that in the control
group (12.4%) (P< 0.05). To sum up, specific nursing intervention was more beneficial to improve the progress of char-
acterization recovery and the overall recovery effect of children with MP relative to conventional nursing. CT image based on
feature extraction algorithm of optimized GLCM was of good adoption value in the diagnosis and treatment of MP
in children.

1. Introduction

Mycoplasma pneumonia (MP) is a common respiratory
disease in children. It is caused by mycoplasma pneu-
moniae infection and is often associated with atelectasis
and large lung infiltration. It can cause extrapulmonary
multisystem complications [1, 2]. Mycoplasma pneumo-
nia in children is mainly transmitted by respiratory
droplets, which then invades the respiratory mucosa.

)rough its special structure, it is closely adsorbed on the
receptor of the cell membrane. It can then multiply and
release toxic substances, which can trigger a cascade of
symptoms. )e prevalence rate of this disease is very high
throughout the year, especially in winter. Mycoplasma
pneumonia in children generally presents a subacute
onset, and the clinical symptoms are usually dry cough,
sore throat, headache, and unsteady fever. Sometimes, a
severe cough with normal body temperature may be
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present [3]. If not treated in time, it will bring multisystem
and organ damage to the children, and the skin will appear
measles-like changes [4]. Specific nursing is a targeted
approach to quality care, whose core is people-oriented. It
embodies the humanistic spirit and respects the life value,
personal dignity, and personal privacy of patients. Pa-
tients are greatly helped in rehabilitation treatment by
advocating humanized service concept, paying attention
to humanized nursing management, and creating hu-
manized service environment [5, 6].

Relevant studies showed that MP is often manifested
as the separation of clinical symptoms, signs, and imaging
features, and the abnormal rate of pulmonary imaging is
substantially higher than the positive rate of pulmonary
signs [7]. Clinical examination of MP mainly adopts
imaging methods, among which chest X-ray has a high
spatial resolution for patient scan. It can reflect the overall
condition of the lung, showing interstitial infiltration,
lobular, lobular consolidation, and hilar lymph node
enlargement. However, due to the overlapping relation-
ship between the front and the rear, the resolution of
pulmonary fine lesions is limited to a certain extent, so it is
relatively difficult to detect early or ultraearly lesions
[8, 9]. High-resolution CT scan can display patients’
pulmonary lesions on multiple levels, which is conducive
to accurate positioning and clear extent and range of
lesions [10, 11]. Feature information extraction is an
important work in medical image processing. Different
image data need to be processed by different methods,
such as the texture feature extraction method based on
statistics, the feature extraction method based on fre-
quency, and the feature extraction method based on
model [12, 13]. Gray level co-occurrence matrix (GLCM)
is the data used to describe the texture related information
among image pixels. It can calculate the similarity of gray
levels between different pixel points in a specific distance
and direction to describe the overall texture information
of the image [14] and effectively reduce the time of texture
feature calculation and improve the efficiency of the al-
gorithm. )erefore, a novel feature extraction algorithm
based on GLCM was proposed and applied to the CT
image evaluation of MP in children.

To sum up, the analysis of image texture features is an
important work in clinical diagnosis and treatment.
)erefore, 98 children with MP were rolled into the ob-
servation group with 49 cases (specific nursing) and the
control group with 49 cases (routine nursing). CT images
based on feature extraction algorithm of optimized GLCM
were used to examine the children before and after nursing
intervention, and the recovery of the two groups of children
was discussed. )is research was developed to compre-
hensively analyze the adoption of CT image texture feature
based on GLCM feature extraction algorithm in evaluating
the effect of specific nursing intervention in children with
MP.

2. Materials and Methods

2.1. Research Objects. A total of 98 children with MP who
were hospitalized in the hospital from June 15, 2019, to April
3, 2021, were selected as the study subjects, including 42
males and 56 females. All the children were divided into the
experimental group (49 cases) and the control group (49
cases) according to different nursing plans. )is study had
been approved by the medical ethics committee of the
hospital. )e patients and their family members knew about
this study and signed the informed consent.

Inclusion criteria: (I) school-age children, (II) children
with acute onset, (III) children with fever and respiratory
symptoms, (IV) chest X-ray showed patchy infiltrating
opacity, (V) children with complete clinical data, and (VI)
the family members signed the informed consent.

Exclusion criteria: (I) children unwilling to cooperate
with the examination, (II) children with autoimmune dis-
eases, (III) children who had received medical treatment,
(IV) children with mixed pulmonary and extrapulmonary
infections found by virus examination, and (V) children who
quitted the experiment.

2.2. Imaging Examination. Philips Brilliance iCT 256-slice
spiral extremely fast CTwas used to perform high-resolution
CT examination of the patient’s lungs. )e scan range was
from the tip of the lung to the diaphragm. )e scanning
parameters were tube voltage of 120 kV, tube current of
30mA, and fault of 1-2mm.

Results judgment was as follows. )e distribution,
morphological characteristics, and the condition of lung,
pleura, and mediastinum were evaluated by professional
imaging physicians. )e lesion involved sites were left
(upper, middle, and lower) and right (upper, middle, and
lower) lung field. A mediastinal window scan was also
performed to evaluate lymph nodes and pleural cavities,
such as pleural effusion. )e lung features of HRCTmainly
included increased lung texture, cord-like shadow, ground
glass shadow, small patchy shadow, large patchy consoli-
dation shadow, atelectasis, bronchiole dilatation, pleural
effusion, and hilar mediastinal lymph node enlargement.

2.3. Feature ExtractionAlgorithmBased onOptimizedGLCM.
)e GLCM can calculate the similarity between different
pixels at a specific distance and gray level in a specific di-
rection to describe the overall texture information of the
image [15]. It is supposed that an image is Q and the gray
level is z; then, the GLCM of the image is z∗ z. From a pixel
point C with a gray level of c to a pixel pointD that is e pixels
away, the corresponding pixel points generated by the two
points C and D are (c, d). )en, the number of all pixels
appearing in the image can constitute the elements of the
GLCM. In different directions (0°, 45°, 90°, 135°), the GLCM
calculation equation is as follows:
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F0(c, d) � [u − i � e, v − j � 0, f(i, j) � c, f(u, v) � d|[(i, j), (u, v) ∈ Q]],

F45(c, d) � [u − i � e, v − j � e, f(i, j) � c, f(u, v) � d|[(i, j), (u, v) ∈ Q]],

F90(c, d) � [u − i � 0, v − j � e, f(i, j) � c, f(u, v) � d|[(i, j), (u, v) ∈ Q]],

F135(c, d) � [u − i � −e, v − j � e, f(i, j) � c, f(u, v) � d|[(i, j), (u, v) ∈ Q]],

(1)

where f(i, j) � c represents the pixel point with the coor-
dinate (i, j) in the image and the gray value of c, f(u, v) � d

represents the pixel point with the coordinate (u, v) in the
figure and the gray value of d, and F0(c, d), F45(c, d),
F90(c, d), and F135(c, d) represent the number of pixel pairs
appearing in the image at a distance of e and in the direction
of 0°, 45°, 90°, and 135°, respectively.

Figure 1 graphically shows the specific definitions in the
directions of 0°, 45°, 90°, and 135°.

To better understand the calculation method of the
GLCM, a binary image with a gray level of 8 and a size of
5× 4 (Figure 2(a)) is taken as an example. Figure 2(b) shows
that the number of occurrences of the element (1, 1) in the 0°
direction is 1, the number of occurrences of the element
(1, 2) is 0, and the number of (1, 3) occurrences is 1. By
analogy, the GLCM in the 0° direction is finally obtained.
Figure 2(c) shows that the number of occurrences of element
(1, 1) in the 90° direction is 0, the number of occurrences of
element (1, 2) is 1, and the number of occurrences of (1, 3) is
1. )en, the final GLCM in the 90° direction is obtained.

However, the GLCMhas a large amount of data, which is
not conducive to the extraction of image features and the
classification and recognition of images. )erefore, four
statistical indicators of energy (Energy), moment of inertia
(Contrast), correlation (Correlation), and entropy (Entropy)
were redefined to summarize the characteristic information
in the GLCM [16, 17].

Energy reflects the correlation between the distribution
of image grayscale and image texture, and the size of the

energy is directly proportional to the size of the texture. )e
larger the value of the moment of inertia, the clearer the
image texture. Correlation reflects the correlation of the local
pixel distribution of the image. Entropy reflects the texture
complexity of the target image. )e higher the texture
complexity, the higher the entropy value, and vice versa, the
lower the entropy.

)e equations are as follows:

Energy � 
i


j

F(i, j)
2
,

Contrast � 

Vg1

v�0
v
2



Vg

i�1


Vg

j�1
F(i, j),

v � |i − j|,

Correlation �
ij(i, j)F(i, j) − αxαy 

βxβy

,

Entropy � 

2Vg

i�2
log(F(i, j))∗F(i, j).

(2)

Among them, P(i, j) represents the element value at the
coordinate (i, j) in the GLCM, i, j ∈ [0, z]. z represents the
gray level of the image. )en, the average value of the four
directions of the special parameter is used as the final pa-
rameter value:

Energy �
Energy0 + Energy45 + Energy90 + Energy135( 

4
,

Contrast �
Contrast0 + Contrast45 + Contrast90 + Contrast135( 

4
,

Correlation �
Correlation0 + Correlation45 + Correlation90 + Correlation135( 

4
,

Entropy �
Entropy0 + Entropy45 + Entropy90 + Entropy135( 

4
.

(3)

Eight lung cancer CT images, eight lung benign lesion
CT images, and eight healthy adult lung CT images were
selected, and the energy, moment of inertia, correlation, and
entropy parameters of different types of CT images were
calculated. )e results were shown in Figure 3. When the
feature parameters of the image were calculated by energy,
entropy, correlation, and moment of inertia, the features of

different types of samples were not obvious. )erefore, al-
though the four parameters can describe the texture in-
formation of the image, there was no clear distinction
between the feature information of different categories,
which misled the image classification work.

To solve these problems, vector fitting [18] is proposed to
optimize the GLCM, and the four directions of each feature
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Figure 1: Calculation direction of GLCM.
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Figure 2: Calculation of GLCM: (a) a binary image; (b) a GLCM in the 0° direction; (c) a GLCM in the 90° direction.
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parameter are vectorized. )e vector and modulus of these
four vectors are regarded as new feature parameters, and
they are expressed as follows:

Energy � Energy
�������→

0 + Energy
�������→

45 + Energy
�������→

90 + Energy
�������→

135,

Contrast � Contrast
���������→

0 + Contrast
���������→

45 + Contrast
���������→

90 + Contrast
���������→

135,

Correlation � Correlation
�������������→

0 + Correlation
�������������→

45 + Correlation
�������������→

90 + Correlation
�������������→

135,

Entropy � Entropy
��������→

0 + Entropy
��������→

45 + Entropy
��������→

90 + Entropy
��������→

135.

(4)

)e optimized GLCM is applied to the above different
categories of CT images (Figure 4). After the characteristic
parameter vector fitting, the information difference of en-
ergy value, correlation, moment of inertia, and similarity of
different categories of CT images are greatly improved. In
general, the improved GLCM parameters based on vector
fitting solve the problem that the difference of feature in-
formation is not obvious.

2.4. Nursing Methods. For the control group, routine
treatment of anti-infection, physical cooling, antiasthmatic,
sedation, oxygen inhalation, and other nursing treatment
was performed. Nursing staff should understand the basic
situation of children and the history of allergy through
asking the children’s parents. Appropriate psychological
comfort was made to reduce children’s fear of emotion.

Observation group nursing was as follows. (I) Physical
sign nursing: the heart rate, respiration, pulse, and so on
were observed during admission. If the child’s temperature
was unstable, it should be measured every two hours, and
every five hours when the temperature was stable. For
children with high fever, physical cooling and drug

intervention can be used, while keeping their skin clean. (II)
Psychological care: whether children had negative emotions
such as irritability and anxiety were timely observed, and
children’s treatment compliance should be enhanced
through language communication and interaction. At the
same time, communicate was made with the families of the
children, so did the targeted guidance. (III) Nutrition care:
high-protein food was added in the diet of children to ensure
adequate nutrition of children. (IV) Environmental care:
nurse should pay attention to keep the ward clean and
hygienic, fresh air, regular cleaning, and disinfection. (V)
Propaganda and nursing: nurse should educate family
members about disease prevention and control and conduct
propaganda brochures, verbal education, and other methods
to popularize knowledge about the disease. Nursing staff
should closely observe the vital indicators and clinical signs
of the children during treatment to avoid the occurrence of
acute sudden symptoms.

2.5. Curative Effect Indexes. )e improvement of clinical
symptoms (the cough disappearance time, the time for
returning to normal temperature, the disappearance time of
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Figure 3: Energy, moment of inertia, correlation, and entropy parameters of different types of CT images (a–c were CT images of lung
cancer, CTof benign lung lesions, and CTof healthy adult lungs, respectively): (a) energy; (b) entropy; (c) moment of inertia; (d) correlation.
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lung rales, and the lung shadow absorption time) was
recorded during treatment. )e recovery of the two groups
of children after half a month of treatment was compared
and analyzed. )e effects of different nursing interventions
are shown in Table 1.

2.6. Statistical Analysis. SPSS 19.0 was employed for data
statistics and analysis. Mean± standard deviation (x± s) was
how measurement data were expressed, and percentage (%)
was how count data were expressed. )e pairwise com-
parison was performed by analysis of variance. )e differ-
ence was statistically considerable with P< 0.05.

3. Results

3.1. Summary of Clinical Manifestations of Children. In
Figure 5, the clinical symptoms of 98 children included fever,
cough, sore throat, headache, fatigue, wheezing, and kicking
sound.)e cases of fever, cough, and sore throat were 86, 72,

and 59, respectively. )e onset time of fever was the earliest
(1.24± 0.66 days), followed by cough (1.86± 1.13 days) and
sore throat (1.94± 0.58 days). Cough lasted the longest
(14.12± 3.02 days), followed by fever (8.27± 2.85 days).

3.2. CT Image ofMP. Figure 6 shows chest CT images of a 6-
year-old female child with no previous history of hyper-
tension, diabetes, infectious disease, or family history
(parents were healthy). Physical examination showed that
the child was clear with no deformity of the chest, clear
sound on percussion of both lungs, clear breath sound on
auscultation of both lungs, no rales were heard, the heart
rhythm was uniform, no deformity of the limbs and spine,
and the movement was free. CT images showed consoli-
dation of the right upper lobe with air bronchial sign. )e
lesion distribution was wedge-shaped, ground glass shadow
around consolidation, interstitial change, and interlobular
interstitial thickening was obvious.
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Figure 4: Energy, moment of inertia, correlation, and entropy parameters of different types of CT images after optimization (a–c were CT
images of lung cancer, CTof benign lung lesions, and CTof healthy adult lungs, respectively): (a) energy; (b) entropy; (c) moment of inertia;
(d) correlation.
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3.3. CT Image Characteristics of Two Groups of Children after
Nursing Intervention. Figure 7 shows the comparison of CT
image features between the two groups after nursing in-
tervention. After nursing, the proportion of increased lung
texture, stripe shadow, ground glass shadow, atelectasis, and
pleural effusion in the observation group was substantially
lower than that in the control group (P< 0.05). )ere was no
considerable difference in the proportion of small patchy
shadow, large patchy consolidation shadow, and bronchiole
dilation between the observation group and the control
group (P> 0.05).

Figure 8 shows CT images of a 7-year-old male child in
the experimental group before and after treatment. Con-
trast-enhanced CT scan before treatment revealed a dis-
tinctly unenhanced low-density area with compartments in
the right lung consolidation, marked pleural thickening, and
enlarged and uniformly marked lymph nodes behind the
anterior tracheal vena cava. After three months of treatment,

the review found that the general condition was good, with
enlarged anterior mediastinum.

3.4. Comparison of Symptom Improvement of Two Groups of
Children during Nursing. In Figure 9, the cough disap-
pearance time, the time for returning to normal tempera-
ture, the disappearance time of lung rales, and the lung
shadow absorption time of the observation group were
substantially shorter than those of the control group, and the
differences were great (P< 0.05).

3.5. Comparison of Satisfaction after Nursing Intervention
between the Two Groups. Figure 10 shows that the pro-
portion of satisfaction and total satisfaction of children in
the experimental group after nursing intervention was
substantially higher than that in the control group, and the
difference was notable (P< 0.05). )e proportion of

Table 1: Curative effect indexes of nursing intervention.

Nursing effect Standard
Satisfied )e child’s symptoms improved substantially, and the clinical symptoms were relieved
Generally satisfied )e child’s symptoms were slightly improved, and other clinical symptoms were partially relieved
Dissatisfied )e child’s symptoms did not improve or worsen
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Figure 5: Summary of clinical manifestations of children: (a) the number of patients; (b) the time and duration of symptoms.

Figure 6: A 6-year-old female child’s lung CT image.

Journal of Healthcare Engineering 7



Observation group
Control group

0

10

20

30

1 2 3 4

(%
)

Observation group
Control group

*

*
*

(a)

Observation group
Control group

0
5

10
15
20
25
30

5 6 7 8

(%
)

*

*

Observation group
Control group

(b)

Figure 7: CT image characteristics of the two groups of children after nursing intervention: (a) increased lung texture, cable-like shadow,
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Figure 9: Comparison of symptoms improvement between the two groups during the nursing process: (a) 1 was the time when cough
disappeared, and 2 was the time when body temperature was normal; (b) 3 was the disappearance time of lung rales, and 4 was the
absorption time of lung shadows. Note: ∗ indicated considerable difference compared with the observation group (P< 0.05).
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unsatisfied children in the experimental group after nursing
intervention was substantially lower than that in the control
group, and the difference was great (P< 0.05).

4. Discussion

Mycoplasma pneumonia is one of the common diseases in
children, with a high incidence, which is extremely det-
rimental to children’s physical and mental health devel-
opment. In addition, due to the particularity of the body
structure of children, treatment will bring some diffi-
culties, so it is critical to choose reasonable and effective
nursing treatment in clinical practice [19, 20]. Moreover,
the infection of mycoplasma pneumoniae has a common
antigen with the tissues in the body, so the infection will
have a chain reaction with the corresponding tissues.
)erefore, it is very necessary to clinically treat the disease
and provide care for the disease [21]. According to this
particularity, 98 children with MP were divided into 49
cases of the observation group (specific nursing) and 49
cases of the control group (routine nursing). )en, CT
images based on the optimized GLCM feature extraction
algorithm were used to examine the children before and
after nursing intervention, and the recovery of the two
groups of children was discussed. )e clinical manifes-
tations of the children were summarized, and it was found
that the clinical manifestations of the 98 children included
fever, cough, sore throat, headache, fatigue, and wheezing.
)e cases of fever, cough, and sore throat were 86, 72, and
59, respectively. )e onset time of fever was the earliest
(1.24 ± 0.66 days), and the duration of cough was the
longest (14.12 ± 3.02 days).

)e CT image characteristics of the two groups of
children after nursing intervention were analyzed. It was
found that the proportion of increased lung texture, stripe
shadow, ground glass shadow, atelectasis, and pleural ef-
fusion in the observation group was substantially lower
than that in the control group after nursing, and the dif-
ference was great (P< 0.05).)is was similar to the findings
of Hata et al. [22], indicating that specific nursing inter-
vention can more effectively promote the recovery of
children with MP compared with routine nursing. In ad-
dition, there was no considerable difference between the

observation group and the control group in the proportion
of small patchy shadow, large patchy consolidation
shadow, and bronchiole dilation (P> 0.05), which was
different from the research of Branco et al. [23]. )e reason
may be that the time of review in this study was relatively
short and there was not a considerable difference in long-
term outcomes in children. In the process of nursing in-
tervention, the cough disappearance time, the time for
returning to normal temperature, the disappearance time
of lung rales, and the lung shadow absorption time in the
observation group were substantially shorter than those in
the control group (P< 0.05). It was proved that specific
nursing measures for children with MP were conducive to
improving the progress of children’s characterization re-
covery [24]. After nursing intervention, the proportion of
satisfaction and total satisfaction in the experimental group
was substantially higher than that in the control group,
while the proportion of dissatisfaction was substantially
lower than that in the control group (P< 0.05), which
indicated that the total nursing effect of specific nursing
measures on children was substantially better than that of
conventional nursing, which improved the satisfaction of
children and their families [25].

5. Conclusion

In this study, CT images based on optimized co-occurrence
matrix feature extraction algorithm were used to examine
98 children with mycoplasma pneumonia before and after
nursing intervention and to explore the rehabilitation of
the two groups of children. )e results showed that,
compared with conventional nursing, specific nursing
intervention was beneficial to improve the progress of
characterization recovery and the overall recovery effect of
children with MP. )erefore, CT image based on feature
extraction algorithm of optimized GLCM was of good
adoption value in the diagnosis and treatment of MP in
children. However, the optimized GLCM feature extraction
algorithm designed was not trained and learned enough
samples, so it is necessary to do further research on its
image processing performance in the future. In conclusion,
this study provides data support for clinical nursing in-
tervention in children with MP.
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In order to explore the application of artificial neural network in rehabilitation evaluation, a kind of ANN stable and reliable
artificial intelligence algorithm is proposed. By learning the existing clinical gait data, this method extracted the gait characteristic
parameters of patients with different ages, disease types and course of disease, and repeated data iteration and finally simulated the
corresponding gait parameters of patients. Experiments showed that the trained ANN had the same score as the human for most
of the data (82.2%, Cohen’s kappa� 0.743). 'ere was a strong correlation between ANN and improved Ashworth scores as
assessed by human raters (r� 0.825, P< 0.01). As a stable and reliable artificial intelligence algorithm, ANN can provide new ideas
and methods for clinical rehabilitation evaluation.

1. Introduction

Artificial intelligence (AI) has become a neighborhood with
many practical applications and active research topics.
Artificial neural network (ANN), as an important branch of
modern artificial intelligence technology, has been widely
and deeply applied to modern medical activities due to its
powerful learning ability and stable feature recognition and
prediction functions [1]. Rehabilitation assessment is
mainly a quantitative or qualitative description of patients’
functional status, including physical motor function as-
sessment, balance assessment, and other dimensions.
However, at present, many rehabilitation assessment
methods are time-consuming and laborious and difficult to
accurately quantify [2]. 'erefore, in recent years, artificial
intelligence experts have designed and developed a variety
of ANN algorithms, and in the real clinical environment to
evaluate the rehabilitation of patients, they have achieved
satisfactory results. As an artificial intelligence tool, the
artificial neural network has been widely used in the clinical
diagnosis of diseases such as tumor and pulmonary
embolism since the 1990s. Dr. Robert H. Nielsen, the in-
ventor of the neural computer, defined the neural network
as a computing system composed of many simple and

highly interconnected processing elements, which can deal
with real problems by dynamically reacting to external
input information [3]. Stroke has become a common
disease in clinical practice due to its high morbidity and
disability rate. It is often accompanied by a variety of
functional disorders, among which the upper limb motor
dysfunction is the most widely affecting limb dysfunction.
Recently, rehabilitation medicine is gradually developing
towards the direction of precision, long-distance, intelli-
gence, and individuation, among which precise evaluation
is an important direction. Based on the fusion of sensor
technology and artificial intelligence theory, the automatic
evaluation of upper limb motor function is deeply studied,
and the motion measurement system is designed from the
motor dysfunction of arm, hand, and upper limb activity
function. 'ree different depth learning methods based on
sensor data are proposed to realize the feature extraction of
clinical scale [4].

Pryor et al. proposed a body evaluation model based on
the mixed density neural network.'emovement sequences
of patients were collected by the Microsoft Kinect sensor as
the input of the neural network.'e neural network consists
of two layers: self-coding layer and mixed density layer. 'e
former is used to reduce the dimension of the motion
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sequence and extract the features, while the latter is used to
express the patient’s motion sequence as a Gaussian density
function and compare it with the preset motion to evaluate
the patient’s body function. 'is model can be applied to the
rehabilitation evaluation and training guidance of stroke
rehabilitation patients in the family environment [5]. Wil-
kinson et al. used clustering analysis and artificial neural
network to analyze the gait data of 74 stroke patients ob-
tained by the three-dimensional motion analysis system.
First, they performed clustering analysis on the gait patterns
of patients through K-means algorithm, the characteristics
used included 14 parameters such as the landing position of
the patient’s foot, and three patient clusters were obtained.
'e first touching position of the foot was found to cor-
respond to the forefoot, foot base, and heel, respectively;
then, the angle change of the knee joint was used as the input
of the multilayer perceptron to classify the first touching
position of the patient’s foot, with a classification accuracy of
100% [6]. Based on the research results of this paper, it can
be found that using sensor sensing technology and deep
learning artificial intelligence analysis method can realize the
accurate measurement and quantitative evaluation of the
motor function of stroke patients, make up for the lack of
traditional evaluation methods, and facilitate the develop-
ment of rehabilitation evaluation in the family and com-
munity environment.

Building a virtual mechanical model or learning and
forecasting existing data through neural network algorithm
can better reflect the balance ability of the target population.
However, the main problem at present is the lack of large
sample and multidisease clinical evaluation model and its
clinical feasibility needs further study.

2. Materials and Methods

Artificial intelligence is an important branch of computer
science, which includes many application fields such as
machine learning, machine vision, and intelligent search.
Machine learning (ML) is the fundamental way to make
computers intelligent, to put it simply. ML can be under-
stood as enabling the computer to discover and mine deep
rules frommassive data and then carry out data classification
and prediction, which is similar to the functional model in
mathematics. 'e data sample is taken as the input variable,
and the output is the expected result of simulation. ML can
be further divided into supervised and unsupervised
learning modes [7]. Unsupervised learning is to directly
model the data without providing the data samples for
training in advance.'e ANN to be discussed is a supervised
machine learning category requiring data training. See
Figure 1 for the specific machine learning classification.
Figure 2 provides a visual explanation of these two concepts
through the function image.

2.1. Evaluation of Rehabilitation. Rehabilitation assessment
is a process of collecting patient history and related data;
putting forward hypotheses; carrying out inspection and
measurement; comparing, synthesizing, analyzing, and

interpreting the results; and finally forming a conclusion and
diagnosis of obstacles. Rehabilitation assessment includes all
functional or ability disabilities requiring rehabilitation
treatment. 'rough rehabilitation assessment, the location,
scope, type, nature, characteristics, degree, causes, and
prognosis of obstacles can be found and determined, so as to
provide the basis for the formulation of clear rehabilitation
goals and rehabilitation treatment plans. Correct and ac-
curate evaluation of rehabilitation is the premise and basis
for formulating correct principles, plans, and specific
implementation programs of rehabilitation treatment. In
addition, the effect of patients’ rehabilitation treatment also
needs to be reflected by the change of rehabilitation eval-
uation results [8–10].

'e whole process of rehabilitation treatment must rely
on rehabilitation assessment. Generally speaking, rehabili-
tation assessment mainly has the following functions: (1)
seek and determine the type, degree, and cause of obstacles;
(2) guide the formulation of rehabilitation treatment plan;
(3) determine rehabilitation treatment programs; (4) judge
the rehabilitation effect; (5) prognostic analysis; and (6)
prevent the occurrence and development of obstacles. In the
process of assessing various functional disorders, the
commonly used rehabilitation evaluation methods include
observation method, investigation method, scale method,
and instrument measurement method; among them, scale
method is the most commonly used evaluation method in
clinical practice at present, and it is a method to use stan-
dardized scale to classify the severity of dysfunction of
patients or to summarize the score.

2.2. Circulating Neural Network. Recurring neural network
(RNN), also known as automatic association network or
feedback network, is one of the most popular deep learning
algorithms at present. RNN units are connected to each
other in turn to form a directed cycle, and the internal state
of the units makes the network show dynamic temporal
behavior. 'ey are particularly powerful in tasks where
context is crucial for predicting results and are often applied
to solve problems in areas such as speech recognition and
natural language processing. 'e RNN can use its internal
memory to process any input sequence. In RNN, signals
propagate forward and backward by introducing a loop in
the network.

'e forward propagation formula of RNN is shown as
follows:

z
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I

i�1
wihx

t
i + 
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h′

wh′ha
h′
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, (1)
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h � fh z

t
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y
t
k � 

H

h�1
whka

t
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where lining is the input vector of neuron I in the input layer
at time t, at−1

h′
is 1 moment h′ neurons’ hidden state vectors,
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which are information from memory units at the previous
moment, zt

h is the input information at time t and the
memory unit information at the previous time obtained by
weighted product and sum, after nonlinear transformation
of the activation function fh(·). It becomes the information
spit of the memory unit at the current moment. Common
activation functions include Softmax, ReLU, and Tanh. yt

h is
the output vector of K neuron in the output layer at time t.
wih, wh′h, andwhk are, respectively, the connection weights
between the input layer and hidden layer, hidden layer and
hidden layer, and hidden layer and output layer.

Accuracy: accurate rate can be used to represent the
ability of the classifier to correctly classify samples in the
whole sample set, that is, the ratio of all correctly classified
samples to the total number of samples, including true

positive and true negative samples, and their calculation is
shown as follows:

accuracy �
TP + TN

TP + FN + FP + TN
. (4)

Precision: accuracy is the percentage of samples that are
predicted to be positive where the true value is also positive. It is
the degree to which the predicted sample is close to the true
value, and its calculation is shown in the following formula:

precision �
TP

TP + FP
. (5)

False positive rate (FPR) represents how many negative
samples were wrongly classified as positive, calculated as
follows.
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Figure 1: Machine learning classification.'e ANN to be discussed is a supervised machine learning category requiring data training.
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Figure 2: Fitting function simulation provides a visual explanation of these two concepts through the function image.

Journal of Healthcare Engineering 3



20 40 60 80 100 120 1400
Time

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

ac
ce

le
ra

tio
n

accY
accZ

Figure 3: Sample IMU acceleration data of subjects at different stages. Due to the different severity, the patient’s arm presents different
distribution rules in the process of performing the same activity.
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Figure 4: Sample data of subject’s forearm IMU sensor. As for the logistic regression model, its average accuracy in 5 categories was 27.80%,
with an average AUROC of 0.53 and AUPRC of 0.35.

Table 1: Brunnstrom staging confusion matrix (TARM).

Ground truth
Classified sum

Prediction Stage II Stage II Stage III Stage IV Stage V Stage VI
Stage III 7 0 0 0 0 7
Stage IV 0 9 0 0 0 9
Stage V 0 3 0 0 0 9
Stage VI 0 0 0 0 6 6

No. of samples 7 9 9 6 5 5
Accuracy 100% 100% 100% 100% 100%
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FRP �
FP

FP + TN
. (6)

'e mean square error can be understood as the Eu-
clidean distance between the true value of the sample and the
predicted value as follows:

MSE �
1
N



N

i�1
yi − yi( 

2
. (7)

Since MSE contains square operation, the value of the
calculated result is very large, which is not conducive to
comparative analysis. 'erefore, RMSE is born, that is, the
square sign of MSE is taken to make the order of magnitude
of the error result consistent with the order of magnitude of
the sample data as follows:

RMSE �

�������������

1
N



N

i�1
yi − yi( 

2




. (8)

3. Results and Discussion

'is data collection experiment was carried out in the Chinese
Medicine Knowledge and Data Engineering Experiment of
University of Electronic Science and Technology of China. 'e
actions of the experiment were conducted under the guidance
of clinical professionals, and all of them came from rehabili-
tation doctors with rich experience in the rehabilitation re-
search of stroke patients and stroke rehabilitation treatment.
According to the results of existing studies, at least 20 subjects
(5 in each group) are required to achieve a statistical power of
0.95 in the test to detect differences in limb mobility among
patients with different degrees of impairment.'erefore, a total
of 36 healthy subjects (20 males, 16 females, mean age 23± 1.5
years) were enrolled in this study, and each participant was
subjected to a Brunnstrom II–VI simulation of upper limb
motor dysfunction in stroke patients.

'e shoulder touch exercise was used as arm activity
assessment, and the motor ability of the subjects’ upper
limbs was observed. Under normal circumstances, a com-
plete movement process includes the following four steps:

(1) Starting position: the subject is comfortably seated
on the chair, with the torso straight, head straight,
neck straight, upper limbs hanging naturally on both
sides of the body (neutral position), lower limbs
naturally relaxed, and knees bent 90°

(2) Lift the hemiplegic arm on the sagittal plane to
horizontal height (shoulder flexion 90°)

(3) Bend the elbow and touch the opposite shoulder with
the palm of your hand (elbow flexion and forearm
pronation)

(4) 'e upper limbs naturally return to the starting
position (shoulder extension, elbow extension, and
forearm pronation); therefore, the number of data
samples in each period is equal to 36; a total of 180
samples were identified

In the simulation data collection stage, Figure 3 shows
the sample triaxial acceleration data collected by two IMU of
forearm and upper arm during the Brunnstrom II–VI
simulation of movement disorders of the same subject. 'e
solid line is the triaxial acceleration data collected by the
IMU at the forearm position, while the dashed line is the
triaxial acceleration data of the IMU at the forearm position.
As can be seen from Figure 3, due to the different severity,
the patient’s arm presents different distribution rules in the
process of performing the same activity. Stage II patients
have higher severity, and the upper limb joints cannot realize
a full range of activities.

From Figure 4, we first observe that the deep learning
model based on the cyclic neural network has better per-
formance than the linear model in all indicators. As for the
logistic regression model, its average accuracy in 5 categories
was 27.80%, with an average AUROC of 0.53 and AUPRC of
0.35, which was the worst performance among all models.
'is is consistent with previous research results that com-
pared the neural network with linear model of time series
data. Deep learning method has more and more complex
parameters than the traditional learning method and can
extract richer and more accurate features by itself.

In order to further prove the performance effect of the
proposed method, we analyze the confusion matrix on the
test set of all the methods. Table 1 denotes the confusion
matrix of TARM and LR classification results on the test set.
'e TARM was consistent in classifying data for each
Brunnstrom stage, and patients with stage III and IV in-
juries, depending on the location of the injury. 'e upper
limb movements are more complex than those of other stage
patients, leading to unstable data classification of these stages
in the LR model.

4. Conclusions

Evaluation of rehabilitation is an important link in the
process of rehabilitation treatment, which is the basis for the
establishment of rehabilitation program and the evaluation
of rehabilitation effect. In view of the upper limb motor
dysfunction that often occurs after stroke, based on the
objectivity and performance defects of the existing clinical
rehabilitation evaluation methods and automatic evaluation
research, deep learning technology was first applied to the
automatic evaluation research of stroke rehabilitation.
Firstly, the commonly used clinical scales are analyzed, and
the motion measurement system is designed according to
the evaluation project content and scoring requirements.
'en, different depth learning algorithm models are output
according to the data characteristics and expected output.
Finally, this automatic evaluation research is compared with
relevant depth learning algorithms to verify that the pro-
posed method is a better method for realizing the automatic
evaluation task of upper limb motor function. Experiments
showed that the trained ANN had the same score as human
for most of the data (82.2%, Cohen’s kappa� 0.743). 'ere
was a strong correlation between ANN and improved
Ashworth scores as assessed by human raters (r� 0.825,
p< 0.01). 'ese characteristics of ANN can help it to learn a
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large number of clinical data and then generate a stable
clinical evaluation model, improve the accuracy and effi-
ciency of rehabilitation evaluation, reduce the work intensity
of rehabilitation physicians and therapists, and alleviate the
current shortage of rehabilitation resources. Using mea-
surement methods, although the degree of interference is
low, it is easy to produce measurement error, affect the
quality of the data, missing values, and other problems. In
terms of data analysis, the data collected by neural network
lack missing processing.
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In order to discuss the clinical characteristics of patients with scapular fracture, deep learning model was adopted in ultrasound
images of patients to locate the anesthesia point of patients during scapular fracture surgery treated with the regional nerve block.
100 patients with scapular fracture who were hospitalized for emergency treatment in the hospital were recruited. Patients in the
algorithm group used ultrasound-guided regional nerve block puncture, and patients in the control group used traditional body
surface anatomy for anesthesia positioning. *e ultrasound images of the scapula of the contrast group were used for the
identification of the deep learning model and analysis of anesthesia acupuncture sites. *e ultrasound images of the scapula
anatomy of the patients in the contrast group were extracted, and the convolutional neural network model was employed for
training and test. Moreover, the model performance was evaluated. It was found that the adoption of deep learning greatly
improved the accuracy of the image. It took an average of 7.5± 2.07 minutes from the time the puncture needle touched the skin to
the completion of the injection in the algorithm group (treated with artificial intelligence ultrasound positioning). *e operation
time of the control group (anatomical positioning) averaged 10.2± 2.62min. Moreover, there was a significant difference between
the two groups (p< 0.05). *e method adopted in the contrast group had high positioning accuracy and good anesthesia effect,
and the patients had reduced postoperative complications of patients (all P< 0.005). *e deep learning model can effectively
improve the accuracy of ultrasound images and measure and assist the treatment of future clinical cases of scapular fractures.
While improving medical efficiency, it can also accurately identify patient fractures, which has great adoption potential in
improving the effect of surgical anesthesia.

1. Introduction

Scapular fracture was first described by Desault in 1805,
who studied the characteristics of scapular fracture.
Scapular fracture accounts for 1% of total body fractures
and 5% of total shoulder fractures [1]. It is usually caused by
accidents such as car accidents or falling from heights. *e
majority of young men and middle-aged men account for
64% to 90% [2]. Scapular fractures such as painful fractures
and fall fractures (fatigue injuries) are rare. Scapular
fracture is often part of multiple traumas and is often
overlooked. With the development of society, science and
technology, and transportation, its incidence is gradually
increasing [3]. A combination of physical examination,

x-ray, or CT examination can usually make a definitive
diagnosis of shoulder and foot fractures. At present, most
of the surgical treatments for scapular fractures focus on
the shoulders, kidneys, and neck, including the articular
surfaces, which need to be reduced anatomically as much as
possible. However, the incidence of postoperative com-
plications such as joint pain, instability, and shock is rel-
atively high [4].

*e local nerve block is mainly used for surgical anes-
thesia of the shoulder and wrist area. *e requirements of
local nerve block for patient’s systemic physiological func-
tions and hardware equipment are lower compared with
general anesthesia, and postoperative pain relief is relatively
less [5]. In addition, the local nerve block can reduce general
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anesthesia. In areas where the local nerve distribution is
relatively concentrated, the local nerve block mainly forms
various block paths, including muscle groove, subclavian,
subclavian longitudinal penetration, subclavian polymor-
phic process, and axillary path [6]. *e operation of tradi-
tional nerve fracture surgery requires that the patient should
be awake and can assist to report feelings, and the puncture
needle of the nerve trunk is contacted within a short period
of time, which will cause the patient’s subjective discomfort
and may cause nerve damage during the puncture process
[7]. *e key to the success of nerve fracture surgery is the
correctness of the position of the peripheral nerve. It re-
quires the surgeon’s high clinical experience, which has a
great impact on the patient’s various anatomical changes, so
the success rate is not high. Nerve fracture surgery is often
accompanied by lesions of blood vessels or important tissues
and organs, which may cause serious complications or se-
quelae. *e development and application of nerve stimu-
lation devices have increased the success rate of nerve
fracture surgery. However, puncture increases the discom-
fort of patients, and the use of intravenous analgesics and
sedatives is gradually increasing [8]. In recent years, with the
advancement of medical technology and the improvement of
humanmedical treatment, the demand for rapid onset, long-
term maintenance, high success rate, and uncomplicated
nerve fracture surgery has also increased. With the help of
the anatomical positioning of the nerve stimulator, the
peripheral nerve block becomes wider and wider. In recent
decades, the emergence of ultrasonic technology has made
scapular fracture surgery safer and more effective and fur-
ther expanded the scope of application [9]. *is technology
rapidly changed the way of clinical anesthesia, and local
anesthesia can be performed in a visualized manner. Ul-
trasound is dynamic, real-time, recordable, and radiation-
free, and ultrasound-guided nerve block technology has
been developing and maturing in the past decade [10].
Ultrasound-guided nerve block is different from conven-
tional techniques. Traditional methods identify target nerves
by looking for paresthesia methods through body surface
anatomical location or inducing neuromuscular contraction
by nerve stimulator, but traditional methods cannot achieve
visualization of puncture points [11]. Ultrasound imaging
can visualize the nerve that needs to be blocked, as well as the
accompanying blood vessels and important tissues around
the nerve. By visualizing the nerve and the important
structures surrounding the nerve, it is possible to ensure
accurate diffusion of anesthetic drugs around the target
nerve during nerve block. It also avoids damage to blood
vessels and surrounding important tissue structures and
reduces the incidence of adverse events such as intrathecal
injection and intravascular injection [12].

Deep learning is a new research direction in the field of
machine learning. Unlike traditional machine learning,
deep learning neural networks include many hidden layers.
*e machine can automatically learn the characteristics of
each level of the data and completely analyze and process
the data information. *e excellent results of deep learning
technology in the medical field are mainly reflected in the
processing and analysis of medical images [13]. It does not

need to manually extract the function or preprocess the
image. It can extract the information in the image and the
depth features of the image, thus contributing to disease
diagnosis and diagnosis. At present, the research and ap-
plication of in-depth learning in the field of anesthesia are
relatively rare, and the risk of death of patients after general
anesthesia can be predicted based on the data extracted
during surgery. In addition, deep learning has broad ap-
plication prospects for its performance and scalability in
anesthesia research.

*e purpose of this research was discussing the fol-
lowing three issues: first, the difference in image accuracy
between deep learning ultrasound images and ordinary
ultrasound images; second, the adoption of artificial in-
telligence ultrasound to optimize anesthesia puncture path;
third, the effectiveness of ultrasonographic imaging guided
scapular regional nerve block in the treatment of surgical
pain of fracture. It was hoped to provide reference for other
regional nerve block anesthesia operations.

2. Methods

2.1. Research Objects. In this study, a total of 100 patients
with scapula surgery who underwent surgery from July 2017
to July 2019 were recruited.*is study had been approved by
the Medical Ethics Committee of the Hospital, and the
family members of the patients included in the study had
signed the informed consent form.

Inclusion criteria were as follows: (i) patients with
diseases such as hypertension, diabetes, and respiratory
insufficiency according to the standards of the Amer-
ican Society of Anesthesiology (ASA); (ii) scapular
fracture surgery not exceeding four hours
Exclusion criteria were as follows: (i) patients with
paralysis; (ii) patients with speech dysfunction; (iii)
patients with skin infection at the puncture site; (iv)
patients with arm nerve plexus injury; (v) patients with
previous clavicle surgery experience; (vi) patients with
pleural fluid or ascites

In 100 patients undergoing scapular surgery, 1% of the
local anesthetic concentration and 7% of Lopimaran were
injected into the area to be anesthetized. Patients were
randomly rolled into control group (traditional body surface
positioning) and algorithm group (ultrasound-guided
positioning).

2.2. Experimental Environment

2.2.1. Construction of the Deep Learning Segmentation
Model. Convolutional neural network is a commonly used
deep learning algorithm [14]. *e process is as follows.
Triggered by the human visual system, the continuous
modification is formed in a multilayer neural network
suitable for processing and recognizing images. A classic
convolutional neural network is composed of a convolu-
tional neural layer and a normalization layer, and its
structure is shown in Figure 1.
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3. SegNet Model

Seg is a brand-new deep fully convolutional neural network
model (semantic pixel-wise neural network model) pro-
posed by three deep learning experts (Yadri-narayanan,
Kcndall, and Cipolla) from the University of Cambridge in
2010 that can perform image pixel-wise semantic division
and image labeling [15]. *e SegNet model is mainly
composed of encoder, decoder, and oft-max layer. *e
encoder and decoder appear in pairs for image feature ex-
traction and optimization. Its structure is shown in Figure 2.

*e SegNet model divides an image into low-frequency
part, which is obtained by low-pass filtering (smoothing and
blurring) of the image, and high-frequency part, which is
obtained by subtracting the low-frequency part from the
original image [16]. *e goal of the algorithm is enhancing
the high-frequency parts that represent details, that is,
multiplying the high-frequency parts by a certain gain value
and then recombining them to obtain an enhanced image.
*erefore, the core of the SegNet model is the calculation of
the high-frequency part of the gain coefficient. One solution
is setting the gain to a fixed value, and the other solution is
expressing the gain value as a quantity related to the vari-
ance, which will be explained in the additional equation
later.

It is assumed that the pixels in an image are represented
as x(i, j); then with (i, j) as the center, in the area where the
window size is (2n+ 1)∗ (2n+ 1), its local mean sum and
variance can be expressed as the following equations:

mx(i, j) �
1

(2n + 1)
2 

i+n

k�i−n



j+n

l�j−n

x(k, l),

σ2X(i, j) �
1

(2n + 1)
2 

i+n

k�i−n



j+n

i�j−n

x(k, l) − mx(i, j) 
2
.

(1)

*emean valuemx can be approximately regarded as the
background part, at this time x-m is the high-frequency
detail part, and the gain product for the high frequency is the
following equation:

f(i, j) � mx(i, j) + G(i, j) x(i, j) − mx(i, j) . (2)

For the gain G, the first option is taking a constant
greater than 1 to achieve the enhanced effect, which is the
following equation:

f(i, j) � mx(i, j) + C x(i, j) − mx(i, j) . (3)

Option two is that it is expressed as a change value
inversely proportional to the local mean square error, which
is the following equation:

f(i, j) � mx(i, j) +
D

σx(i, j)
x(i, j) − mx(i, j) . (4)

*e local mean square error is large in the high-fre-
quency area of the image, and the gain value is small at this
time, so that the result will not be too bright. However, the
local mean square error is very small in the smooth area of
the image, and the gain value is large at this time, which may
amplify the noise signal.*erefore, it is necessary to limit the
maximum gain to get better results.

3.1. Adaptive Contrast Enhancement. *e principle of this
network is classifying the image into two parts. *e low-
frequency part can be obtained by low-pass filtering of the
image. *e high-frequency part is obtained by subtracting
the low-frequency part from the original image.*e purpose
of this algorithm is visualizing the image in detail, that is,
multiplying the high-frequency part by a certain gain value
to reconstruct the emphasized image. *e core of enhancing
image accuracy is repeatedly enlarging clear images in order
to improve image quality.

Nowadays, medically generated images are mainly
concentrated on low-frequency components, while noise
and image details are concentrated on high-frequency
components. *e two components are separated in image
processing, and different operations and processing are
performed, which can avoid image detail loss and noise
amplification when the histogram equalization algorithm is
used. It aims to separate the high-frequency and low-fre-
quency components of the input image. Medical ultrasound
images have detailed and strict requirements, and blurring is
not allowed, so Gaussian low-frequency filters were used in
this study.

The low frequency
part

Amplifier
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To enhance Processed image

Unprocessed image
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Figure 2: Image quality gain model.
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Figure 1: Convolutional neural network data analysis model.
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3.2. Anesthesia Methods. 4-5 μg/kg fentanyl, 1.5–2mg/kg
propofol, and 0.1mg/kg vecuronium were used. After suc-
cessful tracheal intubation, the anesthesia machine was
connected to mechanical ventilation, the tidal volume was
8–10mL/kg, and the respiratory rate was 8–12 times/min.
During the operation, 0.06–0.1 μg/kg/min remifentanil was
used for continuous intravenous pump injection, Sevo-
flurane 1.0–1.3 MAC inhalation maintained the depth of
anesthesia within 40–60 BIS value, and intermittent intra-
venous injection of vecuronium was made to maintain
muscle relaxation. If the heart rate was lower than 55 beats/
min, 0.3mg atropine was given, and when the systolic blood
pressure was lower than 25% of the preoperative base value,
10mg ephedrine was given to increase blood pressure.

3.3. Traditional Body Surface Localization of the Scapula
Regional Nerve Block. *e patient was anesthetized on the
inner side and 1/3 of the unaffected side of the site to be
anesthetized. *e patient was supine with the head tilted to
about 1.5–2.0 cm. After disinfection of the scapular fracture
site, a 20 g puncture needle was inserted along the mus-
cularly groove, and the needle was slowly inserted in the
lower and lateral directions. *e needle was inserted 1.5 to
2.0 cm, and the patient can feel the pain and location of the
puncture, so that the physician was informed. 20mL local
anesthetic was injected into the muscle, and a 5-minute
massage was made to spread the anesthetic fluid further
away.

3.4. Artificial Intelligence Ultrasound-Guided Scapula Re-
gional Nerve Block. *e patient was anesthetized on the
inner side and 1/3 of the unaffected side of the site to be
anesthetized. *e head should be tilted to about 1.5–2.0 cm
and the patient should be supine with the scapula fracture in
contact. After disinfection, ultrasound was used to detect the
nerves that needed to be anesthetized. It was relatively more
pronounced by detecting the neural structure at the margin
lateral margin of the scapula. After the ultrasound showed
the nerves at the anesthetic site, the location of the puncture
should be determined and a local anesthetic of 20mL was
injected into the muscle. After 5 minutes of massage, the
anesthetic fluid spread further.

3.5. Observation Indexes. *e operative time, puncture
depth, puncture adjustment time, time to start anesthesia,
rate of good anesthesia, complication rate, and other indi-
cators of the two localized nerve area approaches were
shown. (I) *e time of blocking action referred to the time
from the contact with the skin of the puncture needle to the
completion of the injection. *e measuring tool of the ul-
trasonic device was used to measure the distance from the
puncture point to the target, and the actual puncture depth
was measured with a carrier. (II) *e needle adjustment
times during the puncture process were recorded, so did the
occurrence of bone, needle head, and needle body defects
during the puncture process. In addition, the number of
cases of loss of electrical resistance when the transverse

ligament of the upper arm was breached was also recorded.
(III) *e anesthetic effect was evaluated by other anesthe-
siologists, and the anesthetic level and effect were measured
within 30 minutes after injection. *e standard was as
follows: excellent: completely painless; good: reduced sen-
sation and mild pain; poor: normal feel and excruciating
pain. (IV)*e incidence of complications such as perceptual
disturbance, vascular puncture injury, hematoma, puncture
site pain, pneumothorax, and local anesthesia intoxication
during the puncture process was recorded.

3.6. StatisticalMethods. SPSS 16.0 was employed for analysis
and statistics. Normally distributed measurement data were
expressed as mean plus or minus standard deviation, and
single-factor analysis of variance was used for comparison
between groups. Nonnormally distributed measurement
data were expressed as median and interquartile range, rank
sum test rate was expressed as percentage (%), and Chi-
square test was used. Chi-square test was also used for grade
data. P< 0.05 suggested that the difference was statistically
significant.

4. Results

4.1. Visual Evaluation of theAccuracy ofDeep LearningModel
Images and Non-AI Images. *e prototype of the scanned
object with “tomography” was shown clearly, so that the
doctor can identify it. In Figure 3, the scapula reached the
cutoff frequency after being filtered by Gaussian low-pass.
When the filter dropped to a certain value, the boundary was
clearly demarcated, leaving a clear barrier between it and its
surroundings.

In Figure 4, the second enhancement made the dark part
of the scanned object and the background next to it have
better contrast, and the color layering was obvious, which
can clearly highlight the characteristics of the main part.

Figure 5 shows a group of images of patients with
fractures. In the image before enhancement and optimiza-
tion, the fracture at the bottom right of Figure 5 does not
seem to be obvious. If it was not enhanced, it was easy to be
misjudged as a nonfracture site and affect the doctor’s
judgment, while the enhanced ultrasound image can clearly
show the location of the fracture.

*e second boundary enhancement focused on the
optimization of some edge contours and the increase of
contrast, which further brought the segmented image closer
to the real value. Figure 6 shows the enhancement curve of
accuracy.

4.2. ;e Relationship between the Location of the Traditional
Nerve Block in the Scapula Region and the Actual Surface
Location of the Ultrasound Scapula Region. *e location of
the traditional nerve in the scapula region overlapped with
the actual body surface location of the nerve in the scapula
region under ultrasound, accounting for 60%. *e tradi-
tional location of the nerve in the scapula region was 38%
outside the actual body surface position of the nerve in the
scapula region under ultrasound. *e traditional location of
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the nerve in the scapula region was 2% inside the actual body
surface position of the nerve in the scapula region under
ultrasound (Figure 7). *e traditional positioning of the
body surface of the scapula region was 0.63 cm away from
the actual body surface of the scapula region under ultra-
sound. *e location area of traditional and artificial intel-
ligence ultrasound overlapped greatly, and the location area
of artificial intelligence outside is about 36% more than that
of the inside.

4.3. Comparisons of Injection Time and the Distance between
the Puncture Point and the Scapula between the Two Groups.
In the contrast group (artificial intelligence ultrasound
positioning), it took an average of 7.7± 2.1min from the
time the puncture needle touched the skin to the completion
of the injection. *e operation time of the control group
(anatomical positioning) averaged 10.7± 2.4min, and there
was a significant difference between the two groups
(p< 0.05). *e actual puncture depth of the contrast group

(a) (b)

Figure 3: Comparison of the effect of scapula ultrasound before and after the artificial intelligence enhancement. (a) Unenhanced ul-
trasound image of the scapula. (b) Enhanced ultrasound image of the scapula.

(a) (b)

Figure 4: Comparison of the effect of scapula CT before and after artificial intelligence enhancement. (a) Unenhanced CT image of the
scapula. (b) Enhanced CT image of the scapula.
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was 62.5± 7.2mm, and that of control group was
79.8± 8.9mm. *e difference between the two groups was
significant (p< 0.05) (Figure 8).

4.4. Comparison of the Effects of the Motion Block between the
TwoGroups. *e score of motion block effect in the contrast
group and the control group is shown in Figure 9.*e scores
of clenched fist, elbow flexion, wrist extension, and arm lift
were significantly different between the contrast group and
the control group, and themotion block effect of the contrast
group was better, with statistical difference (P< 0.05).

4.5. Comparison of Adverse Events during Puncture between
the Two Groups. *e number of needle tracks needed to be
adjusted during puncture in the control group was
3.25± 1.36 times, and that in the contrast group was
2.11± 1.31 times. P � 0.009, with statistical difference. *e
times of encountering bone during puncture were
1.91± 1.34 times and 0.68± 0.73 times in the two groups,

respectively, P � 0.002, with a statistical difference
(Figure 10).

4.6. Evaluation of the Anesthesia Effect of the Two Groups.
In the contrast group, there were 11 cases with excellent
anesthesia effect and 9 cases with good anesthesia. *ere
were 13 cases with excellent anesthesia effect and 7 cases
with good anesthesia in the control group (Figure 11). *e
results showed that the anesthesia effect score of the contrast
group was high and the anesthesia effect was good.

(a) (b)

Figure 5: Comparison of scapula fracture before and after ultrasound artificial intelligence enhancement. (a) Unenhanced ultrasound image
of the scapula. (b) Enhanced ultrasound image of the scapula.
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4.7. Comparison of Puncture Sites and Puncture Adverse
Reactions between theTwoGroups of theRegionalNerveBlock.
In Figures 12 and 13, one patient in the control group had a
transient abnormal sensation during puncture, while the

contrast group did not show transient abnormal sensation.
One case in the contrast group was found to have vascular
injury, and hematomas were formed during the puncture of
the injured blood vessel in the control group. *e main
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complaint of pain during puncture was obvious in the two
groups, and there were six patients in the control group,
which accounted for 30%. Patients in the contrast group did
not have complain of significant pain, and there was a
difference between the two groups (p< 0.05). *ere was no
pneumothorax and local anesthetic poisoning in the two
groups.

5. Discussion

*e adoption of ultrasonic technology in regional nerve
block has become a research hot issue in recent years. Ul-
trasound technology has produced revolutionary advances
in nerve blocks, including the development of spinal re-
gional nerve block [17]. However, there are few reports of the
use of ultrasound for nerve block in thoracic paravertebral
area. Nowadays, the application of ultrasound technology in
clinical regional nerve block has harvested good results and

accumulated experience related to real-time guidance of
parathoracic region nerve block [18]. In ultrasound, the
sagittal section scan block and the oblique section scan block
use two modes. *e patient can choose the position of the
seated side and the position of the decubitus side, as well as
the clinical anesthesia area or sitting position. *e selection
of ultrasonic detection mainly depends on the depth of
puncture target and the body shape of the patient, and the
weight of the patient has been shown in many studies to be
an important factor affecting the depth of thoracic puncture
[19]. An ultrasonic probe with the appropriate frequency
must be selected by the scanning site. High-frequency linear
detection was used for thoracic lateral spinal region nerve
block [20]. Ultrasonic imaging is determined by the physical
properties of the frequency and wavelength of the ultrasonic
wave that detects radiation. Ultrasonic frequency units are
related to resolution.*e human ear can sense the frequency
of sound waves within 20Hz–20 kHz, and the medical
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Figure 11: Comparison of anesthesia effect evaluation between the two groups.

(a) (b)

Figure 12: *e puncture site of the regional nerve block in the algorithm group (a) and the ultrasound anatomical diagram after
puncture (b).
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diagnostic frequency of ultrasonic waves is 1–30MHz. *e
higher the frequency of ultrasonic detection, the better the
transverse resolution. Ultrasound wavelengths mean the
distance between adjacent particles in two vibrating regions,
allowing a clearer distinction between nerves and sur-
rounding tissue. *e longer the wavelength, the higher the
transmittance. *e frequency of the linear probe is
6–13MHz, which is suitable for photographing the tissue
structure of the body surface. Most of the detection fre-
quencies are 2–7MHz, which can be used for deep tissue
structure imaging [21]. *erefore, the appropriate probe is
selected according to the body type of the patient and the
depth of the site to be anesthetized. In this study, the body
mass of patients was less than 30 kg/m2 and good imaging
results were obtained using a high-frequency linear probe.
*e ultrasonic waves emitted by the probes penetrated the
surface and propagated into the interior, reflecting the re-
actions that arouse when obstacles were encountered.
Various obstacles can produce different echoes, which are
collected and displayed on the screen to get a real-time view
of the various parts of the internal organs. In addition, the
color Doppler model was combined, which is particularly
sensitive to the flow of fluids. *erefore, the blood vessels
can be better observed by color Doppler spectroscopy and
the flow and diffusion of local anesthesia injection can be
observed, which can enable physicians to better conduct the
next operation [22].

On the whole, traditional puncture anesthesia lacks
the sense of breakthrough during epidural puncture, so
the success rate is low and complications are high. A safe
and effective guiding puncture method is urgently needed
in clinic. *e results showed that the fracture site was not
obvious in the image before enhancement and optimi-
zation, and it was easy to be misjudged as a nonfracture
site, affecting the judgment of doctors. *e enhanced
sonogram clearly showed the fracture location. *e

localization area of traditional ultrasound and artificial
intelligence ultrasound overlapped greatly, and the area
of artificial intelligence localization was 36% more than
that of inner ultrasound. *e algorithm group had fewer
puncture needle channels, fewer adverse reactions, and
broken operation time, indicating that the ultrasonic
positioning effect of the algorithm was better than that of
traditional puncture. After the visualization and real-time
properties of artificial intelligence ultrasound were used
for two control groups, the feasibility of applying ul-
trasonic image-guided regional nerve block based on
deep learning to scapula fracture anesthesia was
demonstrated.

6. Conclusion

*e deep learning-based ultrasound image-guided imaging
during scapular fracture surgery with regional nerve block
anesthesia was compared with the use of traditional
puncture anesthetics. It was proved that the method pro-
posed in this study was more efficient than the traditional
method, regardless of whether the method of puncture
accuracy evaluation or evaluation of anesthesia effect was
used. *is method significantly shortened the time required
for puncture and reduced complications compared with
traditional puncture. In the future, we need to verify the
performance of our constructed model in more cases and
more disease types. In addition, based on the statistics of
various parameters formed by patients using this method, its
clinical diagnosis and prognostic predictive effects need to be
further studied.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.

(a) (b)

Figure 13: *e puncture site (a) of the regional nerve block and the ultrasound anatomy after puncture (b) in the control group. ∗*e
bleeding point.
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Background. Epidural anesthesia used in percutaneous endoscopic lumber discectomy (PELD) has the risk of complete neu-
rotactile block. Patients cannot timely respond to the operator when the nerve is touched by mistake, so the potential risk of nerve
injury cannot be avoided. According to pharmacodynamics, with the decrease of local anesthetic concentration, the nerve tactile
gradually recovered; however, the analgesic effect also gradually weakened. .erefore, it is necessary to explore an appropriate
concentration of local anesthetics that can keep the patients’ nerve touch without pain. By comparing the advantages and
disadvantages of 0.4% ropivacaine epidural anesthesia, local anesthesia and intravenous anesthesia on intraoperative circulation
fluctuation, the incidence of salvage analgesia and the incidence of nerve non-touch, the feasibility of using low concentration
epidural anesthesia in PELD to obtain enough analgesia and avoid the risk of nerve injury was confirmed. Methods. 153 cases of
intervertebral foramen surgery from October 2017 to January 2020 were selected and divided into local anesthesia group (LA
group), 0.4% ropivacaine epidural anesthesia group (EA group), and intravenous anesthesia group (IVA group) according to
different anesthesia methods. .e changes of blood pressure and heart rate, the incidence of rescue analgesia and nerve root non-
touch were compared among the three groups. Results. .e difference of map peak value among the three groups was statistically
significant (P< 0.001); pairwise comparison showed that the map peak value of the LA group was higher than that of the EA group
(P< 0.001) and IVA group (P< 0.001), but there was no statistical significance between the EA group and IVA group. .e
difference of HR peak value among the three groups was statistically significant; pairwise comparison showed that the HR peak
value of the LA group was higher than that of the EA group (P< 0.001) and IVA group (P< 0.001), but there was no statistical
significance between the EA group and IVA group. .ere was significant difference in the incidence of intraoperative hyper-
tension among the three groups (P< 0.05); pairwise comparison showed that the incidence of intraoperative hypertension in the
EA group was lower than that in the LA group (P< 0.05), while there was no significant difference between the IVA group, EA
group, and LA group. .ere was significant difference in the incidence of rescue analgesia among the three groups (P< 0.01);
pairwise comparison showed that the incidence of rescue analgesia in the EA group was lower than that in the LA group (P< 0.05)
and IVA group (P< 0.05), but there was no significant difference between the LA group and IVA group. Due to the different
analgesic mechanisms of the three anesthesia methods, local anesthesia and intravenous anesthesia do not cause the loss of nerve
tactile, while the incidence of nerve tactile in 0.4% ropivacaine epidural anesthesia is only 2.4%, which is still satisfactory.
Conclusion. Epidural anesthesia with 0.4% ropivacaine is a better anesthesia method for PELD. It not only has a low incidence of
non-tactile nerve, but also has perfect analgesia and more stable intraoperative circulation.

1. Introduction

Percutaneous endoscopic transforaminal lumbar dis-
cectomy (PELD) is easy to touch or injure the spinal cord
and nerve due to its close proximity to the spinal cord and
dural sac. In order to avoid nerve injury, PELD is mainly

local anesthesia, or intravenous anesthesia, general anes-
thesia or epidural anesthesia by anesthesiologists [1, 2].
General anesthesia can provide perfect analgesia, but it is
difficult to find nerve injury due to unconsciousness of
patients [3–5]. Spinal nerve function monitoring [6, 7] can
provide protection for avoiding nerve injury under general
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anesthesia. However, additional equipment, personnel, and
medical costs limit the popularization of the technology.
Although patients with local anesthesia retain conscious-
ness, previous studies have shown that analgesia is insuffi-
cient [8], and various analgesic drugs are needed to remedy
[9, 10]. Epidural anesthesia can also retain the consciousness
of patients and provide perfect analgesia. .e other ad-
vantage is that the motor function of the lower limbs of the
patients remains when the concentration of local anesthetics
is low. .e surgeon can detect the nerve injury by observing
the movement of the toes of the patients [5, 11]. However,
this is not the indicator that the surgeon really wants. Be-
cause of the sensory motor separation characteristics of
ropivacaine, although a certain concentration of ropivacaine
retains the motor function, the sensory fibers are completely
blocked (including pain and touch), and the patients cannot
perceive that the nerve tissue is touched by mistake during
the operation. .erefore, in theory, blocking pain and
retaining touch is a reliable index to avoid nerve injury. Pain
was mainly transmitted by myelinated a δ fibers (2–6 μm)
and unmyelinated C fibers (0.3–3 μm), while touch was
mainly transmitted by myelinated a β fibers (6–12 μm).
Different nerve fibers have different susceptibilities to local
anesthetics. A δ nerve fiber is more susceptible to local
anesthetics than a β nerve fiber, which leads to more pain
block than touch [12]. .erefore, local anesthetics at ap-
propriate concentrations can produce pain tactile separation
block. Although some anesthesiologists [13] also recognize
that low concentration of local anesthetics can retain the
tactile sensation of nerve, there is no study to provide ref-
erence concentration of local anesthetics. Routine epidural
anesthesia often uses 0.5% ropivacaine; although the anal-
gesia is perfect, the nerve root tactile and lower limb motor
function of patients are completely lost. Ren et al. [11] found
that the analgesic effect of epidural anesthesia was satis-
factory even when the concentration of ropivacaine was
reduced to 0.375%. .erefore, when the concentration of
ropivacaine is between 0.375% and 0.5%, there is an ap-
propriate concentration, which can not only provide enough
analgesia for patients but also retain nerve root tactile
sensation. At this concentration, the patient’s nerve root can
be timely feedback when touched by mistake, and the op-
erator can stop the operation in time to terminate the oc-
currence of nerve injury. Since October 2017, some patients
with PELD in Zhejiang Litongde Hospital were treated with
0.4% ropivacaine epidural anesthesia, and the loss of nerve
root tactile sensation was recorded in the electronic medical
record.

2. Materials and Methods

2.1. Case Selection and Data Collection. Medical records of
patients scheduled for PELD from October 2017 to January
2020 were collected from electronic medical record database
(docare clinical anesthesia information system V5.0, mad-
iston medical technology) of Zhejiang Litongde Hospital.
Inclusion criteria were as follows: ASA grade I-II and pa-
tients scheduled for percutaneous transforaminal endo-
scopic discectomy. Exclusion criteria were as follows: age

less than 18 or more than 80 years old; previous history of
lumbar surgery; heart disease or cardiac insufficiency; liver
and kidney dysfunction; patients with severe arrhythmia;
patients with previous or current history of nervous system
and mental disease; patients with abnormal coagulation
function or platelet count; patients with other operations at
the same time; and 2 or more segments of intervertebral disc
nucleus pulposus removal. According to different anesthesia
methods, they were divided into local anesthesia group (LA
group), epidural anesthesia group (EA group), and intra-
venous anesthesia group (IVA group).
① Local anesthesia: 1% lidocaine infiltration anesthesia

layer by layer.② Epidural anesthesia with 0.4% ropivacaine:
two segments of the lumbar spine were used as epidural
puncture points on the cephalic side of the operation, and
the epidural catheter was indwelled and placed toward the
caudal side. After 5 minutes of 1% lidocaine test dose, 0.4%
ropivacaine was given in batches until the anesthesia plane
covered the operation area.③ Intravenous anesthesia: 1 μg/
kg fentanyl was slowly injected after prone position, and
dexmedetomidine loading dose was 1 μg/kg (infusion time
was 10min), and then it was maintained at
0.3–0.5 μg·kg−1·H−1 for no more than 30min. ④ Remedial
analgesia: simple use of opioid remedy can obtain enough
analgesic effect, but there is a risk of respiratory depression;
especially in prone position, it will greatly increase the
difficulty of rescue..erefore, according to the patient’s pain
performance, anesthesiologists implement individualized
multimodal analgesia (non-steroidal, weak opioid, and
strong opioid analgesics) to remedy the pain, so as to
minimize the occurrence of drug side effects.

2.2. Evaluating Indicator. Eneral information of patients
enrolled in the study in the database, including gender, age,
hypertension, height, weight, body mass index, basic mean
arterial pressure (basicmap) and basic heart rate (basichr) at
admission..e historical records of intraoperative vital signs
were displayed intensively (data collection interval was
1min), the mean arterial pressure (premap, postmap) and
heart rate (prehr, posthr) at the moment of entering the
operating room and at the end of the operation, the peak
intraoperative mean arterial pressure (intramap) and the
peak intraoperative heart rate (intrahr), the incidence of
additional analgesics due to intolerance of pain, and the time
of operation were registered the amount of transfusion
during operation. Intraoperative hypertension was defined
as a 20% or more increase in peak mean arterial pressure
(figure) compared with baseline map. .e presence of nerve
root sensation was recorded (whether there was radiating
pain or swelling sensation in the innervated area when the
operator touched the nerve root consciously).

2.3. Statistical Analysis. SPSS 25.0 was used for statistical
analysis and Graphpad Prism 8 was used for mapping. For
continuous data, the Shapiro–Wilk test was used to test the
normality..e measurement data conforming to the normal
distribution were described by means and standard devia-
tion (mean± SD), and one-way ANOVA was used; the
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measurement data not conforming to the normal distri-
bution were described by median (M) and interquartile (Q),
and Kruskal–Wallis h test of independent samples was used.
.e counting data were described as percentages, and the χ2
test was used. .e Bonferroni method was used to correct
the level of α. All tests were bilateral tests, and P< 0.05
indicated that the difference was statistically significant.

3. Result

In this study, 138 patients met the inclusion criteria, 15
patients met the exclusion criteria, and finally 123 patients
were included in the study (Figure 1). .ere were 44 cases in
the LA group, 41 cases in the EA group, and 38 cases in the
IVA group. By the Shapiro–Wilk test, height, weight, BMI,
basic map, basic HR, preoperative map, preoperative HR,
intraoperative map peak, intraoperative HR peak, postop-
erative map, postoperative HR, and operation time were in
normal distribution, and the data were analyzed by means of
mean and standard deviation (mean± SD). According to
Levene’s test of homogeneity of variance, the data were
consistent with the homogeneity of variance; the age and
infusion volume of patients in each group did not completely
conform to the normal distribution, and the data were
described by median (M) and interquartile (Q).

3.1. General Information. .e height, weight, BMI, basic
map, basic HR, and operation time of the patients were
analyzed by one-way ANOVA. .e Kruskal–Wallis h test of
independent samples was used for age and infusion volume,
and χ2 test was used for gender and history of hypertension.
.e results showed that there was no significant difference
among the groups (Table 1).

3.2. Comparison ofMeanArterial Pressure of�reeAnesthesia
Methods during Perioperative Period. One-way ANOVA
showed that there was no significant difference in map
before and after operation, but there was significant dif-
ference in map peak value during operation (Welch
ANOVA was used for uneven variance; Welch F� 9.828,
P< 0.001). .e Games–Howell test showed that the peak
value of intraoperative map in the LA group was 18.4mmHg
higher than that in the EA group (95% CI: 8.5–28.3mmHg),
and the difference was statistically significant (P< 0.001); the
peak value of intraoperative map in the LA group was
13.3mmHg higher than that in the IVA group (95% CI:
2.3–24.0mmHg), and the difference was statistically sig-
nificant (P< 0.05); there was no statistical significance be-
tween the EA group and IVA group (Figure 2).

3.3. Comparison of Perioperative Heart Rate among �ree
Anesthesia Methods. .ere was no significant difference in
HR before and after operation in each group by one-way
ANOVA, but there was significant difference in HR peak
during operation between groups (uneven variance, Welch
ANOVA; Welch f� 24.166, P< 0.001). .e Games–Howell
test showed that the peak value of intraoperative HR in the

LA group was 17.7 bpm higher than that in the EA group
(95% CI: 11.6–23.7 bpm), and the difference was statistically
significant (P< 0.001); the peak value of intraoperative HR
in the LA group was 14.30 bpm higher than that in the IVA
group (95% CI: 5.9–22.2 bpm), and the difference was sta-
tistically significant (P< 0.001); there was no statistical
significance between the EA group and IVA group
(Figure 3).

3.4. Comparison of the Incidence of Intraoperative Hyper-
tension among �ree Anesthesia Methods. .e incidence of
intraoperative hypertension in the LA group, EA group, and
IVA group was 36.4%, 9.8%, and 18.4%, respectively. χ2 test
showed that there was significant difference in the incidence
of intraoperative hypertension among the three groups
(χ2 � 9.175, P< 0.05). Pairwise comparison showed that
there was significant difference between the LA group and
EA group (P< 0.05), but there was no significant difference
between the LA group and IVA group and EA group and
IVA group (Table 2).

3.5. Comparison of the Incidence of Intraoperative Salvage
Analgesia among �ree Anesthesia Methods. .e incidence
of intraoperative salvage analgesia in the LA group, EA
group, and IVA group was 43.2%, 12.2%, and 36.8%, re-
spectively. χ2 test showed that there was significant differ-
ence in the incidence of intraoperative salvage analgesia
among the three groups (χ2 �10.456, P< 0.01) (Table 3).
Pairwise comparison showed that there were significant
differences between the EA group and LA group (P< 0.05)
and EA group and IVA group (P< 0.05), but there was no
significant difference between the LA group and IVA group
(Table 3).

3.6. �e Incidence of Non-Tactile Nerve Root in �ree Anes-
thesia Methods. Because local anesthetics of LA mainly act
on nerve endings to block the transmission of pain, while
opioids of IVA mainly act on central opioid receptors to
produce analgesic effect, neither of them can significantly
affect the tactile sensation of nerve roots. EA not only
blocked the pain fibers but also blocked the tactile fibers and
motor nerves because of the action of local anesthetics on

PELD loyalists n=138

Included cases n=123

Exclusion criteria n=15

LA group n=44 IVA group  n=38EA group n=41

Age > 80, n=2
Previous lumbar surgery history n=2

Antiplatelet drugs n=2
Central system diseases  n=3

Liver cirrhosis n=1
coronary heart disease n=1

Multilevel lumbar disc surgery n=5

Figure 1: Patient flow diagram.
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nerve roots and spinal cord. .e degree of EA was positively
correlated with the concentration of local anesthetics. In 41
patients undergoing epidural anesthesia with 0.4% ropiva-
caine, only one patient (2.4%) lost nerve root tactile
sensation.

4. Discussion

To avoid nerve injury, local anesthesia with a low incidence
of nerve root injury is usually recommended for PELD [14].
When a nerve is mistakenly touched, the patient can provide
timely feedback. A study [3] showed that most patients with
local anesthesia had moderate or severe pain when their
nerve roots were stimulated, and 15 of 30 patients had fear of
surgery. .erefore, anesthesiologists need to explore anes-
thesia methods that can not only provide effective analgesia,
but also make the patient’s feedback nerve be touched by

mistake. Low-concentration ropivacaine epidural anesthesia
is the most common research at present. It not only has good
analgesic effect but also can preserve the motor function of
patients’ lower limbs. .e operator can detect the nerve
injury by observing the movement of patients’ toes during
the operation [5, 11]. But this method has a lag, and once the
motor function is damaged, nerve damage occurs..erefore,
we need to find the local anesthetic concentration that can
make the patient feedback the nerve touched immediately.
0.4% ropivacaine epidural anesthesia is a better choice, and
only one of 41 patients in this study had complete loss of
nerve root tactile. Because of the different mechanisms of
action of drugs, 0.4% ropivacaine epidural anesthesia cannot
completely retain the patient’s nerve tactile, and only 2.4% of
the incidence of nerve non-tactile is still satisfactory. .e
analgesic effect of epidural anesthesia is better than that of
local anesthesia [15–18]. .e analgesic effect of epidural
anesthesia with 0.25% ropivacaine is close to that of local

Table 1: Information of patients.

Index
Group

Statistics P value
LA group EA group IVA group

Sample size 44 41 38 — —
Gender (example, %)
Male 21 (7.7) 27 (53.7) 20 (52.6) χ2 � 2.977 0.226

Age (years, M (Q)) 52.5 (26) 58 (24) 54.5 (13) H� 2.199 0.333
Height (cm, x ± s) 164.1± 7.6 166.8± 8.5 164.4± 7.0 F� 1.533 0.220
Body weight (kg, x ± s) 63.3± 10.6 65.1± 12.9 63.0± 9.8 F� 0.432 0.650
BMI (kg/m2, x ± s) 23.4± 2.4 23.2± 3.2 23.2± 2.6 F� 0.020 0.980
Previous hypertension (cases, %)
Yes 9 (20.5) 10 (24.4) 9 (23.7) χ2 � 0.479 0.787

BasicHR (times/min, x ± s) 73.2± 11.2 74.4± 9.1 75.4± 11.3 F� 0.458 0.634
BasicMAP (mmHg, x ± s) 93.5± 11.3 93.1± 11.6 97.0± 13.6 F� 1.262 0.287
Infusion volume (ml, M (Q)) 725 (200) 700 (200) 700 (250) H� 0.336 0.845
Operation time (min, x ± s) 93.4± 19.9 93.1± 17.0 94.0± 23.4 F� 0.023 0.980

PreMAP IntraMAP PostMAP
0

50

100

150

M
A

P

LA group
EA group
IVA group

∗

∗∗

Figure 2: ∗.e peak value of map in the LA group was significantly
higher than that in the EA group (P< 0.001). ∗∗.e peak value of
map in the LA group was significantly higher than that in the IVA
group (P< 0.05).
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Figure 3: #.e peak value of intraoperative HR in LA group was
significantly different from that in EA group (P< 0.001); ##the peak
value of intraoperative HR in LA group was significantly different
from that in IVA group.
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anesthesia [18]. In this study, the incidence of rescue an-
algesia in 0.4% ropivacaine epidural anesthesia was signif-
icantly lower than that in local anesthesia, which indicated
that the analgesic effect of 0.4% ropivacaine epidural an-
esthesia was better than that of local anesthesia, which was
consistent with previous studies. Moreover, pain often leads
to cardiovascular events. However, the peak value of mean
arterial pressure, peak value of intraoperative heart rate, and
incidence of intraoperative hypertension in 0.4% ropiva-
caine epidural anesthesia were significantly lower than those
in local anesthesia, and the probability of cardiovascular
events was lower. .erefore, epidural anesthesia has ad-
vantages over local anesthesia in reducing intraoperative
salvage analgesia and stabilizing circulation. Compared with
intravenous anesthesia, the incidence of rescue analgesia in
0.4% ropivacaine epidural anesthesia is much lower.
However, this does not mean that its analgesic effect is better
than intravenous anesthesia. Because the analgesic effect of
intravenous anesthesia depends on the dose of opioids, the
analgesic effect of intravenous anesthesia in this study can be
improved by increasing the dose of opioids, but in the case of
patients with PELD in prone position, adverse reactions such
as respiratory depression caused by excessive dose are often
more difficult to deal with. .erefore, the analgesic effect of

0.4% ropivacaine epidural anesthesia is better when the
dosage of intravenous anesthesia is lower, and the safety of
0.4% ropivacaine epidural anesthesia is higher when the
dosage of intravenous anesthesia is higher.

In summary, PELD with 0.4% ropivacaine epidural
anesthesia can retain the nerve touch to a large extent to
avoid nerve injury. At the same time, its analgesic efficacy
and safety are better than local anesthesia and intravenous
anesthesia. However, the choice of local anesthetic con-
centration in the study is based on the clinical experience of
anesthesiologists, and it is not clear whether epidural an-
esthesia can reach the lower limit of effective analgesia
concentration and the upper limit of nerve root tactile re-
tention concentration. According to pharmacodynamics, for
patients, the local anesthetic concentration just reached the
pain disappeared, that is, the minimum effective concen-
tration (MEC); with the increase of local anesthetic con-
centration, there is a suitable concentration, the patient’s
nerve tactile just disappeared, that is, the maximum tolerable
concentration (MTC) of the patient’s nerve tissue tactile is
retained (Figure 4)..e concentration of anesthetics is in the
effective range betweenMEC andMTC.When the operation
touches the nerve, the innervated area often shows slight
radiation pain or acid swelling. When the operator receives
feedback from the patient, the operation is terminated in
time to avoid nerve injury. .erefore, the following study
will apply biased coin design (BCD) to explore MEC and
MTC of ropivacaine in PELD.
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Table 2: Comparison of the incidence of intraoperative hypertension among three groups.

Intraoperative hypertension
Grouping

Total Statistic P value
LA group EA group IVA group

Yes 16a 4b 7a,b 27
χ2 � 9.175 0.010Nothing 28 37 31 96

Total 44 41 38 123
.ere was significant difference in the incidence of hypertension among the three groups (P< 0.05); the Bonferroni method was used to correct the level of
blood pressure between two groups, and there was significant difference between the EA group and LA group (P< 0.05).

Table 3: Comparison of the incidence of analgesic rescue.

Remedial analgesia
Grouping

Total Statistic P value
LA group EA group IVA group

Yes 19a 5b 14a 33
χ2 �10.456 0.005Nothing 25 36 29 90

Total 44 41 38 123
.ere was significant difference in the incidence of intraoperative rescue among the three groups (P< 0.01); the Bonferroni method was used to correct the
level of α, the difference was statistically significant between the EA group and LA group (P< 0.05), and the difference was statistically significant between the
EA group and IVA group (P< 0.05).
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Figure 4: Dose effect curve of local anesthetics on pain, touch, and
motor function.
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)is study was to explore the clinical application value of computed tomography (CT) images based on a three-dimensional (3D)
reconstruction algorithm for laparoscopic partial nephrectomy (LPN) in patients with renal tumors. 30 cases of renal cell
carcinoma (RCC) patients admitted to the hospital were selected as the research objects and were rolled into two groups using a
random table method. )e patients who received PLN under the three-dimensional reconstruction and laparoscopic technique
were included in the experimental group (group A), and the patients who received LPN using CTimages only were included in the
control group (group B). In addition, the treatment results of the two groups of patients were compared and analyzed. Results. )e
effective rate of the established model was 93.3%; the total renal arteriovenous variability of group A (13.3%) was higher than that
of group B (6.7%), and the operation time (131.5± 32.1 minutes) was much lower than that of group B (158.7± 36.2 minutes),
showing statistical significance (P< 0.05). Conclusion. CT images based on 3D reconstruction algorithms had high clinical
application value for LPN in patients with renal tumors, which could improve the efficiency and safety of LPN.

1. Introduction

For early renal cell carcinoma (RCC), especially small RCC
with a tumor diameter of less than 4 cm, the therapeutic
effects of LPN and laparoscopic radical nephrectomy (LRN)
are basically the same [1]. Because LPN only removes the
tumor and part of the kidney tissue, the overall renal
function after surgery is better than LRN [2]. Existing studies
believe that LPN should be selected for isolated patients or
patients with other diseases in the contralateral kidney.
Compared with traditional open surgery, LPN not only
greatly shortens the prognosis and hospitalization time of
the patient but also reduces the economic burden of
treatment for the patient and relieves the prognosis pain of
patients due to surgery greatly [3, 4]. )ere are two ap-
proaches for LPN, namely, transabdominal and

retroperitoneal. With the continuous updating of surgical
instruments and the development of laparoscopic surgery
technology in recent years, the retroperitoneal approach has
gradually become a hot spot for scholars. In the past,
conventional laparoscopy showed in two-dimensional (2D),
which was difficult to achieve the ideal diagnosis and
treatment effect. Moreover, in traditional medical imaging
inspections, doctors mainly use tomographic images of a
certain part of the human body and usually present the
imaging results in two-dimensional images such as films or
display screens. )e result of this method is that the image
results obtained are only judged by the personal subjective
experience of the doctor. )e doctor can only observe the
subtleties of the image with the naked eye and the lack of
objective evidence to support it, which may delay the
condition of the patient [5].
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With the continuous development of science and
technology, medical imaging technology is also being
updated simultaneously, making it possible to make up for
the shortcomings in traditional imaging. In recent years,
reports on three-dimensional (3D) reconstruction medical
imaging technology are not uncommon, which have
attracted widespread attention [6]. It uses visualization
technology to provide greater assistance for the optimization
of imaging effects, and the resulting images have a strong
sense of reality, allowing doctors to observe and analyze
images from multiple angles and levels. Studies have found
that the use of the built-in software of the CTequipment can
generate 3D reconstruction images, such as CTangiography
(CTA) and CTurography (CTU), and obtain some reference
information of the 3D anatomical structure with renal tumor
and renal pedicle blood vessels (RPBV) [7]. However, this
method does not use 3D image segmentation technology, so
it is impossible to obtain a transparent and clear display of
the organ structure image. In addition, the method does not
use image fusion technology, so it cannot fuse the recon-
structed model data information of multiple phases. )e
image information obtained is relatively scattered. Although
it can provide valuable reference information for disease
diagnosis, it cannot provide assistance for surgical planning,
so the image obtained by this method cannot be called a true
3D reconstruction image [8].

)erefore, the study intended to explore the clinical
application value of CT images based on a 3D reconstruction
algorithm for LPN of patients with renal tumors by con-
structing a 3D reconstruction model of the kidney, so as to
improve the efficiency and safety of LPN.

2. Materials and Methods

2.1. Research Objects. )irty cases of renal cell carcinoma
(RCC) patients admitted to the hospital from September
2018 to September 2019 were selected as the research objects
and were rolled into two groups using a random table
method. )e patients who received PLN under the three-
dimensional reconstruction and laparoscopic technique
were included in the experimental group (group A), and the
patients who received LPN using CT images only were
included in the control group (group B). In addition, the
treatment results of the two groups of patients were com-
pared and analyzed. )ere were 15 cases in group A, in-
cluding 8males and 7 females, and they were 26∼69 years old
(with an average age of 52.40± 11.8 years). )ere were 15
cases in group B, including 9 males and 6 females, and they
were 24∼70 years old (with an average age of 50.5± 10.2
years). None of the selected patients had a previous medical
history of contraindications for surgery, and none of them
had any hypersensitivity to contrast agents. )is study was
approved by the hospital ethics committee, and all selected
patients had signed the informed consent.

2.2.Variant Type of RPBV. Classification criteria of the renal
artery were defined as follows: multiple renal arteries: there
were other renal artery branches in addition to the main

renal artery; premature renal artery branches: renal artery
branches located at a distance ≤20mm from the opening of
the renal artery; and mixed type: a combination of above
conditions.

Classification criteria of renal veins were defined as
follows: multiple renal veins: the main branches of the renal
veins could not merge into one branch before entering the
kidney but still presented as branches; abnormal renal veins:
the left renal vein run behind the left renal artery, the right
renal artery run in front of the inferior vena cava, and there
were 2 inferior vena cava; renal veins are abnormal: renal
veins were anastomosed with reproductive veins and lumbar
veins, respectively; others: renal tumor compressed the renal
veins, causing deformation, and so on.

2.3.CTScanning. A 64-slice spiral CT (Philips, Brilliance 64,
Netherlands) was used for CTscanning. Before the scan, the
patient was required to fast for 3 hours and drink 500mL of
water to fill the gastrointestinal tract, so as to enhance the
contrast with the kidney tissue. In addition, the breathing
exercises of patients had to be trained to minimize the ar-
tifacts caused by the breathing exercises on the CTscan, so as
to ensure the reliability of collected data. )e standard
parameters of kidney CT scan were set to the following: the
tube voltage was 120 kv, the tube current was 300mA, the
time per rotation was 0.5 s, the pitch was 0.984, the layer
thickness was 5mm, and the time for the tube to rotate a
cycle was 0.5 s.

At the beginning of the scan, the patient was required to
maintain a supine position and performed with CT plain
scan and enhanced scan sequentially from the cartilage at the
xiphoid process to the plane of the pubic symphysis. During
the scanning, the patient was instructed to exhale and hold to
the fullest body. When the contrast agent was not injected, a
plain scan was performed. )en, the MEDRAD double-
barreled high-pressure syringe (US) was adopted to inject
the contrast agent (iopamidol solvent 370 in high concen-
tration) intravenously at an injection rate of 5mL/s, and the
injection dose was 1.5mL/Kg. After all the contrast agent
was injected, the injection tube was flushed with a proper
amount of saline, and the enhanced scan was started. )e
arterial phase scan setting was set as follows: the trigger
threshold was set to 200 Hu, the contrast agent was injected,
and the scan was performed by taking the abdominal aorta
section as the region of interest (ROI). )e scan in the
venous phase was started from the intravenous injection of
contrast agent until the delay 65 s. )e scan in the excretory
phase was started from the intravenous injection of contrast
agent until the delay 600 s. After the scans in the above four
phases were all completed, the original image with a
thickness of 5mm was thinned, and then all image data was
imported into theMxView workstation equipped for the CT.
Finally, all image data were recorded to a DVD disc.

2.4. Construction of 3D Reconstruction Model of Kidney.
)e key step of 3D reconstruction was image segmentation
using RGM.)e characteristic of RGMwas to gather similar
pixels to form a ROI. )e specific operation method was
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given as follows: the data obtained from the arterial phase
and venous phase scans were entered into mimics 17.0
(Materialise, Belgium), and the upper and lower threshold
range was set to 210–1,615 Hu.)e renal tumor, renal artery,
and renal vein tissue structure were segmented with the
RGM, and the other renal artery and renal vein branches
outside the ROI were eliminated with artificial auxiliary
software. Finally, an ideal 3D reconstruction model of the
kidney was constructed. )e flowchart of 3D reconstruction
of medical images is in Figure 1.

After X-ray passed through the substance, the rela-
tionship between output intensity and input intensity was
expressed as the following equation:

Ib � Iae
− μ△d

, (1)

whereΔd referred to the propagation distance of X-ray and μ
was the X-ray attenuation coefficient of the substance. Ib

referred to the output intensity, Ia represented the input
intensity, and e referred to the input parameter.

When the X-ray passed through different tissue struc-
tures of the human body, the relationship between output
intensity and input intensity was given as follows:

Ib � Ia e
− μ1△d1e

− μ2△d2e
− μ3△d3 . . . . (2)

)e above equation could be converted into integral
form as follows:

Ib � Iae
−  μdx

,
(3)

where x refers to the propagation distance.
CT was developed on the basis of Wratten transfor-

mation, the equation of which was as below.
It was known that the integral of a certain function

(x, y) � f(r, θ) along the straight line Z was as follows:
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)en, the Wratten equation could be inversely trans-
formed into
f(r, θ) � 1/2π2 

π
0 

+∞
−∞(1/r cos(θ −∅) − l)(zp/zl)dld∅.

)e pixel color values of the image were collected from
back to front and from front to back, and the synthesis
algorithm of which from back to front was given as follows:

Cb � Ca 1 − αi(  + Ciαi,

αb � αa 1 − αi(  + αi,
(5)

where Ca represents the initial color, Cb represents the final
color, and αi refers to the opacity.

)e synthesis algorithm from front to back was given as
follows:

Cbαb � Caαa + Ciαi 1 − αa( ,

αb � αi 1 − αa(  + αa.
(6)

During the image synthesis, α could continue to increase,
the threshold was 1, and the transparency of the image was
close to zero at this moment.

2.5. Evaluation of the Image Quality of 3D Reconstruction
Model of the Kidney. )e quality of the 3D reconstruction
image was evaluated by a senior urologist and a senior
imaging physician. Before the evaluation, the 3D recon-
struction CT image quality scoring standard was developed
according to the renal artery scoring standard of Sahani et al.
[9], which was to record the branches of renal arteries and
renal veins in detail. )e evaluation had to be carried out in
strict accordance with this standard. If the scores of indi-
vidual images were different, the final score can be deter-
mined by researching relevant information and discussion of
the two physicians. )e specific criteria were given as fol-
lows: 1 point meant that the main renal artery (renal vein)
and its first-level branches showed blurred blood vessel
edges, with or without respiratory movement artifacts; 2
points meant that the main renal artery and its first- or
second-level branches could be visible clearly, with smooth
blood vessel edges and without respiratory movement ar-
tifacts, and the secondary branches were less than 4; 3 points
meant that the main renal artery and its first, secondary, and
tertiary branches were visible clearly, with smooth blood
vessel edges, without respiratory movement artifacts, and
the tertiary branches were less than 5; 4 points represented
that the main renal artery and its first, secondary, and
tertiary branches could be seen clearly, with smooth blood
vessel edges, without respiratory motion artifacts, and the
tertiary branches were greater than or equal to 5; and 5
points represented that the main trunk of the renal artery
and its first, secondary, tertiary, and forth branches could be
showed clearly, with smooth blood vessel edges and no
artifacts of respiratory movement.

In this study, the standard for 3D reconstruction CT
image of the kidney was set as follows: the renal vein score
was greater than or equal to 4 points, which meant that 3 to 4
renal arteries could be distinguished from the reconstructed
image; the renal vein score was greater than or equal to 2
points, which meant that 1∼2 renal veins could be identified
based on the reconstructed image.

2.6. Preparation before LPN. LPN was performed using the
2D laparoscopic equipment (KARL STORZ, Germany).
First, the 3D reconstruction model of renal tumor prepared
above was incorporated into mimics 17.0 software, the
simulated surgery function of which was adopted to observe
the operation of the model in all directions, realize the
surgical demonstrations, and formulate scientific and ef-
fective surgical plans. During the surgery, the surgeon was in
charge of the model magnification and rotation, and the
assistant took the specific operations. During this period, the
image of the renal cortex was reconstructed by moderately
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transparent processing so that the surgeon can clearly ob-
serve the structure of the RPBV and assist in the completion
of the operation.

2.7.Application of 3DReconstructionModel ofKidney inLRN.
)e practical application of the 3D model in LRN was to
guide the operation through the artificial image fusion
method; that is, the 3D reconstruction model image was
fused and superimposed on the 2D laparoscopic image, and
the fused image was displayed on a separate screen. Based on
the results of the image fusion, the LRN was performed
synchronously. )e whole process was led by the surgeon
and the surgical assistant performed the actual operation.
Renal artery and renal vein can be clearly distinguished due
to the different intensity of vascular pulsation, and opera-
tions such as ligation and disconnection were adopted ac-
cordingly. In group A, the 3D reconstruction model and
artificial fusion image method were applied for preoperative
guidance and intraoperative RPBV positioning and ligation.
After the blood vessel and ureter were separated and cut, the
patient’s kidneys were freed and the kidney lesions were
carefully removed, and then a drainage tube was placed
between the peritoneum of the posterior abdominal wall and
the intra-abdominal fascia. In group B, the CTA combined
with CTU images were applied to guide the operation and to
locate and ligate the renal artery and renal vein. After the
blood vessel and ureter were separated and cut, the patient’s
kidney was freed and the renal lesion tissue was carefully
removed. A drainage tube was placed between the perito-
neum and the intra-abdominal fascia on the posterior wall of
the abdomen. All patients underwent the surgery success-
fully without any accidental interruption.

2.8. Statistical Methods. )e data were processed with SPSS
20.0 software for statistical analysis. )e measurement data
were indicated as mean± standard deviation (x± s), and an
independent sample t-test was used; the count data was dis-
played as a percentage (%), and the X2 test was used for
analysis. All data were considered statistically significant with
P< 0.05, and there was no statistical difference when P> 0.05.

3. Results

3.1. Basic Information. )ere were 8 males and 7 females in
group A, with an average age of 52.40± 11.8 years; there were
9 males and 6 females in group B with an average age of
50.5± 10.2 years old. As illustrated in Figure 2, there was no
obvious difference between the two groups of patients in
indicators such as age, gender, tumor distribution, body

mass index (BMI), tumor maximum diameter (TMD), he-
moglobin value, and the number of adrenal artery branches
(P> 0.05). All selected patients did not withdraw due to
accident event.

3.2.VisualizationResults of the3DReconstructionModel of the
Kidney. A 3D reconstruction model of the kidney of 15
patients in group A was successfully constructed.)is model
can clearly show the main renal artery and its fourth-level
branches and the main renal vein and its second-level
branches. )e renal can be visually observed through this
model. )e outline of the tumor more objectively and ef-
fectively reflects the size of the renal tumor and its spatial
distribution with other tissue structures; the kidney col-
lecting system showed a clear structure and natural con-
nections; the entire kidney system structure was clearly
displayed with anatomical details. Figure 3 shows the images
of image of renal tumor based on 2D CT and 3D recon-
struction model for better comparison.

)e use of a 3D reconstruction model of the kidney can
clearly reflect the anatomical characteristics of RPBV. In
Figure 4, the characteristics of renal artery variation were
observed from the ventral and dorsal sides, so that the
variation of the renal artery could be intuitively understood.

3.3. Image Quality Results of the 3D Reconstruction Model of
the Kidney. Of the 15 kidney 3D reconstruction models
prepared in this study, 14 cases met the standard, and the
effective rate of the built model was 93.3% (as Figure 5). One
case was unqualified because the patient’s kidney was not
filled with contrast medium enough, which resulted in fewer
main branches of the renal artery in the 3D reconstruction
model and incomplete display of the renal calyces in the
renal collection system. Although the 3D reconstruction
model of the kidney in this case was incomplete, it could still
show the anatomical details of the renal artery and renal
vein, so it had no effect on the LPN.

3.4. Classification onVariety of RPBV. Figures 6 and 7 show
the comparisons on variations of renal artery vascular and
variations on renal vein vascular in two groups, respec-
tively. Most of the cases in both groups suffered from
mixed renal artery variation, with 6 cases in group A and 7
cases in group B. )e type of renal vein variation in group
A was abnormal renal vein progression and other types,
and there were only multiple vessels type renal vein
variation in group B. )ere was no remarkable difference

Get image data Data 
preprocessing

Image 
segmentation

Visual 
mapping

3D 
reconstructionImage display

Figure 1: )e flowchart of 3D reconstruction of medical images.
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between the two groups in the total renal artery variation
rate and renal vein total variation rate (P> 0.05).

3.5. LPNResults. All the enrolled patients were diagnosed as
RCC before surgery, followed by LPN, and there were no
serious complications such as conversion to open surgery
andmajor bleeding that occurred during the surgery.)e 3D
reconstruction model of the kidney used in group A could
objectively and truly reflect the structural characteristics of
the kidney, the type of RPBV variation, and the spatial
position relationship of kidney tumors. )e constructed 3D
reconstructionmodel was adopted for preoperative scientific
planning, and it was fused and superimposed with the 2D
laparoscopic images during the surgery. )e surgery of the
patients in group A was successful. As shown in Figure 8, the
RPBV variant type was that the left renal vein run behind the
left renal artery. )e 3D model showed that it was safer and
more effective to ligate and cut the renal artery running
forward.

)e scan data obtained from CTA combined with CTU
images were applied in group B for preoperative planning.
)e patients in group B had successful surgeries.

3.6. Analysis on Efficacy. )e operation time, estimated
blood loss, intraoperative blood transfusion number/rate,
incidence of complication, postoperative hemoglobin value,

tumor recurrence number/rate, and other index values were
analyzed for the two groups of patients. )e results given in
Figure 9 revealed that the operation time of group A was
visibly lower than that of group B, and the difference was
great in statistics (P< 0.05), while the differences in other
indicators were not extreme (P> 0.05). In addition, there
was no tumor recurrence in the two groups.

4. Discussion

)e clinical application value of CT images based on the 3D
reconstruction algorithm for LPN in patients with renal
tumors was discussed in this study, so as to improve the
efficiency and safety of LPN. A 3D reconstruction model of
the kidney was constructed, the image quality was evaluated,
and the RPBV mutation of the patient was classified
according to the kidney mutation classification standard.
)en, the 3D reconstructionmodel of the kidney was applied
to LPN, and the curative effect of two groups of patients was
analyzed and compared. )e results revealed that the con-
structed 3D reconstruction model of the kidney could ob-
jectively and truly reflect the structural characteristics of the
kidney, the variant type of RPBV, and the spatial position
relationship of the renal tumors, which was helpful for the
rational planning and design of LPN before surgery. Ap-
plying the 3D reconstruction model of the kidney in LPN
could greatly shorten the operation time without
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Figure 2: Basic information of patients in two groups.
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(a) (b)

Figure 4: 3D reconstruction model image of the renal artery. Variation type was premature renal artery branch A and B referred to the
ventral renal artery and dorsal renal artery, respectively.
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Figure 5: Image quality of the 3D reconstructionmodel of the kidney. (a) Abscissa showed the quality evaluation score of renal artery image;
(b) abscissa showed the quality evaluation score of renal vein image.

(a) (b)

Figure 3: Images of renal tumor (male patient aged 48 years; the tumor was in the right kidney with the size of 4.7 cm). (a) 2D CT image of
renal tumor. (b) CT image of renal tumor based on the 3D reconstruction algorithm.
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complications. Such a result was basically consistent with the
research results of other scholars.

Malignant renal tumors mostly occur in the renal pa-
renchyma, accounting for more than 80%, including RCC,
renal sarcoma, renal metastases, Wilms tumor, and transi-
tional cell carcinoma that occurs in the renal pelvis and calyx
[10]. )e adult renal tumor has the highest incidence rate of
RCC, followed by transitional cell carcinoma originating
from the collecting system of the kidney, so the renal tumor
is also known as RCC. )e human body is most likely to
develop RCC when it is over 50 years old [11]. Compared
with the transperitoneal approach, the surgeon can reach the
kidney faster through the retroperitoneal laparoscopic ap-
proach and hardly interfere with other organs in the ab-
dominal cavity. In addition, the renal arteries are mostly
behind the renal veins, and the retroperitoneal approach
facilitates direct exposure and treatment of the renal arteries

[12]. However, because the target kidney is tightly connected
with adjacent organs in the operation of the retroperitoneal
approach, the operation space is narrow, and improper
operation may cause damage to other organs of the patient.
How to locate RPBV quickly and accurately and deal with it
effectively has become a difficult topic for many scholars,
and a comprehensive and accurate understanding of the
anatomical characteristics of RPBV before surgery has be-
come the key [13].

Huang et al. [14] used the 3D reconstruction model of
the kidney to successfully implement the “zero ischemia
partial nephrectomy,” which not only effectively reduced the
ischemic damage to the normal kidney during the operation
but also promoted the research and development of partial
nephrectomy with superselective renal artery occlusion. Xia
et al. [15] reconstructed a digital 3Dmodel of the kidney with
clear blood vessel structure and strong stereo perception
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Figure 6: Variations of renal artery vascular in the two groups.
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Figure 7: Variations on renal vein vascular in the two groups. “Other” refers to the deformation and variation of the renal vein on the
affected side of the kidney due to compression by a larger tumor.
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based on the CT scan data of preoperative patients and
formulated a more reasonable surgical plan with the aid of
simulated surgery; it was found that the actual operation was
highly consistent with the 3D reconstruction; and based on
this 3D model, clinical living kidney transplantation was
successfully implemented, the prognosis was good, and there
were no obvious surgical complications.

5. Conclusion

)e conclusions of this study were summarized as follows:
CT images based on the 3D reconstruction algorithm had
high clinical application value for LPN in patients with renal
tumors and could improve the efficiency and safety of LPN.
It was necessary to further promote the application. How-
ever, there were still many shortcomings of this study. For
example, the number of study subjects was small due to time
and conditions, and the data results obtained had to be
further researched. In future research, the number of
samples had to be expanded to increase the persuasiveness of
the data, so as to provide reliable reference information for
clinical applications. )e results of this study provided a
reliable research basis for the clinical application of 3D

technology and further demonstrated the good development
prospects of 3D reconstruction technology in the medical
field.
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Goiter is thyroid enlargement, in China, Sageretia hamosa Brongn (SHB) can be used to treat goiter, but it has not been reported.
-erefore, data analytics of SHB prescription on thyroid were explored in this study to provide a theoretical support for SHB in the
treatment of goiter. In this study, rat in goiter model was constructed by using propylthiouracil (PTU) and treated with SHB
prescription. -yroid function about the triiodothyronine (T3), free thyroxine (T4), free triiodothyronine (FT3), free thyroxine
(FT4), and thyroid-stimulating hormone (TSH) were measured by ELISA; thyroid coefficient was calculated after weighed
thyroid; and HE staining was applied to assess the morphology of thyroid tissue. miRNA microarrays were employed to detect
miRNA expression in thyroid tissue of rats. Expression of miR-511-3p was measured by RT-qPCR; expression of proteins (PTEN
and apoptosis-related proteins) was tested by western blotting; relationship between miR-511-3p and PTEN was investigated by
dual luciferase reporter gene assay; cell viability rate was determined by CCK-8; and cell cycle distribution and apoptosis rate were
detected by flow cytometry. -e results showed that SHB prescription ameliorated goiter and downregulated miR-511-3p. miR-
511-3p targeted PTEN in thyroid cells and PTEN negatively regulated the activation of PI3K/Akt pathway. Furthermore, the
inhibition of apoptosis in thyroid cells caused by the overexpression of miR-511-3p or the activation of PI3K/Akt pathway was
reversed by treatment of SHB prescription, inhibition of miR-511-3p, or overexpression of PTEN. In conclusion, SHB prescription
promoted apoptosis of thyroid through decreased miR-511-3p and regulated PTEN/PI3K/Akt pathway, it might suggest possible
medical applications.

1. Introduction

Goiter is thyroid enlargement, which is caused by a large
number of agents in the environment or medication, some
kinds of goiter with obvious hyperthyroidism or hypothy-
roidism [1]. Most patients present with benign disease and
are euthyroid at presentation, but without effective treat-
ment in time, and it will lead to more serious thyroid
pathological changes [2]. Nowadays, the main treatments are

thyroidectomy, partial resection, and single or repeated
radioiodine therapy [3]. -yroidectomy is a standard
therapy for young and otherwise healthy patients, radio-
iodine therapy is an attractive alternative to surgery in older
patients with cardiopulmonary disease, and thyroxin ther-
apy may be tried in young patients with small diffuse goiters
[4], and all have their limitations. In addition, goiter can be
cured bymany kinds of traditional Chinese medicine (TCM)
as well [5].
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In many regions of China, a lot of TCM show great
curative effect on goiter [6]. For example, Xing Qi Hua Ying
Tang ameliorated clinical symptoms of patients that were
accompanied with reduction in the size of goiter [7]; besides,
Haizao Yuhu Decoction alleviated iodine-deficient goiter via
regulating thyroid hormone synthesis [8, 9]. Sageretia
hamosa Brongn (SHB) is one of the TCM [10], it is known as
Que Mei Teng in China, which has been used to treat many
different kinds of disease among the people in Yunnan for a
long time. According to folk processing methods and
purposes, SHB can be used to treat goiter as well, but it has
not been reported. -erefore, in this study, the function of
SHB prescription on thyroid and its mechanism were
explored.

-e study found that the proliferation and apoptosis of
thyroid cells are involved in the development of goiter [11,
12]. -ere was also a study that found that TCM named
Kang-Jia-Wan played a therapeutic role via apoptosis in-
duction in the goitrous glands [13]. -e research found that
TCM take effect through microRNA (miRNA)-target net-
work [14, 15]. Moreover, miRNA deregulation observed in
human goiter influences thyroid diseases [16]. All of those
reports inspired us to focus on the miRNA that SHB reg-
ulated in thyroid cells, we used to figure out whether SHB
prescription affects the proliferation and apoptosis of thy-
roid cells through miRNA, in order to explore a possible
mechanism.

Here, we aimed to explore the underlying mechanism
that SHB prescription promotes apoptosis and inhibits
proliferation of thyroid cells in goiter, provided theoretical
support for SHB in the treatment of goiter.

2. Materials and Methods

2.1. Construction of Rat in Goiter Model. 48 SD rats (weigh
250–300 g, half male, healthy) were randomly classified into
six groups (8 rats in each group), Group 1 was the normal
group without any disposal. Groups 2–6 were administered
intragastrically by of propylthiouracil (PTU, #Js30643-5g;
YOYOBIO, Shanghai, China) 1mL·100 g−1 one day for 28
days in order to induce goiter. Each rat was fed with 20 g one
day and drank freely during the experiment. -e behavior
and hair color of rats were observed, and each of them was
weighed once a week. Animal Care and Use Committee
approved this study.

2.2. Prescription of Sageretia hamosa Brongn. Prescription of
SHB was a compatibility agent including Sageretia hamosa
Brongn（SHB）, Scutellaria barbata D. Don（SBD）, and
Hedyotis diffusaWilld.（HDW）(purchased from Kunming
traditional Chinese Medicine Factory Co., Ltd.), abbreviated
as SHB prescription in this study. Soaked 30 g SHB, 10 g SBD,
and 10 g HDW into 750 g water for 30min and then boiling
for 1 h, extracted twice and combined all the extracts, sub-
sequently, filtered with 200 mesh, concentrated the filtrate,
then collected the extract (55–60°C, specific gravity of
1.058–1.06), granulating and drying, respectively.

2.3. Treatment. Two days after discontinuation of con-
struction of rat in goiter model, Group 2–6 were treatment
with Levothyroxin Sodium Tablets (LST, #B14202007312;
Merck KGaA, Germany) or SHB prescription for 28 d. Blank
control group, rats in goiter model without any treatment;
LST group, rats in goiter model treated with LST
0.07mg kg−1 one day; light concentration of SHB pre-
scription, rats in goiter model treated with SHB prescription
in 63mg·100ml−1·100 g−1; moderate of SHB prescription,
rats in goiter model treated with SHB prescription in
126mg·100ml−1·100 g−1; high concentration of SHB pre-
scription, rats in goiter model treated with SHB prescription
in 252mg·100ml−1·100 g−1.

2.4. 3yroid Function Observation. Serum samples of rat in
each group were collected to measure the triiodothyronine
(T3, # KL-E12896; Kanglang), thyroxine (T4, # KL-E1937 R;
Kanglang), free triiodothyronine (FT3, #KL-E1640R; Kan-
glang), free thyroxine (FT4, #KL-E1006R; Kanglang), and
thyroid-stimulating hormone (TSH, #KL16995; Kanglang)
by using ELISA purchased from Shanghai Kanglang Bio-
technology Co., Ltd according to the manufacturer’s
instructions.

2.5. 3yroid Coefficient Calculation. -yroid of rats in each
group was taken and weighed, and the thyroid coefficient
was calculated by the formula (weight of thyroid/body
weight of rat)× 100%.

2.6. Hematoxylin-Eosin (HE) Staining. After weighed, thy-
roid of rats in each group was used for hematoxylin-eosin
(HE) staining to observe morphology of thyroid. To be brief,
thyroid tissues in each group were embedded in paraffin wax
to prepare 5 μm wax pieces, followed by HE staining. Tissue
sections were stained by using hematoxylin and eosin
staining kit (#GV358430; Yiji, Shanghai, China) according to
the manufacturer’s instructions. After washed for 10min,
stained slices were checked and photographed under a 200-
fold light microscope.

2.7. RNA Extraction and miRNAMicroarrays. Total RNA in
rat thyroid sample of each group was extracted by using
Trizol Total RNA Extractor (#KL-14770; Kanglang)
according to the manufacturer’s instructions. -en, the
extracted RNA was further purified by ammonium acetate/
ethanol precipitation. Reverse transcription followed by
PCR is used to create cDNA constructs. Subsequently, PCR
is performed with two primers that anneal to the ends of the
adapters. TruSeq Small RNA Sample Preparation Kits (#RS-
122-2001; Illumina, San Diego, USA) were used according to
the manufacturer’s instructions.

2.8. Cell Culture. Rat thyroid cells (FRTL-5) (#FE325;
ATCC, USA) and human thyroid cells (Htori-3) (#FE744;
ATCC, USA) were purchased from Shanghai Qiming Bio-
technology Co., Ltd. and cultured in Dulbecco’s Modified
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Eagle Medium/Nutrient Mixture F-12 (DMEM-F12,
#SH30023.01; YOYOBIO, Shanghai, China) containing 5%
fetal bovine serum (FBS, #12657-029-OJN; Gibco, USA),
100U/ml penicillin, 100mg/ml streptomycin, and 2mML-
glutamine at 37°C and 5% CO2. When the thyroid cells
reached 70–80% confluence, they were passaged in accor-
dance with standard procedures.

2.9. Drug-Contained Serum. 30 SD rats (weigh 250–300 g,
half male, healthy) were randomly divided into two groups,
15 rats which used to produce drug-contained serum were
treated with SHB prescription in 252mg,·100ml−1, 100 g−1,
and the other 15 rats which used to produce blank serum
received the same dose of normal saline for 10 d. After the
last gastrogavage for 1 h, blood samples from femoral artery
were collected, then coagulation for 2 h, and carefully col-
lected the supernatant after centrifugation at 1500 rpm for
10min, and placed in −80°C refrigerator. -e samples were
filtered through 0.22 μm membrane before being used, fil-
trates were drug-contained serum and blank serum,
respectively.

2.10. Cell Transfection and Treatment. miR-511-3p mimics,
miR-511-3p inhibitor, si-PTEN, and pcDNA-PTEN were
designed and produced by Guangzhou Ruibo Biotechnology
Co., Ltd. (China). Invitrogen™ Lipofectamine™ 2000
Transfection Reagent (#11668027; Invitrogen, USA) was
used to perform FRTL-5 and Htori-3 transfection according
to the manufacturer’s instructions. After transfected with
miR-511-3p mimics, FRTL-5 and Htori-3 cultured with 1%
blank serum as blank group, and 1%, 5%, and 10% drug-
contained serum as SHB prescription light, moderate, and
high dose groups, respectively. According to the experiment,
50 μg/mL 740 Y–P (#TQ0003; TargetMo, USA) was used to
treat FRTL-5 and Htori-3, and FRTL-5 and Htori-3 which
cultured with 10% drug-contained serum or transfected with
miR-511-3p inhibitor/pcDNA-PTEN for 48 h.

2.11. Quantitative Reverse Transcription Polymerase Chain
Reaction (RT-qPCR). Total RNA was extracted from FRTL-
5 and Htori-3 in each group by using TRIzol reagent (#ZC-
0021A; ZCIBIO, Shanghai, China). After reversed extracted
total RNA into cDNA by using reverse transcription kit
(#DXT-218061; Qiagen, USA), RT-qPCR was performed by
using SYBR® Premix Ex Taq™ II (#HRR820A-1; Takara,
Japan). -e reaction conditions were as follows: 95°C for
7min, f 45 cycles of 95°C for 1min, 60°C for 35 s, and 72°C
for 30 s, and finally at 72°C for 2min. -e forward and
reverse primers were as follows: miR-511-3p F: 5′-
ACACCCATCGTGTCTTTTGC-3′ and R 5′-CAATG-
GACCACCATTCTGTCT-3’; U6 F: 5′-CTCGCTTCGGCA
GCACA-3′ and R 5′-AACGCTTCACGAATTTGCGT-3’.
Expression of miR-511-3p was determined by using the
2−ΔΔCt method.

2.12. Western Blotting. Total protein was isolated from
FRTL-5 and Htori-3 in each group by using total protein

extraction kit (#2140; Millipore, USA), after measuring the
concentration of isolated total protein by using BCA protein
quantification kit (#GV357593; Yiji), they were separated by
10% sodium dodecyl sulfate polyacrylamide gel electro-
phoresis (SDS-PAGE), subsequently, transferred onto pol-
yvinylidene difluoride (PVDF) membrane and blocked with
5% skim milk, then incubated with primary antibodies
against Bcl-2 (1 :1000, #ER1802-97; HUABIO, Hangzhou,
China), anti-Bax (1 :1000, #ER0907; HUABIO), anti-cas-
pase-3 (1 :1000, #ET1602-39; HUABIO), anti-PTEN (1 :
1000, #RT1519; HUABIO), anti-PI3K (1 :1000, #bs-0128R;
Bioss, Beijing, China), anti-p-PI3K (1 :1000, #bs-5587R;
Bioss), anti-Akt (1 :1000, #bs-2056R; Bioss), anti-p-Akt (1 :
1000, # bs-5188R; Bioss), and anti-GAPDH (1 :1000,
#ER1901-65; HUABIO) overnight. -e next day, the PVDF
membrane was treated with secondary antibody (1 :1000,
#HA1024; HUABIO) and visualized by using SuperBrite™
ECLWestern Blot Substrate/Detection Kit (#BIV-K823-200;
BioVision, USA). -e gray values of bands were analyzed by
using ImageJ used to software.

2.13. Cell Count Kit-8 (CCK-8). Cell Count Kit-8 (CCK-8,
#BA00208; Bioss) was used to detect cell viability of FRTL-
5 and Htori-3 in each group according to the manufac-
turer’s instructions. -en, the absorbance value was de-
tected at a wavelength of 450 nm by using microplate
reader.

2.14. Flow Cytometry. Flow cytometry was employed to
measure cell cycle distribution and cell apoptosis rate. In
order to measured cell cycle distribution, FRTL-5 and Htori-
3 were stained with 50mg/mL propidium iodide (PI) and
RNase at 37°C for 30min and then analyzed by flow
cytometry. In order to measure cell apoptosis rate, FRTL-5
and Htori-3 were treated with 10 μL Annexin-V–Fluorescein
Isothiocyanate (FITC) and PI at 4°C for 30min in the dark,
and analyzed by flow cytometry.

2.15. Dual Luciferase Reporter Genes Gene Assay. Dual lu-
ciferase reporter gene assay kit (#GV357366; Yiji) was used
to verify relationship between miR-511-3p and PTEN. In
brief, the 3′-Untranslated Regions (UTR) of PTEN wild type
(WT) or mutant type (MUT) was cloned into the pGLO
luciferase vector and transfected them with or without miR-
511-3p mimics into 293T by using Invitrogen™ Lip-
ofectamine™ 2000 Transfection Reagent. After 48 h, the
luciferase activity was detected by using dual luciferase re-
porter assay system.

2.16. Statistical Analysis. Data are expressed as mean-
s± standard error of the mean (SEM). Statistical analysis was
performed by using a Student’s t-test between two groups
and one-way analysis of variance (ANOVA) among groups
with GraphPad Prism 7.0 software. P values< 0.05 were
considered statistically significant.

Journal of Healthcare Engineering 3



RE
TR
AC
TE
D

3. Results

3.1. Effect of SHB Prescription on Rat in Goiter Model. To
verify the function of SHB prescription in goiter rat, first, the
goiter model rat was established by using PTU, after PTU
applied for 28 d, rats showed rough fur, loose skin, and slow
reaction, and as Table 1 showed, the body weight of rat in the
goiter group is less than the normal group. -en, we treated
goiter rat with light, moderate, and high concentration of
SHB prescription, and the LST treatment was the positive
medicinal control group, after treatment for 28 d, their body
weight increased compared with goiter rat without any
treatment (Table 1); besides, the rats showed smooth fur,
tight skin, and faster reaction. Besides, both SHB pre-
scription and LST treatment reduced the thyroid coefficient
(P< 0.05) (Table 2 and Figure 1(a)) and improved thyroid
function (P< 0.05; Figure 1(b)). Moreover, HE staining
results also indicated that high concentration of SHB pre-
scription promoted morphology of thyroid tissue return to
normal as LST done (Figure 1(c)). -ese results suggested
that SHB prescription ameliorated goiter in concentration-
dependent manner.

3.2. Regulation of SHB Prescription on Expression of miRNAs
in Goiter Rat. In order to further explore the underlying
mechanism of therapeutic effect of SHB prescription on
goiter, we employed miRNA microarrays to detect the
relative miRNA expression levels in thyroid tissue of rats
in the above experimental groups. From this analysis,
there were many differentials expressed miRNAs in the
normal, goiter, LST, and SHB prescription groups
(Figure 2(a)). We identified the top 10 miRNAs whose
expression was upregulated in the goiter group compared
with normal and decreased with LST and SHB prescrip-
tion treatment, besides there were also the top 10 miRNAs
whose expression was downregulated in the goiter group,
and increased after LST and SHB prescription treatment
(Table 3 and Figure 2(b)). Finally, miR-511-3p was chose
for further experiments. As a first step in confirming the
validity of the array data, we performed RT-qPCR onmiR-
511-3p, as shown in Figure 2(c) (P< 0.05), these it was
overexpressed in the goiter group compared with the
normal group, while its expression decreased after LST or
SHB prescription treatment, and this was statistically
significant, consistent with the microarray experiments.
-erefore, we speculated that one of the ways that SHB
prescription might improve goiter was through down-
regulation of miR-511-3p.

3.3. SHB Prescription Effected Proliferation and Apoptosis of
3yroid Cells through miR-511-3p. miRNAs participate in
the regulation of cell physiological process and can be
regulated by TCM, based on the miRNAmicroarrays results,
miR-511-3p mimics was transfected into thyroid cell lines
FRTL-5 and Htori-3, after treated with SHB prescription in
different concentration, cell cycle, viability, and apoptosis
ability were measured. First, RT-qPCR results showed that
compared with the normal and the blank group, expression

of miR-511-3p significantly increased in miR-511-3p mimics
group, while it decreased with the increase of SHB pre-
scription concentration (P< 0.05; Figure 3(a)). Moreover,
flow cytometry, CCK-8, and western blotting results in-
dicated that the overexpression of miR-511-3p accelerated
cell cycle, promoted proliferation, and inhibited apoptosis
of FRTL-5 and Htori-3, but SHB prescription reversed
it in concentration-dependent manner (P< 0.05;
Figures 3(b)–3(e)). Hence, SHB prescription suppressed
proliferation and promoted apoptosis of thyroid cells as
observations in more cells in G1 phase and less cells in G2/
M phase through downregulated expression of miR-511-
3p.

3.4. Relationship between miR-511-3p, PTEN, and PI3K/Akt
Pathway. -e target genes of miR-511-3p have predicted by
using bioinformatics. PTEN aroused our great interest, and
the binding sites are shown in Figure 4(a). In order to
confirm the relationship between miR-511-3P and PTEN, a
dual luciferase reporter gene assay was carried out, and the
results revealed that the luciferase activity of PTEN-WTwas
markedly reduced in miR-511-3p mimics (P< 0.05), but the
luciferase activity of PTEN-MUT had no significant different
between NC and miR-511-3p mimics group (P> 0.05;
Figure 4(b)). Besides, western blotting indicated that the
overexpression of miR-511-3p significantly reduced the
expression of PTEN protein (P< 0.05; Figure 4(c)), in ad-
dition, both overexpression of miR-511-3p and knockdown
of PTEN activated PI3K/Akt pathway, while overexpression
of PTEN inhibited PI3K/Akt pathway and relaxed the ac-
tivation of PI3K/Akt pathway caused by overexpression of
miR-511-3p (P< 0.05; Figure 4(d)). -ese results indicated
that miR-511-3p targeted PTEN and regulated PI3K/Akt
pathway in thyroid cells.

3.5. SHB Prescription Effected Proliferation and Apoptosis of
3yroidCells throughRegulatedmiR-511-3p/PTEN/PI3K/Akt
Pathway. Aimed to clarify whether SHB prescription reg-
ulated proliferation and apoptosis of thyroid cells through
miR-511-3p/PTEN/PI3K/Akt pathway, we first activated
PI3K/Akt pathway by using 740 Y–P and then treated with
SHB prescription, transfected miR-511-3p inhibitor or
pcDNA-PTEN into FRTL-5 and Htori-3 and then measured
the expression of protein related to PI3K/Akt pathway
(P< 0.05; Figure 5(a)) and apoptosis (P< 0.05; Figure 5(e))
by western blotting, detected cell viability by CCK-8
(P< 0.05; Figure 5(c)), and measured cell cycle (P< 0.05;
Figure 5(b)) and apoptosis rate (P< 0.05; Figure 5(d)) by
flow cytometry. -e results showed that 740 Y–P activated
PI3K/Akt pathway in thyroid cells, enhanced cell viability
ability, and suppressed cell apoptosis through increased cell
in G2/M phase. However, treatment of SHB prescription,
inhibition of miR-511-3p, or overexpression of PTEN
reverted these functions. -ese results indicated that SHB
prescription inhibited proliferation and promoted apoptosis
of thyroid cells through regulated miR-511-3p/PTEN/PI3K/
Akt pathway.
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4. Discussion

In this study, we found that rat in goiter model could be cured
by SHB prescription, and then we explored the molecular
mechanism via which SHB prescription promotes apoptosis
of thyroid cells. We confirmed that SHB prescription induced
downregulation of miR-511-3p and promoted apoptosis of
thyroid cells through PTEN/PI3K/Akt pathway. -e results
suggested that SHB prescription was shown to be a promising
therapeutic regimen for the treatment of goiter.

Although, it has been used as a folk medicine for goiter
by local people in Yunnan, regrettably, we did not collect
enough and complete information about patients in goiter
treated with SHB for the report. While, in our study, the
results showed that SHB prescription decreased thyroid
coefficient, improved thyroid function, and relieved goiter in
rat as LST worked. As a synthetic thyroxine, LST is the
treatment of choice for hypothyroidism, it also could be used
to treat goiter; however, goiter patient treated with LST was
diagnosed levothyroxine-induced liver injury, after cessation
of LST, liver enzymes gradually returned to normal [17, 18].
Despite a few study found that SHB scavenges reactive
oxygen radical species and increases the resistance of low-
density lipoprotein to oxidation [19, 20], and there is no any
other research on pharmacology of SHB up to now. While,
TCM is relatively benign, that suggested SHB prescription
might has advantages to goiter patient.

In our study, besides SHB, SHB prescription also in-
cluded Scutellaria barbata D. Don (SBD) and Hedyotis
diffusa Willd. (HDW). SBD is used in traditional Chinese
and Korean medicine as a perennial herb, which has heat-
clearing and detoxifying properties [21]. Recent studies have
shown that SBD protects oxygen glucose deprivation/
reperfusion-induced injuries of PC12 cells [22]. Besides,
SBD has shown impressive antitumour activity in cancer

[23]. HDW is also a well-known TMC with a variety of
activities, especially its anticancer effect in the clinic [24].
-e latest study demonstrated that HDW significantly re-
duced inflammatory lesion and inflammatory cell infiltra-
tion in a mouse model of experimental autoimmune
prostatitis [25]. In addition, HDW as a complementary
therapy is important for the treatment of advanced naso-
pharyngeal carcinoma patients [26]. Fortunately, our results
suggested that SHB prescription effectively inhibited pro-
liferation and promoted apoptosis of thyroid cells by ar-
resting the cell cycle at G1 phase. As a disease with thyroid
enlargement, abnormal proliferation and apoptosis of thy-
roid cell exist in goiter. -us, promoting apoptosis and
inhibiting proliferation of thyroid cells are an effective
method for the treatment of goiter. -erefore, our work
further demonstrated that SHB prescription was an ideal
technique for the treatment of goiter.

TCMs have been widely used against a broad spectrum
of biological activities, and a kind of the underlying
mechanism is the regulation of miRNA. Such as down-
regulation of miR-294 by Baicalin was its key mechanism of
action in decreasing embryonic stem cells proliferation [27].
In our study, the overexpression of miR-511-3p in thyroid
cells significantly stimulated cell proliferation and restrained
cell apoptosis, while SHB prescription reversed it through
downregulated expression of miR-511-3p in concentration-
dependent manners. Although there was some study re-
ported miR-511-3p involved in regulation of inflammation
or progression of cancer [28], it is seldom reported miR-511-
3p play a role in thyroid disease. Our study has demonstrated
that miR-511-3p promoted proliferation, effected cell cycle,
and inhibited apoptosis of thyroid cells, it might a pro-
spective marker of goiter, while the newest research indi-
cated that miR-511-3p is involved in cell cycle, proliferation,
and metastasis through regulated AKT3 [29].

Table 1: Weight changes of rats (x± s, n� 8, g).

Treatment Concentration Goiter 1 d Goiter 14 d Goiter 28 d Treatment 28 d
Normal — — 188.58± 13.5 231.67± 21.5 248.67± 27.4 297.75± 48.4

Goiter

Blank — 200.75± 22.7 229.67± 30.7 224.67± 30.0∗ 270.42± 38.9#
LST 201.56± 13.7 224.33± 24.5 235.83± 27.6∗ 287.00± 48.7#

SHB prescription
Light 200.75± 16.3 236.17± 34.4 227.25± 36.8∗ 276.17± 57.4#

Moderate 200.42± 15.9 235.33± 26.4 228.83± 27.2∗ 277.00± 41.5#
High 200.75± 19.5 230.17± 16.8 228.33± 16.7∗ 280.42± 40.4#

∗P< 0.05 vs. normal group; #P< 0.05 vs. Goiter 28 d group.

Table 2: -e weight of thyroid and body of rat after treatment (x± s, n� 8).

Treatment Concentration Body weight (g) -yroid weight (g) -yroid coefficient (%)
Normal — — 300.88± 49.6 0.0496± 0.00596 0.0169± 0.00362

Goiter

Blank — 281.25± 44.2 0.0848± 0.01694 0.0306± 0.00631∗∗∗
LST 287.00± 48.79 0.0592± 0.0087 0.0207± 0.00187∗###

SHB prescription
Light 258.25± 45.86 0.0681± 0.01069 0.0268± 0.00409∗∗∗ΔΔ

Moderate 269.75± 41.55 0.0495± 0.00751 0.0184± 0.00183###Δ
High 280.25± 46.63 0.0522± 0.00864 0.0192± 0.00472##

∗P< 0.05 vs. normal group; ∗∗∗P< 0.001 vs. normal group; ##P< 0.01 vs. blank group; ###P< 0.001 vs. blank group; ΔP< 0.05 vs. Goiter + LSTgroup;
ΔΔP < 0.01 vs. Goiter + LST group.
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Figure 1: Continued.
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miRNAs take part in the regulation of cell physiological
processes through binding its target genes. In our study, miR-
511-3p targeting and downregulated the expression of
phosphatase and tensin homolog deleted on chromosome ten

(PTEN), which is a phosphatase, regulated cell cycle, mi-
gration, growth, DNA repair, and survival signaling [30]. It
has been found that PTEN plays an important role in thyroid
function and disease, and the loss of PTEN resulted in a

Light Moderate High

Goiter + SHB prescription

Normal Blank LST

Goiter

(c)

Figure 1: Effect of SHB prescription on rat in goiter model. (a) -yroid coefficient of rat. (b)-yroid function about triiodothyronine (T3),
free thyroxine (T4), free triiodothyronine (FT3), free thyroxine (FT4), and thyroid-stimulating hormone (TSH) measured by ELISA. (c) HE
staining of thyroid tissues (scale bar� 100 μm).∗P< 0.05 vs. normal group; ∗∗P< 0.01 vs. normal group; ∗∗∗P< 0.001 vs. normal group;
#P< 0.05 vs. blank group; ##P< 0.01 vs. blank group; ###P< 0.001 vs. blank group; ΔP< 0.05 vs. Goiter + LST group; ΔΔP< 0.01 vs.
Goiter + LST group.
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Figure 2: Regulation of SHB prescription on expression of miRNAs in goiter rat. (a) Venn diagram and (b) Heat map showing abnormally
expressed miRNAs. (c) Expression of miR-511-3p measured by RT-qPCT.∗∗P< 0.01 vs. normal group; ∗∗∗P< 0.001 vs. normal group;
##P< 0.01 vs. blank group; ΔP< 0.05 vs. Goiter + LST group.
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Table 3: Selected significantly different miRNAs in SHB prescription treatment compared to other groups.

miRNA Regulation Fold change P value
miR-378 Down −2.45 0.003
miR-30a-3p Down −0.58 0.014
miR-511-3p Down −0.25 0.008
miR-223-3p Down −0.35 0.021
miR-760 Down −0.63 0.023
miR-6412 Down −0.31 0.025
miR-322-3p Down −0.34 0.028
miR-582 Down −0.76 0.022
miR-345 Down −0.97 0.039
miR-130a-5p Down −1.48 0.004
Mir-1246-3p Up 1.11 0.016
miR-2478 Up 2.05 0.023
Let-7a-5p Up 0.27 0.039
miR-129-5p Up 1.51 0.005
miR-350-3p Up 0.74 0.014
miR-125a Up 1.12 0.014
miR-690 Up 2.70 0.014
miR-217-5p Up 1.92 0.020
miR-409-3p Up 0.73 0.021
miR-433-3p Up 1.10 0.023
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Figure 3: SHB prescription effected proliferation and apoptosis of thyroid cells through miR-511-3p. (a) Expression of miR-511-3p
measured by RT-qPCT. (b) Cell cycle distribution of FRTL-5 and Htori-3 measured by flow cytometry. (c) Cell viability rate of FRTL-5 and
Htori-3 measured by CCK-8. (d) Cell apoptosis rate of FRTL-5 and Htori-3 measured by flow cytometry. (e) Expression of apoptosis-related
proteins Bcl-2, Bax, and caspase-3 measured by western blotting. ∗P< 0.05 vs. normal group; ∗∗P< 0.01 vs. normal group; ∗∗∗P< 0.001 vs.
normal group; #P< 0.05 vs. blank group; ##P< 0.01 vs. blank group; ###P< 0.001 vs. blank group; ΔP< 0.05 vs. miR-511-3p mimics group;
ΔΔP< 0.01 vs. miR-511-3p mimics group; ΔΔΔP< 0.001 vs. miR-511-3p mimics group.
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Figure 4: Continued.
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Figure 4: Relationship between miR-511-3p, PTEN, and PI3K/Akt pathway. (a) Binding sites between miR-511-3p and PTEN. (b) Re-
lationship between miR-511-3p and PTEN verified by dual luciferase reporter gene assay. ∗∗P< 0.01 vs. NC group. (c) Expression of PTEN
protein measured by western blotting. ∗∗P< 0.01 vs. NC group. (d) Expression of protein in PI3K/Akt pathway.∗P< 0.05 vs. NC group;
∗∗P< 0.01 vs. NC group; ##P< 0.01 vs. miR-511-3p mimics group; ΔΔP< 0.01 vs. OE-PTEN group.
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significant increase in the thyrocyte proliferative index [31].
PTEN serves as a negative regulator of phosphatidylinositol-
3-kinase (PI3K)/Akt signaling pathway, which is an impor-
tant regulator of many cellular events, including apoptosis,
proliferation, and motility [32]. Our results fund that the
activation of PI3K/Akt signaling pathway enhanced prolif-
eration and inhibited apoptosis of thyroid cells, while SHB
prescription treatment, miR-511-3p inhibition, or PTEN
overexpression reversed these effects. Interestingly, PTEN is a

tumor suppressor gene mutated in many human cancers [33],
and the loss of PTEN function leads to activation of PI3K/Akt
signaling pathway and is strongly associated with progression
of cancer [34]. -erefore, our result might suggest that SHB
prescription not only help to treat goiter but alsomay have the
effect of preventing thyroid cancer.

In summary, our results showed that were found to cure
rat in goiter model and downregulated miR-511-3p in
thyroid tissues and cells in concentration-dependent
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Figure 5: SHB prescription effected proliferation and apoptosis of thyroid cells through regulated miR-511-3p/PTEN/PI3K/Akt pathway.
(a) Protein expression of PTEN measured by western blotting. (b) Cell cycle distribution of FRTL-5 and Htori-3 measured by flow
cytometry. (c) Cell viability rate of FRTL-5 and Htori-3 measured by CCK-8. (d) Cell apoptosis rate of FRTL-5 and Htori-3 measured by
flow cytometry. (e) Expression of apoptosis-related proteins Bcl-2, Bax, and caspase-3 measured by western blotting. ∗P< 0.05 vs. normal
group; ∗∗P< 0.01 vs. normal group; ∗∗∗P< 0.001 vs. normal group; #P< 0.05 vs. blank group; ##P< 0.01 vs. blank group; ###P< 0.001 vs.
blank group; ΔP< 0.05 vs. 740 Y–P group; ΔΔP< 0.01 vs. 740 Y–P group; ΔΔΔP< 0.001 vs. 740 Y–P group.
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manner. Besides, there was a target relationship between
miR-511-3p and PTEN in thyroid cells, and PTEN negatively
regulated the activation of PI3K/Akt signaling pathway.
Furthermore, the inhibition of apoptosis in thyroid cells
caused by overexpression of miR-511-3p or activation of
PI3K/Akt signaling pathway was reversed by treatment of
SHB prescription, inhibition of miR-511-3p, or over-
expression of PTEN. -erefore, our results indicated that
SHB prescription promoted apoptosis of thyroid through
decreased miR-511-3p and regulated PTEN/PI3K/Akt
pathway.

-e greatest regret of this study is that not enough and
complete data of SHB prescription treated goiter patient
were collected. Besides, the function of miR-511-3p and
PTEN/PI3K/Akt pathway in the treatment of SHB pre-
scription in goiter rat are performing now. Importantly, our
study confirmed that SHB prescription not only help to treat
goiter but also may prevent thyroid cancer; thus, research on
SHB is warranted.

5. Conclusion

-is study demonstrated that SHB prescription relieved
goiter through inhibited proliferation and promoted apo-
ptosis of thyroid cells via downregulated miR-511-3p and
PTEN/PI3K/Akt pathway.
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)is work aimed to investigate values of contrast-enhanced ultrasound (CEUS) under DEFLATE in the classification and di-
agnosis of the common bile duct and superficial lymphoid lesions. 88 patients with lower common bile duct lesions and 126
patients with superficial lymphoid lesions were selected as the subjects investigated and examined by CEUS under DEFLATE to
compare characteristics and diagnostic efficiency of CEUS in different types of lesions. )e time-intensity curve (TIC) was for
quantitative analysis on CEUS results. )e results showed that there were statistically significant differences in the comparison of
time to peak (TTP), area under the curve (AUC), and gradient (Grad) of common bile duct walls in patients from the malignant
group (P< 0.05), while the comparison of three indicators of patients in the benign group was not statistically remarkable
(P> 0.05). In addition, there were statistically great differences in TTP, AUC, and Grad among patients in the benign and
malignant groups (P< 0.05). )e sensitivity, specificity, accuracy, and positive/negative predictive value of CEUS+ ultrasound
(US) in the diagnosis of benign and malignant lymph nodes were 92.83%, 87.14%, 89.54%, 91.23%, and 86.43%, respectively. )e
values of maximal intensity (Imax) in the reactive hyperplasia group (group A), lymphoma group (group B), and metastatic lymph
nodes group (group C) were compared, showing statistical differences (P< 0.05). )e TTP and AUC of group B were higher than
those of groups A and C, respectively (P< 0.05), and the base-to-peak ascending slope (KUP) and the absolute value of the
semidescending slope (KDOWN) in group C increased hugely compared to group A (P< 0.05). It indicated that CEUS examination
under DEFLATE could be applied in the qualitative diagnosis of lower common bile duct lesions and superficial lymphoid lesions,
which was worthy of clinical application.

1. Introduction

)e lesions located in the lower common bile duct usually
include a variety of lesions such as stone inflammatory
stenosis and tumor, which often cause biliary obstruction
[1]. Compared with other imaging diagnostic methods, US
examination has become the preferred method for ob-
struction lesions due to its convenient operation and low
cost. Although the conventional US can also play an im-
portant role in the diagnosis of lower common bile duct
lesions, it is easy to be affected by gastrointestinal gas; thus, it
is difficult to give an accurate assessment of lower common

bile duct lesions. Contrast-enhanced ultrasound (CEUS) is a
new examination technology developed based on US
technology, which is a major innovation of US technology
[2]. With the rapid development of US contrast agents, liver,
kidney, and bile duct imaging has been greatly enhanced by
CEUS, and CEUS is now widely applied in abdominal and
small organ diseases [3, 4]. CEUS technology can not only
increase the display rate of lower common bile duct lesions
but also clearly observe the enhancement speed and intensity
of tissues or tumors. It is a critical tool to assist doctors in the
diagnosis of lower common bile duct lesions. )erefore, the
identification of lower common bile duct lesions with CEUS
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technology can provide more accurate and valuable infor-
mation for subsequent clinical treatment and survival
prognosis assessment. CEUS was first used for the diagnosis
and differentiation of liver or heart diseases. Due to its
continuous development and maturity, CEUS is gradually
applied to the diagnosis of superficial organ lesions, such as
thyroid, breast, and lymph node [5, 6]. )ere are differences
in pathophysiological basis on different types of lymphoid
lesions, the differentiation of benign and malignant lymph
nodes is of great significance for the diagnosis and prognosis
analysis of tumor diseases, and US examination is the
preferred diagnostic method for superficial lymphoid lesions
[7]. CEUS has a marked advantage in the qualitative study of
benign and malignant enlarged lymph nodes in contrast to
the conventional US and Doppler US imaging. )e blood
perfusion and microvascular distribution in lymph nodes
can be observed clearly and in real time through CEUS,
which provides more abundant information for doctors’
subsequent diagnosis [8]. )us, the classification and dif-
ferentiation of lower common bile duct lesions and su-
perficial lymphoid lesions by CEUS have great meanings for
the clinical diagnosis of this disease and the selection of
subsequent treatment options.

Data compression refers to the application of an ap-
propriate data compression algorithm to process redundant
data, so as to achieve data compression, which can not only
increase the internal storage space of the device but also
extend the working time to effectively improve the detection
efficiency of the device [9]. )erefore, US data compression
is one of the key links to promote the working efficiency of
US equipment. Lossless compression means that complete
original data information is retained during data com-
pression without loss of information, and the decompression
algorithm can be adopted to recover the original data, which
is suitable for all kinds of scenarios requiring the retention of
ultrasonic detailed data [10]. As a lossless compression al-
gorithm, DEFLATE is an improved version of Lempel-Ziv
1977 compression format (LZ77), which is widely applied in
a variety of real-time compression scenarios.

)erefore, DEFLATE was employed to compress CEUS
data and analyze its compression performance and speed.
Moreover, patients with lower common bile duct lesions and
superficial lymphoid lesions were selected as the subjects
investigated, respectively. By analyzing characteristics and
diagnosis efficiency of different pathological types in CEUS,
the application value of classification and diagnosis for
abdominal and superficial organs were further discussed
under DEFLATE of CEUS.

2. Materials and Methods

2.1. Contrast-Enhanced Ultrasound Diagnosis of Lower
CommonBile Duct Lesions. A total of 88 patients with lower
common bile duct lesions, admitted to the hospital from
October 2018 to October 2019, were selected and grouped
into a benign group (32 patients) and a malignant group
(56 patients) based on the pathological results. Meanwhile,
30 healthy volunteers were selected and grouped into a
control group. )e criteria for inclusion were defined to

include patients who had more than 5mm maximum di-
ameter of lesion, had received US examination, had good
image quality, and were able to cooperate with doctors to
complete the examination of respiration, posture, and so on.
)e criteria for exclusion were defined to include patients
younger than 18 years or older than 80 years, suffering from
pulmonary insufficiency, in pregnancy or lactation period,
and allergic to the contrast agent. )is experiment had been
approved by the Ethics Committee of the hospital, and all the
patients contained in the experiment had known about the
experiment and agreed to it.

Patients drank 1,000mL of water before the examina-
tion.)eir lesion sites were scanned by conventional US and
color Doppler US to observe the morphology, size, echo
characteristics, and surrounding tissues of lesion sites. After
that, CEUSmode was activated, and patients were instructed
to breathe calmly to ensure the quality of the obtained best
sections of contrast-enhanced imaging. Sulfur hexafluoride
was selected as the contrast agent, and 0.9% sodium chloride
(NaCl) was added into it to prepare suspension that was
extracted 1.5mL each time. When the timing of the in-
strument was started, an appropriate amount of contrast
agent was quickly injected into the peripheral vein. Patients
held their breath for 10 seconds before the arterial phase and
breathed calmly for 10 seconds after the arterial phase.When
the contrast agent completely subsided, the observation was
stopped and the dynamic graphs within 120 seconds were
stored.

TIC was used for the quantitative analysis of CEUS in
and around the lesions. )e region of interest (ROI) was
selected and delineated based on lesion size. TIC were drawn
to record various indicators by the instrument’s own CEUS
software. )ree indicators, namely, TTP, AUC, and Grad,
were selected for subsequent analysis.

2.2. Superficial Lymphoid Lesions Diagnosed by Contrast-
Enhanced Ultrasound. 126 patients with superficial lym-
phoid lesions, admitted to the hospital from October 2018 to
October 2019, were selected to undergo US examination.
)ere were 72 males and 54 females with an average age of
51.25± 15.26 years. )e experiment had been approved by
the Ethics Committee of the hospital, and all patients in-
cluded in the study had signed informed consent. )e cri-
teria for inclusion were patients who were over 18 years old,
had contraindication of CEUS, and had pathological results
that were obtained by a needle biopsy or surgery.)e criteria
for exclusion were patients who had poor-quality CEUS
images, were observed for less than 90 seconds through
CEUS, had incomplete pathological results, and did not
suffer from tuberculosis in TIC analysis.

All the patients had conventional US examination in
advance, to mainly observe the grayscale of the target lymph
nodes and color Doppler ultrasonic characteristics. After
that, the patients had a CEUS examination combined with
low mechanical index imaging technology. Besides, the
mechanical index was set within the range of 0.03–0.07, and
posterior lymph nodes were regarded as the focus of the
image. Contrast agent SonoVue was selected, which had a
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white freeze-drier power shape, to be added with normal
saline for adequate dissolution, to prepare emulsion
microbubble suspension. 2.5mL of the contrast agent was
injected into the median vein of a patient, and then, 10mL of
normal saline was applied to rapidly wash pipe. A timer was
started as soon as the beginning of contrast agent injection,
dynamic image with the length of about 3 minutes was
obtained and stored. Two experienced sonographers were
selected to diagnose lymph nodes as benign or malignant
based on the ultrasonic image. )e patients were divided
into a benign group (including group A and a tuberculous
lymphadenitis group (group D)) and a malignant group
(including groups B and C) based on the criteria of US-
mediated puncture or surgery, to calculate their sensitivity,
specificity, accuracy, and positive/negative predictive values.

SonoLiver software was applied to analyze the CEUS
images, and lymph nodes were regarded as ROI to draw TIC,
to obtain indexes such as RT, TTP, mean transit time (mTT),
and Imax. In addition, KUP and KDOWN were calculated, and
AUC was obtained by Qontra Xt software.

2.3. Lossless Compression Algorithm of Ultrasonic Data.
Ultrasonic data should be preprocessed before compression.
According to different classification characteristics of ul-
trasonic data, preprocessing methods were also different.
)e grass wave data were preprocessed with smooth pro-
cessing, and the defect wave data were preprocessed with
differential processing. After the grass wave data were
smoothed, the signal became smoother, the burr decreased,
and the information entropy of the grass wave signal de-
creased accordingly, to facilitate the subsequent compres-
sion processing operation. If two peaks met the
requirements and the directions of two adjacent peaks were
opposite, the principle of “appear first, process first” was
followed. After the first peak was smoothed, the second peak
would disappear. )e method of differential processing was
for the defect wave.)e amplitude value range of defect wave
was relatively wide and the data information entropy was
relatively large. After differential processing, the signal
amplitude information was converted into the amplitude
change information, as shown in

M(i) �
A(i) − A(i − 1), i> 1,

A(i), i � 1.
 (1)

In equation (1),A represents the original signal,M stands
for the processed signal, and i expresses the signal number.

)e calculation method of data information entropy is
shown as follows:

S(i) � − 
i

P Xi( log2 P Xi( . (2)

In equation (2), S stands for the information entropy and
P and −log2 P(Xi) express probability and self-information
of Xi, respectively.

DEFLATE was mainly composed of two coding methods
(Huffman and LZ77), and the coding process is shown in
Figure 1. After the raw data was entered, LZ77 encoding was

first applied to generate Literal, Distance, and Length. )en,
Huffman coding was employed to compress and process
Distance elements to obtain DIST data rate and corre-
sponding Huffman code table. Literal and Distance elements
were combined to adopt the same operation as Distance
elements to obtain LIT data rate and corresponding Huff-
man data table. After that, the Huffman data table was
compressed, CL sequence was adopted, and SQ sequence
was obtained after CL run-length coding. After its coding
was compressed, the SQ data rate and the corresponding
Huffman code table were obtained, and the CCL data rate
was obtained after further processing.

)e evaluation criteria for compression algorithms in-
cluded compression ratio (CR), relative root mean squared
error (R2MSE), algorithm complexity, and correlation co-
efficient r. CR referred to the proportion of the number of
bytes after compression in the number of bytes of raw data,
and the following equation could be adopted to calculate CR:

CR �
Nafter

Nbefore
× 100%. (3)

R2MSE represents that the difference between com-
pressed restored data and raw data, as shown in the fol-
lowing equation:

R2MSE �

�����������������


N
i�0 X(i) − X′(i)( 

2


N
i�1X

2
(i)




× 100%. (4)

In equation (4), X (i) and X′(i) stand for the raw restored
data and compressed restored data, respectively.

r expresses the correlation between the restored data and
raw data after compression, which is represented as follows:

r �
E X(i)X′(i)(  − E X(N)X′(i)( 

�������
D(X(i))

 ��������

D X′(i)( 

 . (5)

In equation (5), E (X) and D (X) represent mathematical
expectation and variance, respectively.

CR, R2MSE, and r are all evaluation indexes at the
mathematical level. However, the evaluation of compression
algorithm complexity was indispensable in practical appli-
cation, and indirect quantization representation was usually
expressed by compression speed and decompression speed.

2.4. Statistical Analysis. SPSS20.0 software was used for
statistical analysis. )e measurement data were expressed as
mean± standard deviation, and t-test was adopted to
compare the differences among the groups. Besides, the
measurement data were represented as percentage, and the
χ2 test was applied to compare the differences among the
groups. If P< 0.05, the difference was statistically significant.

3. Results

3.1. Results of Data Compression Examined by Ultrasound
under Compression Algorithm. )e run-length encoding
(RLE) [11], Huffman [12], and DEFLATE were employed to
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compress grass wave and defect wave data. Figure 2 shows
that CR of defect wave data obtained by different algorithms
was higher than the ratio of grass wave data. )e CR of grass
wave data processed by RLE was markedly better than the
ratio of defect wave data; CR of defect wave data processed
by DEFLATE was the lowest; and CR of grass wave data
processed by Huffman was the highest. Based on the above
results, the compression effect of DEFLATE was better than
the other two algorithms.

Under the two different platforms, the compression
speed of each algorithm was lower than its decompression
speed, and both the compression and decompression speed
of RLE were the highest, while both the compression and
decompression speed of DEFLATE were the lowest, as
shown in Figure 3.

To sum up the above results, the speed of RLE,
Huffman, and DEFLATE could all meet the real-time
compression requirements in the personal computer (PC)
platform, so DEFLATE with the best CR was selected. For
the embedded platform, the compression speed of DE-
FLATE was too low to meet the requirements of real-time
compression. )erefore, a balanced algorithm combina-
tion was selected; namely, RLE and DEFLATE were

applied to compress grass wave and defect wave data,
respectively.

3.2. 6e Contrast-Enhanced Ultrasound +Ultrasound Diag-
nosis of Lower Common Bile Duct Lesions. )e results of
patients’ conventional US examination revealed that the
lesions were located in the lower segment of the common
bile duct, and lesions were 8× 8× 8mm3–30× 32× 32mm3

with an average size of 15.6± 6.4mm and a maximum di-
ameter of 10–32mm. )e average maximum diameter of
lesions was 22.3± 8.5mm in patients from the malignant
group, and there were 12 patients with isoechoic or
hyperechoic and 44 patients with hypoechoic. )e average
maximum diameter of lesions in patients from the benign
group was 13.8± 8.3mm with 8 patients of hyper echo and
24 patients of hypo echo.

In the benign group, the lesions of 5 patients showed
high enhancement in the arterial phase, among which le-
sions of 4 patients expressed synchronous regression in the
venous phase compared with the bile duct wall and the lesion
of 1 patient had a faster clearance rate compared to the bile
duct wall and showed low enhancement. )ere were lesions
of 23 patients representing isoenhancement in the arterial

Data rate to
be

compressed

Literal/Length
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Huffman
stopwatch 1 LIT bits

CL1 sequence SQ1
sequence SQ1 bits

Huffman
stopwatch 3
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Figure 1: Flowchart of DEFLATE.
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phase, among which lesions of 19 patients had the clearance
rate synchronized with the bile duct wall and expressed
isoenhancement, and lesions of 4 patients had faster
clearance rate compared with the bile duct wall in the venous
phase and showed low enhancement, as shown in
Figure 4(a).

In the malignant group, the lesions of 26 patients pre-
sented high enhancement in the arterial phase, among which
lesions of 24 patients presented low enhancement in the
venous phase and showed faster clearance in contrast to the
bile duct wall, and lesions of 2 patients presented iso-
enhancement and had clearance synchronized with the
common bile duct wall. )ere were lesions of 4 patients with
isoenhancement in the arterial phase, lesions of 2 patients
with low enhancement in the venous phase, and lesions of 2
patients with isoenhancement in the venous phase. In both
phases, lesions of 3 patients showed low enhancement
(Figure 4(b)).

)e comparison results of CEUS indicators (TTP, AUC,
and Grad) between lesions of patients in the benign group
and surrounding bile duct walls are shown in Figure 5. )e
differences in CEUS indicators (TTP, AUC, and Grad)
between lesions of patients in the benign group and sur-
rounding bile duct walls were not marked with statistically
obvious meanings (P> 0.05). Figure 6 indicates the com-
parison results of CEUS indicators (TTP, AUC, and Grad)
between lesions in themalignant group and surrounding bile
duct walls. )e TTP of lesions in the malignant group was
remarkably lower than that of the surrounding bile duct
walls (P< 0.05), while AUC and Grad of lesions in the
malignant group were greatly higher than those of the
surrounding bile duct wall (P< 0.05).

)e comparison of CEUS indicators (TTP, AUC, and
Grad) among patients in the benign and malignant group
is shown in Figure 7. TTP of patients in the malignant
group was sharply lower than that of the benign group
(P< 0.05), while AUC and Grad of patients in the ma-
lignant group were dramatically higher than those of the
benign group (P< 0.05). Figure 8 illustrates the results of
comparison of CEUS indicators (TTP, AUC, and Grad) of
surrounding bile duct walls in patients from the control,
benign, and malignant group. Besides, the comparison of

TTP, AUC, and Grad of surrounding bile duct walls in
patients from the three groups was not statistically sub-
stantial (P> 0.05).

3.3. Superficial Lymphoid Lesions Diagnosed by Contrast-
Enhanced Ultrasound +Ultrasound. Pathological results
demonstrated 126 patients with superficial lymphoid lesions
including 52 patients in the benign group (18 patients with
tuberculous lymphadenitis and 34 patients with reactive
hyperplasia) and 74 patients in the malignant group
(23 patients with lymphoma and 51 patients with metastatic
lymph nodes). Table 1 shows the sensitivity, specificity,
accuracy, and positive/negative predictive values diagnosed
by CEUS. Moreover, the CEUS images of superficial lym-
phoid lesions are shown in Figure 9. In the benign group, the
image of a patient with reactive hyperplasia shows uniform
enhancement (Figure 9(a)) from center to periphery
(Figure 9(b)). Figure 9(f) indicates that the image of a patient
with tuberculous lymphadenitis presents uneven circular
enhancement. In the malignant group, the image of a patient
with metastatic lymph nodes shows the enhancement from
periphery to center (Figure 9(c)) and manifested as a
nonhomogeneous enhancement (Figure 9(d)), while the
image of a patient with lymphoma presents as mixed en-
hancement with snowstorm shape (Figure 9(e)).

Figure 10 demonstrates that the RTand mTTof patients
in groups A, B, and C were not extremely different
(P> 0.05), while there was statistical meaning in Imax of the
three groups (P< 0.05). TTP of patients in group B was
higher than that of group C (P< 0.05). KUP and KDOWN of
the patients in group C increased obviously in contrast to
group A (P< 0.05), and AUC of the patients in group C was
significantly higher than the value of groups A and B
(P< 0.05), as shown in Figure 11.

4. Discussion

DEFLATE was applied to CEUS image processing and the
results showed that the compression effect of DEFLATE
was superior to that of RLE and Huffman, which was
consistent with the research results of Bras and Velden [13],
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Figure 3: Comparison of the performance of different compression algorithms in the two different platforms. (a, b) )e comparison of the
performance of 3 compression algorithms in the PC and embedded platform.
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indicating that CEUS based on DEFLATE could increase
the internal storage space of ultrasonic equipment to im-
prove the detection efficiency. In this study, CEUS was
applied to diagnose the lesions in the lower segment of the
common bile duct. It was found that there were 25 patients
with isoenhancement and 7 patients with high enhance-
ment at the arterial phase in the benign group; and there
were 8 patients with isoenhancement, 46 patients with high
enhancement, and 2 patients with low enhancement at the
arterial phase in the malignant group. )is revealed that
CEUS could effectively diagnose the benign and malignant
lower common bile duct lesions, which is an effective
imaging method for qualitative diagnosis of the lesions.)e
results showed that the differences in TTP, AUC, and Grad
of lesions in the malignant group and common bile duct
walls were statistically obvious (P< 0.05), while there were

no statistically considerable differences in TTP, AUC, and
Grad of lesions in the benign and malignant group
(P> 0.05). AUC reflects the blood flow and the number of
blood vessels at the lesion site. )e AUC of lesions in the
malignant group were higher than those of the benign
group and surrounding normal bile duct walls because the
microvessels inside the bile duct carcinoma were rich and
densely distributed, and the bile duct carcinoma was a
lesion rich in blood supply and had relatively more blood
flow. )e blood supply in the diseased area was more
abundant than that in the normal bile duct wall, and the
intervascular accesses were more complex so that the peak
time was relatively short. However, when Grad of the
malignant group was high, the malignant tissues grew
rapidly and the blood vessel wall was easy to be damaged, to
easily result in an arteriovenous short circuit [14].

Figure 4: CEUS images of lesions located in the lower common bile duct. (a, b) )e images of benign and malignant lesions, respectively.
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Figure 5: Comparison of CEUS indicators of lesions in the benign group and surrounding bile duct walls. (a–c) )e comparisons of TTP,
AUC, and Grad, respectively.
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Figure 6: Comparison of CEUS indicators between malignant lesions and surrounding bile duct wall. (a–c))e comparisons of TTP, AUC,
and Grad, respectively; ∗P< 0.05 in contrast to malignant lesions.
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Figure 7: Comparison of CEUS indicators of patients in the benign and malignant group. (a–c) )e comparisons of TTP, AUC, and Grad,
respectively; ∗P< 0.05 in contrast to the malignant group.
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Liu et al. [15] found that the sensitivity, accuracy, and
positive/negative predictive values of conventional US in
differentiating benign and malignant lymph nodes were
64.1%, 65.2%, 47.2%, and 66.7%, respectively, while the
corresponding values of CEUS were 93.6%, 75.7%, 73.7%,
and 83.9%, respectively. In addition, the sensitivity,
specificity, accuracy, and positive/negative predictive

values of CEUS +US in the diagnosis of benign and
malignant lymph nodes were 92.83%, 87.14%, 89.54%,
91.23%, and 86.43%, respectively, which were in line with
the results of Liu et al. [15]. )e results of the study
showed that there were statistical meanings in the com-
parison of Imax of patients from groups A, B, and C
(P< 0.05). )e TTP of patients in group B was extremely

0

10

20

30

40

50
TT

P 
(s

)

Malignant group Benign groupControl group

(a)

0

100

200

300

400

500

600

700

A
U

C 
(m

g/
m

L·
m

in
)

Malignant group Benign groupControl group

(b)

0

0.2

0.4

0.6

G
ra

d 
(d

B/
s)

Malignant group Benign groupControl group

(c)

Figure 8: )e comparison of CEUS indicators of surrounding bile duct walls in patients from the three groups. (a–c) )e comparisons of
TTP, AUC, and Grad, respectively.

Table 1: Diagnosis results of CEUS+US.

Sensitivity (%) Specificity (%) Accuracy (%) Positive predictive value (%) Negative predictive value (%)
CEUS+US 92.83 87.14 89.54 91.23 86.43

Figure 9: )e CEUS images of superficial lymphoid lesions. (a, b) Images of a patient with reactive hyperplasia; (c, d) images of a patient
with metastatic lymph nodes; (e) the image of a patient with lymphoma; (f ) the image of a patient with tuberculous lymphadenitis.
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higher than that of group C (P< 0.05), KUP and KDOWN of
patients in group C were obviously higher than those of
group A (P< 0.05), and AUC of group B increased hugely
in contrast to groups A and C (P< 0.05). Besides, RT and
PI of patients in group A were markedly higher than the
values of group B (P< 0.05). )erefore, it indicated that
CEUS could effectively classify and diagnose superficial
lymphoid lesions, which was consistent with the findings
of Nie et al. [16].

5. Conclusion

Patients with the lower common bile duct lesions and su-
perficial lymphoid lesions were taken as subjects investi-
gated. CEUS based on DEFLATE was applied to analyze the
CEUS characteristics and diagnostic efficiency for different
lesion types. )e results indicated that the DEFLATE-based
CEUS proposed in this study could classify and diagnose the
lower common bile duct lesions and superficial lymph
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nodes, which had reliable clinical application value. How-
ever, there were still some shortcomings in the study. For
example, the number of subjects investigated was limited
and distributed unevenly; many factors were affecting the
morphology and indexes of TIC; and it was necessary to
determine whether TIC could be considered as a standard
for differentiating benign and malignant lymph nodes by
further study. In subsequent studies, the number of samples
could be increased and other TIC influence indicators
should be supplemented for further research and analysis. In
conclusion, the results of the study provided a critical basis
for the imaging diagnosis of abdominal and superficial organ
lesions.
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)e data used to support the findings of this study are
available from the corresponding author upon request.
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Objective. *e study focused on the correlation between lower extremity arteriosclerosis and diabetic mellitus (DM) foot, and it
was explored by virtue of ultrasound images processed by an intelligent algorithm. Methods. A total of 60 DM foot patients
admitted to our hospital in the past three years were selected and divided into two groups according to their condition. Patients
with DM foot alone were in group B (30 cases), and patients with DM foot combined with lower extremity arteriosclerosis
occlusion were in group C (30 cases). 30 healthy people were in group A as a control. Color Doppler ultrasound was used to
examine the arteries of the lower extremities of all subjects. It the intramedia thickness (IMT) from the femoral artery to the dorsal
foot artery was recorded, whether there was plaque in the artery or knowing the size of the plaque, its echo, and distribution, and
whether the artery had stenosis. Next, the stenosis percentage was calculated. Additionally, the general information of patients was
analyzed. At the same time, an intelligent algorithm was used to process ultrasound images, and its effects on image quality were
evaluated. Results. Doppler ultrasound images processed by Artificial Bee Colony (ABC) had less noise and better quality, and key
information about the lesion was clearly displayed.*ere was no statistical difference between the general data of the three groups
of patients; group B and group C had higher IMTvalue, plaque incidence, arterial stenosis incidence, and degree of stenosis versus
group A, and there were statistically significant differences between groups B and C. In particular, the incidence of femoral artery
stenosis and the degree of stenosis were significantly higher in group C than in group B.*e rate of stenosis above grade I in group
C was as high as 71%, while that in group Bwas only 19%; in Group C, the incidence of stenosis above grade II was 30%, and that in
group B was 13.1%. Compared with group A, group B and group C had decreased peak arterial blood velocity (PSV), resistance
index (RI), and pulse index (PI), and there were statistically significant differences between groups B and C.Conclusion. DM foot is
a risk factor for arteriosclerosis occlusion; color Doppler ultrasound demonstrates good diagnostic effects on arteriosclerosis
occlusion; the algorithm proposed in this study can improve the quality of Doppler ultrasound images and has a high
application value.

1. Introduction

In recent years, with the continuous improvement of peo-
ple’s living standards and changes in dietary structure, the
incidence of diabetes mellitus (DM) foot has been increasing
year by year [1]. It is the third most common disease after

tumors and cardiovascular diseases. DM foot is a common
complication of DM patients. Statistics show that 15% of
DM patients worldwide have foot ulcers and gangrene [2].
50% of patients with amputation each year are DM patients,
and more than 85% of these patients are amputated because
of worsening foot ulcers leading to deep infection or
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gangrene. Domestic clinical data show that DM foot patients
account for 2% of outpatients and 8% to 12% of inpatients.
*e per capita treatment cost for DM foot is more than
10,000 yuan. Worldwide, the incidence of DM foot is high,
and the prognosis is poor [3].

As for why DM patients develop DM foot, it may be
related to the influence of DM on the cardiac and cerebral
vessels. To some extent, DM can be regarded as a cardio-
vascular and cerebrovascular disease and affects almost every
blood vessel. *e abnormal metabolism caused by DM can
lead to changes in the structure and functions of arteries.
*ese changes occur even before DM is diagnosed [4].
Peripheral arterial disease (PAD) is common in DM pa-
tients. It is a lower extremity occlusive disease, and its
clinical symptoms are not obvious. PAD is an important
indicator of thrombotic diseases of arteriosclerosis [5].
Statistics reveal that more than 40% of PAD patients suffer
from DM, and DM is the strongest threat factor for PAD.
Unlike PAD caused by other factors, DM is closely related to
femoral-popliteal PAD and tibial artery PAD (below the
knee). *e DM foot arises from lower limb ischemia caused
by arteriosclerosis occlusion [6]. Above, there is a huge
correlation between DM foot and lower extremity arterio-
sclerosis occlusion. *ere are many commonalities but are
different. Research has found that patients with both PAD
and DM foot have a more complicated condition than
patients with one of them alone, and the probability of
cardiovascular diseases is greatly increased [7]. At present,
the relationship between the two remains unclear. In the
study, the correlation between the two was explored, in order
to provide reference and basis for clinical research.

At present, the methods to diagnose lower extremity
arteriosclerosis occlusion mainly include digital subtraction
angiography (DSA), magnetic resonance angiography
(MRA), CT angiography (CTA), and Doppler ultrasound.
Among them, DSA is the recognized gold standard for
peripheral vascular examination, but it is often not easily
accepted by patients because it is invasive and expensive. As
ultrasound technology marches forward continuously, it has
been widely used in the detection of vascular diseases, es-
pecially in the research of atherosclerosis, because of its
advantages, such as noninvasive, fast, efficient, safe, and
accurate [8]. Statistics show that the accuracy of ultrasound
examination for intraplaque hemorrhage is 90% and the
sensitivity is 96%. B-mode ultrasound can display the an-
atomical images of the artery at longitudinal axis and at the
transverse axis, providing rich information, such as artery
thickness, plaque shape, size, range, and lumen stenosis and
occlusion. Color blood flow imaging can reflect the blood
filling and distribution state, which is of great significance
for the evaluation of hemodynamic changes. In the early
stage of atherosclerosis, it mainly manifests as expansion of
the arterial wall or the thickening of MIT, which can be
observed by ultrasound scan [9]. *us, ultrasound has great
advantages in the diagnosis of vascular diseases.

Nevertheless, its imaging effects are poor thanks to the
reflection and random scattering. As a result, it is difficult to
recognize the edges and details of the organs. Recently, In-
ternet technology has developed rapidly, and some medical

image processing technologies have also been developed, such
as the arterial detection and tracking algorithm developed on
the basis of ultrasound imaging, various ultrasonic 3D re-
construction algorithms, and computer-aided diagnostic
systems. At present, the most widely used feature extraction
and classification method in the field of medical image
processing is the support vector machine. However, a large
number of studies have shown that support vector machines
are susceptible to extreme values in data classification and
training. *erefore, in this article, the Artificial Bee Colony
(ABC) was used to perform noise reduction and feature
extraction on the ultrasound images of diabetes and arte-
riosclerosis occlusion [10], aiming to provide a scientific basis
for the diagnosis and treatment of related diseases.

2. Materials and Methods

2.1. Research Subjects. 60 patients with DM foot and DM
foot combined with lower extremity arteriosclerosis occlu-
sion who were hospitalized in the hospital from March 2019
to June 2019 were selected as the research subjects. 30
healthy subjects were selected into group A as a control. *e
30 subjects in group B were patients with DM foot alone.*e
diagnostic criteria of DM foot were based on the standards
drawn up by the first DM foot academic conference of the
Chinese Medical Association Diabetes Mellitus Society. *e
30 subjects in group C were patients with DM foot and lower
extremity arteriosclerosis occlusion. *e diagnostic criteria
for lower extremity arteriosclerosis occlusion were as fol-
lows. (1) *ose with intermittent claudication; resting pain;
soreness, swelling, numbness, and numbness (patients with
one or more of them was included); dystrophic changes in
skin, hair, muscles, and nails; and ulcers or gangrene were
included. (2) *e affected swelled and the pulsation of the
middle artery was weakened or disappeared. (3) *ose with
sclerosis changes on fundus examination; electrocardiogram
showing coronary artery ischemia, left ventricular hyper-
trophy, or old myocardial infarction; and Doppler or an-
giography showing limb arteriosclerosis were also included.
*e subjects were 62× 6.5 years old on average, including 44
males and 46 females. All subjects need to be free of coronary
heart disease, hyperlipidemia, and other cardiovascular and
cerebrovascular diseases, with no long-term smoking his-
tory. *e study met the requirements of medical ethics and
the patients had signed an inform consent form.

2.2. Examination Methods

2.2.1. Inspection Instrument. Philips iu22 color Doppler
ultrasonic diagnostic instrument, with a linear array probe,
the probe frequency is 2–9MHz. During the inspection
process, conditions, such as emission energy, total gain,
contrast, time gain compensation, and lateral gain com-
pensation, need to be kept basically unchanged.

2.2.2. Inspection Content. *e patient stayed in the supine
and prone positions, and two-dimensional ultrasound scan
was performed on the femoral artery, popliteal artery,
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anterior tibial artery, posterior tibial artery, dorsal foot artery
lumen, and inner membrane of both lower limbs.*e lumen
inner diameter and intramedia thickness (IMT) were
measured. It was observed that there were plaques on the
tube wall, the position of plaques, and that there was stenosis
in the lumen. *e stenosis percentage was then calculated.
Color Doppler was used to observe the blood vessel filling,
and spectrum Doppler was used to detect blood flow
spectrum. After a clear spectrum appeared, the blood flow
parameters PSV, RI, and PI were measured. During the
inspection, it should be noted not to compress the artery too
much, and the angle between the sound beam and the blood
flow direction should be less than 60°; each index is mea-
sured 3 times, and the average value is taken.

2.3. Image Processing. A total of 220 ultrasound images are
collected as research data. *en, the NL algorithm is used to
reduce the noise of the image. *e original noise image is
Y ∈ RM×N, and the image NL(Y) after noise reduction was

NL(Y(p)) � 
M×N

q�1
w(p, q) � 1, (1)

where p are the pixels to be denoised and q are the other
pixels. w(p, q) is the weight, 0≤w(p, q)≤ 1, and


M×N
q�1 w(p, q) � 1. *e calculation of w(p, q) is as follows:

w(p, q) �
1

Z(p)
exp −

d(p, q)

h
2 . (2)

*en, the weighted Gaussian distance is used to judge the
similarity:

d(p, q) � Gp g Np  − g Nq 
�����

�����
2
, (3)

where Gp is the Gaussian weighting function and Z(p) is the
normalization parameter:

Z(p) � 
M×N

q�1
exp −

d(p, q)

h
2 , (4)

where h are the attenuation control parameters. *is al-
gorithm has good noise reduction effects but long calcula-
tion time. In order to reduce the amount of calculation and
shorten the calculation time, the search range is controlled in
the large search box of (2 × Rsearch + 1) × (2 × Rsearch + 1).

2.3.1. Feature Extraction. *e ultrasonic image features are
divided into basic texture features and gray-level cooccur-
rence matrix features. *e gray mean value of the k subblock
is defined as

yk �
1

L2


L

i�1


L

j�1
yk(i, j) − yk 

2
. (5)

*e gray-level variance σ2(yk) of the k subblock is
defined as follows:

σ2 yk(  �
1

L2


L

i�1


L

j�1
yk(i, j) − yk 

2
. (6)

*e probability that the pixels (i′, j′) with distance d,
angle θ, and gray value g2 appear at the same time is as
follows:

Pθ,d g
1
, g

2
  � # (i, j), i′, j′(  ∈M × N ∣ f(i, j) � g1, f i′, j′(  � g2 ,

(7)

where # ·{ } represents the number of elements in the set. For
the sake of simplicity, θ and d are ignored, and the matrix is
normalized as follows:

Pθ,d g1, g2( 

R
⟶ P g1, g2( , (8)

where R is the normalization constant and its value is the
total number of point pairs in the gray-level cooccurrence
matrix. CON is the contrast, and it can reflect the clarity and
texture of the image. A greater grayscale difference of the
pixel pair value leads to a greater value of CON:

CON � 

Ng−1

g1�0


Ng−1

g2�0
g1 − g2



2
p
2

g1 − g2( . (9)

Entropy ENT can be a measure of the complexity of the
image texture, and it is calculated as follows:

ENT � − 

Ng−1

g1�0


Ng−1

g2�0
P g1, g2( log P g1, g2(  . (10)

*e linear dependence of the image gray level depends
on COR:

COR �


Ng−1
g1�0 

Ng−1
g2�0 g1g2P g1, g2(  − μg1

μg2

σg1
σg2

. (11)

Energy ENG can reflect the uniformity of the image gray
distribution and the thickness of the texture:

ENG � − 

Ng−1

g1�0


Ng−1

g2�0
p
2

g1, g2( . (12)

2.4.Observation Indicators. *emeasurement of intramedia
thickness (IMT) takes the average value of the left and right
sides, and the thickest part of the arterial wall is measured in
the diastolic phase of each segment of the lower limbs. It
should be noted to be away from the plaque position during
the measurement. IMT ≤ 0.9mm is the normal value, and
IMT> 0.9mm is the thickened IMT. Plaque is defined as:
localized thickening of blood vessel wall greater than 1.2mm
or diffuse thickening of blood vessel greater than 1.2mm.
*e calculation of vascular stenosis rate depends on the
percentage reduction of inner diameter: vascular stenosis
rate� ((d2 − d1)/d2)× 100% (d1 is the inner diameter of the
lumen at the stenosis and d2 is the original inner diameter of
the lumen). *e grades of stenosis were as follows: grade 0,
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no stenosis; grade I, stenosis rate 1%∼19%; grade II, stenosis
20%∼49%; grade III, stenosis 50%∼99%; grade IV, occlusion,
no blood flow information. If there are multiple plaques or
stenosis in the same segment of blood vessel, the most severe
part of the stenosis shall prevail.

2.5. Statistics. *e data was processed by SPSS 17.0 software.
*e measurement data were expressed as (x ± s). *e
comparison of data between groups adopted analysis of
variance, and the x2 test was used to test the count data.
P< 0.05 was the threshold for significance.

3. Results

3.1.8e Basic Information of Subjects. *e basic information
of the subjects was shown in Table 1. *e average ages of A,
B, and C groups were 65.1± 6.8, 66.2± 5.4, and 64.2± 5.9,
respectively. *e number of male subjects in the three
groups was 16, 18, and 17, respectively, and the number of
female subjects was 14, 12, and 13, respectively; the pro-
portions of smokers in each group were 16%, 15.1%, and
15.3%. It was noted that there was no significant difference
between the general data of the three groups of subjects and
it was comparable.

3.2. Ultrasound Images and Processing Results. *e original
ultrasound image and the processed image were shown in
Figure 1. From column A in Figure 1, it was noted that
although Doppler color ultrasound can reflect the arterial
thickness, plaque shape, size, range, luminal stenosis and
occlusion, blood flow filling, and other information in a
comprehensive and detailed manner, the figure had much
noise, with poor clarity and quality. It failed to show the
edge and detailed information of diseased parts and tissue.
As for column B in Figure 1, the clarity of the image was
improved a lot, and the noise has also been reduced. At the
same time, the key information of the disease was extracted,
and the redundant information was removed that had
nothing to do with the disease, to highlight the focus of the
disease.

3.3.8e Intramedia8ickness and Hemodynamic Test Results
of the Lower Extremity Arteries of Each Group. *e IMT
measurement results of both lower limbs in the three groups
were shown in Figure 2. Compared with group A, subjects in
groups B and C had thicker IMT in the lower limb femoral
artery, popliteal artery, anterior tibial artery, posterior tibial
artery, and dorsal foot artery, and the difference was sta-
tistically significant, P< 0.05. *e thickening of IMT in
group C was more obvious versus group B, and the dif-
ference was statistically significant, P< 0.05.

*e hemodynamic results of each group were shown in
Figure 3. *e test indicators included peak systolic velocity
(PSV), resistance index (RI), and pulse index (PI), and the
detection was located in femoral artery, popliteal artery,
anterior tibial artery, posterior tibial artery, and dorsal foot
artery. Compared with group A, PSV, RI, and PI of groups B

and C decreased, and the difference was statistically sig-
nificant, P< 0.05, and the decrease in group B was more
obvious versus group C, and the difference was statistically
significant, P< 0.05.

3.4. Occurrence and Distribution of Atherosclerotic Plaques in
the Lower Extremities of Each Group. Two-dimensional
ultrasound results showed that the intima surface of the
lower extremity arteries in groups B and C were not
smooth, and there were patches or dots with localized or
diffuse distribution and uneven echo. *e plaques at the
femoral artery were mostly single and large in volume. *e
plaques were often found at the bifurcation. *e plaques of
the popliteal artery, anterior tibial, posterior tibial, and
dorsal foot artery were mostly diffusely distributed dots
echoes and small in volume. Figure 4 showed the plaque
incidence in each group, where (a) was the total number of
arteries, (b) was the number of plaque arteries in each
arterial segment, and (c) was the probability of plaque in
each arterial segment. Compared with A, the incidence of
plaque in the lower limb femoral artery, popliteal artery,
anterior tibial artery, posterior tibial artery, and dorsal foot
artery in the groups B and C was higher, P< 0.05, and the
difference was statistically significant. *e incidence of
arterial plaque in each segment of the C group was higher
than that of the B group, and the difference was statistically
significant, P< 0.05.

3.5. Occurrence of Arteriosclerosis and Stenosis of the Lower
Extremities. Two-dimensional ultrasound results showed
that the arterial intima of the lower extremities of the two
groups B and C showed varying degrees of thickening and
plaques of different sizes and irregular shapes protruding
into the lumen, resulting in varying degrees of stenosis of the
vascular lumen. Figures 5–9 showed the occurrence and
distribution of stenosis in each group. Compared with group
A, the lower extremity arterial stenosis rate of groups B and
C was higher, and the difference was statistically significant,
P< 0.05. *e incidence of stenosis in of group C was higher
than that of group B, and the difference was statistically
significant, P< 0.05. In particular, the incidence of femoral
artery stenosis and the degree of stenosis was higher in group
C than in group B. *e stenosis rate of grade I and above in
group C was as high as 71%, while that in group B was only
19%; in group C, the stenosis rate of grade II and above was
30%, and that in group B was 13.1%.

Table 1: *e basic information of subjects.
Item A (30 cases) B (30 cases) C (30 cases)
Case 30 30 30

Age (year) 65.1± 6.8 66.2± 5.4 64.2± 5.9

Gender Male 16 18 17
Female 14 12 13

Proportion of
smokers (%) 16 15.1 15.3

TC (mol/L) 4.66± 1.08 4.55± 1.13 4.61± 1.14
TG (mol/L) 2.06± 1.16 2.08± 1.12 4.07± 1.19
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4. Discussion

In China, diabetes is a common disease that threatens the
lives and health of people. With the development of
economy and the gradual westernization of lifestyle, the

incidence of diabetes continues to rise [11]. DM foot is one
of the most common complications of diabetes [12]. Studies
have shown that 15 out of every 100 diabetic patients will
suffer from DM foot. Clinical data show that diabetes is the
culprit of 50% of amputation patients every year. In general,

(a)

(b)

Figure 1: Comparison of the original ultrasound image and the processed image. Note. (a) *e original image and (b) the processed image.
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Figure 3: Hemodynamic examination results of each group. Note. Compared with group A, ∗P< 0.05; compared with group B, #P< 0.05.
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DM foot can be divided into two types. One is DM foot
combined with lower extremity arteriosclerosis occlusion,
with the lower extremity arteriosclerosis being the main
pathological change. It manifests as the coldness of the
lower extremities, numbness, poor skin nutrition, and
weakened or disappeared artery pulsation in distant end
of lower extremities, that is, ischemic diabetes [13]. *e
other is DM foot with no obvious arteriosclerosis of the
lower extremities, that is, nonischemic diabetes. Such
patients have no obvious symptoms of lower limb is-
chemia, and the pulsation of dorsal foot artery and
posterior tibial artery is also good. Clinical statistics show
that the proportion of DM foot combined with lower
extremity arteriosclerosis occlusion is different among
countries, regions, and races [14]. *e reason may be that

we have different definitions of the two diseases, which has
caused ambiguity. *e international definitions of DM
foot and fine arteriosclerosis occlusion are as follows. DM
foot refers to the foot ischemia, infection, or neuropathy
in diabetic patients; lower extremity arteriosclerosis oc-
clusion is a systemic arterial disease, and it manifests as
the appearance of atherosclerotic plaque, degeneration or
calcification of the middle layer of the tissue, and the
formation of secondary thrombosis in the lumen, which
will eventually narrow or even completely occlude the
lumen. In severe cases, ischemia in lower extremities may
cause acronecrosis [15]. As per the definition, both DM
foot and lower extremity arterial occlusion are related to
ischemia. When a diabetic person has lower extremity
arterial bleeding, whether it should be diagnosed as
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Figure 4: *e occurrence and distribution of atherosclerotic plaques in the lower extremities of each group. Note. Compared with group A,
∗P< 0.05; compared with group B, #P< 0.05.
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diabetic foot or lower extremity arteriosclerosis occlusion
is a common problem that currently plagues clinicians
[16]. If diagnosed as DM foot, it will enlarge the influence
of DM foot and reduce the detection rate of arteriosclerosis
occlusion; if diagnosed as lower extremity arteriosclerosis
occlusion, it will reduce the detection rate of DM foot
combined with lower extremity arteriosclerosis occlusion
[17]. For the relationship between the two, scholars have

used mathematical sets to express it; that is, those with DM
foot alone and those with lower extremity arteriosclerosis
occlusion alone are in mutually independent subsets, and
those in the intersection have DM foot combined with
arteriosclerosis occlusion. Hence, it is important to explore
the difference and connection between the two [18].

Currently, except for the diagnosis method based on the
clinical systems, the main methods to diagnose DM foot and
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Figure 5: *e occurrence of femoral artery stenosis in each group. (a) Total number of arteries in each group. (b) *e number of arteries
with stenosis in each group. (c) *e occurrence probability of arterial stenosis in each group.
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lower extremity arteriosclerosis occlusion include DSA,
MRA, CTA, and Doppler ultrasound. Among them, DSA is
the gold standard for peripheral blood vessel examination,
but it is invasive and expensive and thus poorly accepted by
patients. Ultrasound examination has been widely used in
clinical vascular examinations, especially the diagnosis of
atherosclerosis, because of its fast speed, noninvasiveness,
accuracy, and simple operation. It can detect early

atherosclerosis and the location of small nonstenotic ath-
erosclerotic plaques. Despite many advantages, the ultra-
sound examination is affected by reflection and random
scattering, the image has large noise, and the edge of the
lesion is often blurred. To further improve the quality of
ultrasound images to more accurately grasp the patient’s
disease information, researchers have applied various image
processing techniques to ultrasound image processing, such
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Figure 6: *e occurrence of popliteal artery stenosis in each group. (a) Total number of arteries in each group. (b) *e number of arteries
with stenosis in each group. (c) *e occurrence probability of arterial stenosis in each group.
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as the arterial detection and tracking algorithm developed on
the basis of ultrasound images [19]. In this study, the ABC
algorithm was used to process the Doppler ultrasound

images of all subjects. *e study found that compared with
the original image, the processed image was clearer, and the
lesion features were more prominent. *en, the relationship
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Figure 7: *e occurrence of anterior tibial artery stenosis in each group. (a) Total number of arteries in each group. (b) *e number of
arteries with stenosis in each group. (c) *e occurrence probability of arterial stenosis in each group.
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between DM foot and lower extremity arteriosclerosis
occlusion was analyzed on the basis. *e study found that
patients with DM foot combined with lower extremity
arteriosclerosis occlusion had a higher incidence of lower

extremity plaque and severe vascular stenosis compared
with patients with DM foot alone. *is suggested that DM
foot is a risk factor for lower extremity arteriosclerosis
occlusion.
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Figure 8: Occurrence of posterior tibial artery stenosis in each group. (a) Total number of arteries in each group. (b)*e number of arteries
with stenosis in each group. (c) *e occurrence probability of arterial stenosis in each group.
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5. Conclusion

In this study, patients with DM foot combined with PDA
were selected, and they were analyzed for lower extremity
arterial stenosis and plaque occurrence, as well as MIT
thickness. *en, the correlation between DM foot and lower
extremity arteriosclerosis occlusion was explored. It was
found that DM foot was one of the risk factors for lower
extremity arteriosclerosis occlusion, which negatively affect

the prognosis of extremity arteriosclerosis occlusion.
Meanwhile, an intelligent algorithm was used to process
Doppler ultrasound images. It was found that the algorithm
can highlight lesion information and improve image quality,
with high application value and prospects. However, some
limitations in the study should be noted. *e sample size is
small, which will reduce the power of the study. In the
follow-up, an expanded sample size is necessary to
strengthen the findings of the study.
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Figure 9: Occurrence of dorsal artery stenosis in each group. (a) Total number of arteries in each group. (b) *e number of arteries with
stenosis in each group. (c) *e occurrence probability of arterial stenosis in each group.
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Background. )e treatment results of core decompression (CD) and biomechanical support are not always satisfactory in
osteonecrosis of the femoral head (ONFH). Stem cell therapy has been incorporated into traditional treatment in order to promote
bone regeneration. )e efficacy and safety of stem cell therapy combined with CD or biomechanical support on advanced and
long-term patients with ONFH were unknown. )e aim of this study was to assess whether stem cell combination therapy is
superior to single CD or porous tantalum rod implantation treatment in ONFH.Methods. A systematic search of the literature was
performed to evaluate all included randomized controlled trials (RCTs) on stem cell combination therapy for patients with ONFH
in PubMed, Cochrane Library, Web of Science, and Embase sites. We assessed the quality and risk of bias for the included studies.
And the outcomes of Harris hip score (HHS), visual analogue scale (VAS), and adverse events were statistically analyzed. Results.
We included 10 randomized controlled trials, containing a total of 498 patients with 719 hips. Stem cell therapy combined with CD
versus CD alone for HHS of ONFH was different (MD=8.87, 95% CI = [5.53, 12.22], P< 0.00001). )e combination of stem cell
therapy and CD can effectively improve HHS. Similarly, the VAS of the stem cell combination therapy group also differed
compared with the control group (MD=−14.07, 95% CI = [−18.32, −9.82], P< 0.00001). )e result showed that stem cell
combination therapy can relieve the pain of patients with ONFH.)ere was no significant difference in adverse response outcome
events between the combination therapy group and the control group (RR= 1.57, 95% CI = [0.62, 3.97], P � 0.34). Conclusions.
Stem cell therapy combined with core decompression is an effective and feasible method with few complications in the clinical
treatment of early-stage ONFH. Even in the combination of porous tantalum rod implantation and peripheral blood stem cells,
stem cell combination therapy is superior to single biomechanical support treatment. But high-quality, large-sample, multicenter,
and long-term follow-up RCTs are still needed to corroborate the efficacy and safety of stem cell combination therapy in
ONFH treatment.

1. Introduction

Osteonecrosis of the femoral head (ONFH) is a prevalent
disease in relatively young patients, usually caused by hip
trauma, alcoholism and long-term administration of steroid,
which may lead to significant hip pain, articular surface
collapse, and eventual osteoarthritis [1]. In clinical treat-
ment, various methods are employed to avert or impede the
progression of ONFH.)e most common form of therapy is
core decompression (CD) that has been universally

administered for more than 30 years [2]. However, the
treatment results of CD are not always satisfactory. )is
method of reconstructing necrotic areas may result in not
only inadequate creeping substitution and but also bone
remodeling [3]. )erefore, in order to promote bone re-
generation, stem cell therapy has been incorporated into
traditional CD treatment. When compared with treating
ONFH with CD alone, the combined application of stem cell
therapy and CD, in early treatment, has superior analgesic
and clinical effects, and can more effectively delay the
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progress of femoral head collapse [4]. However, the efficacy
and safety of these methods have been controversial and
have yet to be proven in patients with advanced and long-
term ONFH [5, 6].

To investigate the efficacy and safety of stem cell therapy
combined with CD or porous tantalum rod implantation in
ONFH patients, especially those with advanced stage and
long-term follow-up [7], our research systematically re-
trieved the latest randomized controlled trials on stem cell
combination therapy for ONFH according to the PRISMA
guidelines [8]. Furthermore, the positive role and im-
provement of the new technologies in treatment were dis-
cussed, with a view of providing clinicians with scientific
evidence for the treatment of ONFH patients.

2. Materials and Methods

2.1. Search Strategy. Two researchers independently
searched databases from Cochrane Library, Web of Sci-
ence, PubMed, and Embase. We integrated published
randomized controlled studies of cell therapy for femur
head necrosis in any language. )e search period was from
the date of the database establishment to January 2020. A
manual supplementary search was performed before
submission. )e search terms were adjusted according to
each database.

Taking PubMed database as an example, the search terms
were as follows: ((Femur∗ Head Necros∗ [Title/Abstract])
OR (Necros∗ of Femur∗ Head [Title/Abstract]) OR (“Femur
Head Necrosis” [Mesh])) AND ((“Cell-and Tissue-Based
)erapy” [Mesh]) OR (Cell-[Title/Abstract] AND Tissue-
Based )erapy [Title/Abstract]) OR (cell therapy [Title/
Abstract]) OR (Cell [Title/Abstract] AND Tissue Based
)erapy [Title/Abstract]) OR (Cell Transplantation [Title/
Abstract])) AND ((randomized controlled trial [Publication
Type]) OR (controlled clinical trial [Publication Type]) OR
(randomized [Title/Abstract]) OR (placebo [Title/Abstract])
OR (randomly [Title/Abstract]) OR (trial [Title]) OR
(“Clinical Trials as Topic” [Mesh: noexp])).

2.2. Criteria for Inclusion and Exclusion. In our qualitative
and quantitative analysis, only the studies that satisfied
the following PICOS criteria were considered: (1) pop-
ulation: patients with stages I to IV of ONFH diagnosed
by the Association Research Circulation Osseous clas-
sification (ARCO) [9] diagnostic criteria; (2) interven-
tion: cell therapy combined with core decompression or
porous tantalum rod implantation; (3) comparator:
single core decompression or porous tantalum rod im-
plantation therapy; (4) outcome: HHS, VAS, and adverse
events; and (5) study design: randomized controlled trial
(RCT).

We excluded studies with the following criteria: (1)
republished studies with similar or identical content; (2)
dissertation, conference, and review articles; (3) research in
animal and basic experimental literature; (4) non-English
published research; and (5) nonrandomized controlled trial
or other irrelevant studies.

Two researchers followed the criteria for inclusion and
exclusion separately. In case of disagreement, a third re-
searcher intervened to resolve it.

2.3. Data Extraction. Two reviewers performed data ex-
traction independently. In case of disputes, differences can
be resolved through discussion or third parties until con-
sensus was reached. )e extracted information contained
baseline information and feature information. )e baseline
information included: title, study ID, publication country,
diagnostic criteria and stages, participants, age, sex ratio,
intervention/control group, stem cell source, stem cell
counts, the number of hips, and follow-up periods. )e
feature information included outcome indicators (HHS,
VAS), adverse events, effect size, and 95% confidence
interval.

2.4. Quality Assessment. )e included studies were inde-
pendently evaluated by two researchers in accordance with
the Cochrane Handbook for Systematic Reviews of Inter-
ventions [10]. Cochrane Collaboration Risk of Bias Tool
primarily includes selection (taking into account both allo-
cation hiding and random sequence generation), execution
(blinding of both subjects and researchers), measurement
(research outcomes blind evaluation), and follow-up (out-
come data completeness). A total of seven items in six aspects
including gender, reporting, and further potential sources of
bias were used to assess the bias risk. For each item, a cat-
egorization was specified, counting “low-risk bias,” “high-risk
bias,” and “unclear,” with this decision being made in ac-
cordance with the bias risk assessment criteria.

2.5. Statistical Analysis. Continuous variable values were
expressed in mean difference (MD), and a 95% confidence
interval (CI) was calculated for both. Regarding dichotomous
variables, we used the risk ratio (RR) and 95% CI to describe.
When I2> 50%, heterogeneity was present within the data;
hence, a random-effect model was used.When I2< 50%, there
was no heterogeneity present; hence, a fixed effects model was
used. )e findings of the meta-analysis were shown by the
forest plot. We utilized RevMan 5.3 software for statistical
analysis. P< 0.05 was used to evaluate statistical significance.
If the number of the included studies was greater than ten, we
would use a funnel plot to detect publication bias.

3. Results

3.1. Search Results. After searching various databases and a
manual search method, we retrieved a total of 123 articles.
Mechanical check and manual deduplication were per-
formed by EndNote X9, 47 duplicate articles were deleted, 59
articles were excluded from our analysis after abstract
screening, and 7 articles were omitted following a full-text
screening, resulting in 10 randomized controlled trials being
included in our qualitative and quantitative analysis
[5, 6, 11–18]. )e flowchart is shown in Figure 1.
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3.2. Study Characteristics. )e publication dates of the in-
cluded RCTs ranged from 2011 to 2018 and belonged to two
regions in India [14, 15], one in Iran [16], one in Germany
[13], three in China [11, 12, 17], two in Belgium [5, 18], and
one in France [6]. All the studies used the ARCO stage as the
diagnostic criteria. And the disease stage of the included
patients with ONFH was mainly seen in the early phase. A
total of 498 participants with 719 hips were included in this
study.)e longest average follow-up time was up to 25 years.
See Table 1 for details.

3.3. Quality Assessment. According to the bias risk assess-
ment method recommended by Cochrane Assistance Net-
work, of the 10 studies included, 6 studies [5, 12, 13, 16–18]
described the specific random grouping methods, 2 studies
[11, 15] mentioned random grouping but did not detail the
specific method, and the remaining 2 studies [6, 14] had a
high risk of bias; 4 studies [6, 11, 14, 17] showed the unclear
risk of bias for the allocation concealment assessment. As for
the blinding of participants and personnel, 4 studies
[6, 11, 13, 14] did not report whether double-blind infor-
mation was used, and one study [17] had a high risk of bias; 4
studies [6, 11, 13, 14] showed the unclear risk of bias for the
blinding of outcome assessment. Regarding the incomplete
outcome data, one study [13] had an unclear risk of bias, and
one study [17] showed a high risk of bias. All studies clearly
described the selective reporting and had no other risk bias
(Figures 2 and 3).

3.4. Meta-Analysis Results of HHS. Harris hip score was
recorded in six studies [6, 12–15, 17] involving 572 hips.
Stem cell therapy combined with core decompression
treatment had higher heterogeneity (Chi2 = 34.21, I2 = 85%,
P< 0.0001) than core decompression alone, and a random
effect model was used. )e combination treatment group
can effectively improve the Harris hip score (MD=8.87, 95%
CI = [5.53, 12.22]), and the difference was statistically sig-
nificant (P< 0.00001). )e forest plot is shown in Figure 4.

3.5. Meta-Analysis Results of VAS. Five studies
[5, 6, 11, 16, 18] including a total of 397 hips reported visual
analogue scales. It was evident that stem cell combination
therapy yielded a higher heterogeneity than solely admin-
istering core decompression or porous tantalum rod im-
plantation (Chi2 = 54.20, I2 = 93%, P< 0.00001), and a
random effect model was used. Stem cell combination
therapy group can effectively relieve the patients’ pain
(MD=−14.07, 95% CI = [−18.32, −9.82]), with the difference
observed between the two groups being statistically signif-
icant (P< 0.00001). See the forest plot in Figure 5.

3.6. Meta-Analysis Results of Adverse Events. )e peri-
operative adverse events were reported in five studies
[5, 12, 13, 17, 18]. Of these studies, three studies [5, 12, 18]
reported the adverse response outcome events, including the
postoperative pain at the great trochanter and iliac crest,
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Figure 1: Flowchart of literature searching and screening process.
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hematoma, fever, nausea, infection, and porous tantalum
rod displaced. Two studies [13, 17] reported that no adverse
events were observed in both groups during the study pe-
riod. )e analysis showed that there was no significant
difference in adverse events between the stem cell combi-
nation therapy group and the control group (RR= 1.57, 95%
CI = [0.62, 3.97], P � 0.34). )e forest plot is shown in
Figure 6.

3.7. Publication Bias. As no more than ten published studies
were included, it was not possible to assess publication bias
for the time being.

4. Discussion

4.1. Main Findings. Our findings demonstrate that in early-
stage ONFH, stem cell therapy combined with core de-
compression is far more effective than core decompression
alone. And the combination therapy has good safety with
few complications. Moreover, even in the combination of
porous tantalum rod implantation and peripheral blood
stem cells, stem cell combination therapy is superior to
single biomechanical support treatment.

4.2.Effectiveness of StemCellCombination6erapy. Stem cell
combination therapy can relieve the symptoms of hip pain,
improve patients’ HHS, halt disease progression, and result
in a reduction in the incidence of total hip replacement for
the early-stage ONHF patients. )is was confirmed in three
independent systematic reviews conducted by Papakostidis
et al. [19], Piuzzi et al. [20], and Wang et al. [4], respectively.
However, in advanced patients, the evolution of necrosis was
not significantly improved by stem cell therapy after core
decompression [5]. Furthermore, the results of a network
meta-analysis study by Yoon et al. [21] questioned the
natural course of ONFH by CD treatment. )e findings of
this study suggested that the small lesions will not collapse,
even without treatment being administered. )is conclusion

Random sequence generation (selection bias)

Allocation concealment (selection bias)
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Incomplete outcome data (attrition bias)

Selective reporting (reporting bias)

Other bias
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Figure 2: Bias graph risk.
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took into account that the extent of the decaying component
was the primary factor of the necrotic femoral head frac-
ture’s collapse. However, even though the progression of
osteonecrosis may result from numerous factors [6], an
average follow-up time of 25-year prospective randomized
study by Hernigou et al. [6] established that bone marrow
cell implantation of necrotic lesions may potentially offer an
effective treatment for early femoral head necrosis and
impede the evolution of ailment, lessen the incidence of
femoral head collapse, and elude the arthroplasty even at
long-term follow-up.

4.3. Safetyof StemCellCombination6erapy. )eprobability
of adverse complications was extremely low, especially in the
aspects of infection, excessive new bone formation, tumor
induction, and local complications on the surviving side
[13]. Stem cell therapy was safe for the treatment of ONFH.
Even after 3–10 years of follow-up, there were no compli-
cations related to malignant tumors, bone overgrowth, core
tract fractures, perforation of femoral head, deep vein

thrombosis, infection, and so forth [7]. Ma et al. [11]
conducted a prospective, double-blinded, randomized,
controlled investigation. In order to reduce the failure rate,
they improved the technology and used autologous bone
grafts obtained by ring drilling with bone marrow buffy coat.
Hernigou et al. [6] corroborated these findings and noted
that computer navigation had the potential to be safely
implemented in a basic procedure for the injection of stem
cells.)ey all improved the overall safety of stem cell therapy
and reduced the probability of complications. Additionally,
Ciapetti et al. [22] demonstrated that, compared with bone
marrow mesenchymal stem cells under normal conditions,
the proliferation and colonization capacity of these stem
cells were significantly enhanced in a hypoxic environment.

4.4. Strengths and Limitations. )is systematic review was
ultimately included in ten studies. All the studies were RCTs
of stem cell combination therapy for ONFH, which would
provide us with strong evidence for the efficacy and safety of
this method in ONFH treatment. Owing to the small
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number of included studies, we could not make funnel
charts to determine publication bias. )e heterogeneity in
the outcome indicators was large, which may result from
certain differences in the included studies in aspects of stem
cell concentration, treatment time, and the quality of the
literature, leading to greater heterogeneity in each clinical
study, and some outcome indicators were not stable.

)e findings of this meta-analysis still had certain
limitations: (1) the overall quality of the scope of included
literature was not high, the sample size was small, and the
short follow-up time in some studies may also lead to po-
tential bias; (2) as no more than ten studies were included,
publication bias cannot be assessed; (3) publication in En-
glish may result in language or regional bias; and (4) there
was some heterogeneity in outcome indicators. High-
quality, large-sample, multicenter, and long-term follow-up
randomized controlled trials are still warranted to corrob-
orate the differences in the efficacy and safety of stem cell
combination therapy in ONFH.

5. Conclusion

Stem cell therapy combined with core decompression is an
effective and feasible method with few complications in the
clinical treatment of early-stage ONFH. Even in the com-
bination of porous tantalum rod implantation and pe-
ripheral blood stem cells, stem cell combination therapy is
superior to single biomechanical support treatment. But
high-quality, large-sample, multicenter, and long-term fol-
low-up RCTs are still needed to corroborate the efficacy and
safety of stem cell combination therapy in ONFH treatment.
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Objective. To perform gene set enrichment analysis (GSEA) and analysis of immune cell infiltration on non-small-cell lung cancer
(NSCLC) expression profiling microarray data based on bioinformatics, construct TICS scoring model to distinguish prognosis time,
screen key genes and cancer-related pathways for NSCLC treatment, explore differential genes in NSCLC patients, predict potential
therapeutic targets for NSCLC, and provide new directions for the treatment of NSCLC.Methods. Transcriptome data of 81 NSCLC
patients and the GEO database were used to download matching clinical data (access number: GSE120622). Form the expression of
non-small cell lung cancer (NSCLC). TICS values were calculated and grouped according to TICS values, and we used mRNA
expression profile data to perform GSEA in non-small-cell lung cancer patients. Biological process (GO) analysis and DAVID and
KOBAS were used to undertake pathway enrichment (KEGG) analysis of differential genes. Use protein interaction (PPI) to analyze
the database STRING, and construct a PPI network model of target interaction. Results.We obtained 6 significantly related immune
cells including activated B cells through the above analysis (Figure 1(b), p< 0.001). Based on the TICS values of significantly
correlated immune cells, 41 high-risk and 40 low-risk samples were obtained. TICS values and immune score values were subjected to
Pearson correlation coefficient calculation, and TICS and IMS values were found to be significantly correlated (Cor� 0.7952). Based
on non-small-cell lung cancer mRNA expression profile data, a substantial change in mRNA was found between both the high TICS
group as well as the low TICS group (FDR 0.01, FC> 2). 'e researchers discovered 730 mRNAs that were considerably upregulated
in the high TICS group and 121 mRNAs that were considerably downregulated in the low TICS group. High confidence edges
(combined score >0.7) were selected using STRING data; then, 191 mRNAs were matched to the reciprocal edges; finally, an
undirected network including 164 points and 777 edges was constructed. Important members of cellular chemokine-mediated
signaling pathways, such as CCL19, affect patient survival time. Conclusion. (1) 'e longevity of patients with non-small-cell lung
cancer was substantially connected with the presence of immature B cells, activated B cells, MDSC, effector memory CD4 T cells,
eosinophils, and regulatory T cells. (2) Immune-related genes such as CX3CR1, CXCR4, CXCR5, and CCR7, which are associated
with the survival of NSCLC, affect the prognosis of NSCLC patients by regulating the immune process.

1. Introduction

'e occurrence of tumors is not only related to the biological
characteristics of the tumor cells themselves. And the in-
teraction between cancer cells and tumor immune micro-
environment and immune system also plays a very

significance role. One of the problems that should be in-
vestigated is whether immune cell infiltration in tumor
tissues is connected to tumor treatment and prognosis.

Lung carcinoma is a major cancer that has a high risk of
morbidity and mortality, and data show that one person dies
from lung cancer every 30 s worldwide [1] Lung tumor is
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divided into 2 types: small-cell lung cancer (SCLC) and non-
small-cell lung cancer (NSCLC). Small-cell lung cancer
(SCLC) accounts for around 85% of all lung cancer cases [2].
Because of the insidious onset, diversity of clinical mani-
festations, and lack of specificity of primary lung cancer
patients, most patients are already in the middle and late
stages of the disease when they are diagnosed with lung
cancer, so whether lung cancer patients can be screened,
diagnosed, and treated early becomes a key factor in
prognosis.

'e tumor microenvironment (TME) is a bidirectional,
dynamic, and intricate network system composed of various
cells (T cells, B lymphocytes, macrophages, NK cells, etc.)
and extracellular components (cytokines, chemokines, and
receptors, etc.), and each element of this network is capable
of promoting malignant transformation and influencing
both the onset, progression, and metastasis of lung cancer,
development and metastasis, and the response to drug
therapy [3] T-cell surface programmed cell death protein 1

(PD-1) in TME has been demonstrated to bind to pro-
grammed cell death ligand-1 (PD-L1) on the surface of
cancer cells in recent years, causing T-cell dysfunction or
depletion, resulting in immune tolerance and tumor cell
response. Immune tolerance occurs, leading to immune
escape of tumor cells [4], and in the process of killing tumor
cells, the most central role in TME is played by CD8+ Tcells
[5], the quality and quantity of which are critical for im-
munotherapeutic efficacy [6]. Studies of PD-1 inhibitors for
melanoma [7] have found that the number of CD8+ T cells
correlates with efficacy. Tumor-infiltrating B cells are an
important part of the immune system’s microenvironment.
In NSCLC patients, CD4+ T lymphocytes can be seen in
tumor cells infiltrated by B cells and tumor cells with tertiary
lymphoid structure. And high density of follicular B cells is
associated with a better prognosis in NSCLC patients [8].
Bruno et al. [9] found that tumor-infiltrating B cells can
present endogenous tumor antigens to CD4+ TIL and alter
them in vitro. It has also been reported that bone marrow-
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Figure 1: (a) Heat map of immune cell infiltration with the ssGSEA algorithm. (b) Construction of immune cell map based on the Pearson
correlation.
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derived suppressor cells (MDSCs) are able to produce factors
like TGF-p and IL-10, which promotes the development of
initial CD4+ T cells into Treg cells, resulting in the increase
of Treg cells, thereby suppressing body immune response
[10]. In addition, MDSC can block the secretion of natural
killer cells (NK). IFN-NK cells in secreted substances refer to
innate immune cells that can kill cancer cells and virus-
infected cells. And IFN-NK cells can regulate the functions
of other immune cells and promote tissue growth.

Chemokines are a group of small molecules (mostly
8–10 kD in molecular weight) that are capable of che-
motactic cell movement. Chemokines can be classified into
four groups according to the number and location of
N-terminal cysteine residues: C, CC, CXC, and CX3C. For
example, CCL2 chemokine has the ability to chemoattract
monocytes, macrophages, and T lymphocytes [14]. It has
been shown that anti-CCL2 antibodies blocking the effects
of CCL2 such as reducing MDSC, increasing CD4+ and
CD8+ Tcell infiltration, and promoting IFNy secretion can
enhance the tumor immune effect of PD-1 in treating lung
cancer in mice [15]. CX3CL1 (FKN, fractalkine) is the only
member of the CX3C type chemokine family, which
possesses chemotactic functions common to chemokines
and mediates the wandering and activation of leukocytes,
especially lymphocytes and phagocytes. Li et al. [16] used
gene silencing technology to confirm the stable high ex-
pression of CX3CL1 in the hepatocellular carcinoma cell
line HepG2, which inhibited tumor angiogenesis. In breast
cancer studies, CX3CL1 was found to have a possible role in
tumor metastasis [17,18], and high CX3CL1 expression
correlates with good prognosis in breast cancer [19] and
can also be used as one of the indications for immuno-
modulatory therapy.

In summary, only a few reports have investigated the
clinic pathological significance of immune cells in recent
years, and the overall expression level and prognostic value
of immune cell infiltration, especially in NSCLC patients,
require further investigation. 'erefore, in this study, we
collected data from public databases and constructed sta-
tistical scoring models to analyze multiple datasets inde-
pendently and pooled the analysis results in order to
elucidate the prognosis-related molecular mechanisms of
NSCLC, which not only helps to further understand the
pathogenesis of NSCLC but also provides new ideas and
targets for the early diagnosis and treatment of NSCLC.

2. Materials and Methods

2.1. Preprocessing of Data. 'e transcriptome and clinical
data of NSCLC patients were obtained from the GEO da-
tabase, using the study cohort GSE1206222 (n� 81). 'e
enrolled patients’ relevant somatic mutation data were also
acquired from the aforesaid database. 'e original file was
used to apply the robust multiarray average (RMA) tech-
nique on all of the expression data. Besides, “DeEseq2” and
“affy” R packages were used to adjust the background, and
log2 conversion was performed for the results of this
analysis.

2.2. Immune Score, TICS Score, and Pearson Immune Cell
Correlation Coefficient Calculation and Immune Cell
Infiltration

(1) 'e relative abundance of 28 immune cells of tumor
infiltrating in 81 patients with non-small-cell lung
cancer was quantified using single-sample gene set
enrichment analysis (ssGSEA). 'e prognosis of 28
immune cells was assessed using Cox risk regression
analysis. 'e TICS value was calculated in terms of
the risk value of immune cells and ssGSEA’s NES
value, and the Z-score was also calculated.

(2) We conducted principal component analysis on 81
patients’ transcripts. In order to obtain genes related
to high infiltration, T-test and FDR correction were
performed. 'en, we acquired upregulated and
downregulated genes related to high infiltration and
clustered upregulated genes and sample, comparing
TICS value and immune score value and calculating
Pearson correlation coefficient.

2.3. Enrichment Analysis on Function and Path.

(1) We explored the biological process of these different
genes by GO and KEGG functional annotations. In
addition, we used the “cluster analysis software” R
package to implement the characteristic genes based
on alternative TICS. Meanwhile, the overall rela-
tionship between GO terms and immune cells was
acquired by the usage of GSEA.

(2) In order to find the relationship between GO terms,
the signal pathways related to immune infiltration
and the related genes involved were firstly used to
construct network by STRING database. Secondly,
we mined network modules and analyzed the cor-
relation between genes and the biological processes
involved.

(3) We examined and projected the survival of patients
with non-small-cell lung cancer and drew a survival
curve based on immune factor analyses.

3. Result 1: Construction of Immune
Microenvironment Map of NSCLC

One of the most important treatments for non-small-cell
lung cancer is immunotherapy (NSCLC). 'e heterogeneity
of immunemicroenvironment of patients’ tissues potentially
affects the therapeutic effect. 'erefore, the composition of
immune cells in tumor tissue must be understood. First, we
downloaded the transcriptome data and matched clinical
data of 81 patients with NSCLC from GEO database (access
number: gse120622). Based on ssGSEA algorithm, we used
mRNA expression data of each patient to construct immune
cell infiltration maps of NSCLC including 27 types of
adaptive and innate immune cells. Central memory CD8
T cell, central memory CD4 T cell, and plasmacytoid den-
dritic cells are common immune cells in NSCLC tissues,

Journal of Healthcare Engineering 3



which all exist in 81 patients. In addition, there are some
individual specific immune cells, such as immature B cell
(Figure 1(a)). We discovered that most immune cells had a
high link with activated CD8 T cells, activated B cells, im-
mature B cells, monocytes, effector memory CD8 Tcells, and
other cells. However, there is no evident link between some
immune cells and others, such as the brilliant natural killer
cell, activated CD4 T cell, and plasmacytoid dendritic cell
(Figure 1(b)). 'is potentially indicates that there are
complex interaction patterns among immune microenvi-
ronment of NSCLC patients.

4. Result 2: Construction of TICS ScoringModel
Based on Immune Microenvironment of
NSCLC Patients

'en, we used Cox regression to analyze and explore the
relationship between 27 kinds of infiltrating immune cells
and survival time on the basis of the survival data of patients.
Meanwhile, we obtained the risk ratio and coefficient of 27
immune cells. 'e results showed that individual specific
immune cells were significantly associated with the survival
of NSCLC patients (Figure 2(a)). 'ere was a high corre-
lation between MDSC cells and other five kinds of immune
cells (Figure 2(b)). We calculated a TICS score for each
patient based on the quantity of these six tumor-infiltrating
immune cells (see procedure) and then divided patients into
high and low TICS groups based on the median TICS score.
In the high TICS group, we discovered that immature B cells,
activated B cells, MDSC effector memory CD4 T cells, eo-
sinophils, and regulatory T cells had higher ssGSEA scores
(P< 0.01) (Figure 2(c)). Various studies have found that the
overall survival of many solid tumors, including NSCLC, is
positively linked with tumor-infiltrating B cells [8, 20–26]. In
addition, tumor-infiltrating B cells and tumor-infiltrating
CD4+Tcells created three-level structures of lymphoid that
was positively correlated with the survival rate of NSCLC
[8, 26]. Furthermore, we analyzed the prognosis of NSCLC
patients in accordance with the clinical survival data. We
found a substantial difference in prognosis between the two
groups, with the high TICS group having a much better
prognosis than the low TICS group. 'is shows that the
TICS score constructed can be a reference for clinical
prognosis (Figure 2(d)).

5. Result 3: RelatedGenes of TICS Participate in
Important Immune Pathways in NSCLC

Further study on the biological progress related to TICS will
help to analyze the molecular mechanism affecting the
prognosis of NSCLC. Firstly, we used mRNA expression
data based on TICS group to conduct GSEA in patients with
NSCLC. 'e results showed that the up-regulated genes
affecting the prognosis of nonsmall cell lung cancer in the
high TICS group were significantly related to the signal
pathways of T cells and B cells (Figure 3(a)). 'is indicates
that immune regulation is an important biological process
affecting the prognosis of NSCLC, and the upregulated genes
in the high TICS group are important molecules involved in

its immune regulation. Next, we identified significantly
different mRNA (FDR <0.01, FC> 2) between high TICS
and low TICS groups based on the mRNA expression data of
NSCLC.

Finally, 730 significantly upregulated mRNAs in the high
TICS group and 121 significantly downregulated mRNAs in
the low TICS group were obtained (Figure 3(b)). In ac-
cordance with our results, the upregulated mRNA is more
likely to be associated with immune function such as
CX3CR1, which mediates the migration and adhesion of
leukocytes; CCL21 has no chemotactic effect on B cells,
macrophages, or neutrophils. In order to further analyze the
function of differential mRNA, we used DAVID tool to
enrich it. Gene Ontology (GO) results showed that the
upregulated mRNA was enriched in the top 10 biological
functions. It mainly includes some function related to im-
mune response. Similarly, the upregulated mRNA was
enriched in the top ten pathways of Kyoto Encyclopedia of
Genes and Genomes (KEGG). It mainly includes cell ad-
hesion molecules and immune and other related signaling
pathways. 'ese results fully show that genes related to
immune function can affect the prognosis of NSCLC. In
addition, we also explored whether the top 10 biological
functions (GO) are related. 'e result shows that these
biological functions are closely related and can share the
same gene set, indicating that these biological functions have
some similarities.

6. Result 4: Immune-Related Genes Are the
Key to Distinguish TICS

Next, we explored the interactions among the top 10 bi-
ologically functional related mRNAs. Firstly, we select high
reliability edge (combined score >0.7) from STRING data.
'en, 191 mRNAs were matched to the interaction edge.
Finally, an undirected network with 164 points and 777
edges is constructed (Figure. 4(a)). 'en, we used MCODE
plug-in to obtain subnetworks and selected the subnetwork
with high reliability for biological function annotation
(Figures 4(b)–44(e)). We found that there was a close
interaction among mRNA related to signaling pathway
mediated by chemokine. At the same time, we explored
whether the four subnetworks can effectively distinguish
high TICS from low TICS. We find that the four small
networks can distinguish high TICS from low TICS by
drawing the ROC curve and calculating the area under the
curve, indicating that they are potential markers to dis-
tinguish TICS (Figure 4(f )). Among them, CCL19 which is
as an important member of chemokine-mediated signaling
pathway has demonstrated that its expression level in tu-
mor FSC is related to the degree of immune cell infiltration
of CD8 +T cells and tumor accumulation (29391257). In
conclusion, the level of CCL19 expression is related to
tumor size. 'e lower the expression level, the larger the
tumor. Besides, CX3CR1 is also a marker of T cell differ-
entiation (33658501). 'ese chemokines are also signifi-
cantly associated with the survival of patients with NSCLC.
It is reported that the expression levels of CX3CR1,
CXCR4, CXCR5, and CCR7 in tumor tissues are
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significantly increased, which is able to affect the survival
time of patients. 'e 5-year DFS and 5-year OS of patients
with positive CCR7 expression are significantly higher
(32896997).

7. Discussion

Tumor cells, fibroblasts, immune cells, different signal
chemicals, and extracellular matrix make up the majority of
the tumor microenvironment. Tumor microenvironment
significantly affects diagnosis, survival, and clinical treat-
ment sensitivity of tumor. Relevant studies have shown that

immune cells of adaptive immune and innate immune
system can penetrate into tumor tissue, forming tumor
immune microenvironment and affecting tumor progres-
sion. Patients’ survival following chemotherapy is influenced
by the quantity of immune cells in the tumor. In this work,
we used non-small-cell lung cancer mRNA expression data
to create a microenvironment map of the internal immune
system of tumor tissue. Combined with the analysis on
immune cells combined with survival data of patients, it was
found that there was a significant correlation between the
survival of NSCLC patients and immature B cell, activated
B cell, MDSC, effector memory CD4 T cell, eosinophil, and
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regulatory T cell. Next, we constructed the TICS scoring
model and graded specific TICS score for patients in terms of
prognosis-related immune cell content and its relationship
with survival. TICS score can discriminate between patients
with non-small-cell lung cancer who have a favourable
prognosis and those who have a bad prognosis in terms of
survival time.

Furthermore, we identified TICS-related genes by using
prognostic markers and mRNA expression profiles. We
found that many chemokines were significantly upregulated
in the high TICS group. For example, there are CX3CR1,
CXCR4, CXCR5, and CCR7 which are commonly associated
with the survival of NSCLC. Also, high expression of
CX3CR1 and CCL19 can affect the immune differentiation
of Tcells, such as CD8+Tcells. Previous studies have shown
that C3 level in biopsy tissues of NSCLC is certainly cor-
related (24819254) with infiltrating CD4+ and
CD8+T lymphocytes. Moreover, the result of functional
enrichment showed that TICS-related genes were involved
in a variety of immune-related biological progresses and
signaling pathways, which indicates that immune-related
genes affect the prognosis of NSCLC patients by regulating
the immune process.

We established PPIs among immune genes and high-
confidence PPI network by using the top ten genes in
biological function. PPI network results show that there is
a close interaction between these genes, which indicates
that immune genes may have complex coordination and
interaction by which they can regulate the body’s immune
response. Furthermore, we explored four important
subnetworks in PPI network. By drawing the ROC curve
and calculating the area under the curve, we found that
these four subnetworks are important molecular markers
to distinguish patients from TICS. In conclusion, our
study depicts a comprehensive immune map of NSCLC
and constructs a TICS scoring model on the basis of the
content of immune cells that can effectively distinguish
the prognosis time of patients. Differential gene and
enrichment analysis explains the prognosis-related mo-
lecular mechanism of NSCLC. PPI network and subnet-
work mining effectively identified potential markers to
distinguish TICS classification. We hope that the prog-
nosis-related immune markers identified in our study will
provide guidance for clinical diagnosis, medication, and
prognosis prediction of patients.
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)is paper aimed to study the adoption of deep learning (DL) algorithm of oral lesions for segmentation of cone-beam computed
tomography (CBCT) images. 90 patients with oral lesions were taken as research subjects, and they were grouped into blank,
control, and experimental groups, whose images were treated by the manual segmentation method, threshold segmentation
algorithm, and full convolutional neural network (FCNN) DL algorithm, respectively. )en, effects of different methods on oral
lesion CBCTimage recognition and segmentation were analyzed.)e results showed that there was no substantial difference in the
number of patients with different types of oral lesions among three groups (P> 0.05). )e accuracy of lesion segmentation in the
experimental group was as high as 98.3%, while those of the blank group and control group were 78.4% and 62.1%, respectively.
)e accuracy of segmentation of CBCT images in the blank group and control group was considerably inferior to the experimental
group (P< 0.05). )e segmentation effect on the lesion and the lesion model in the experimental group and control group was
evidently superior to the blank group (P< 0.05). In short, the image segmentation accuracy of the FCNN DL method was better
than the traditional manual segmentation and threshold segmentation algorithms. Applying the DL segmentation algorithm to
CBCT images of oral lesions can accurately identify and segment the lesions.

1. Introduction

In recent years, with the development of computer
technology and its popularity in various fields, medical
institutions and other fields have been combined with
computer technology, and computer-aided means are
widely utilized. At present, computed tomography and
magnetic resonance imaging (MRI) are widely adopted in
the medical field [1]. CT is a type of X-ray computed
tomography, in which different tissues absorb different
amounts of X-rays. )is technology can be applied to
display the internal structure of the human body in the
form of three-dimensional imaging, thus providing
convenience and basis for clinical diagnosis and treatment
of diseases and related research [2]. As a feedforward
neural network, the CNN can effectively reduce the
complexity of the feedback neural network, which can be
utilized to identify some two-dimensional images with

distorted and nondeformed forms such as displacement
and scaling. )e extensive application of DL in medical
image classification, such as CNN, can provide conve-
nience for researchers based on traditional research
methods [3, 4]. CBCT is a cone-beam projection computer
recombination tomography influence device. )e X-ray
generator surrounds the projection body with a low
amount of radiation to make a circular digital projection
[5, 6]. )e projection data are two-dimensional, and a
three-dimensional image will be obtained after recon-
struction. Image segmentation is the main step and op-
eration from image processing to image analysis. At
present, the most commonly utilized segmentation
methods are threshold-based, region-based, edge-based,
and specific theory-based techniques [7, 8]. In addition,
the artificial neural network recognition technology has
begun to attract attention and is widely applied in image
segmentation. )e neural network has a large number of
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connections and is easy to introduce spatial information,
which can better solve the problems such as uneven
distribution and noise in image recognition [9].

Oral lesions include apical periodontitis, alveolar ab-
scess, pericoronitis, periodontitis, and jaw osteomyelitis.
When the oral lesion is stimulated by the external envi-
ronment, the pathogenic microorganisms and related
products in the lesion will diffuse outward. )en, damage to
other systems or tissues and organs is caused, such as
rheumatoid arthritis, chronic glomerulonephritis, erythema
multiforme, and purulent nephropathy, which will aggravate
the condition. However, the application of DL segmentation
algorithm to oral lesion CBCT images is relatively lacking,
and it is imperative to conduct in-depth research to study its
clinical application [10, 11].

In this work, patients with oral lesions treated in the
hospital were selected and divided into three groups and
then the manual segmentation method, threshold seg-
mentation algorithm, and FCNN DL algorithm were
adopted for comparative research. )ey were applied to oral
lesion CBCT image recognition and segmentation, so as to
analyze and discuss the influence of FCNN DL algorithm on
oral lesion and its effect on CBCT image analysis.

2. Materials and Methods

2.1. Selection and Grouping of Research Subjects. 90 patients
who underwent oral lesion treatment in the hospital from
September 2018 to September 2020 were selected as the
research subjects, including 48 male patients and 42 female
patients. Patients who voluntarily withdrew and transferred
to the hospital were excluded. )e included patients were
randomly classified as three groups, blank group (manual
segmentation method), control group (threshold segmen-
tation algorithm), and experimental group (FCNN DL
segmentation algorithm), with 30 cases in each group.

Inclusion criteria were as follows: (i) patients aged be-
tween 40 and 60; (ii) patients with clear consciousness and
who could cooperate with treatment and sample collection;
(iii) patients diagnosed with oral lesions; (iv) patients with
complete clinical data and information; (v) patients without
a history of mental illness and emotional stability.

Exclusion criteria were as follows: (i) patients who
withdrew and transferred for treatment due to personal
reasons; (ii) patients with other serious diseases or infectious
diseases; (iii) patients with severe oral lesions or patients
who had undergone treatment for similar diseases; (iv)
patients with diseases of other systems or organs; (v) patients
who had not received cooperative treatment due to personal
or other reasons.

2.2. CBCT Data Set and Indicators. CBCT data of selected
experimental sample patients were collected, and 90 patients
with oral lesion CBCTdata containing the final pathological
test report were screened and selected. )e CBCT data set
contained CBCT cross-sectional images of patients with
various oral lesions such as jaw osteomyelitis, periapical
periodontitis, periodontal abscess, and pericoronitis. )e

image contained the overall three-dimensional structure of
each patient’s oral cavity, and the entire data set contained
multiple CBCT images. )e images were marked according
to the type of the corresponding patient’s lesion, and the
above image marking was based on the medical gold
standard of pathology test report and was jointly marked by
multiple professional medical staff. After the labeling was
completed, the corresponding preprocessing of the image
was carried out. )e CBCT images with value less than 0
were screened and set to 0, and the CBCT images with value
greater than 3000 were screened and set to 3000. )en, the
resulting image was divided by 3000 andmultiplied by 255 to
convert it into unit 8 digital format, and the preprocessed
image was saved in the JPG image format. Finally, the ac-
curacy and sensitivity of its classification were taken as
evaluation indicators. )e function of the denoising method
in the two-dimensional image is defined as equation (1), and
the function of the denoising method in the CBCTdata CNN
is defined as equation (2) in the three-dimensional space.

A(x, y) �
1

2πθ2
a

x2+y2/2θ2( ), (1)

A(x, y, z) �
1

2
�
2

√
π1.5θ3

a
x2+y2+z2/2θ2( ). (2)

A represents the weight of each pixel; θ is the Gaussian
distribution standard deviation parameter; the value of θ is
1.5; x is the abscissa value of the current pixel relative to the
center pixel; and y is the abscissa value of the current pixel
relative to the center pixel.

2.3..reeDifferent Segmentation Algorithms for CBCT Image
Segmentation. Manual segmentation: manual image seg-
mentation should be performed by doctors with rich clinical
experience and over 10 years of experience in the evaluation
of oral diseases. )e doctor evaluated and analyzed oral
lesions and utilized mimics14.11 software to sketch out the
edge of lesions on the oral CBCT image by hand.

)reshold segmentation algorithm: the segmentation
method referred to CBCT image segmentation by setting
appropriate tissue threshold in advance. )e threshold was
set on the mimics14.11 software, and the threshold of the 3D
oral image model was set. )e HU value region was pre-
liminarily selected and the tissues under this region were
monitored in real time. )e selected area was slightly ad-
justed by medical professionals with extensive clinical ex-
perience until the threshold was set to the segmentation
edge.

FCNN DL segmentation algorithm: the CNN can
identify the image through sliding window, selective
search, and other methods. )is algorithm can identify
and judge whether the window is the target object. Its
recognition is defined as the regression problem of the
occurrence probability of each target in image segmen-
tation. )is method adopts FCNN DL based on CBCT
image segmentation to perform image segmentation on
oral lesion evaluation and utilizes average crossover ratio
as the final indicator.
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R �
|M∩N|

|M∪N|
. (3)

R represents the average cross-union ratio, M � (i, j) 

represents the point set that satisfies Yi,j � 1 in the image, and
N � (i, j)  represents the point set that satisfies Yi,j> 0.5 in
the image. )e learning algorithm flow is shown in Figure 1.

2.4. Evaluation Indicators. )e oral lesions of blank, control,
and experimental groups were segmented according to the
corresponding algorithm. )e traditional manual segmen-
tation, threshold segmentation algorithm, and FCNN DL
algorithm were compared regarding the oral lesion CBCT
image recognition and segmentation performance. More-
over, the running time, segmentation volume and surface
area, image segmentation accuracy, and effect on lesions and
lesion model segmentation of three methods were analyzed.
)e performances of the three algorithms were compared
through the above indicators, and their recognition rate and
accuracy of oral lesion image segmentation were studied.

2.5. Statistical Analysis. )e data were processed via the
SPSS19.0 version software. Measurement data were expressed
as mean± standard deviation, and count data were expressed
as percentage. )e t test was adopted to compare the seg-
mentation volume and surface area, as well as running time of
manual segmentation, threshold segmentation, and FCNN
algorithm. Analysis of variance was utilized to compare the
segmentation effect of lesions and lesion models. )e dif-
ference was statistically significant at P< 0.05.

3. Results

3.1. Location and Type of Oral Lesions in Patients of the.ree
Groups. )e 90 patients selected for the treatment of oral
lesions were diagnosed in the experiment, and the location of
the lesion was judged, as shown in Figure 2. )e oral lesions
of the three groups of patients were mainly periodontal,
pulpal, periapical, and other chronic oral inflammations.)e
incidence of periodontal lesions was the highest, reaching
38%, followed by dental pulp and periapical infectious le-
sions, which was 29% and 17%, respectively.

)e types of lesions were periodontal abscess, apical
periodontitis, and jaw osteomyelitis.)e types of oral lesions
that occurred in the three groups of patients and the number
of patients with each type of lesion are statistically shown in
Figure 3.)ree oral lesions of periodontal abscess, periapical
periodontitis, and jaw osteomyelitis occurred in each group
of patients, and there was no evident difference in the
number of patients with different types of oral lesions in the
three groups (P> 0.05).

3.2. Local Oral Lesion. Figure 4 is a partial view of the lesion
in a patient with periodontal abscess. )e gums at the lesion
site were red and swollen, with protruding abscess formation
accompanied by abscess flow and submaxillary lymph node
enlargement.

Figure 5 is a partial view of the lesion in a patient with apical
periodontitis.)ere were obvious inflammatory changes in the

surrounding tissues and swelling of the surrounding tissues,
apical cysts, discoloration of teeth, and hyperplasia of granu-
lation tissue at the mouth of the apical mucosal fistula.

3.3.LocalOralLesionbyDifferentAlgorithms. Figure 6 shows
the CBCT image of a patient with periapical periodontitis
obtained by the traditional segmentation algorithm. )e
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lesion site showed continuous and complete low signal;
obvious edema, abscess, and inflammatory reaction were
observed at the lesion site; and the lesion edge segmentation
was incomplete.

Figure 7 is a CBCT image of a patient with apical
periodontitis obtained by the tissue threshold segmentation
algorithm. )e lesion site showed uneven high signal, and
the surrounding tissue showed a flat oval low-signal shadow.
)ere were obvious inflammatory changes in the lesion site,

and the lesion edge segmentation was relatively complete
and clear.

Figure 8 is a CBCT image of a patient with periodontal
abscess by FCNN DL segmentation. Obvious abscesses
appeared around the lesions and manifested as relatively
loose mid-to-low-signal shadows, the edges of the lesions
were completely segmented, and the lesion location was
accurately identified.

3.4. Contrast of Segmentation Time and Accuracy of .ree
Segmentation Algorithms. Figure 9 shows the accuracy
comparison results of the traditional segmentation algo-
rithm, the tissue threshold segmentation algorithm, and the
FCNN DL segmentation algorithm for oral lesion CBCT
image segmentation. )e segmentation accuracy of lesions
in the experimental group was relatively higher and reached
98.3%, while those of the blank and control group were
78.4% and 62.1%, respectively. In contrast to the blank
group, the accuracy of segmentation of CBCT images in the
control and experimental group was notably higher
(P< 0.05) and the accuracy of segmentation in the experi-
mental group was considerably higher than in the control
group (P< 0.05).

Figure 10 shows the comparison results of three seg-
mentation algorithms for oral lesion CBCT image seg-
mentation. )e segmentation time of the FCNN DL
segmentation algorithm was 10.2± 1.4min, and that of
threshold segmentation algorithm was 16.3± 1.6min. )e
segmentation time of CBCT images in control and experi-
mental groups was evidently shorter than in the blank group
(P< 0.05), and the segmentation time in the experimental
group was shorter than in control group (P< 0.05).

3.5. Contrast of Lesion Volume and Surface Area Obtained by
.ree Segmentation Algorithms. Figure 11 shows the com-
parison results of the volume and surface area of the oral
lesion CBCT image segmentation by three segmentation
algorithms. No evident difference was seen between the
blank and experimental group in terms of split surface area
and volume (P> 0.05). )e volume and surface area in the

Figure 5: Periapical inflammation.

Figure 4: Periodontal abscess.

Figure 6: Traditional segmentation of the CBCT image of apical
periodontitis.

Figure 7: CBCT image of apical periodontitis by the threshold
segmentation algorithm.
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control group were considerably smaller than in the blank
group (P< 0.05), and the split volume and surface area in the
experimental group were remarkably larger than in the
control group (P< 0.05).

3.6. Segmentation Effect Comparison. Figure 12 shows the
comparison results of the segmentation effects of the three
segmentation algorithms on oral lesions and oral lesion
models. )e threshold segmentation algorithm and the
FCNN DL algorithm had favorable segmentation effects on
the lesion and the lesion model. )e segmentation effect on
the lesion and the lesion model in the experimental and
control group was obviously superior to that in the blank
group (P< 0.05). )ere was no substantial difference in the
segmentation effect on lesions and lesion models between
the control and experimental group (P> 0.05).

4. Discussion

With the application and popularization of CBCTand other
three-dimensional medical imaging technologies in medical
testing and treatment, as well as the improvement of human
lifestyle, oral health has gradually attracted attention [12].
Stomatologists have begun to try to apply CBCT to the
detection and treatment of oral lesions. Since the visuali-
zation of CBCT images and data provides important ref-
erence value for medical personnel to detect through image
segmentation and analysis, the occurrence and development
of diseases can be monitored intuitively [13, 14]. Early
medical image research and learning algorithms often have
large limitations and are not suitable for the diagnosis and
treatment of all diseases. In addition, most of the research is
on the human brain, chest, and abdominal organs. )ere-
fore, it is necessary to conduct in-depth research on image
analysis and algorithms and apply them to oral diseases
[15, 16]. According to statistics, the rate of oral diseases in
China is only 9∼10%, which also has a great impact on oral
health. Oral diseases, however, can cause serious bacterial or
viral diseases if they fail to receive prompt diagnosis and
treatment. Systemic diseases will even appear, such as
chronic pharyngitis, rheumatoid arthritis, coronary heart
disease, and chronic nephritis [17, 18]. In addition, relevant
studies have found that oral therapy, such as periodontitis,
has a bidirectional relationship with diabetes mellitus, in that
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severe periodontitis can aggravate diabetes mellitus and that
patients’ glycemic control ability is obviously worse than that
of normal people. On the contrary, diabetes can also cause
periodontitis and the bacteremia of periodontitis is likely to
induce myocardial infarction and coronary heart disease
[19]. )erefore, it is necessary to pay close attention to oral
evaluation.

In this work, patients with oral lesions were selected and
classified into three groups and then the manual segmen-
tation method, threshold segmentation algorithm, and
FCNN DL algorithm were adopted for comparative study.
)ey were applied to oral lesion CBCT image recognition
and segmentation, to analyze and discuss the influence of
FCNN DL algorithm on oral lesions and its effect on CT
images. )e results showed that the experimental group was
remarkably better than the blank and control group in terms
of running time and accuracy of lesion segmentation. )e
experimental group and control group were remarkably
better than the blank group in terms of the segmentation
effect of lesions and lesion models (P< 0.05). )e results
were consistent with the research results of Sharma et al.
[20], showing that the image segmentation accuracy of the
FCNN DL method was better than the traditional manual
segmentation and threshold segmentation algorithms, for it
reduced the running time. Applying the DL segmentation
algorithm to oral lesion CBCTimages can accurately identify
and segment the lesions, providing convenience for treat-
ment, which can be applied to clinical diagnosis and
treatment.

5. Conclusion

Based on the oral lesion CBCT images, the analysis and
research on the FCNN DL segmentation algorithm were
carried out. 90 patients were selected, and then, the DL
algorithm was applied to their oral lesion CBCT images. )e
manual segmentation method, threshold segmentation al-
gorithm, and FCNN DL algorithm were adopted to process
images of patients in different groups for comparative study.

It was found that the image segmentation effect accuracy of
the FCNN DL was better than that of the traditional manual
segmentation and threshold segmentation algorithms and
the running time was notably reduced. )e adoption of DL
segmentation algorithm in oral lesion CBCT image seg-
mentation can accurately identify and segment the lesions,
which could provide convenience for treatment, and it was
suitable to be applied in clinical diagnosis and treatment.
However, the sample size selected in this study is small,
which may have a certain impact on the experimental re-
sults, and the representativeness is low. )erefore, the
sample size will be increased in subsequent experiments, and
the influence of FCNN DL algorithm on oral lesion and CT
image analysis will be further analyzed and discussed. In
conclusion, this research provides data support and theo-
retical basis for the clinical diagnosis and treatment of oral
lesions, as well as the adoption effect of FCNN DL seg-
mentation algorithms on oral CBCT images.
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Norovirus monitoring and early warning can be used for diagnosis without etiological testing, and the treatment of this disease
does not require the antibiotics. It often occurs in preschool children and affects their growth and development, so the coping
measures for this disease are more prevention than treatment. In this study, the clinical data of 2133 children with diarrhea were
collected. Based on the artificial intelligence (AI) algorithm of wavelet transform, a related model for data mining and processing
of children’s intestinal ultrasound images and stool specimens was constructed. -en, the norovirus infection trend was warned
based on the wavelet analysis algorithm model. -e results showed that the intestinal ultrasound image processed by the wavelet
transform algorithm was clearer.-e positive detection rate of norovirus in children with clinical diarrhea was as high as 59%, and
the children had different degrees of body damage, of which the probability of compensatory metabolic acidosis was the highest.
-e epidemiological analysis found that children with norovirus infection were mainly concentrated in the age group under 2
years old and over 5 years old and showed a peak of infection in December. In summary, the intelligent algorithm based on wavelet
transform can realize the noise reduction of intestinal ultrasound, and it should protect children with susceptible age and
susceptible seasons to reduce the clinical infection rate of norovirus.

1. Introduction

Norovirus, also known as Norwalk virus, is highly similar to
common viruses except for antigenicity [1]. -e diarrhea
caused by the virus is extremely prevalent, and infection can
occur throughout the year. -e main population of the
disease includes adults and school-age children, with a high
incidence in cold seasons [2]. In Western developed
countries, more than 80% of all nonbacterial diarrhea
outbreaks are infected by the virus every year. Besides, there
are similar results in many developing countries [3]. Among
children patients with diarrhea under 6 years old in China,
the detection rate of norovirus is about 17%, and it has been
found that the infection of this virus is also extremely
common in the population of China through blood routine
investigation [4]. -e virus has distinct characteristics such
as rapid mutation, strong resistance, and diverse trans-
mission routes. Patients may have clinical manifestations

such as diarrhea, vomiting, and fever after illness [5].
According to relevant investigations and studies, norovirus
outbreaks have been dominated by other infectious diarrheal
diseases in China since 2010. Especially, since the winter of
2014, norovirus outbreaks have increased significantly,
higher markedly than previous years, so monitoring and
early warning of this virus has become particularly im-
portant [6].

Clinical examinations for diarrhea caused by the virus
usually use X-ray, endoscopy, B-mode ultrasound, and other
examinations, among which B-mode ultrasound has become
one of the main examination methods due to its noninvasive
and nonradioactive advantages [7]. A large amount of in-
formation of the children patients have been recorded by
B-mode ultrasound, such as abdominal changes after in-
fection. It is necessary to carry out data mining and sum-
marize the main data information so as to analyze the
massive and complex data [8]. However, information
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deviation is caused due to the influence of noise during
B-mode ultrasound examination, so the artificial intelligence
algorithm is needed to deal with it [9].Wavelet transform is a
new type of the transform analysis method, which is evolved
from the idea of localization of short-time Fourier trans-
form. It overcomes the disadvantage that the window size
does not change with frequency and provides a “time-fre-
quency” window, which is an ideal tool to realize signal time-
frequency analysis and processing at present [10]. Using the
wavelet transform, noise and useful signal can be decom-
posed to different scales, and wavelet coefficients can be
converted, so that useful signal can be distinguished from
noise [11]. At present, the application in the science and
technology information industry has made remarkable
achievements, and it has become a critical part of con-
temporary scientific and technological work [12]. What is
more, its application research in epidemic diseases is rela-
tively small. In order to evaluate the feasibility and effec-
tiveness of data mining technology based on the wavelet
transform artificial intelligence algorithm for norovirus
monitoring and early warning, wavelet transform artificial
intelligence algorithm-based data mining technology was
adopted in this study, so as to discuss the diarrhea caused by
norovirus infection. -erefore, its feasibility in the moni-
toring and early warning of virus infection could be ob-
tained, thereby providing reference significance for the
application of other diseases.

2. Materials and Methods

2.1. General Data. 2,133 children patients with diarrhea
admitted to hospital from April 2016 to June 2020 were
selected as the research objects in this study. Among them,
1,154 were boys and 979 were girls, aged 30 days–6 years old
after birth, with an average age of 2.13± 0.22 years old. -e
inclusion criteria were as follows: children patients defecated
more than 3 times a day and had abnormal changes in fecal
characteristics; children patients were younger than 6 years
old and did not suffer from other diseases such as pus and
blood in the stool and pneumonia; children patients had
congenital digestive system diseases; and the family mem-
bers of the children patients were aware of this study and
signed the informed consent forms. -e exclusion criteria
were as follows: children patients were combined with other
basic diseases that affected digestive function; the parents of
the children patients did not cooperate with the researcher;
the children patients had poor compliance; and the children
patients were infected with other epidemic diseases during
the research period. Most importantly, the medical ethics
committee of hospital reviewed and approved this study.

2.2. Methods

2.2.1. Specimen Collection. 5mL of the stool specimen of
each included child patient was taken and put into a sterile
and dried container.-en, it was placed in phosphate buffer,
which was mixed into a 15% stool suspension. Afterwards,
the suspension was divided into two evenly. One part was
used to detect rotavirus, and the remaining one part was

stored in a water tank at a temperature of −80°C to extract
deoxyribonucleic acid (DNA) and ribonucleic acid (RNA)
from the child patient.

2.2.2. Virus Detection. -e norovirus detection kit (pro-
duced by Shanghai Fusheng Industrial Co., Ltd.) was
adopted in this study, and the detection was carried out
based on the operating instructions of the immunochro-
matography kit. -e supernatant was extracted from the
stool suspension, which was mixed with the enzyme marker
evenly. Next, the mixture was added to the specimen well,
which was placed at room temperature and then added with
enzyme marker for incubation at room temperature. Finally,
the incomplete binding peroxidase was rinsed with lotion,
and the results in the kit were observed.

-e rotavirus antigen kit (produced by Shanghai Kemin
Biotechnology Co., Ltd.) was applied in this study, and the
operating instructions of the enzyme-linked immunosor-
bent assay kit were refereed for detection.-e specimens and
standard specimens were added in the coated micropores
with prereported captured antibodies and washed thor-
oughly after incubation. -en, the substrate tetrame-
thylbenzidine (TMB) was used for color development. -e
absorbance value was calculated at 420 nm by using the
enzyme-plate method.

2.3. Ultrasonic Testing. -e Siemens 18L6HD and other
color Doppler ultrasound diagnostic equipment was
adopted in this study, with the high-frequency probe
(7.0–12.0MHz). Before the examination, the children pa-
tients should fast for 3-4 hours, the infants who used milk
should fast for more than 4 hours, and the infants and
children patients after supplementary food should be fasted
for more than 6 hours. During the examination, each child
patient was placed in a supine position. -e examiner would
probe coated with a small amount of the coupling agent and
then put on the latex sleeve; in the case of children relaxed,
the probe would slowly contact the skin of children, began
ultrasound scanning, and carefully observe the stomach and
intestinal wall layer changes of children patients.

2.4. Analysis of Wavelet Transform Algorithm. -e wavelet
analysis algorithm belonging to a kind of window size is
fixed but the shape can be changed, which is called the
“mathematical microscope.” Moreover, it can play its high
time resolution and low frequency resolution in the high-
frequency part, which shows that the wavelet transform has
the self-adaptability to the signal. -e wavelet change al-
gorithm was adopted in the denoising of the intestinal ul-
trasound images of children in this study, so as to provide
data for the follow-up exploration of the body damage of
children.

In the wavelet transform algorithm, the following can be
obtained if P(t) represents a square cocoa integrable
function.

P(t) ∈ R
2
(e). (1)
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In equation (1), e stands for a constant, R means the
upper limit of space, and its Fourier transform P(w) satisfies
the following equation.

CP � 
+∞

−∞

|P(w)|
2

w
lw<∞. (2)

-en, the frequency domain of wavelet transform can be
expressed as follows.

wti(a, s) �

��
a

√

2Π


+∞

−∞
i(w)

P
(awe)

ws
w. (3)

In equation (3), a represents different transformation
scales, the signal to be analyzed is represented by i, and s
indicates the displacement of the fundamental wavelet
function.

Continuous wavelet transform is to expand and shift the
mother wavelet P(t) to obtain the function Pa,s(t), which is
expressed in the following equation.

Pa,s(t) �
1
��
a

√ P
t − s

a
 . (4)

In (4), Pa,s(t) is the wavelet basis function that depends
on the parameters. -e expansion and contraction in the
time domain and the time translation can be expressed in
Figures 1 and 2.

Discrete wavelet transform usually adopts binary dis-
crete form, as shown in the following equation.

a � 2x
. (5)

-us, (6) can be attained.

Px,s(t) � 2x2
P 2x

t − s( . (6)

-e basic principle of wavelet transform noise reduction
is presented in the following equation.

Y(o) � G(o) + e(o), o � 1, 2, . . . , n − 1. (7)

Among them, Y(o) represents the signal with noise,
G(o) stands for the actual signal, and e(o) expresses the
magnitude of the noise.

Wavelet transform can decompose signal and noise and
separate useful and useless signals. -e specific perfor-
mance is that useful signals have larger decomposition
coefficients in some components, while the decomposition
coefficients of noise are smaller. In addition, some com-
ponents have the opposite performance. -e decomposi-
tion coefficient of noise is large, while the decomposition
coefficient of useful signal is small. Finally, the final result
can be obtained by coefficient reconstruction after trans-
formation (Figure 3).

-e signal-to-noise ratio (SNR), root mean square
error (MSE), and carrier-to-noise ratio (CNR) were
adopted to evaluate the denoising effect of the algorithm.
-e calculation equations of SNR, MSE, and CNR are as
follows:

SNR �
S

N0B
,

MSE(y, y) �
1
n



n

i�1
yi − y( 

2
.

CNR �
S

N0
.

(8)

In the above equations, S represents the signal power,
N0B represents the noise power, andN0 represents the noise
power spectral density. -e higher the SNR, the more
prominent the signal and the better the quality of the original
signal or transmission information signal. -e smaller the
MSE value, the better the accuracy of the processed image.

Stretch and stretch

P (1/2)
P (t)

Figure 1:-e stretching transformation of wavelet in time domain.

Translation

Figure 2: Time shift of wavelet.
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Figure 3:-ree-layer decomposition of wavelet transform. A and B
stand for weight.

Journal of Healthcare Engineering 3



3. Results

3.1. Processing Performance and Results ofWavelet Transform
Algorithm. -e ultrasound examination results of a child
patient with confirmed norovirus infection were selected
randomly from the included research objects. Figure 4 shows
that there was inhomogeneous echo in the center of the
intestine of this child patient, hypoecho in the outer circle,
and thickening of the mesentery at the margin of part of the
intestinal wall with enlarged lymph nodes. Figure 5 shows
the results of the noise reduction effect evaluation. Com-
pared with the Contourlet threshold and Donoho threshold,
the wavelet transform algorithm used in this study showed a
higher SNR value after ultrasonic image denoising and a
smaller MSE value. As illustrated in Figure 6, with the in-
crease of the ultrasonic imaging parameter b value, the CNR
value after wavelet transform denoising was always lower
than the SNR value.

3.2. Detection Rate of Positive Virus. Figure 7 shows that the
positive detection rate of norovirus was higher greatly than
the positive detection rate of rotavirus, and the difference
was statistically substantial (P< 0.05).

3.3. Laboratory Test Results of Children Patients with Positive
Infections. Figure 8 shows that children patients with
positive infections had different degrees of body damage.
Among them, there were 132 cases of decompensated
metabolic acidosis, 144 cases of compensatory metabolic
acidosis, 32 cases of hypokalemia, 25 cases of hyponatremia,
and 39 cases of liver damage.

3.4. AgeDistributionResults of Children Patients Infectedwith
the Virus and Seasonal Distribution of Virus Infection in
Children Patients. Table 1 suggests that the age of children
patients infected with the virus was concentrated in children
under 2-3 years old and above 5 years old. In addition, the

children patients were susceptible to the virus in winter, with
the majority in December (Table 2).

4. Discussion

Norovirus belongs to a subfamily of Norovirus, namely, the
prototype representative strain of human Caliciviridae [13].
Norovirus infections were first detected in China in the early
1990s. Besides, there were outbreaks all over the country
since then. In recent years, the infection caused by this virus
still shows an increasing trend [14].-e incubation period of
the disease is within 1-2 days, which is relatively short [15].
-ere are two studies comparing the symptoms of diarrhea
and vomiting in cases of different age groups [16]. -e
course of norovirus infection is relatively short, and the
duration of clinical symptoms such as diarrhea and fever is
only about 3 days. In addition, the patients show poor
immunity, and the recovery time after infection is longer
[17, 18]. Although the consequences caused by norovirus
infection are not very serious, it still cannot be ignored.
-ere are still cases of death caused by infection in clinical
practice, and there is also the probability that healthy people
will develop into severe cases after being infected with
norovirus. -erefore, monitoring and early warning of
norovirus has become an essential link.

Wavelet denoising is to eliminate noise through short
waves, which is consistent with the basic principle of
Gaussian denoising [19]. In recent years, the wave theory has
developed rapidly, and it has been widely used in practice
due to its good time-frequency characteristics. In new fields,
the wave theory has also attracted the attention of many
scholars because of its good application effects [20]. In
mathematics, denoising is essentially a function approxi-
mation problem, that is, how to find the best approximation
to the original signal in the function room, and the wave-
generating function is expanded and shifted according to the
proposed criteria, in order to complete the distinction be-
tween the original signal and the noise signal. In other
words, the best mapping is found from the actual signal
space to the wave function space. From the point of view of

(a) (b)

Figure 4: Intestinal ultrasound images of a child patient. (a) -e image of a child, female, 10 years old, suffered from abdominal pain and
diarrhea for 2 weeks. (b) -e image of a child, male, 9 years old, suffered from a tight abdomen, obvious diarrhea, and abdominal pain.
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signal science, denoising is a problem of signal filtering.
Although denoising can be regarded as low-pass filtering to a
large extent, it is better than the traditional low-pass filtering
in retaining signal features completely after processing [21].
-us, it is found that wavelet denoising is actually a com-
bination of feature extraction and low-pass filtering.
-rough collecting a large number of cases, all the research
objects underwent the ultrasound examinations in this
study, and the results were processed by the wavelet
transform algorithm, so the following conclusions were
drawn. -e positive detection rate of norovirus was higher
than that of rotavirus. -e age of children patients infected
with norovirus was concentrated in children under 2-3 years
old and above 5 years old, and the children were susceptible
to norovirus in winter and most of them were in December.
From this, the susceptible population and susceptible season
of norovirus could be known.

Data mining technology is to obtain valuable knowledge
and rules that users may be interested in from a large amount
of data in the storage space, so as to tap out the potential of
users [22]. -ese rules can provide useful information for

business decisions and financial forecasts. In 1990, with the
wide application of the network system and the rapid de-
velopment of network technology, database technology has
stepped into a new stage of management of graphs and
images from the management of some simple data in the
past, and the amount of data is also increasing [23].
According to the analysis, data mining is mainly carried out
from the four aspects of classification, estimation, predic-
tion, and clustering. -erefore, it is necessary to make
sufficient preparations for the purpose of the operation and
data collection before the operation. In this study, the ul-
trasound examination results and virus detection results of a
large number of children patients were collected and ana-
lyzed, so as to construct the correlation model of related
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feature transformation. What is more, the data acquisition
was mainly to prepare for the subsequent data mining.
When data mining is performed, it is necessary to select data
from the dataset and select the data needed to build the
model from the original dataset. In this study, the data
mining results found that the early ultrasound examinations
of children patients in the susceptible age group showed
slight intestinal edema or effusion and slight changes in
gastrointestinal function, which affected the diet and rest of
children. Some children patients might have clinical man-
ifestations of vomiting, which was basically in line with the
observation results of clinicians.

5. Conclusion

In this study, the main focus was the application of mon-
itoring and early warning detection technology of norovirus,
namely, data mining technology. -erefore, a large number
of children patients with diarrhea symptoms were selected,
and the ultrasonic examination results were collected.
Meanwhile, the wavelet transform algorithm was applied to
denoise processing of ultrasonic images to facilitate the
normalization and collation of data. -e research results
showed that the ultrasound images processed by the wavelet
transform algorithm had higher quality, which was conve-
nient for doctors to diagnose the diseases of children in
combination with the image data. Based on the results of
data mining technology analysis of children infected with
norovirus, it was found that in clinical practice, children
with diarrhea were more likely to be infected with norovirus
than rotavirus, and children younger than 2 years old or
older than 5 years old are more susceptible to norovirus in
December. In summary, data mining technology based on
the wavelet transform artificial intelligence algorithm had a
relatively accurate warning effect and could also predict the
future trend of disease data, so it could be promoted and
applied clinically. -e disadvantage of this study is that the
presentation of case data is less, which makes the research
results lack of intuitive data support. -erefore, further
research and analysis are needed to provide more effective
clinical reference value.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.
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+is study was to analyze the effect of the combined application of deep learning technology and ultrasound imaging on the effect
of breast-conserving surgery for breast cancer. A deep label distribution learning (LDL) model was designed, and the semi-
automatic segmentation algorithm based on the region growing and active contour technology (RA) and the segmentation model
based on optimized nearest neighbors (ON) were introduced for comparison. +e designed algorithm was applied to the breast-
conserving surgery of breast cancer patients. According to the difference in intraoperative guidance methods, 102 female patients
with early breast cancer were divided into three groups: 34 cases in W1 group (ultrasound guidance based on deep learning
segmentation model), 34 cases in W2 group (ultrasound guidance), and 34 cases in W3 group (palpation guidance). +e results
revealed that the tumor area segmented by the LDL algorithm constructed in this study was closer to the real tumor area; the
segmentation accuracy (AC), Jaccard, and true-positive (TP) values of the LDL algorithm were obviously greater than those of the
RA and ON algorithms, while the false-positive (FP) value was significantly lower in contrast to the RA and ON algorithms,
showing statistically observable differences (P< 0.05); the actual resection volume of the patients in the W1 group was the closest
to the ideal resection volume, which was much smaller in contrast to that of the patients in the W2 and W3 groups, showing
statistical differences (P< 0.05); the positive margins of the patients in the W1 group were statistically lower than those in the W2
and W3 groups (P< 0.05). In addition, 1 patient in the W1 group was not satisfied with the cosmetic effect, 3 patients in the W2
group were not satisfied with the cosmetic effect, and 9 patients in theW3 group were not satisfied with the cosmetic effect. Finally,
it was found that the ultrasound image based on the deep LDLmodel effectively improved the AC of tumor resection and negative
margins, reduced the probability of normal tissue being removed, and improved the postoperative cosmetic effect of breast.

1. Introduction

Breast cancer is a malignant tumor that occurs on the ductal
epithelium and terminal ductal epithelium of the breast. It
can manifest as breast lumps, nipple discharge, nipple re-
traction, skin adhesions, skin edema, and breast pain [1].+e
invasive breast cancer is still major diseases threatening the
lives and health of women [2]. In the past, the breast cancer
was treated by removing the breasts for the classic surgical
treatment, the expanded radical mastectomy, and modified
radical mastectomy, which would leave women’s chest long
and ugly scar after the surgery [3]. In addition, large-scale
mastectomy and axillary lymph node dissection will inevi-
tably bring more surgical complications, such as the

formation of postoperative scar tissue, which limits the
range of movement of the upper limbs; the lymphatic cir-
culation of the upper limbs is blocked, which leads to
swelling of the upper limbs [4]. +erefore, modern clinical
treatment recommends breast cancer conserving surgery.
Compared with radical mastectomy, breast-conserving
surgery has the characteristics of less trauma and less pain.
While preserving the integrity of the breast shape, it also
takes into account postoperative functional recovery, so the
curative effect can be comparable to radical mastectomy by
combining with postoperative comprehensive treatment
[5, 6]. Although the current surgery is still generally based on
modified radical mastectomy, breast-conserving surgery will
gradually replace modified radical mastectomy as the main
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surgical procedure with the development of early diagnosis
technology.

At present, the auxiliary methods suitable for breast-
conserving surgery for breast cancer include intraoperative
ultrasound guidance and palpation guidance. Although
palpation guidance is a clinical standard surgical procedure,
its performance in assessing the extent of resection of the
disease is low, and excessive resection scope and positive
margins may occur, which will not only affect the surgical
effect but also lead to low cosmetic effect and unsuccessful
surgery [7]. Ultrasound, as an imaging method widely used
in clinical purposes, has developed from the initial diagnosis
of breast cancer to aid surgical treatment. It can play an
important role in breast cancer conserving surgery, and
clinical ultrasound-guided breast-conserving surgery is
necessary [8]. Deep learning, as a new field in machine
learning research, allows computers to simulate the mech-
anism of the human brain to solve problems and enables the
computers to improve their ability to solve problems on their
own without human supervision [9, 10]. Clinical application
of deep learning technology to ultrasound image segmen-
tation is also a major trend. For example, the shape, color,
and texture of the lesion can be classified through accurately
segmenting the lesion, so that the machine can complete the
doctor’s diagnosis process or visualizing the images in three
dimensions can effectively improve the diagnostic perfor-
mance of doctors [11]. A multilabel classification task refers
to a piece of data that may have one or more labels. For
example, a patient’s physical examination report may be
labeled with multiple labels, such as high blood pressure and
high blood sugar. Multilabel learning algorithms can be
divided into problem conversion methods and algorithm
adaptation methods. +e problem conversion method is to
convert the multilabel classification into other mature sce-
narios, so that the data can adapt to the algorithm, and the
algorithm adaptation method is to adapt popular learning
techniques to deal with multilabel data and let the algorithm
adapt to the data. +erefore, it is necessary to combine the
deep learning and ultrasound.

In short, the combined application of deep learning
technology and imaging technology can be well developed in
the field of medical diagnosis and treatment. In this study, a
deep LDL model was designed and applied to breast cancer
patients during breast-conserving surgery. +e combined
application of deep learning technology and ultrasound
imaging on the effect of breast-conserving surgery for breast
cancer was comprehensively evaluated by analyzing the
amount of tumor resection, margins, and postoperative
cosmetic effects in breast cancer patients.

2. Materials and Methods

2.1. Research Objects. One hundred and two female patients
with early breast cancer (the clinical TNM staging is stage I
and II) admitted in the hospital from February 10, 2018, to
February 10, 2021, were selected as the research subjects.+e
patients with multicenter lesions, preoperative neo-
adjuvants, breast cancer surgery history, nontactile breast
cancer, and invasive breast cancer were excluded. According

to the different guidance methods used in the surgery, the
research objects were rolled into three groups: 34 cases in
W1 group (ultrasound guidance based on deep learning
segmentation model), 34 cases in W2 group (ultrasound
guidance), and 34 cases in W3 group (palpation guidance).
+is study had been approved by the Medical Ethics
Committee of hospital, and the patients and their families
had known the situation of the study and signed the in-
formed consent forms.

2.2. GuidanceMethods. Ultrasound guidance was performed
as follows: Before the surgery, SonoScape was used to open the
M11 ultrasound color Doppler diagnostic instrument to mark
the tumor boundary on the patient’s skin surface, and set 1 cm
around the tumor as the ideal resection margin. After an-
esthesia, an appropriate incision was made, and an ultrasound
probe was adopted to guide the surgical resection in real time.
During the process, it had to pay attention to the gentle
operation to avoid tumor compression. Ultrasonic testing was
performed on the isolated specimens after surgery to ensure
that the tumor was cleanly removed.

Palpation guidance was performed as follows. +e
SonoScape was adopted to open the M11 ultrasound color
Doppler diagnostic instrument to mark the tumor boundary
on the skin surface of the patient before the surgery, and set
1 cm around the tumor as the ideal resection margin. After
anesthesia, a suitable incision was cut on the skin, and the
palpation guidance was realized by figures. +e tumor was
marked and then completely removed based on past
experience.

2.3. Pathological Examination and Data Collection. +e
pathological examination was performed on the tumor
tissue resected by the two guiding methods; the circum-
ferences (length, width, and height) of the tumor and the
resected tissue were measured and the distance between each
resection edge and the tumor edge was measured (obtain the
longest/shortest resection edge). +e resection edge was
observed to check if the tumor cells were visible. Under a
microscope, if there was no ink staining on the tumor tissue,
it can be judged as a negative margin.

+e tumor volume (V1), ideal resection tissue volume
(V2), and actual resection tissue volume (V3) were calcu-
lated with following equations:

V1 �
4
3
π•

α
2

•
β
2

•
λ
2
, (1)
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4
3
π•
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2

+ 1 •
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2

+ 1 •
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2

+ 1 , (2)

V3 �
4
3
π•
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2

•
β∗
2

•
λ∗
2

. (3)

In (1)–(3), α, β, and λ referred to the length, width, and
height of the tumor, respectively, and α∗, β∗, and λ∗ rep-
resented the length, width, and height of the actual resection
tissue, respectively.
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+e age, weight, height, and tumor location of the pa-
tients were collected before the surgery. Long-term follow-
up was carried out after the surgery. +e breast shape, in-
cision healing, and nipple, and areola positions of the pa-
tients were observed 2 and 5 months after the surgery.

2.4. Deep LDL Model. LDL can label an instance very
naturally and assign a performance value to each label of
the instance as much as possible. Compared with the
traditional single-label learning, it showed more degrees of
freedom to obtain more effective information [12].
+erefore, an encoder-decoder architecture deep network
was designed based on LDL (Figure 1), which was com-
posed of input layer, convolution module, pooling layer,
subsequent branches of the convolution module, and
softmax layer.

+e network can perform Softmax operation [13] to
obtain the label distribution map required. When the
classification probability and cross entropy loss were cal-
culated, the equations could be written as follows:

Pi �
a

i

ia
i
, (4)

Loss � −
m

ymlog Pm. (5)

In (4) and (5), P was the classification probability, ai was
the element contained in the input data, and
y � y0, y1, y2, . . . , yn  ∈ 0, 1{ } represented the category.
+ere were two categories in this study: tumor and back-
ground. When it was the tumor category,
Loss(P, y) � −logP1 could be met; when it was the back-
ground category, Loss(P, y) � −logP0 was satisfied. From
this, the fuzzy label distribution map can be initially
obtained.

A label distribution fitting term [14] was proposed in this
study to further integrate the obtained fuzzy label distri-
bution map into the LDL model; then, the new energy
function could be expressed as follows:

H � ε + ϕ + D. (6)

In equation (6), ε represented the gray-scale fitting term;
ϕ and D represented the label fitting term and the regula-
rization term, respectively. +e following equation could be
obtained by introducing the bias field hypothesis theory:

ε � 
Φ

(M(x, y) − C(x, y)N(x, y))
2dxdy. (7)

In the above equation, M represented the image to be
observed, N represented the real image, C was the bias field,
and Փ referred to the interval. +en, the concept of local
clustering properties was introduced. It was assumed that
there was a circle with r as radius and s as center, the
paranoid field value of any point s∗ in this circle was similar
to the center s. In addition, the values of the real image on
multiple intervals [Փ1, Փ2, ... Փn] were [v1, v2,... vn], re-
spectively; then, equation (7) could be evolved as follows:

ε �  

n

i�1
 L(s − s∗ ) M(s∗ ) − C(s)vi( 

2⎛⎝ ⎞⎠ds. (8)

A label distribution fitting item was also added, which
was different from the traditional model:

ϕ � 
n

i�1

Φ

S(s∗ ) − vi( 
2ds. (9)

In equation (9), S (s∗) was the pixel value obtained from
the label learning map and represented the tumor proba-
bility value in this study. Adding the abovementioned label
distribution fitting item can solve the different qualitative
gray levels. +erefore, the final energy function can be
expressed as:

H �  
n

i�1
 L(s − s∗ ) M(s∗ ) − C(s)vi( 

2⎛⎝ ⎞⎠ds

+ 
n

i�1

Φ

S(s∗ ) − vi( 
2ds +|D|.

(10)

2.5. Evaluation Indicators of Segmentation Performance.
+e semiautomatic segmentation algorithm based on the
region growing and active contour technology (RA) and the
segmentation model based on optimized nearest neighbors
(ON) were introduced for comparison to further analyze the
performance of the designed model. +e accuracy (AC), true
positive (TP), false positive (FP), and Jaccard were selected
as the evaluation indicators, which could be expressed as
follows:

AC �
T1 ∩T2


∪ C1 ∩C2




T1 ∩C1
,

TP �
T1 ∩T2




T1
,

FP �
T1 ∩T2 − T1




T1



,

Jaccard �
T1 ∩T2




T1 ∪T2



.

(11)

In the above equations, T1 referred the tumor area ob-
tained by manual segmentation, and T2 represented the
tumor area obtained by the model segmentation.

2.6. Statistical Analysis. +e data of this study was analyzed
by SPSS19.0 version statistical software; the measurement
data were expressed by the mean± standard deviation
(‾x± s), and the count data were expressed in the form of
percentage (%). One-way analysis of variance was used for
pairwise comparison. +e difference was statistically sig-
nificant at P< 0.05.
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3. Results

3.1. Image Segmentation Performance of Deep LDL Model.
Figure 2 shows the image segmentation effects of the three
algorithms on some samples. It revealed that the tumor area
segmented by the LDL algorithm constructed was closer to
the real tumor area. Although the RA algorithm and the ON
algorithm could also identify the tumor area better, the area
selection range was too large, so that it was easy to include
the background area, showing poor segmentation effect.

+e quantitative indicators were compared to further
clarify the segmentation performances of the three algo-
rithms. As shown in Figures 3 and 4, the AC, Jaccard, and TP
values of the LDL algorithm were greatly larger than those of
the RA and ON algorithms, showing statistically obvious
differences (P< 0.05); the FP value of the LDL algorithm was
much smaller in contrast to that of the RA and ON algo-
rithms, showing statistically great difference (P< 0.05).

3.2. Comparison on Basic Information of the Patients. As
illustrated in Figures 5 and 6, the pairwise comparisons of
age, body mass index (BMI), and tumor stage ratio of pa-
tients in W1, W2, and W3 groups were not statistically
observable (P> 0.05).

Figure 7 shows an ultrasound image of a 46-year-old
female patient with breast cancer. Ultrasound showed that
the breast tissues on both sides were slightly thickened, the
lobule structure was slightly thick and disordered, and the
internal distribution was uneven. +ere were two hypo-
echoic masses of different sizes in the upper outer quadrant,

with irregular shapes, and there was no echo in the capsule.
+e internal echo was uneven, and several sand particles
showed strong echoes with weak sound shadows. In addi-
tion, the color Doppler ultrasound showed that there was no
blood flow signal, right axillary lymph node was not reached,
and multiple hypoechoic nodules were visible in the axillary.

3.3. Comparison on Resection Volume of Tumor. As given in
Figure 8, the tumor volume and ideal resection volume of
patients in theW1,W2, andW3 groups were relatively close,
and the difference was not statistically significant (P> 0.05);
the actual resection volume in the W1 group was the closest
to the ideal resection volume and was greatly smaller than
that in the W2 and W3 groups (P< 0.05).

Figure 9 shows the images of ultrasound reexamination
in some patients after surgery. As shown in Figure 9(a), the
ultrasound reexamination found that the right breast cancer
of the patient was treated for one year after radiotherapy; the
sonographic features were obvious, and the multiple
hypoechoic nodules showed target ring signs, which were
multiple liver metastases. Figure 9(b) reveals that the pa-
tient’s left side breast cancer had an obstruction of lymphatic
drainage, that is, lymphatic fluid accumulated in the axilla
and formed a lymphatic cyst.

3.4. Comparison of PatientMargin Performance. As revealed
in Figure 10, the positive margins and negative margins of
the patients in the W1 group were 7.43% and 92.57%, re-
spectively; the positive and negative margins of the patients
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in the W2 group were 15.31% and 84.69%, respectively, and
the positive and negative margins of the patients in the W3
group were 26.07% and 73.93%, respectively. It was clear that
the positive margins of the patients in the W1 group were
dramatically less than those in the W2 and W3 groups, and
the differences were statistically observable (P< 0.05).

Figure 11reveals that the longest margin (1.35 cm) of the
patients in the W1 group was smaller in contrast to that of
the patients in the W2 and W3 groups, while the shortest
margin (0.67 cm) was greater. Based on the difference be-
tween the longest resection margin and the ideal resection
margin and the difference between the shortest resection
margin and the ideal resection margin, it can be concluded

that the longest and shortest resection margins of the pa-
tients in groupW1 were closer to the ideal resection margin,
and the variation among individuals was smaller.

3.5. Analysis on Postoperative Cosmetic Effect of Patients.
+e postoperative cosmetic effects of the three groups of
patients were compared, and the results are shown in Fig-
ure 12. +ere was 1 patient in the W1 group who was not
satisfied with the cosmetic effect because there was an ob-
vious shift in the position of the nipple. In the W2 group, 3
patients were not satisfied with the cosmetic effect: 1 case
suffered from a significant deviation in the position of the
nipple, and 2 suffered from larger breast scar areas. In the
W3 group, 9 patients were not satisfied with the cosmetic
effect, including 3 patients with obvious deviation of the
nipple position, 2 patients with large breast scar areas, 3
patients with visible breast deformation, and 1 patient with
postoperative infection. As a result, patients in theW1 group
were more satisfied with the cosmetic effect than those in the
W2 and W3 groups, and the differences were statistically
notable (P< 0.05).

4. Discussion

With the development of medical technology, the clinical
treatment of breast cancer is constantly updated and pro-
gressed. Great changes have been realized from the initial

RA ON LDL Manual segmentation

Figure 2: Comparison on image segmentation effects of different algorithms. (a, b) Original images.
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huge traumatic treatment to today’s minimally invasive
treatment. +e breast-conserving surgery has become the
best treatment way for early breast cancer in current years.
On the other hand, the application of imaging methods in
the surgical process is the current trend. As a diagnostic tool
for early breast cancer, ultrasound has also been used in
breast cancer, which shows very important value [15].
+erefore, a deep LDL model was designed for breast cancer
patients during the breast-conserving surgery in this study.
+e semiautomatic segmentation algorithm based on the
region growing and active contour technology (RA) and the
segmentation model based on optimized nearest neighbors

(ON) were introduced for comparison to further analyze the
performance of the designedmodel.+e results revealed that
the tumor area segmented by the LDL algorithm was closer
to the real tumor area; although the RA algorithm and the
ON algorithm could also identify the tumor area better, the
area selection range was too large, so that it was easy to
include the background area, showing poor segmentation
effect. +e quantitative results suggested that the AC, Jac-
card, and TP values of the LDL algorithm were greatly larger
than those of the RA and ON algorithms, and the FP value of
the LDL algorithm was much smaller in contrast to that of
the RA and ON algorithms, showing statistically differences
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Figure 5: Comparison on age and BMI of patients in three groups. (a, b) +e statistical results of age and BMI, respectively.
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Figure 7: +e ultrasound images of a 46-year-old female patient with breast cancer. +e patient went to hospital for examination due to a
lump in the left breast with obvious pain.
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(P< 0.05). Such results were similar to the findings of Wang
et al. [16], indicating that the LDL algorithm constructed in
this study showed a good effect on tumor segmentation,
improving the accuracy of tumor segmentation, so it was
suitable for clinical promotion.

According to the difference in intraoperative guidance
methods, 102 female patients with early breast cancer were
divided into three groups: 34 cases in W1 group (ultrasound
guidance based on deep learning segmentation model), 34
cases in W2 group (ultrasound guidance), and 34 cases in
W3 group (palpation guidance). +e results suggested that
the actual resection volume of the patients in the W1 group
was the closest to the ideal resection volume, which was
much smaller in contrast to that of the patients in the W2
and W3 groups, showing statistical differences (P< 0.05).
+e amount of breast tissue removed will affect the ap-
pearance of the patient’s breast after surgery. Excessive
removal may cause the breast to collapse and deform, so it is
necessary to reduce the amount of breast tissue resection
under the premise of negative margins during the surgery to
improve the success rate of breast preservation [17]. It was
concluded that the ultrasound images based on the deep
LDL model could effectively improve the AC of tumor re-
section and reduce the probability of normal tissue being
resected. +e positive margins of the patients in the W1
group were statistically lower than those in the W2 and W3
groups (P< 0.05), which was different with the research

results of Guo et al. [18]. Resection margins are closely
related to the postoperative recurrence of patients.
Obtaining satisfactory negative margins is a topic of clinical
concern. It was found in this study that ultrasound images
based on the deep LDL model could effectively reduce the
positive rate of resection margins in patients.

+ere are many side effects after breast cancer surgery,
and the breast cosmetic effect has a great impact on the
patient’s physical and mental health. Previous studies have
shown that breast asymmetry will make women’s quality of
life worse [19]. A follow-up survey was performed for the
three groups of patients 6 months after the surgery. +ere
was 1 patient in theW1 group who was not satisfied with the
cosmetic effect because there was an obvious shift in the
position of the nipple. In the W2 group, 3 patients were not
satisfied with the cosmetic effect: 1 case suffered from a
significant deviation in the position of the nipple, and 2
suffered from larger breast scar areas. In the W3 group, 9
patients were not satisfied with the cosmetic effect, including
3 patients with obvious deviation of the nipple position, 2
patients with large breast scar areas, 3 patients with visible
breast deformation, and 1 patient with postoperative in-
fection. Such results revealed that the ultrasound image
based on the deep LDL model exerted reliable positive
impacts on the cosmetic effect of the patient’s breast after
surgery, which was different from the results obtained by An
et al. [20]. +e possible reason may be that the resection
amount of breast tissue during surgery could affect the
postoperative cosmetic effect, resulting in significant dif-
ferences in the cosmetic effect of the three groups.

5. Conclusion

A deep LDL model was designed, and the semiautomatic
segmentation algorithm RA and the segmentation model
ON were introduced for comparison. +e designed algo-
rithm was applied to the breast-conserving surgery of breast
cancer patients. According to the difference of intraoperative
guidance methods, 102 female patients with early breast
cancer were divided into three groups: 34 cases in W1 group
(ultrasound guidance based on deep learning segmentation
model), 34 cases in W2 group (ultrasound guidance), and 34
cases in W3 group (palpation guidance). It was found that
ultrasound images based on the deep LDL model effectively
improved the tumor resection AC and negative margins,
reduced the probability of normal tissue being removed, and
enhanced the postoperative breast cosmetic effect. However,
the constructed deep LDL model cannot be applied to all
situations due to the complicated tumor edge characteristics,
and the number of patients was small, so further empirical
research was necessary in the follow-up. In summary, the
image segmentation model proposed in this study showed a
good application value for the implementation of clinical
breast-conserving surgery for breast cancer.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.
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)e aim of this study is to explore the clinical effect of deep learning-basedMRI-assisted arthroscopy in the early treatment of knee
meniscus sports injury. Based on convolutional neural network algorithm, Adam algorithmwas introduced to optimize it, and the
magnetic resonance imaging (MRI) image super-resolution reconstruction model (SRCNN) was established. Peak signal-to-noise
ratio (PSNR) and structural similarity (SSIM) were compared between SRCNN and other algorithms. Sixty patients with meniscus
injury of knee joint were studied. Arthroscopic surgery was performed according to the patients’ actual type of injury, and knee
scores were evaluated for all patients.)en, postoperative scores andMRI results were analyzed.)e results showed that the PSNR
and SSIM values of the SRCNN algorithm were (42.19± 4.37) dB and 0.9951, respectively, which were significantly higher than
those of other algorithms (P< 0.05). Among patients with meniscus injury, 17 cases (28.33%) were treated with meniscus suture,
39 cases (65.00%) underwent secondary resection, 3 cases (5.00%) underwent partial resection, and 1 case (1.67%) underwent full
resection. After meniscus suture, secondary resection, partial resection, and total resection, the knee function scores of patients
after treatment were (83.17± 8.63), (80.06± 7.96), (84.34± 7.74), and (85.52± 5.97), respectively. )ere was no great difference in
knee function scores after different methods of treatment (P> 0.05), and there were considerable differences compared with those
before treatment (P< 0.01). Compared with the results of arthroscopy, there was no significant difference in the grading of
meniscus injury by MRI (P> 0.05). To sum up, the SRCNN algorithm based on the deep convolutional network algorithm
improved theMRI image quality and the diagnosis of knee meniscus injuries. Arthroscopic knee surgery had good results and had
great clinical application and promotion value.

1. Introduction

)e knee joint is the largest, most complex, and weight-
bearing main joint in the human body. Patients with tibial
plateau fractures are often accompanied by meniscal in-
juries, and the incidence is about 50% [1]. Meniscus injuries
are difficult to repair themselves, which is a difficult and
urgent problem in orthopedic treatment. Meniscus injuries
are often diagnosed by arthroscopy, knee ultrasound, CT,
and magnetic resonance imaging (MRI). Arthroscopy is the
gold standard for meniscus diagnosis, but it is invasive and
increases the probability of infection in patients [2]. )e
diagnostic accuracy of B-ultrasound for knee joint meniscus
injury is not high [3]. CT cannot correctly grade the

diagnosis. MRI has the characteristics of noninvasiveness,
nonradiation, high soft tissue resolution, and high speci-
ficity. Moreover, MRI has high sensitivity and specificity to
the injured area, so MRI has become an important method
for knee joint injury following arthroscopy [4]. However,
affected by the resolution of MRI images, the false positives
and false negatives of meniscus injury diagnosis are rela-
tively high.

MRI images are susceptible to noise pollution, resulting
in distortion of MR images [5]. At present, MRI images are
often processed by filtering-based denoising methods, but
the image information is lost seriously in the denoising
process, and additional noise may be introduced [6].
Convolutional neural networks have achieved very good
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results in natural image processing. At present, some
scholars have applied them in the field of medical images.
High-resolution MRI images can be obtained after being
processed by super-resolution reconstruction algorithm [7].
Kobayashi et al. [8] pointed out that the image resolution
processed by the three-layer convolutional neural network
(CNN) (super-resolution CNN, SRCNN) was significantly
improved. However, there are still obvious misdiagnosis and
missed diagnosis in the diagnosis of clinical diseases, which
need to be further improved.

In summary, the resolution of MRI images requires to be
further improved. SRCNN based on deep CNN algorithm
should be further optimized to increase its image quality.
)erefore, SRCNN was optimized based on the deep CNN
algorithm in this research. Patients with knee meniscus
injury were taken as the research object to explore the di-
agnostic value of MRI images of deep CNN algorithm for
meniscus injury. Moreover, the clinical effect of arthroscopic
surgery based on MRI images in knee meniscus injuries was
evaluated to provide guidance for the treatment of knee
meniscus injuries.

2. Materials and Methods

2.1. Research Objects and Grouping. Sixty patients with knee
meniscus injury who were admitted to the Orthopedics De-
partment of our hospital from August 2019 to December 2020
were selected as the research objects. )e age range was 18–70
years old, and the average age was (48.54± 5.46) years old.
Among them, 41 were males and 19 were females. )e me-
niscus injury time was seven days to five years, and the average
injury time was (2.24± 1.04) years. )ere were 37 cases on the
left and 23 cases on the right knee. All patients had no history of
knee surgery and received knee MRI and knee arthroscopy
during examination and treatment. Inclusion criteria were as
follows: (i) age> 18 years; (ii) MRI examination showing
meniscus injury, which was confirmed by knee arthroscopy;
(iii) those who were hospitalized in time and can receive
surgery; and (vi) those with no contraindications to surgery.
Exclusion criteria were as follows: (i) patients with other
fractures or severe system diseases; (ii) patients with meniscus
congenital diseases or developmental abnormalities; (iii) pa-
tients combined with knee joint infection, tuberculosis, and so
on; and (iv) meniscus injury caused by severe bone and joint
disease.)e experimental procedure had been approved by the
hospital ethics committee, and all subjects included in the study
had signed the informed consent form.

2.2. MRI Image Super-Resolution Algorithm Based on Deep
CNN Algorithm. )e convolutional layer of the deep CNN
(DCNN) is mainly responsible for extracting features from
the input data [9], and the extracted feature map Xl output
by the first layer is expressed as follows:

Xl � Xl−1 ⊙Al + bl, (1)

where Xl−1 is the output of the l-th layer, ⊙ is the con-
volution operation, Al is the convolution layer parameter,
and bl is the bias. )e activation function in DCNN can

improve the expressive power of the entire network by
introducing nonlinear operations [10]. )e ReLU function
can avoid the disappearance of the gradient when the input
is saturated [11]. )e ReLU function is expressed as follows:

g(x) �
x, (x≥ 0),

0, (x< 0).
 (2)

)e training goal of DCNN is minimizing the loss
function of the network [12]. )e commonly used loss
functions include mean square error loss function, cross-
entropy loss function, and log-likelihood loss function. )e
mean square error loss function is expressed as follows:

B �


m
i�1 yi − yi( 

2

m
. (3)

)e cross-entropy loss function is expressed as follows:

B �
1
m



m

i�1
yilog h0 xi(   + 1 − yi( log 1 − h0 xi(  . (4)

)e log-likelihood loss function is expressed as follows:

B � − 
m

i�1
yi ln h0 xi( , (5)

where m is the number of input samples, yi is the corre-
sponding model output of xi, yi is the corresponding target
output, and h0(xi) is the corresponding model probability
output of xi.

)e DCNN-based super-resolution reconstruction al-
gorithm (SRCNN) mainly includes image feature extraction,
nonlinear mapping, and image reconstruction when pro-
cessing low-resolution images. After the low-resolution
images go through image data preprocessing, DCNN feature
extraction, and nonlinear mapping and image reconstruc-
tion modules in the SRCNN module, a high-resolution MRI
image is obtained. SRCNN processing flow for low-reso-
lution images is shown in Figure 1.

Before low-resolution MRI image processing, it is nec-
essary to perform preprocessing such as normalization, low-
resolution image generation, image feature extraction, and
data enhancement. )e data types of MRI images are mostly
32-bit floating-point numbers. )e calculation method for
normalizing MRI images is as follows:

Ci
′ �

Ci

max Ci( 
, (6)

where Ci is the matrix of the original i-th MRI image and C′
is the normalized MRI image of the i-th image.

)e neural network training process is divided into
forward propagation process and backpropagation process.
)e forward propagation process uses the network input and
existing parameters to calculate the network output. )e
backpropagation process first calculates the loss based on the
network output and then transmits the loss back to each
node in the network, thereby updating the weight value of
each node [13]. For the simplest gradient descent algorithm,
the weight update process is expressed as follows:
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ωi+1 � ωi − αdω,

ei+1 � ei − αde,
 (7)

where ωi is the current weight, dω is the gradient of the loss
function to ω, ωi+1 is the updated weight, ei is the current
bias term weight, de is the gradient of the loss function to e,
ei+1 is the updated bias term weight, and α is learning rate.

)emomentum gradient descent algorithm is a common
algorithm for parameter update in the network, and its
update parameters are expressed as follows:

Ddω � βDdω +(1 − β)dω,

Dde � βDde +(1 − β)de,

ωi+1 � ωi − αDdω,

ei+1 � ei − αDde,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

where dω and de represent the current gradients, Ddω and
Dde represent momentums, and β is a self-set
hyperparameter.

)e RMSProp algorithm has the advantages of fast
convergence speed and small oscillation amplitude [14], and

its parameter update process is expressed as shown in
equation (9), where θ is a very small constant.

Edω � βEdω +(1 − β)(dω)
,2

Ede � βEde +(1 − β)(de)
2
,

ωi+1 � ωi − α
dω

���
Edω


+ θ

,

ei+1 � ei − α
de

���
Ede


+ θ

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

Adaptive moment estimation (Adam) optimization al-
gorithm combines the momentum gradient descent algo-
rithm and the RMSProp algorithm, which can reduce the
oscillation amplitude and accelerate the convergence speed
of the network [15]. )e Adam optimization algorithm was
used to update the parameters. )e parameter update
process during the initial training of the Adam optimization
algorithm is expressed as follows:
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Figure 1: SRCNN processing flow for low-resolution image.
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Ddω � β1Ddω + 1 − β1( dω,

Dde � β1Dde + 1 − β1( de,

Edω � β2Edω + 1 − β2( (dω)
2
,

Ede � β2Ede + 1 − β2( (de)
2
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

At the t-th iteration, the cumulative amount of the
modified gradient is expressed as follows:

D
n
dω �

Ddω

1 − β1
t

 
,

D
n
de �

Dde

1 − β1
t

 
,

E
n
dω �

Edω

1 − β2
t

 
,

E
n
de �

Ede

1 − β2
t

 
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

)e parameters are updated according to the momen-
tum and RMSProp algorithm, which are expressed as
follows:

ωi+1 � ωi − α
D

n
dω���

E
n
dω


+ θ

.

ei+1 � ei − α
D

n
de���

E
n
de


+ θ

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

In equations (9)-(12), β1 and β2 are 0.9 and 0.999, re-
spectively, θ is 10−8, yi is the corresponding target output,
and h0(xi) is the corresponding model probability output of
xi.

2.3. Analysis of Reconstruction Performance of MRI Image
Super-Resolution Algorithm Based on Deep CNN Algorithm.
To avoid the impact of loss function, SRCNN still uses the
same loss function as DCNN. )e quality of the recon-
structed image is evaluated regarding peak signal-to-noise
ratio (PSNR) and structural similar image metric (SSIM).
PSNR is commonly used to evaluate the differences between
the image to be estimated and the ideal image, and its
calculation equation is as follows:

PSNR(f, g) � 10 log10
L
2

MSE(f, g)
 , (13)

where L is the peak signal, f is the ideal image, g is the image
to be estimated, MSE(f, g) is the mean square error of the
image, MSE(f, g) � 1/MN

M
i�1 

N
j�1(f(i, j) − g(i, j))2, and

M×N is the size of the image to be estimated.
)e structural similarity (SSIM) evaluation result is

similar to the human senses, which is calculated as follows:

SSIM(f, g) � (L(f, g))
α

· (C(f, g))
β
•(S(f, g))

c
, (14)

where μf, μg, σf, and σg are the mean values and standard
deviations of the ideal image f and the image g to be
evaluated, respectively, σfg is the covariance of f and g,
c1 � (k1 R)2, c2 � (k2R)2, R is the range of image pixel
values, k1 and k2 are 0.01 and 0.03, respectively, c3 � c2/2,
α � β � c � 1, and L(f, g), C(f, g), and S(f, g) represent
image brightness, structure, and contrast, respectively.

2.4. Knee MRI Examination and Diagnostic Criteria. 1.5 T
superconducting MRI (Siemens, Germany) was used to
examine the patient that was in the supine position, the knee
joint was naturally externally rotated 25° during the ex-
amination, and the knee joint was fixed during the scan. )e
scanning layer thickness was 3mm, the layer spacing was
0.2∼0.4mm, the matrix was 256×256, and the joint space
was used as the scanning center. All patients underwent
coronal and sagittal scans. )e repetition time (TR) of T2WI
was 800–1000ms, and the echo time (TE) was 26ms. )e
spin echo sequence T1WI had TR of 450–500ms and TE of
14ms. MRI diagnostic criteria were as follows: all patients’
MRI scan images were individually read by three radiologists
with senior titles, who provided reports to evaluate the
lateral meniscus injury and its damage morphology.

2.5. Surgical Methods and Observation Indicators.
Schatzker classification standard in the study of Kumar et al.
[16] was referred, and the types of platform fractures of MRI
images of all patients in the study were classified into six
types. Different types of platform fractures received different
surgical treatments.

)e grading standard of meniscus injury was as follows.
Grade 1: there is a patchy signal, showing mild degeneration.
Grade 2: there is a linear signal, showing serious degener-
ation. Grade 3: there is a linear signal, showing a meniscus
tear [17]. All patients were scored according to Lysholm knee
joint function score before and after surgery, and the
changes of knee joint function scores before and after
treatment were compared to analyze the effect of surgical
treatment.

2.6. Statistical Methods. )e test data were processed using
SPSS 19.0. )e results of intraoperative exploration or ar-
throscopy were used as the standard to analyze the accuracy
of MRI diagnosis. Enumeration data were expressed as a
percentage (%), tested by the χ2 test. P< 0.05 indicated that
the difference was statistically considerable.

3. Results

3.1.<e Influence of LossFunctionandNumberofConvolution
Kernels on Reconstruction Performance. )e comparison of
training curves of the three loss functions is shown in
Figure 2. PSNRs of the three loss functions all increased first
and then became stable with the increase of the number of
iterations. )e PSNR of the mean square error loss function
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was relatively higher under the same number of iterations,
and the convergence was relatively faster during the training.

PSNRs of MRI reconstructed images under different
numbers of convolution kernels are compared in Figure 3.
With the increase of the number of iterations, the PSNR of
the MRI reconstructed image under different convolutions
and numbers showed a state of increasing first and then
being stable in a certain region. As the number of convo-
lution kernels increased, the PSNR of the MRI reconstructed
image increased significantly. )e number of convolution
kernels was increased from 1 to 3, and the PSNR of the MRI
reconstructed image was increased by 0.68 dB. )e number
of convolution kernels was increased from 3 to 5, and the
PSNR of the MRI reconstructed image was increased by
0.16 dB.

3.2. Quality Analysis of Reconstructed MRI Image. PSNR
value of the SRCNN algorithm was compared with the
average PSNR value of DCNN, cubic spline interpolation,
and deeply recursive convolutional network (DRCN) based
on the residual learning algorithm (Figure 4). )e PSNR of
the SRCNN algorithm was (42.19± 4.37) dB, which was
greatly higher than that of other algorithms, and the dif-
ference was remarkable (P< 0.05).

)e average SSIMs of different algorithms were com-
pared (Figure 5). )e average SSIM of DCNN, cubic spline
interpolation, DRCN, and SRCNN algorithms was 0.9447,
0.9316, 0.9764, and 0.9951, respectively. )e SSIM of
SRCNN algorithm was notably higher than that of other
algorithms, and the difference was substantial (P< 0.05).

3.3. MRI Diagnosis Results of Meniscus Injury. )e MRI
results of patients with meniscus injury before and after
treatment were analyzed (Figure 6). )e normal meniscus
MRI image showed uniform low signal and regular shape
(Figure 6(a)). )e MRI signal of meniscus injury patients
showed focal ellipse or round high signal, which did not
touch the articular surface of the meniscus (Figure 6(b)).)e
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Figure 2: Comparison of training curves with the same loss
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horizontal linear hyperintensity shadow extended to the
edge of the joint capsule of the meniscus but did not exceed
the articular surface of the meniscus (Figure 6(c)). In ad-
dition, there was an irregular high signal shadow in the
meniscus (Figure 6(d)).

3.4. MRI Diagnosis Result of Meniscus Injury Degree. )e
results of arthroscopy or intraoperative exploration were
used as the gold standard to evaluate the accuracy of MRI in
the diagnosis of meniscus injury (Figure 7). )ere were 19
cases (31.67%), 34 cases (56.67%), and 7 cases (11.67%) of
meniscus injury diagnosed by arthroscopy as grades I, II, and
III, respectively. )ere were 20 cases (33.33%), 27 cases
(45.99%), and 13 cases (21.67%) of meniscus injuries di-
agnosed by MRI as grades I, II, and III, respectively. )ere
was no obvious difference in the grading of meniscus injury
between results of MRI and arthroscopy (P> 0.05).

3.5. Statistics of Treatment Methods of MRI-Diagnosed Me-
niscus Injury. According to the degree and type of meniscus
injury, different treatment methods were implemented for
the 60 patients included in the study, and the proportion of
patients in different methods was calculated (Figure 8).
Seventeen cases (28.33%) were treated with meniscus suture,
39 cases (65.00%) underwent secondary resection, 3 cases
(5.00%) underwent partial resection, and 1 case (1.67%)
underwent total resection.

3.6. Knee Function Scores of Patients Treated with Different
Methods before and after Treatment. )e knee function
scores of patients with different treatment methods were
compared before and after treatment (Figure 9). )ere
was no statistical difference in the knee function scores of
all patients before treatment (P> 0.05). After meniscus
suture, secondary resection, partial resection, and total
resection were used to treat meniscus injury patients, and
the knee function scores were (83.17 ± 8.63),
(80.06 ± 7.96), (84.34 ± 7.74), and (85.52 ± 5.97), respec-
tively. In addition, there was no great difference in the
knee function scores among patients treated by different
treatment methods after treatment (P> 0.05). )e knee

function scores of each group after treatment were sig-
nificantly different from those before treatment
(P< 0.01).

(a) (b) (c) (d)

Figure 6: MRI image of meniscus. (a) MRI image of normal meniscus. (b) MRI image of grade I injury in the posterior horn of the medial
meniscus (female, 24 years old). (c)MRI image of grade II injury of the posterior horn of themedial meniscus (female, 62 years old). (d)MRI
image of grade III injury of the posterior horn of medial meniscus (male, 36 years old).
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4. Discussion

)e entire training process of SRCNN based on the deep
CNN algorithm was calculating this round of loss according
to the loss function after all levels and processing are passed
through the input previous to the propagation. In this re-
search, appropriate optimization methods such as stochastic
gradient descent was adopted to update the parameters of
each layer in the direction of reducing the loss.)erefore, the
loss function was the instructor of the entire network
learning, which had a great influence on the quality of the
final learning result [18]. )en, the training curves of the
three commonly used loss functions were compared. It was
found that the PSNR of the mean square error loss function
was high, and the convergence was fast during the training.
)e mean square error loss function belongs to the pixel-by-
pixel loss function, which can well converge to the local
minimum [19]. )erefore, the mean square error loss
function was selected as the loss function.)e depth of CNN
has a great impact on network performance, and the depth of
SRCNN is mainly determined by the number of convolution
kernels in the network [20]. PSNRs of MRI reconstructed
images under different numbers of convolution kernels were
compared. It was found that as the number of convolution
kernels increased, the PSNR of the MRI reconstructed image
increased significantly. )e number of convolution kernels
was increased from 1 to 3, and the PSNR of the MRI
reconstructed image was increased by 0.68 dB. )e number
of convolution kernels was increased from 3 to 5, and the
PSNR of the MRI reconstructed image was increased by
0.16 dB.)ese results indicated that the PSNR increased with
the increase in the number of S3D-RDBs, suggesting that the
quality of the MRI images reconstructed by the SRCNN
network was getting better and better. It was because the

more the number of convolution kernels in the SRCNN
network, the deeper the network depth, which can capture
more feature maps of different levels to highlight more
detailed information [21]. As the number of convolution
kernels increased, the increase in PSNR became small. It may
be because as the network deepened, information loss still
occurred when information was transmitted in the network,
which made the backpropagation of the gradient in the
network more difficult [22].

Meniscus injury has a significant correlation with the
stability of the knee joint, postoperative inflammation, and
other complications [23]. Iqbal et al. [24] found that MRI
diagnosis of articular surface collapse was consistent with
the arthroscopic diagnosis. In this research, the results
showed that the different degrees of MRI meniscus injury
were not statistically significant with the results of ar-
throscopy (P> 0.05). It showed that there were still a small
number of false positives and false negatives in MRI di-
agnosis. It may be related to the uneven confounding signal
of connective tissues such as synovium and muscle health,
which led to artifacts of meniscus damage duringMRI scan.
However, there was no considerable difference between
MRI diagnosis results and arthroscopic diagnosis results,
indicating that MRI had a certain potential value in the
diagnosis of meniscus injury. Lu et al. [25] pointed out that
arthroscopy had the characteristics of less surgical trauma
and fast recovery speed and is used in the clinical treatment
of meniscus injuries. Based on the imaging characteristics,
different methods were used to treat patients with different
degrees of meniscus injury. )e results showed that there
was no great difference in knee function scores among
patients treated by different treatment methods after
treatment (P> 0.05). )e knee function scores of each
group after treatment were significantly different from
those before treatment (P< 0.01), which suggested that the
effect of arthroscopic surgery on knee meniscus injury was
significant.

5. Conclusion

Based on the deep CNN algorithm, the Adam optimization
algorithm was introduced to optimize it, which was then
applied to the knee joint meniscus injury diagnosis. )e
clinical effect of arthroscopic surgery in knee meniscus injury
based on MRI images was evaluated. )e results revealed that
SRCNN based on deep CNN algorithm significantly im-
proved the quality of knee MRI images. However, there are
still some shortcomings in this research, which does not
perform a statistical analysis on the parameters and calcu-
lation cost of the algorithm in MRI image processing. In the
future work, we will further analyze it to clarify the value and
significance of SRCNN based on deep CNN algorithm in the
diagnosis of knee meniscus injury. In summary, the SRCNN
algorithm based on the deep convolutional network algorithm
improved the MRI image quality and the diagnosis of knee
meniscus injuries. Moreover, arthroscopic knee surgery had
good results and had great clinical application and promotion
value.
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To explore the application effect of the big data medical imaging tertiary diagnostic system in improving the medical and health
examination, cases in township health centers were collected by the medical imaging tertiary diagnosis system. Clinical cases
examined by the tertiary diagnostic system of big data medical imaging will be set as the observation group. Clinical cases not
involved in the tertiary diagnostic system of big data medical imaging were set as the control group.*e qualified rate, film positive
rate, and film diagnosis accuracy between the two groups are compared, and X-ray perspective, X-ray examination, and CT
multiple medical imaging examinations are used in two groups. *e experimental results showed that the pass rate was 86.57%,
positive rate was 72.32%, and diagnosis rate was 80.17%. Pass rate, positive rate, and diagnostic accuracy were higher than the
control group (P< 0.05). X-line film is the most cost effective. CTexamination has a high diagnostic sensitivity and can achieve a
clear diagnosis of the benign and malignant diseases. *e three-level diagnosis system of medical imaging has significantly
improved and improved the technical level in the medical and health examination, which has good practical value.

1. Introduction

China’s medical resources are relatively lacking and highly
unbalanced in distribution. With the accelerating aging
process in China, the contradiction between high-quality
medical resources and the people’s ever-improving demand
for health services is becoming more and more serious [1].
Regional sharing of medical image information is the key to
solve this problem. At present, with the implementation of
China’s “Internet +” development strategy and the active
promotion of medical reform on hierarchical diagnosis and
treatment and medical consociation construction, many
places in China are trying to conduct regional PACS [2].
Medical imaging software, diagnostic medical imaging
software, is suitable for almost all types of images. It can
diagnose computer X-ray, digital photography, active im-
aging radiography, angiography, ultrasound, nuclear med-
icine, endoscopy, and ophthalmic diseases [3]. It can help
doctors view 3D images and combine them with other

images to get more information about the diagnosis.
Godinho et al. found in their 2012 investigation that, in
processing CT scan images of stroke patients, radiologists
using the ResolutionMD mobile terminal can improve the
speed by 24% compared with the PACS workstation, saving
one patient every 11 minutes on average [4]. Kong and Chen
estimated that the gap of talents in relevant majors in China
in the next five years would be as high as 1.3 million; es-
pecially, big data talents with solid theoretical foundation
and business practice experience across biomedical science
and information science are in great shortage [5]. Zhou et al.
believed that the future development of teleradiology would
be more important [6]. On the basis of the present research,
this paper expounds the characteristics of several radio-
logical examinations commonly used in health examination
in order to make reasonable application of this kind of
examination. Specific x-ray fluoroscopy, health examination,
X-ray, andmultiple medical imaging tests are involved in the
physical examination program. *rough discussion and
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comparison, it is concluded that the X-ray film is the first
choice and the most cost-effective method for screening
chest diseases in the routine physical examination of most
people at present. Ultrasound shows a high diagnostic
sensitivity and can make a clear diagnosis of benign and
malignant diseases [7, 8].

2. Materials and Methods

2.1. Clinical Data. *e patients received imaging health
examination in the mobile health center and were set as the
control group. *ere were 2316 cases in the observation
group, including 1169 males and 1147 females, aged from 2
to 83 years, with an average age of 55± 16.9 years. In the
control group, there were 1,982 cases, including 1006 males
and 976 females, ranging in age from 1 to 81 years, with an
average age of 52± 18.3 years. *ere was no significant
difference in age and gender between the two groups
(P≥ 0.05).

2.2.ResearchMethods. Doctors will upload the image data to
the medical image level-3 diagnosis platform, so county
hospital diagnostic center doctors can receive mobile phone
SMS alerts and receive township hospital patients exami-
nation data. Doctors in the diagnostic center of county
hospital can read diagnosis online, review, and issue diag-
nosis report and reply with electronic signature. Township
health work site timely obtains and prints diagnostic reports
to patients. For difficult cases, township doctors can upload
the examination data to the central hospital for imaging
consultation and generally complete the diagnosis or con-
sultation within 1 hour [9].

2.3. Statistical Analysis. Data analysis was performed using
SPSS 13.0. *e measurement data are represented by
mean± standard difference (x± s), compared using the t-test
and χ2 test, and P< 0.05 is of statistical significance.

3. Results and Discussion

Among 2316 cases in the observation group, 2005 cases were
qualified and 311 cases were unqualified, with a pass rate of
86.57%. In the control group of 1982 cases, 1391 cases were
qualified and 591 cases were unqualified, with a qualified rate
of 70.18%. *e difference was statistically significant
(P< 0.05), as shown in Table 1.

*e main factors for unqualified cases are unphoto-
graphed positive position (32.13%), uploaded image quality
defects (exposure, artifacts, and poor image quality)
(28.58%), unmarked image left and right parts (25.12%), and
failure to provide a complete medical history (14.17%).

In the observation group, 1675 cases were positive and
641 cases were negative, and the positive rate was 72.32%,
while in the control group, 1167 cases were positive and 815
cases were negative, and the positive rate was 58.88%, among
the 2316 cases. *e difference was statistically significant
(P< 0.05), as shown in Table 2.

*e use of the medical imaging system for sentinel
lymph nodes in the treatment of breast cancer is charac-
terized by the ability to detect sentinel lymph node me-
tastasis through some diagnostic methods. At present, the
main methods for the clinical diagnosis of sentinel lymph
node micrometastasis include continuous section, immu-
nohistochemistry, and biopsy. However, in the actual op-
eration process of the former two methods, all lymph nodes
of patients need to be tested, which is a heavy workload and
has great limitations in practical use; it is difficult to achieve
the purpose of detection, so sentinel lymph node biopsy for
breast cancer has become a widely used means in clinics.
However, with the continuous development of medical
technology, some scholars have proposed that colour ul-
trasound has a good effect on the diagnosis of sentinel lymph
node micrometastasis [10].

Sixty cases of breast cancer patients admitted to a
hospital from December 2014 to December 2015 were
randomly selected as the research objects. All the selected
patients were female, aged from 21 to 68 years, with an
average age of 50.6± 5.7 years. Sites: 33 on the right side and
27 on the left side; there were 22 cases of invasive ductal
carcinoma, 7 cases of mucinous adenocarcinoma, 8 cases of
invasive lobular carcinoma, 10 cases of papillary adeno-
carcinoma, and 13 cases of medullary carcinoma. According
to TNM stage T1-2N0M0, 25 cases were of the T1 stage
(tumor diameter: <2 cm), 35 cases were of the T2 stage
(tumor diameter: 2–5 cm), as shown in Table 3.

According to the material of the X-ray bulb tube anode,
there are tungsten target and rhodium target. At present,
molybdenum target is more commonly used for X-ray
photography, which is of great value for the examination of
breast cancer, the classic textbook description of the X-ray
signs of breast cancer typically involves lesions that have
formed masses or prominent nodules, with the improve-
ment of people’s health awareness and the popularization of
medical knowledge, and the typical breast cancer is rarely
found in the health examination; however, mammography is
more difficult to diagnose early breast cancer with no his-
tory, no symptoms, no signs, and lesions of less than a
certain volume than breast cancer with a history, symptoms,
signs, and lesions of a certain volume; it depends even more

Table 1: Comparison of imaging quality between the observation
group and the control group.

Group Qualified Unqualified Percentage of
pass

Observation group
(n� 2316) 2005 311 86.57

Control group
(n� 1983) 1391 591 70.18

Table 2: Comparison of the positive rate of radiography between
the observation group and the control group.

Group Positive Negative Positive rate
Observation group (n� 2316) 1675 641 72.32
Control group (n� 1982) 1167 815 58.88
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on the personal experience of the diagnostician and the
thinking environment at the time of reading the film, es-
pecially in women of reproductive age whose breast tissue
has not degenerated; the value of mammography may be
higher for those who have already been examined or self-
examined by a doctor, especially for those who have been
found to have suspicious nodules by ultrasound. Molyb-
denum target mammography of the breast generally takes a
total of four films for the comparison between the upper and
lower positions of both sides of the breast and the internal
and external oblique positions, and the total amount of
X-ray radiation cannot be ignored. *erefore, the indica-
tions for mammography should be mastered from the as-
pects of family history, age, medical history of the present
illness, marriage, and child history to prevent the abuse from
causing harm to women [11]. Some foreign anthologies
suggest annual mammography and MRI examination for
high-risk groups, and Liu Peifang also advocates MRI
participation in the census of high-risk groups in China.
Regular screening for breast cancer is necessary for high-risk
groups. If mammography has the most comprehensive
advantages compared with MRJ and ultrasound, another
method of screening for breast cancer, it is worthwhile to
make mammography the preferred method for early breast
cancer screening in high-risk groups.

Due to the popularity of CT, in routine physical ex-
amination, further CT examination of lesions of solid or-
gans in the digestive system, urogenital system, and other
systems found by ultrasound examination and lung lesions
found by the chest X-ray film can be used to differentiate
benign from malignant lesions or evaluate their functions:
patients with special indications of biochemical examina-
tion results can be screened for diseases of related organs:
for patients with frequent dizziness and headache, in order
to exclude cerebrovascular lesions, head CTcan be included
in the physical examination items if conditions permit; as a

routine test, because of the high dose of X-ray radiation,
how to use this new technique to maximize the diagnostic
effect and accord with the principle of X-ray examination
optimization is a subject worth studying. So, people tend to
use low-dose spiral CTscans to screen for early lung cancer,
and because of the low dose X-ray scans in low dose spiral
CT scans, the thin-layer reconstruction technique is used
instead of the thin-layer scan so that the dose of iatrogenic
X-ray radiation of the subject is greatly reduced, and be-
cause the low-dose spiral CT scan requires less X-ray dose,
the thermal effect of the CT tube is reduced, the loss of the
CT tube is correspondingly reduced, the life of the tube is
prolonged, and it is possible to reduce the charge rea-
sonably. In addition, CD is used instead of film, which
further saves the cost and makes it possible to charge the
same fee for the low-dose spiral CT scan and chest CR and
DR examination, which is easy to be accepted by people.
For patients with cardiac symptoms, CT coronary imaging
is undoubtedly necessary, but this examination can in-
crease the amount of X-ray radiation in the subject, and the
screening for coronary artery disease in the routine
physical examination is still under study and questionable;
some occupations have special physical requirements for
practitioners. After a certain age, CT coronary imaging can
be performed to screen for coronary artery lesions. In any
case, you should respect the advice of your doctor as to
whether or not to have a CT scan on a healthy subject, and
you should never ask for a CTscan unless recommended by
your doctor.

A total of 150 patients (55 males and 95 females) un-
derwent thyroid nodule examination. *e average age was
45.39± 5.96 years from 19 to 75 years. For all physical ex-
amination personnel, colour Doppler ultrasound was se-
lected to carry out thyroid nodule disease diagnosis. *e
frequency of the ultrasonic probe was adjusted from 7.5 to
12MHz such as Table 4.

Table 3: Colour ultrasound results of breast cancer patients.

Position and
type

*is is an infiltrating
ductal carcinoma

Mucous
adenocarcinoma

*is is an invasive
lobular carcinoma

Papillary
adenocarcinoma Medullary carcinoma

On the right
side 10 3 4 3 5

On the left
side 12 4 4 7 8

Table 4: CT examination data of thyroid cancer patients.

*e number of
people Age You have thyroid

nodules
*yroid
cancer

Papillary carcinoma of the
thyroid Medullary thyroid carcinoma

Man 50 40–50 16 3 2 0
Woman 95 19–75 45 6 5 1

Table 5: Comparison of diagnostic rates between observation and control imaging subjects.

Group Clarify a diagnosis No clear diagnosis Positive rate (%)
Observation group (n� 2316) 2213 103 95.55
Control group (n� 1982) 1589 384 80.17
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Patients with hyperplasia of thyroid tissue are more
likely to present with thyroid nodules. If the nature of the
thyroid nodule is different, different clinical intervention
measures should be selected [12]. For patients with benign
thyroid nodule, conservative treatment and follow-up ob-
servation were mainly selected clinically. For physical ex-
amination personnel in the implementation of the thyroid
nodule diagnosis process, the method of ultrasound ex-
amination is chosen, showing a high diagnostic sensitivity,
and can be a clear diagnosis of benign and malignant dis-
eases so as to ensure the smooth implementation of clinical
effective thyroid nodule treatment methods.

As shown in Table 5, in the observation group of 2316
cases, 2213 cases were clearly diagnosed, 103 cases were
undiagnosed, and the diagnosis rate was 95.55%. In the
control group, 1589 cases were definitely diagnosed, 384
cases were undiagnosed, and the diagnosis rate was 80.17%.
*e difference was statistically significant (P< 0.05).

4. Conclusions

*is paper discusses the application of several radiological
images in normal physical examination. X-ray fluoroscopy;
X-ray photography; color Doppler imaging; X-ray radiog-
raphy has developed from screen radiography to computer
radiography (CR) and the latest digital X-ray radiography
(DR). *rough the comparison of the positive rate of radi-
ography in the observation group of 2316 cases, 1675 cases
were positive and 641 cases were negative, and the positive
rate was 72.32%, while in the control group of 1982 cases,
1167 cases were positive and 815 cases were negative, and the
positive rate was 58.88%. *us, this demonstrates that X-rays
are the preferred and most cost-effective method of screening
for chest disease during routine physical examinations. *e
choice of the ultrasound examination method shows a high
diagnostic sensitivity, and the benign and malignant disease
can be clearly diagnosed so as to ensure the successful
implementation of the clinical effective treatment of thyroid
nodules. *e development of information technology has
indeed provided us with great convenience and also promoted
the development of medical imaging, teaching, and scientific
research. It is combined with biotechnology, genetic engi-
neering, and medical engineering. Hospitals at all levels
should improve the understanding of digital large imaging,
update their ideas, actively promote its application in hos-
pitals, and strengthen personnel training. *e rapid devel-
opment of video technology has promoted the explosive
coverage of video visual culture in today’s society. When
video visual culture enters the field of education, it will have a
huge impact on the educational mode.
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*e data used to support the findings of this study are
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Imaging examination plays an important role in the early diagnosis of myeloma.(e study focused on the segmentation effects of
deep learning-based models on CT images for myeloma, and the influence of different chemotherapy treatments on the prognosis
of patients. Specifically, 186 patients with suspected myeloma were the research subjects. (e U-Net model was adjusted to
segment the CT images, and then, the Faster region convolutional neural network (RCNN) model was used to label the lesions.
Patients were divided into bortezomib group (group 1, n� 128) and non-bortezomib group (group 2, n� 58). (e biochemical
indexes, blood routine indexes, and skeletal muscle of the two groups were compared before and after chemotherapy. (e results
showed that the improved U-Net model demonstrated good segmentation results, the Faster RCNNmodel can realize the labeling
of the lesion area in the CT image, and the classification accuracy rate was as high as 99%. Compared with group 1, group 2 showed
enlarged psoas major and erector spinae muscle after treatment and decreased bone marrow plasma cells content, blood M
protein, urine 24 h light chain, pBNP, ß-2 microglobulin (β2MG), ALP, and white blood cell (WBC) levels (P< 0.05). In
conclusion, deep learning is suggested in the segmentation and classification of CT images for myeloma, which can lift the
detection accuracy. Two different chemotherapy regimens both improve the prognosis of patients, but the effects of non-
bortezomib chemotherapy are better.

1. Introduction

Myeloma leads to increased levels of monoclonal immu-
noglobulin, which is attributed to malignant proliferation
and abnormal accumulation of clonal plasma cells [1].
Studies have shown that the incidence of multiple myeloma
has significantly exceeded that of acute leukemia and ranks
second among hematological malignancies [2]. With the
progress in research on treatment methods and the clinical
promotion of hematopoietic stem cell transplantation
technology, the complete remission rate of multiple mye-
loma has reached approximately 75% [3]. It has been
confirmed that the median survival time of patients with
multiple myeloma has been extended to 5 to 8 years [4].
(anks to the unclear cause, the insidious onset, and low
progress of myeloma, it is easy to cause the missed diagnosis
and misdiagnosis [5]. In the treatment of myeloma, the

chemotherapy regimen containing high-dose dexametha-
sone was generally selected in the past. (is regimen has a
rapid onset for newly discovered myeloma patients, with a
median onset time of 1–1.5 months, which can quickly
relieve patient symptoms. In recent years, with the emer-
gence of new drugs such as immunomodulators and pro-
tease inhibitors, treatment programs have been further
optimized. Nowadays, it is common to choose a combina-
tion of new drugs and traditional chemotherapy drugs for
combined chemotherapy in clinical practice. (is new
combination chemotherapy regimen can significantly im-
prove the remission rate of myeloma patients and the
survival rate.

(e clinical diagnosis method of myeloma is different
from other general tumors. It requires obvious clinical
symptoms of peripheral organ damage, such as renal
function damage and osteolytic bone damage [6]. Recently,
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imaging techniques have been widely used in the diagnosis,
differentiation, staging, and evaluation of therapeutic effects
of multiple myeloma. Multiple myeloma is a blood system
disease, involving multiple systems/organs. Systemic bone
disease and extramedullary lesions have implications for the
identification, diagnosis, and staging of the disease [7]. X-ray
is always used in the imaging diagnosis of multiple myeloma,
but it is positive only when more than 30% of the trabecular
bone is destroyed and so it is easy to cause missed diagnosis
[8]. CT imaging is characterized by cross-sectional scan,
high-density resolution, and reconstruction. It is superior to
X-ray scan in the diagnosis of multiple myeloma [9].

However, CT imaging cannot be used to stage the disease
when there is no change in bone marrow infiltration and
cortical bone. One of the most classic methods of deep
learning is convolutional neural networks. Among them,
Faster RCNN and U-Net are both earlier algorithms that use
full convolutional networks for image segmentation. Deep
learning used in the segmentation of medical images can
greatly improve the segmentation effects [10]. (e fully
convolutional network (FCN) optimizes the fully connected
layer in the traditional convolutional neural network into a
convolutional layer, which reduces the complexity of the
calculation and lifts the segmentation efficiency [11].
Compared with the FCNmodel, the U-Net model has higher
segmentation accuracy and is not limited by the input
sample size [12]. Using deep learning to process medical
images can assist doctors in detecting lesions. It not only
reduces the workload of doctors but also overcomes
problems, such as poor diagnosis due to subjective
differences.

In this study, a deep learning-based model was used to
process CT images of patients with myeloma and then the
effects of different chemotherapy treatments on the prog-
nosis of patients were compared, aimed to provide reference
for improving the clinical diagnosis, treatment, and staging
effects of myeloma.

2. Methods

2.1. Research Subjects. A total of 186 suspected myeloma
patients were selected, among whom 123 were initially di-
agnosed as myeloma by Durie–Salmon (DS) and Interna-
tional Staging System (ISS) methods. (ey all underwent
surgery, pathological examination, and bone marrow aspi-
ration biopsy and were diagnosed with myeloma.(ere were
93 males and 93 females, and the age ranged from 35 to 82
years, with an average age of 58.54± 10.15 years. (e average
interval between bone marrow biopsy and imaging exam-
ination was about 20 days.

(e subjects were selected as per the following inclusion
criteria: (i) those who met the diagnostic criteria for mye-
loma; (ii) those who had not received any radiotherapy,
chemotherapy, or other therapies before treatment; (iii)
those who had no other malignant tumors; and (iv) those
agreeing with and accepting the study.

Exclusion criteria were as follows: (i) those with in-
complete imaging data and (ii) those who cannot coop-
erate to complete the imaging examination. All patients

have signed an informed consent form. All studies in this
article have been approved by the Medical Ethics
Committee.

2.2. CT Examination. (e whole-body low-dose CT exam-
ination was performed using the Philips Brilliance ICT in-
strument. Under 120 kV and 50mAs, the slice thickness was
2mm, the slice spacing was 1mm, the reconstruction slice
thickness was 3mm, the screw pitch was 0.811, and the
collimation was 128× 0.873mm. During CT examination,
the patient was in a supine position with arms crossed and
placed on the lower abdomen. (e scan was from the top of
the skull to the proximal end of the tibia. After the scan, the
collected images need to be transmitted to the image-pro-
cessing workstation. (e standardized bone algorithm was
used to perform sagittal and coronal reconstruction.

2.3. CT Image Segmentation Based on U-Net. (e U-Net
model is used to segment skeletal CT images, and it is a
typical “end-to-end” U-shaped network structure. To im-
prove the segmentation effects, the original U-Net model
was optimized, and the structure of the adjusted model is
shown in Figure 1.

A loss function based on the Dice coefficient is used to
balance the ratio of pixels in the bone area to the background
area. (e Dice coefficient is to measure the similarity be-
tween functions [13], and the Dice coefficient and its loss
function are calculated as follows:

Dice �
2 · TP

2 · TP + FP + FN
,

loss � 1 −
2 · TP

2 · TP + FP + FN
,

(1)

TP is the number of positive samples predicted as positive
samples, FP is the number of positive samples predicted as
negative samples, and FN is the number of positive samples
predicted as negative samples.

Intersection over union metric (IOU) is used to evaluate
the segmentation effects. IOU calculates the intersection
ratio, which is often used in the field of image segmentation
[14]. (e calculation of IOU is as follows:

IOU �
TP

TP + FP + FN
. (2)

2.4. Myeloma Detection Based on Faster RCNN. In order to
realize the intelligent detection of myeloma using CT
images, the Faster RCNN model is used to detect the lesion
area. (e Faster RCNN model mainly consists of two parts,
namely, the region proposal network (RPN) and the region
convolutional neural network (RCNN) [15]. (e specific
image processing steps using this model are as follows:
First, the network classification model is used to extract the
feature map, and then, the RPN is used to generate the
region of interest (RoI), followed by the pooling operation.
Finally, RCNN is used to classify the feature map and assign
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the probability value to the target category. (e basic
structure and parameters of Faster RCNN are shown in
Figure 2.

(e VGG basic model is used to extract the feature map.
(e basic structure of the VGG model is shown in Figure 3.
(e convolutional kernel sizes in the VGG model are 1× 1
and 3× 3. (e activation function is a softmax function, and
the reshape operation is performed before and after treat-
ment to improve the classification effects.

(e sample is input into the model for training, and the
loss function of the model needs to include the RPN and
detector, but the loss function is composed of classification
loss and regression loss function, expressed as follows:

L pi , ti (  �
1

Nc

 Lc pi, p
∗
i(  + α

1
Nr

 p
∗
i Lr ti, t

∗
i( ,

(3)

where pi is the probability of the target area in the prediction
box and p∗i is the multiclass labels in softmax regression.

(e mathematical expressions of classification loss Lc
and regression loss Lr are as follows:

Lc pi, p
∗
i(  � −log p

∗
i pi + 1 − p

∗
i(  1 − pi( ( ,

Lr ti, t
∗
i(  � R ti, t

∗
i( ,

(4)

where R is the smooth L1 function, ti is the offset of the
prediction frame during the RPN training process, and t∗i
has the same dimension as ti. With the iteration of the loss

function, the parameters of the softmax classifier are further
optimized and clarified, which can distinguish different
training samples.

2.5. Remission Induction Treatment Plan. With patients’
economic levels and clinical differences taken into account,
there were mainly two treatment plans: group 1 underwent
bortezomib treatment, and group 2 underwent non-borte-
zomib treatment. (ere were 128 patients in group 1, and 58
patients in group 2.

2.6. Evaluation and Follow-Up. All patients were tested for
laboratory indicators before treatment and after induction
treatment, including blood routine, serum/urine protein
electrophoresis, biochemical items (albumin, globulin, and
blood creatinine), urine routine, and bone marrow exami-
nation, to explore clinical efficacy. All patients were followed
up from the first visit, and the follow-up time was ap-
proximately 40 months. (e overall survival time in this
study was from the time of diagnosis to the end of the last
follow-up. When patients were transferred halfway or gave
up treatment, they were not included in the study of overall
survival.

2.7. Statistical Processing. SPSS19.0 was used to process the
data. Measurement data conforming to normal distribution
were expressed as mean± standard deviation, and

1×16×16 16×32×32 32×64×64 64×128×128 128×256×256 256×128×128 64×32×32128×64×64 32×16×16×1

512×512 256×256 128×128 64×64 32×32

Conv 3×3, ReLU

Max pool2×2

Up-conv 2×2

Copy

Conv 1×1

Figure 1: Basic framework and parameter settings of the U-Net model.
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comparisons between groups adopted the independent
sample t test; measurement data that did not conform to
normal distribution were represented by the median value,
and the nonparametric rank sum test was used to analyze the
difference between groups.(e count data were expressed by
percentage n, and the χ2 test was for comparison between
groups. P< 0.05 was the threshold for significance.

3. Results

3.1. Segmentation Performance of the U-Net Model. U-Net
and the improved U-Net′ network were trained for 50
rounds, and the loss curve and IOU curve of the two models
on the training set and the test set were compared before and
after chemotherapy. It is noted in Figure 4 that the loss curve
of the U-Net′ model on the training set and the test set
converged more quickly, while the area under the IOU curve
was larger.

(e loss value and IOU value were compared between
the U-Net and U-Net′ model when the maximum training
times are reached, and the results are shown in Figure 5. It
was noted that the loss values of the U-Net′ model on the
training set and the test set were larger, than the IOU value.

Subjectively, the segmentation effects of the U-Net and
U-Net′ model on CT images were compared for multiple
myeloma, and the results are shown in Figure 6. (e seg-
mentation effects of the lesion area on the T1 and T2 images
were compared. It was noted that the U-Net model had poor
effects when segmenting small lesions in the CT image and
the improved U-Net′ model can realize the segmentation of
small lesions. (e red area in the figure is the segmentation
of the lesions of myeloma patients under the U-Net model
algorithm.

3.2. Detection and Verification of the Faster RCNN Model.
(e Faster RCNN model was trained, and the training re-
sults are shown in Figure 7. It was noted that when training
iterations were below 10 times, the classification accuracy
and loss value of the model gradually stabilized. (e clas-
sification accuracy of the Faster RCNN model was ap-
proximately 0.966, and the loss value was approximately
0.092.

(e trained Faster RCNN model was then used to detect
multiple myeloma, and the results are shown in Figure 8. It
was noted that the classification results displayed the

Convolution+relu

Full connected+relu

Max pooling

So�max

224×224×3

224×224×6

56×56×256
28×28×512

14×14×512

7×7×512 1×1×4096 1×1×1000

Figure 3: Basic structure of the VGG model.
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pooling
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Average
pool FC FC

Classification

Location

Figure 2: Basic structure of Faster RCNN.
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prediction frame, the corresponding category, and the
probability value of the target area. (e red area in the figure
is the part of the myeloma patient’s lesion that was separated
under the Faster RCNN model algorithm.

3.3. Basic Information of Patients. (e baseline data of pa-
tients in group 1 and group 2 were compared, and the results
are shown in Table 1. It was noted that there was no

statistically significant difference between the two groups of
patients in age, height, weight, gender, DS staging, and ISS
staging (P> 0.05). Hence, the baseline data of the two groups
were comparable.

3.4.CTImaging forWaistMuscleof thePatientbeforeandafter
Chemotherapy. (e fat in psoas major, quadratus lumbo-
rum, erector spinae, and erector spinae was compared before
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and after chemotherapy, and the results are shown in Fig-
ure 9. It was noted that in group 2, the quadratus lumborum
muscle was significantly reduced and the erector spinae
muscle was significantly enlarged after treatment (P< 0.05)
compared to before treatment; the psoas major and erector
spinae muscle were significantly enlarged after treatment in
group 2 compared to group 1, and the erector spinae muscle
fat was significantly reduced (P< 0.05).

3.5. Biochemical Indicators before and after Chemotherapy.
(e ratio of bone marrow plasma cells, monoclonal im-
munoglobulin (M protein), urine 24 h light chain, pBNP,
and ß-2 microglobulin (β2MG) levels were compared before
and after chemotherapy, and the results are shown in

Figure 10. It was noted that compared to before treatment,
the levels of urine 24 h light chain, pBNP, and β2MG in
group 2 were significantly reduced (P< 0.05) while the level
of β2MG in group 1 was also significantly reduced (P< 0.05).
Compared with group 1, the ratio of bone marrow plasma
cells, blood M protein, urine 24 h light chain, pBNP, and
β2MG levels were significantly reduced after treatment in
group 2 (P< 0.05).

3.6. Blood Routine Indexes before and after Chemotherapy.
(e blood routine indexes of ALP, LDH, Cr, Alb, Ca, WBC,
Hb, and Plt were compared before and after chemotherapy,
and the results are shown in Figure 11. It was noted that
compared with before treatment, the Cr levels of group 1
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Figure 7: Classification accuracy and loss curve of the Faster RCNN model.
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Figure 8: (e detection results of the Faster RCNN model for multiple myeloma.

Table 1: Comparison of baseline data between the two groups.

Project Group 1 (n� 128) Group 2 (n� 58) Statistics P

Age (year) 58.93± 9.65 57.69± 11.12 t� 0.771 0.441
Height (m) 1.66± 0.08 1.65± 0.10 t� 0.453 0.652
Weight (kg) 67.52± 10.51 66.85± 11.86 t� 0.317 0.752

Gender (n/%) Male 69/53.91 24/41.38 χ2 � 0.839 0.334Female 59/46.09 34/58.62

DS staging (n/%)

I 3/2.34 4/6.90

χ2 � 0.873 0.467
II 9/7.03 4/6.90
III 2/1.56 1/1.72
IV 9372.66 39/67.24
V 20/15.63 9/15.52

ISS staging (n/%)

I 17/13.28 10/17.24

χ2 � 0.797 0.562
II 54/42.19 22/37.93
III 52/40.63 22/37.93
IV 0/0.00 0/0.00
V 1/0.78 0/0.00
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and group 2 were significantly reduced (P< 0.05). Com-
pared with group 1, ALP before and after treatment in
group 2 was significantly lower (P< 0.05), the LDH level
before and after treatment was significantly higher
(P< 0.05), and the WBC level after treatment was signif-
icantly lower (P< 0.05).

4. Discussion

(reshold segmentation is the most common image seg-
mentation method. (e pixel values in the target area and
background are similar, but the pixel values of different
target areas are different. (e algorithm segments the target
area according to the peak value displayed in the histogram
[16]. Traditional segmentation algorithms are affected by
image noise and other factors, and thus, they tend to have
poor segmentation results. (e U-Net model has been
proved to have excellent segmentation results [17], so it was
used in the study. Its parameters were adjusted based on the
original one, and then, the adjusted one was used to seg-
ment the lesion area in CT images. It was found that
compared to the original one, the improved U-Net model
demonstrated better convergence effects and the area under
the IOU curve was larger. It suggested that the adjusted
U-Net model had better segmentation effects on the CT
image of multiple myeloma. Image processing is an integral
part in the detection of lesion area [18]. (e deep learning-

based model needs to classify the target areas after the
recognition and positioning [19]. (erefore, the Faster
RCNN framework was used to detect the lesion area on CT
images for myeloma and to locate the target area in the CT
image and label the category. (e results showed that the
Faster RCNN model can realize the positioning and cat-
egory labeling of the lesion area, which lifted the diagnosis
efficiency.

Plasma cells are transformed into protoplasmic cells by
B lymphocytes after antigen stimulation, and protoplasmic
cells evolve into mature plasma cells through processes
such as differentiation and reproduction [20]. M protein is
an abnormal immunoglobulin produced by the mono-
clonal malignant proliferation of plasma cells or
B lymphocytes [21]. Studies have confirmed that the
proportion of plasma cells and the level of M protein in
patients with multiple myeloma are significantly increased
[22]. (e results of this study found that the proportion of
bone marrow plasma cells and the level of M protein in
patients undergoing chemotherapy were significantly re-
duced and the decrease in the non-bortezomib group was
more obvious. (e molecular structure of immunoglobulin
can be divided into two types: heavy chain and light chain,
of which the light chain is divided into κ type and λ type
[23]. (e multiple myeloma arises from excessive prolif-
eration of abnormal plasma cells in the bone marrow,
which in turn causes an increased level of M protein, lifting
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the level of urinary light chains, so the level of light-chain
type of urine protein is an indicator for the diagnosis of
multiple myeloma [24, 25]. β2MG is a small molecular
protein synthesized by lymphocytes, which can be used to
assess kidney function and can also be used for auxiliary

diagnosis of malignant tumors [26, 27]. It was found in the
study that, after non-bortezomib treatment, the patients’
urine 24 h light chain and β2MG levels were significantly
reduced, indicating that the treatment can effectively im-
prove the prognosis of patients.
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5. Conclusion

(e purpose of this article is to use deep learning technology
to segment and classify myeloma CT images and to further
improve the clinical diagnosis and treatment of myeloma
patients. (e results showed that U-Net and Faster RCNN
models can realize lesion area segmentation and labeling.
(e effects of different chemotherapy treatments on the
prognosis of patients were compared. It was found that non-
bortezomib treatment can significantly reduce the propor-
tion of bone marrow plasma cells, M protein, urine 24 h light
chain, β2MG, and WBC levels, indicating that the treatment
plan can improve the patient’s chemotherapy effects.
However, some limitations in the study should be noted.(e
deep learning is only used to segment and classify the lesion
area in the CT image and not applied to the CT image after
chemotherapy. However, the research content of this article
still has certain limitations. (e article does not analyze the
correlation between different prognostic indicators and the
overall survival of patients. And, this article only studies a
single imaging diagnostic method, so more imaging diag-
nostic methods will be studied in depth in the future.
(erefore, more clinical indicators will be involved in the
follow-up, to strengthen the findings of the study. In
summary, the results of this study can effectively improve the
diagnostic accuracy of patients with myeloma, provide
certain guidance for subsequent clinical treatment, and
significantly improve the prognosis of patients. It provides a
certain theoretical basis for the subsequent research on
imaging examination methods.
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vol. 155, no. 5, pp. 575–586, 2017.

[5] A. Mehta, “Multiple myeloma,” Hematology, vol. 20, no. 1,
pp. 58-59, 2015.

[6] S. K. Kumar, N. S. Callander, M. Alsina et al., “NCCN
guidelines insights: multiple myeloma, version 3.2018,”
Journal of the National Comprehensive Cancer Network,
vol. 16, no. 1, pp. 11–20, 2018.

[7] C. Gerecke, S. Fuhrmann, S. Strifler, M. Schmidt-Hieber,
H. Einsele, and S. Knop, “(e diagnosis and treatment of
multiple myeloma,” Deutsches Aerzteblatt Online, vol. 113,
no. 27-28, pp. 470–476, 2016.

[8] A. Kosmala, T. Bley, and B. Petritsch, “Imaging of multiple
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)e objective of this study was to explore the application value of intracavitary electrocardiogram- (IEGM-) guided diagnosis of
occult heart disease and conventional electrocardiogram (EGM) in the diagnosis of occult coronary heart disease (CHD) based on
the classification and regression tree (CART) mining algorithm, hoping to provide a more effective basis for clinical diagnosis of
the occult CHD. In this study, 100 patients with occult CHD admitted to our hospital from February 2016 to December 2020 were
selected as the research objects. Based on the random number table method, 100 patients were randomly rolled into two groups,
each with 50 cases. )e patients diagnosed with conventional ECG were set as the control group, and patients in the experimental
group were diagnosed with IEGM under the data mining algorithms.)e diagnostic effects of the two groups were compared.)e
results showed that the processing effect of the CARTalgorithm (94%) was much better than that of the multiple linear regression
algorithm (78%) and the random forest algorithm (69%) (P< 0.05), the agreement between the results of the experimental group
and the results of coronary angiography (80%) and Kappa (0.7) was higher than those of the control group (55%, 0.45), and the
difference was statistically significant (P< 0.05). In addition, the sensitivity (93%) and accuracy (80%) of the experimental group
were obviously higher than those of the control group (62% and 55%), and the differences were remarkably significant (P< 0.05).
In conclusion, the consistency ratio of the IEGM examination was higher, showing high accuracy; the intracavitary examination
was invasive, so IEGM was not recommended when the diagnosis result of the examination may cause more harm than good.

1. Introduction

)e economic, cultural, and technological development of
today’s society is quite rapid, including the medical technology.
With the development of society, it is not only people’s living
standards that have been improved, but the incidence of
various diseases has also increased, which has had a great
impact on people’s lives and health, including the hidden
coronary heart disease (occult CHD) [1, 2].)e pathogenesis of
coronary heart disease (CHD) is mainly due to coronary artery
stenosis that causes the circulatory system to not provide
enough blood to the body, which indirectly leads to myocardial
dysfunction. CHD can be said to be a common disease with a

high clinical incidence, and its occurrence trend is also in-
creasing year by year with time [3, 4]. )e occult CHD, also
known as painless myocardial ischemia, is a special type of
CHD [5]. Most people with occult CHD are middle-aged or
older. Simply speaking, it means that there is no obvious
clinical manifestation. However, myocardial ischemia and
coronary atherosclerosis can be found under the relevant ex-
aminations of electrocardiogram (EGM), dynamic EGM, and
cardiac color Doppler ultrasound [6, 7].

Since the diagnosis of occult CHD is relatively difficult,
the clinically frequently used diagnostic method is EGM,
including dynamic EGM and stress test EGM. However, the
operations of these two examination methods are more
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complicated and difficult to use, which makes it difficult for
their clinical applications to be popularized. Although se-
lective coronary angiography can improve the clinical de-
tection rate, it is an invasive operation. To a certain extent,
the patient’s tolerance must be taken into account, so it will
lead to high clinical misdiagnosis and missed diagnosis
[8, 9]. As amapping technique that places electrode catheters
in different parts of the heart to record cardiac indicators,
intracavitary electrocardiogram (IEGM) uses the guide wire
in the catheter as the electrode and monitors the changes in
the EGM P wave that occur during catheter placement to
determine the tip of the catheter location [10].)e IEGM is a
new cutting-edge positioning method for peripherally
inserted central venous catheters (PICC), which can effec-
tively dilute high-concentration and irritating drugs, pro-
tecting the blood vessels and relieving patients’ pain [11]. But
there are still limitations in the application of this tech-
nology. It is difficult to distinguish between atrial and
ventricular waves by observing the results of IEGM alone,
and the extracavitary electrocardiogram has to be required
during the analysis process.

With the widespread application of intelligent algo-
rithms in the medical field, people also try to combine in-
telligent algorithms with intracavitary electrocardiogram
inspection methods to obtain a good diagnosis of occult
coronary heart disease. However, there are relatively few
researches on this type. Data mining algorithm is a set of
heuristics and calculations to create a data mining model
based on data. )e provided data were analyzed firstly using
the algorithm, and a specific type of pattern and trend would
be found to create the model [12].)is study was intended to
explore the application value of IEGM based on data mining
algorithms and conventional EGM in diagnosis of occult
CHD, hoping to provide a more effective basis for its clinical
diagnosis.

2. Methods

2.1. Research Objects. 100 patients with occult CHD ad-
mitted to the hospital from February 2016 to December 2020
were selected as the research objects. )ere were 52 males
and 48 females, aged 45–72 years (with an average age of
56.1± 3.8 years). Based on the random number table
method, 100 patients were randomly rolled into two groups,
each with 50 cases.)e patients diagnosed with conventional
ECG were set as the control group, and patients in the
experimental group were diagnosed with IEGM under the
classification and regression tree (CART) data mining al-
gorithm. )e diagnostic effects of the two groups were
compared. )e general clinical data of the two groups of
patients (Table 1) revealed that the comparison was not
statistically significant (P> 0.05) but comparable, suggesting
the feasibility of this experiment. )is study had been
reviewed by the Ethics Committee of our hospital.

)e inclusion criteria were given as follows: patients
over 18 years, patients who suffered with coronary ath-
erosclerosis and myocardial ischemia without pain, pa-
tients with at least one coronary artery stenosis ≥ 50%
diagnosed by selective coronary angiography, and

patients who were informed about the study and signed
the informed consent forms.

)e exclusion criteria were defined as follows: patients
with malignant tumor disease; patients with severe immu-
nization and infectious diseases; patients with cognitive
impairment and unable to complete the study; patients with
pacemakers and 24 h dynamic EGM; patients who had been
diagnosed with atrial fibrillation, supraventricular tachy-
cardia, pulmonary heart disease, and other heart diseases
that affected the shape of the P wave; patients who were
prone to muscle tremor, such as hyperthyroidism; and
patients whose basic EGMs were difficult to clearly identify.

2.2. Research Methods. )e conventional EGM was per-
formed as for patients in the control group. )e posture of
the patient was guided by professional person so that they
were relaxed enough. )e specific operation process is
shown in Figure 1.

)e IEGM was performed for patients in the experi-
mental group, and the involved materials and instruments
included catheter material (1.9 F PICC catheter with guide
wire), EGM monitor (PHILPS MP20), IEGM wire, EGM
electrode clips, and conversion adapter.

)e specific operation process is shown in Figure 2: the
catheter placement was performed by the static therapy
specialist nurses in accordance with the PICC catheter
placement in the hospital and the standardized operating
procedures for IEGM positioning.

2.3. Analysis Model of DataMining Algorithm. In this study,
the classification and regression tree (CART) mining al-
gorithm in the data mining algorithm was adopted to build
the analysis model. )e CART is commonly used to process
continuous data, and heuristic methods are used to mini-
mize the quadratic variance of each node, thus completing
the division of the input space [13].

)e nth variable xn and its value m were selected as the
segmentation variable and segmentation point, respectively,
and two regions Q1 and Q2 were defined as shown in the
following equations:

Q1(n, m) � x | x
n ≤m , (1)

Q2(n, m) � x | x
n >m . (2)

)en, the best segmentation variable n and segmentation
point m were found out, and the specific solution process is
shown as follows:

min
n,m

min
z1


x1∈Q1(n,m)

yi − z1( 
2

+ min
z2


x1∈Q2(n,m)

yi − z2( 
2⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (3)

Z1 � ave yi | xi ∈ Q1(n, m)( , (4)

Z2 � ave yi | xi ∈ Q2(n, m)( . (5)

In the above equation, xi, yi, and Z1 referred to inde-
pendent variable, dependent variable, and optimal solution,
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respectively. In this study, the CARTmining algorithm was
adopted to process a large amount of particle information in
the IC-EGM detection to increase the accuracy of the in-
spection results.

2.4. Observation Indicators. Two experienced and highly
qualified physicians were invited to judge all examination
results. )e result of coronary angiography was undertaken
as the gold standard to compare the consistency of the
results. )e sensitivity, specificity, accuracy, positive pre-
dictive value, and negative predictive value were calculated
based on the test results.)e calculation standard of curative
effect was shown in Table 2.

2.5. Statistical Methods. )e SPSS22.0 was adopted for data
entry, sorting, and statistical analysis. )e enumeration data
were compared using χ2 test; and the measurement data
were compared using t-test.)emultiple samplemeans were
compared with the analysis of variance. )e LSD method
was used when the variance was uniform, and the Dunnett
T3 method was used when the variance was uneven. P< 0.05
indicated that the difference was statistically significant.
Kappa test was performed on the consistency ratio between
the examination result and the coronary angiography results
in two groups. When Kappa> 0.75, the consistency rate
between the two results was high; when 0.4≤Kappa< 0.75,
the consistency rate was normal; and when Kappa< 0.4, the
consistency rate was low.

3. Results

3.1. Comparison on IC-EGMProcessing Effect. In the research
process, the effect of multiple linear regression algorithm,
random forest algorithm, and CARTalgorithm were compared
on IC-EGM processing. )e final diagnosis result was under-
taken as the gold standard to compare the accuracy of the
diagnosis result.)e results showed that the accuracy of the IC-
EGM detection results processed by the multiple linear re-
gression algorithm was 78%, and that was 69% for the random
forest algorithm and 94% for CARTalgorithm.)e comparison
revealed that the processing effect of the CART algorithm was
much better than the multiple linear regression algorithm and
the random forest algorithm (P< 0.05), as shown in Figure 3.

3.2. Comparison of EGM Results of Healthy Person and Pa-
tients with CHD. Figure 4(a) shows the standard EGM
results of normal people, and Figure 4(b) shows the EGM
manifestations of patients with CHD. Comparison of the
two EGM results revealed that the trend of P wave in the
EGM of patients with CHD weakened and decreased,
with basically disappeared Q wave and lower position of
ST segment compared with the results of normal people,
showing an oblique ST segment decline, inverted T wave,
and basically normal QRS band.

3.3.Comparisonon theDiagnosis Results of theECGof theTwo
Groups of Patients. Figure 5 shows the test results under a
conventional EGM. It disclosed that there were 31 patients

Table 1: )e general clinical data of the two groups of patients.

Group
Gender

Age range (years) Average age (years)
Males (n� 52) Females (n� 48)

Experimental group (50 cases) 27 23 45–70 56.4± 3.1
Control group (50 cases) 25 25 45–71 55.8± 3.8
χ2 3.182 2.198 2.391 2.981
P 0.121 0.081 0.096 0.101

Patient 
supine 
position

Print and 
analyze the 

results

Disinfection of 
inspection site

Turn on the 
electrocardiog

raph

Install the lead 
after 10 minutes

Switch on the 
power supply

Figure 1: )e specific operation process of conventional EGM.
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with positive test results and 19 with negative results in the
control group.)e comparison between the positive rate and
the negative rate in this group of patients suggested that the
positive rate was higher than the negative rate, and the
difference was statistically significant (P< 0.05). Figure 6
shows the test results under IEGM. It revealed that there
were 46 patients with positive test results and 4 patients with
negative results in the experimental group. )e comparison
showed that the positive rate was higher than the negative
rate, and the difference was statistically obvious (P< 0.05).

3.4. Comparison on the Consistency between Examination
Results and the Coronary Angiography Results between Two
Groups. Table 3 shows the statistics of the results in the
control group. It disclosed that in the control group, there
were 28 cases with the consistent results between the con-
ventional EGM and the coronary angiography, including 21
positive cases and 7 negative cases. )erefore, the consis-
tency ratio was 55%. Table 4 shows the statistics of the results
in the experimental group. It was clear that in the experi-
mental group, there were 42 cases with the consistent results
between the IEGM examination and the coronary

angiography, including 39 positive cases and 3 negative
cases, so the consistency ratio was 80%. )e consistency
ratios between the examination results and the coronary
angiography results and the Kappa test results were com-
pared, and the results are illustrated in Figure 7. )e results
in the experimental group were higher than those of the
control group, showing statistically great difference
(P< 0.05), indicating the IEGM examination showed higher
consistency, so the accuracy was higher.

3.5. Comparison on Diagnostic Effect of Two Different
Examinations. )e diagnostic effect between the experi-
mental group and the control group after examination was
compared, as illustrated in Figure 8. )e diagnostic sensi-
tivity and accuracy in the experimental group were 93% and
80%, respectively, while those in the control group were 62%
and 55%, respectively. )us, the diagnostic sensitivity and
accuracy in the experimental group were much higher in
contrast to those in the control group, and the difference was
statistically great (P< 0.05). )e specificity in control group
was slightly higher in contrast to the experimental group,
showing not statistically obvious difference (P> 0.05).

Table 2: )e calculation standard of curative effect.

Indicators Calculation methods
Sensitivity Number of true-positive cases/(number of true-positive cases + number of false-negative cases)× 100%
Specificity Number of true-negative cases/(number of true-negative cases + number of false-positive cases)× 100%
Accuracy EGM result/coronary angiography result× 100%

Supine
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guidance of 

ultrasound PICC 
catheterization

Electrode 
clamp 

connection

Observation ECG 
monitor Recording of 

ECG changes
catheterization

Inject normal 
salineon

Connecting 
ECG monitor
Setting lead II

According to the change 
of P wave, the best 

position is determined

Figure 2: )e specific operation process of IEGM.
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4. Discussion

As the quality of life of people in today’s society has been
greatly improved, the food, clothing, housing, and
transportation have been greatly improved, especially in

terms of diet [14]. As the pace of people’s lives continues
to accelerate, the dietary structure, types of diet, and
dietary styles have become diversified. In addition, the
diseases have become diversified, and the incidence of
various diseases has increased year by year [15]. At
present, the incidence of CHD is showing a slow upward
trend. CHD is mainly due to the vascular blockage or
stenosis caused by coronary atherosclerosis in patients.
)e blood circulation in the patient’s blood vessels is
blocked, so that the normal function is affected, and then
convulsions occur, which eventually leads to myocardial
hypoxia and ischemia [16]. If the patient cannot be
treated in time after the onset of the CHD, it will lead to
sudden death and endanger the patient’s life. According
to clinical studies, the types of CHD are relatively diverse,
mainly manifested as angina pectoris, myocardial in-
farction, and occult [17, 18]. )e occult CHD has a
particularly high clinical incidence, and it is mainly in the
elderly. As a CHD lacking relevant clinical symptoms,
occult CHD is also a cardiovascular event with higher risk
factors, and it is affected by no obvious clinical symptoms,
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so the missed diagnosis rate is high, which brings great
hidden dangers to the life safety of patients [7, 19].

In order to effectively improve the diagnostic accuracy of
patients with occult CHD, the current clinical diagnosis is
mainly based on EGM, which greatly improves the clinical
diagnosis effect of patients. However, there are still some
shortcomings in conventional EGM diagnosis. )erefore,
the conventional EGM was adopted to diagnose 50 patients

with suspected occult CHD in the control group, and the
IEGM based on data mining algorithms was adopted to
diagnose and analyze the other 50 patients in the experi-
mental group in this study. In addition, the consistency
between the examination results of the coronary angiog-
raphy results was calculated and compared between two
groups. According to the diagnosis results, the diagnostic
sensitivity and accuracy in the experimental group were

Table 3: )e statistics of the results in the control group.

Control group
Coronary angiography

Total
Positive Negative

Positive 21 10 31
Negative 12 7 19
Number of consistent results 21 7 28

Table 4: )e statistics of the results in the experimental group.

Experimental group
Coronary angiography

Total
Positive Negative

Positive 39 7 46
Negative 1 3 4
Number of consistent results 39 3 42
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Figure 7: Comparisons on consistency ratio and Kappa results. Note. ∗P< 0.05.
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higher than those in the control group, and the specificity
was basically similar, indicating that the IEGM showed
higher diagnostic accuracy in occult CHD patients clinically.
)e application of IEGM not only is applicable in the di-
agnosis of heart disease, but also can assist the positioning of
the PICC catheter to reduce the occurrence of neonatal
complications. Many experts have discussed the impacts of
IEGM-assisted positioning technology on the complications
of PICC in neonates. Research results have shown that in the
process of neonatal PICC catheterization, the use of IEGM-
assisted positioning can reduce catheter-related complica-
tions [20, 21]. )ere are also research experts selected by
typical EGMs of different parts of the heart cavity and their
evolutionary characteristics as the guidance to replace the
X-ray fluoroscopy for bedside temporary endocardial pacing
of 22 cases; the success rate was 100%, the average operation
time was 18 minutes, the average pacing from intubation to
the right ventricle was 48 seconds, and the average pacing
threshold was 0.72V; there were no other complications
except for electrode dislocation. Compared with 30 cases of
temporary pacing under traditional fluoroscopy, there was
no significant difference in various indicators. )e results
showed that cardiac IEGM-guided bedside pacing was a
first-aid measure that was reliable, easy to operate, safe,
practical, and easy to popularize [22]. )e retrospective
analysis in this study suggested that the high-frequency
wavelet part had to be filtered in the conventional EGM
examination to keep the waveform smooth and clear. As a
result, the high-frequency signal cannot be fully displayed in
the conventional EGM examination result, which in turn
caused some high-frequency signals to be lost in the EGM
result. )erefore, conventional EGM examination is only
suitable for patients with a wide range of myocardial is-
chemic necrosis, and occult CHD patients with mild
myocardial ischemia cannot show typical EGM signs of
CHD [23].

Lupi et al. (2016) [24] found that IEGM is more
sensitive than the extracavitary electrocardiogram in
reflecting the myocardial ischemia during percutaneous
transluminal coronary angioplasty (PT-CA). Drago et al.
(2018) [25] suggested that the change of IEGM into the ST
segment can reflect the viability of the residual myo-
cardium to a certain extent. Moreover, some people have
studied and proposed that IEGM can detect the viable
myocardium at the infarcted area of patients with acute
myocardial infarction and predict the postoperative ef-
ficacy of coronary intervention. )erefore, the clinical
application value of IEGM is very high [26].

5. Conclusion

Based on the above research results, it could be concluded that
the sensitivity and accuracy of IEGM results based on data
mining algorithm analysis were higher than those of conven-
tional EGM, and it showed very high application value in di-
agnosis of related diseases and in the guidance for treatment of
related diseases, reflecting the good development prospects of
IEGM in the clinical field. However, the intracavitary exami-
nation was invasive, so it was not recommended when the

diagnosis result of the examination may cause more harm than
good.
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*is study aimed to analyze the application of ultrasound images of lung recruitment (LR) nursing treatment guided by
positive-end expiratory pressure (PEEP) in patients with acute respiratory distress syndrome (ARDS). An ultrasound image
enhancement algorithm (UIEA) wavelet transform (WT) was constructed, and the soft threshold (ST) and adjacent region
average (ARA) were introduced for simulation comparison. In addition, the signal-to-noise ratio (SNR), peak signal-to-noise
ratio (PSNR), and running time were undertaken as the evaluation indexes. *e WTalgorithm was applied to the ultrasound
images of 85 ARDS patients before and after PEEP recruitment. *e mean artery pressure (MAP), heart rate (HR), and central
venous pressure (CVP), peak inspiratory pressure (Ppeak), mean inspiratory pressure (Pmean), dynamic lung compliance
(DLC), PCO2, and PaO2/FiO2 of the patients were recorded before and after the LR. *e results showed that the signal-to-
noise ratio (SNR) (19.67 ± 3.15 dB) and PSNR (23.08 ± 2.08 dB) of the images enhanced by the WT algorithm were much
higher than those of ST (13.88 ± 2.74 dB and 14.62 ± 1.76 dB, respectively) and ARA (14.96 ± 3.06 dB and 15.11 ± 1.94 dB,
respectively), while the running time was in adverse (P< 0.05); the HR and CVP of patients after LR nursing treatment were
increased greatly, while the MAP was in the opposite case (P< 0.05); after LR nursing treatment, Ppeak, Pmean, DLC, PCO2,
and PaO2/FiO2 of the patient were significantly greater than those before the LR, and the difference was statistically significant
(P< 0.05). In short, theWTalgorithm not only enhanced the quality of ultrasound images but also shortened the running time
and improved the processing efficiency. PEEP LR nursing treatment could effectively improve the vascular patency, cardiac
ejection capacity, and DLC in patients with ARDS, thereby increasing the airway pressure and maintaining the
unobstructed expiration.

1. Introduction

ARDS refers to the diffuse damage caused by lung capillary
endothelial cells and alveolar epithelial cells in the process of
noncardiac diseases such as severe infection, shock, high-risk
surgery, trauma, and burns. Pulmonary interstitial and alve-
olar edema, can lead to acute hypoxic respiratory insufficiency
or failure [1]. Onset of ARDS is so rapid that it can occur
within 24–48 hours, and the ARDS is mainly characterized by
reduced lung volume, reduced lung compliance, severe ven-
tilation, or blood flow imbalance [2, 3]. It is necessary to apply
the sensitive antibiotics to the bacteria to prevent the

inflammatory reaction from further damage to the lungs. It is
more urgent to correct the severe hypoxia of the patient in
time to win precious time for the treatment of underlying
diseases [4]. Currently, PEEP nursing scheme is mainly
adopted to treat patients with ARDS, mainly by expanding the
trachea and closing the alveoli, reducing the static blood shunt
in the lungs, and improving the ventilation/blood flow ratio
and diffusion function, thereby improving the respiratory
function of patient [5]. *erefore, PEEP nursing scheme was
used in this study to treat the ARDS patients.

With the development of imaging technology, ultrasound
imaging is gradually utilized in the diagnosis of ARDS.
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Compared with the gold standard chest computed tomography
(CT) with high cost, large radiation, and complicated operation,
thoracic lung ultrasound can clearly show diseases such as
pulmonary interstitial syndrome, pulmonary consolidation,
pneumonia, pleural exudation, and pneumothorax [6]. It is
safer, noninvasive, cost-effective, low-cost, and dynamic ob-
servation. Tang et al. (2017) [7] discussed the clinical value of
ultrasound monitoring in assessing LR and PEEP and found
that lung ultrasound could be used to detect the LR endpoints
and optimal PEEP, improving the DLC and oxygenation ef-
fectively. *erefore, ultrasound images were intended to be
applied to evaluate the therapeutic effect of PEEP on ARDS
patients in this study [8].WTrefers to the use of finite-length or
fast-decaying oscillating waveforms to represent signals. It is an
effective time, space, and scale analysis method and has been
widely applied in many research fields of signal and image
processing technology. WT is able for resolution analysis and
time-frequency localization capabilities, can effectively distin-
guish the useful signals from noise, and has a good effect on
image denoising and edge feature retention [9, 10]. *erefore,
the WT algorithm was introduced in this study to process the
ultrasound images of lung.

In summary, an UIEA WT was constructed based on the
conventional WT, and the ST and ARA were employed for
comparison and applied to the ultrasound images of 85 patients
with ARDS before and after PEEP LR nursing treatment. *e
hemodynamic indexes (MAP, HR, and CVP), lung mechanical
indexes (Ppeak, Pmean, and DLC), and blood-gas parameters
(PCO2 and PaO2/FiO2) of the patients were comprehensively
compared and analyzed to evaluate the application of ultra-
sound image in PEEP-guided LR treatment in ARDS patients.

2. Materials and Methods

2.1. Selection of Research Samples. 85 patients with ARDS
who were admitted to the hospital for PEEP LR treatment
from February 11, 2019, to February 10, 2020, were selected
as the research objects. *e study had been approved by the
Medical Ethics Committee of Hospital, and the patients and
their families had understood the study and signed the
informed consents and the inspection failure consents.

Inclusion criteria were given as follows: patients with
acute onset; patients with oxygenation index less than
200mmHg; patients older than 18 years old; patients with
clear consciousness and ability of cooperating with the
examination; and patients whose X-ray chest radiograph
showed patchy shadows in the lungs.

Exclusion criteria were determined as follows: patients with
pulmonary incarceration pressure greater than 20mmHg;
patients with psychiatric diseases; patients with hemodynamic
insufficiency during treatment; patients with oxygenation in-
dex less than 100mmHg; patients with intracranial hyper-
tension; patients with pneumothorax; and patients with
incomplete clinical information.

2.2. Treatment Methods. *e patient was placed in a supine
position, and the lung recruitment therapy was realized with
the method of increasing PEEP. Firstly, the medical

ventilator produced by Philips Respironics was set to the
pressure mode, the PEEP was filled with 15 cmH2O and
PC20 cmH2O, the inhaled oxygen concentration was ad-
justed to 1.0, and the oxygen saturation was set to about 92%
for 20 minutes. *e PEEP was increased at an interval of
5 cmH2O, and the personal computer (PC) was fixed. After
each increase of PEEP, it was ventilated for 1 minute, and
then the PEEP was adjusted to 15 cmH2O for 20 minutes.
*e LR was considered sufficient when the ultrasound score
was no longer increased. Finally, the PEEP was adjusted back
to 20 cmH2O until the tidal volume reached 6.5mL/kg.

2.3. Lung Ultrasound Scan Method. An intelligent ultra-
sound system (Philips IU22) was adopted to scan the lungs
of patients with a probe frequency of 2–5MHz.*e lung was
divided into 12 areas, including 4 areas (up, down, left, and
right) in the chest based on the sternal angle plane and the
human body’s midaxis plane, and each area was divided into
3 subareas (front, middle, and back area) based on the front
and back axillary lines area. During the scan, the patient was
placed in a supine position, and the scan was started from the
second intercostal space from top to bottom and front to
back as well as along the intercostal space. *e probe was
rotated 90° so that the probe was perpendicular to the chest
wall, and then one side of the patient’s body was elevated to
scan the lung field in the back. *e characteristics of the
patient’s effusion and consolidation stroma were observed
and recorded, and the images were sent to the workstation
for processing. *e hemodynamic indexes (MAP, HR, and
CVP), lung mechanical indexes (Ppeak, Pmean, and DLC),
and blood-gas parameters (PCO2 and PaO2/FiO2) of the
patients were measured and recorded.

2.4. Ultrasound Image Enhancement Algorithm Based on
Wavelet Transform. In ultrasound imaging, the single-fre-
quency ultrasound emitted by the ultrasound probe would
scatter when it touched the surface of tissue, resulting in a
series of coherent waves and causing a lot of noise. *us,
how to deal with such speckle noise was a very important
research hotspot. It was assumed that the observed image
was u(x, y) and the actual image was p(x, y), then the
following equation could be obtained:

u(x, y) � p(x, y) + ξ(x, y) • p(x, y). (1)

In the above equation, ξ(x, y) represented the noise. *e
traditional denoising methods cannot meet the two re-
quirements of filtering noise and optimizing image edge
features, and the image details were fuzzed when the noise
was removed. On the contrary, WT could solve the above
problems based on its decorrelation and multiresolution
characteristics.*erefore, the concept ofWTwas introduced
in this study to denoise the ultrasound images. *e basic
process was defined as follows: after the original ultrasound
image was inputted, an appropriate wavelet function was
selected to decompose the image in multiple layers to obtain
the corresponding wavelet coefficients. *en, appropriate
threshold processing was performed on each decomposed
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layer, the obtained wavelet decomposition coefficients and
threshold processing coefficients were combined to calculate
the wavelet reconstruction of the image, so as to obtain the
denoising processed image.

In the wavelet algorithm, the selection of an appropriate
threshold was very critical. If the threshold was too large, the
wavelet coefficient would become zero, and the image be-
came too blurry. If the threshold was too small, the image
would retain too much noise. *erefore, the BayesShrink
threshold [11] was adopted for processing, which carried
different subequations in images of different scales and
directions and could be adjusted adaptively with subbands.
*e equation could be expressed as follows:

TB �
θ2

θx

. (2)

In the above equation, TB referred to the BayesShrink
threshold, θ2 referred to the noise standard deviation, and θx

represented the Gaussian standard deviation. *e threshold
function was to reconstruct the continuity and accuracy of
the signal and had a great influence on the image denoising
effect. *e hard threshold (HT) method was combined with
the ST method in this study to obtain a semisoft threshold
function. Firstly, the HT function could be expressed as

m �
n, |n> κ, |

0, others.
 (3)

In the above equation, m represented the point on the
abscissa of the image pixel, n represented the point on the
ordinate of the image pixel, and κ referred to the set
threshold point. *e ST was to replace the coefficients less
than the set threshold with 0, and its equation could be
written as follows:

m �
sigm(n)(|n| − κ), |n|> κ,

0, others.
 (4)

In (4), sigm(n) represents the symbolic function, and

sigm(n) �
1 n> 0
−1 n< 0 . A compromise solution could be

obtained based on the HTand ST, which could be expressed
as follows:

m � n,

|n|> κ2,
(5)

m � sigm(n)
κ2 |n| − κ1( 

κ2 − κ1
, κ2 <|n|< κ1, (6)

m � 0,

|n|< κ1.
(7)

In the above equations, κ2 represented the higher
threshold, κ1 referred to the lower threshold, and κ2 � 2κ1.
*e wavelet function used in WT was diverse. *us, the
wavelet function was selected based on the principles of
orthogonality, support length, symmetry, and regularity in

this study, and the decomposition filter and reconstruction
filter of the biorthogonal WT were selected for processing.
*e boundary extension was required due to the length of
actual signal. *e symmetric extension was adopted to
process signals of limited length to avoid the inconsistency of
the signal caused by the period extension. *erefore, the
above process was to build the UIEA WT based on WT.

2.5. Evaluation Indexes of Image Enhancement Performance.
*e ST [12] and the ARA [13] were introduced to compare
with the WT algorithm constructed in this study, taking
SNR, PSNR, and running time as evaluation indexes.

SNR was a common evaluation index to measure the
amount of image signal noise (decibel, Db) and could be
expressed as follows:

SNR � 10 × log 10
P1

P2
 , (8)

P1 �
1

K × H


K×H

n

S
∗
(m, n)

2
, (9)

P2 �
1

K × H


K×H

n

S(m, n) − S
∗
(m, n)( 

2
. (10)

In equations (8)–(10), P1 represented the power of the
signal, P2 referred to the noise power, S(m, n) indicated the
initial signal, S∗(m, n) represented the signal after wavelet
processing, K referred to the dimension of the image row,
and H represented the dimension of the image column.

PSNR was to evaluate the fidelity of the image, with the
unit of decibel (dB). It could be calculated with the following
equation:

PSNR � 10 × log10
N

2

MSE
 , (11)

MSE �


K×H
n O

n
− F

n
( 

2

K × H
, (12)

where N represented the maximum gray value of the image,
On referred to the nth pixel value of the original image, and
Fn indicated the nth pixel value of the processed image.

2.6. Statistical Methods. *e data processing in this study
was analyzed by SPSS19.0 version statistical software, the
measurement data was expressed as mean ± standard
deviation (−x ± s), and the count data was indicated with
percentage. *e pairwise comparison of SNR, PSNR, and
running time of WT, ARA, and ST algorithms was re-
alized with the single-factor analysis of variance. *e
hemodynamic indexes (MAP, HR, and CVP), lung me-
chanical indexes (Ppeak, Pmean, and DLC), and blood-
gas parameters (PCO2 and PaO2/FiO2) before and after
LR nursing treatment were compared by the independent
t-test. *e difference was statistically significant at
P< 0.05.
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3. Results

3.1. Comparison of �ree Algorithms for Denoising Perfor-
mance of Lung Ultrasound Images. Figure 1 shows the
comparison of the denoising performance of three algo-
rithms on lung ultrasound images. It revealed that the SNR
and PSNR of the ST algorithm for lung ultrasound image
reconstruction were 13.88± 2.74 dB and 14.62± 1.76 dB,
respectively; the SNR and PSNR of the ARA algorithm for
lung ultrasound image reconstruction were 14.96± 3.06 dB
and 15.11± 1.94 dB, respectively; the SNR and PSNR of WT
algorithm for the lung ultrasound image reconstruction
were 19.67± 3.15 dB and 23.08± 2.08 dB, respectively. *us,
the SNR and PSNR of WT algorithm for lung ultrasound
image reconstruction were higher observably than those of
the ARA and ST algorithm (P< 0.05).

Figure 2 illustrates the comparison in the running time
of three algorithms for lung ultrasound image denoising. It
disclosed that the running time of ST, ARA, and WT al-
gorithm for lung ultrasound image reconstruction was
15.17± 1.05 s, 14.84± 0.77 s, and 23.08± 2.56 s, respectively.
In addition, the running time of WT algorithm was much
shorter than that of ARA algorithm and ST algorithm, and
the difference was statistically significant (P< 0.05).

3.2. Reconstruction Results of Lung Ultrasound Images with
�ree Algorithms. *e results of lung ultrasound image
reconstruction of the three algorithms were compared and
analyzed, and the results were given in Figure 3. Figure 3(a)
is an original ultrasound image of a patient, which included a
lot of artifacts and noises, and the clarity was so poor that the
needs of imaging diagnosis could not be satisfied. *e clarity
of Figure 3(d) was higher obviously than that of Figures 3(b)
and 3(c), and it could display the lung lesions perfectly.

3.3. Comparison ofHemodynamicParameters before and after
LungRecruitmentNursingTreatment. Figure 4 illustrates the
comparison of HR and MAP before and after LR nursing
treatment. *e HR and MAP before LR was 95.71± 5.11
beats/min and 101.42± 10.33mmHg, respectively, while the
HR and MAP after LR was 118.62± 8.37 beats/min and
79.41± 7.26mmHg, respectively. In addition, the HR of
patients after LR was faster extremely than that before LR
(P< 0.05); and the MAP of patients after LR was greatly
decreased in contrast to that before (P< 0.05).

Figure 5 reveals the comparison of CVP before and after
LR. *e CVP before and after LR was 7.33± 2.01mmHg and
12.15± 1.85mmHg, respectively. Besides, the CVP of pa-
tients after LR was increased greatly than that before LR
(P< 0.05).

3.4. Comparison of Blood-Gas Parameters before and after
Lung Recruitment Nursing Treatment. Figure 6 shows the
comparison of blood-gas parameters (PCO2 and PaO2/FiO2)
before and after LR nursing treatment. As it indicated, the
PCO2 and PaO2/FiO2 before LR were 42.74± 10.64mmHg
and 175.37± 12.41mmHg, respectively; and the PCO2 and

PaO2/FiO2 after LR were 56.38± 9.78mmHg and
385.15± 15.93mmHg, of which, the blood-gas parameters
(PCO2 and PaO2/FiO2) after LR were observably increased
than those before LR (P< 0.05).

3.5. Comparison of RespiratoryMechanical Parameters before
and after Lung Recruitment Nursing Treatment. *e respi-
ratory mechanical parameter Cdyn before and after LR
nursing treatment was analyzed and compared, as shown in
Figure 7. *e Cdyn before LR was 22.54± 1.51mL/cH2O,
and the Cdyn after LR was 42.74± 2.65mL/cH2O. Among
them, the Cdyn of patients after LR was significantly greater
than before LR, and the difference was statistically significant
(P< 0.05).

As shown in Figure 8, the comparison of the respiratory
mechanical parameter Pmean and Ppeak before and after LR
revealed that the Pmean and Ppeak before LR were
15.76± 3.03mL/cH2O and 27.17± 1.34mL/cH2O, respec-
tively; and the Pmean and Ppeak after LR were
30.57± 4.02mL/cH2O and 46.11± 3.42mL/cH2O, respec-
tively. *us, the Pmean and Ppeak of patients after LR were
higher obviously than those before LR (P< 0.05).

4. Discussion

As a common critical symptom, ARDS has a fatality rate of
30–40%, which is extremely threatening to the life safety of
patients. Its typical physiological changes include reduced
lung volume, reduced compliance, and imbalanced venti-
lation/blood flow ratio. *us, how to realize the protective
ventilation of lung is essential to improve the respiratory
function of the patient [14]. *erefore, an UIEA WT was
constructed based on WT, and the ST and ARA were in-
troduced for comparison and analysis. *e results showed
that the SNR and PSNR of the WT algorithm for lung ul-
trasound image reconstruction were much higher than those
of the ARA algorithm and the STalgorithm (P< 0.05), which
was similar to the research results of Bein et al. (2016) [15].
*us, it indicated that the WTalgorithm constructed in this
study had better performance in denoising ultrasound im-
ages and reducing the influence of artifacts and noises. *e
running time of the ST algorithm for lung ultrasound image
reconstruction was obviously longer than that of the ARA
algorithm and the WTalgorithm (P< 0.05), which indicated
that the WT algorithm based on WT was very rapid for
ultrasound images. *erefore, the WT algorithm not only
enhanced the quality of ultrasound images but also short-
ened the running time and improved the processing effi-
ciency [16].

*e WT algorithm was applied to the diagnosis of ul-
trasound images of 85 patients with ARDS. *e results
disclosed that the HR and CVP of patients after LR were
increased greatly than those before LR (P< 0.05), which was
similar to the results of Sahetya and Brower (2017) [17],
indicating that the PEEP LR nursing treatment could ef-
fectively improve the patency of vascular circulation in
patients with ARDS and reduce the degree of blood viscosity.
*e MAP of patients after LR was observably smaller than
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Figure 1: *e comparison of the denoising performance of three algorithms on lung ultrasound images. (a) *e SNR and (b) PSNR of the
three algorithms for lung ultrasound image reconstruction, respectively. ∗ indicates P< 0.05 in contrast to the WT algorithm.
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Figure 2: *e comparison in the running time of three algorithms for lung ultrasound image denoising. ∗ indicates P< 0.05 in contrast to
the WT algorithm.
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Figure 3: Continued.
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that before LR (P< 0.05). CVP is the pressure where the
upper and inferior vena cava enter the right atrium. It can be
measured through the upper and inferior vena cava or the

right atrium tube and can reflect the ejection ability of the
heart. *e results of this article showed that the treatment
after LR effectively improved the cardiac ejection ability of

(c) (d)

Figure 3: *e results of lung ultrasound image reconstruction of the three algorithms. (a) An original ultrasound image of a patient; (b–d)
the reconstructed images with ST, ARA, and WT algorithms, respectively.
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Figure 4:*e comparison of (a) HR and (b) MAP before and after lung recruitment. ∗ suggests P< 0.05 in contrast to the values before lung
recruitment.
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Figure 5: *e comparison of CVP before and after lung recruitment. ∗suggests P< 0.05 in contrast to the values before lung recruitment.
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the patient, which was beneficial for the patient to eject the
returned blood into the artery in time. *e blood-gas pa-
rameters PCO2 and PaO2/FiO2 of patients after LR were
increased obviously in contrast to those before LR (P< 0.05),
which indicated that the alveoli of patients after LR treat-
ment could maintain more open state and increase oxy-
genation level. *e Cdyn of patients after LR was higher
hugely than that before LR (P< 0.05), which was different
with the results of Karlsson et al. (2018) [18]. *e reason of
which may be that DLC differed in the compliance expressed

by the respiratory muscles during lung breathing. *e better
the compliance, the smoother the breathing, and vice versa.
*e results of this study indicated that LR nursing treatment
could effectively improve the DLC of the patient’s respira-
tory system [19]. *e Pmean and Ppeak of patients after LR
were higher significantly than before LR (P< 0.05), which
was not similar to the results of Sigmundsson et al. (2020)
[20]. Ppeak is the maximum pressure during lung ventila-
tion, while Pmean is the mean pressure experienced by the
lungs during the respiratory cycle. *e results of this study
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Figure 6: *e comparison of blood-gas parameters ((a) PCO2 and (b) PaO2/FiO2) before and after lung recruitment. ∗indicates P< 0.05 in
contrast to the values before lung recruitment.
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Figure 7:*e respiratory mechanical parameter Cdyn before and after lung recruitment. ∗indicates P< 0.05 in contrast to the values before
lung recruitment.
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Figure 8: *e comparison of the respiratory mechanical parameters (a) Ppeakand (b) Pmean before and after lung recruitment. ∗means
P< 0.05 in contrast to the values before lung recruitment.
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suggested that LR nursing treatment could increase the
pressure in the airway to prevent airway trapping and
maintain a clear breath.

5. Conclusion

An UIEA WT was constructed based on the WT, the ST
and ARA were introduced for comparison, and then the
WT algorithm was applied to the ultrasound images of 85
ARDS patients before and after PEEP LR nursing treat-
ment. It was found that the WT algorithm not only en-
hanced the quality of ultrasound images but also shortened
the running time and improved the processing efficiency.
PEEP LR nursing treatment could effectively improve the
vascular patency, cardiac ejection capacity, and DLC in
patients with ARDS, so as to increase the airway pressure
and maintain the unobstructed expiration. However, there
were still some shortcomings for this study. *e sample
size of the selected patients was relatively small and the
source was single, which may have some impact on the
experimental results. In the future, we will consider in-
creasing the sample size of patients to further explore the
diagnostic value of the WT algorithm for the prognosis of
ARDS patients. In conclusion, the results of this study
provided a theoretical basis for the clinical application of
PEEP LR nursing scheme in the treatment of ARDS
patients.
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[16] C. Guérin, L. Papazian, L. Papazian et al., “Effect of driving
pressure on mortality in ARDS patients during lung pro-
tective mechanical ventilation in two randomized controlled
trials,” Critical Care, vol. 20, no. 1, p. 384, 2016.

[17] S. K. Sahetya and R. G. Brower, “Lung recruitment and ti-
trated PEEP in moderate to severe ARDS,” Journal of the
AmericanMedical Association, vol. 318, no. 14, pp. 1327–1329,
2017.

[18] J. Karlsson, P. Winberg, B. Scarr et al., “Validation of cap-
nodynamic determination of cardiac output by measuring
effective pulmonary blood flow: a study in anaesthetised
children and piglets,” British Journal of Anaesthesia, vol. 121,
no. 3, pp. 550–558, 2018.

[19] R. G. Khemani, K. Parvathaneni, N. Yehya, A. K. Bhalla,
N. J. *omas, and C. J. L. Newth, “Positive end-expiratory

8 Journal of Healthcare Engineering



pressure lower than the ARDS network protocol is associated
with higher pediatric acute respiratory distress syndrome
mortality,” American Journal of Respiratory and Critical Care
Medicine, vol. 198, no. 1, pp. 77–89, 2018.
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Objective. To investigate the effects of dexmedetomidine intervention on serum inflammatory factor concentration and postoperative
cognitive malfunction in elderly patients with general anesthesia. Methodology. 174 patients with general anesthesia were selected,
who were categorized into a control group (HC) and a dexmedetomidine group (HS) using the random number table method, with
87 patients in individual groups.*e dexmedetomidine group was pumped intravenously with dexmedetomidine at a loading dose of
1 μg/kg before induction of anesthesia for 15min, followed by continuous intravenous pumping at a rate of 0.4 μg/kg/h, and the
dosing was stopped at 30min before concluding the surgery. *e control group was administered the identical dose of saline in the
same manner. Interleukin 6 (IL-6) and tumor necrosis factor α (TNF-α) levels and MMES scores were tested at 1 h before and 24 h
after anesthesia. Results. Comparing to HC group, patients in the HS group had lower TNF-α and IL-6 levels at both scheduled points
(P< 0.05). Conclusion. Dexmedetomidine reduced the expression of inflammatory factors in elderly patients with general anesthesia
and effectively reduced the incidence of postoperative cognitive dysfunction after general anesthesia surgery.

1. Introduction

Postoperative cognitive dysfunction (POCD) has a high
incidence in elderly patients undergoing general anesthesia,
and there is still no clear pathogenesis. It is generally believed
that POCD refers to a group of complications of the patient’s
central nervous system (CNS) after anesthesia surgery. Its
formation mechanism is complex, which may be related to
age, surgery type, and anesthetic type [1]. It is more common
in elderly patients, manifesting as impairment in patients’
memory, attention, learning ability, abstract thinking, and
orientation. Most are accompanied by a decrease in the
ability to adapt to society, to interact with others, and to
perform daily activities. It often lasts for several days, with a
few lasting for several weeks. POCD has become a common
and frequent disease in the elderly after surgery. With the
development of economy and society, Chinese society is

rapidly entering the aging society. *erefore, strengthening
the research on POCD is in line with the trend of social
development and has significant socioeconomic
significance.

*e neuroinflammatory mechanism is one of the most
important theories in the current mechanistic studies.
Neuroinflammation is mostly caused by systemic inflam-
mation, and the body causes central nervous system in-
flammation through different pathways and mechanisms,
leading to constructional and functional alterations in the
central nerve cells, resulting in POCD.*e main view is that
POCD is a neurological disorder induced by surgical and
anesthesia-induced changes in the structure of central nerve
cells in elderly patients based on degenerative changes in the
brain and preexisting diseases in other organs and systems of
the body. Since POCD is a kind of central nerve injury,
clinical anesthesia needs to find a drug that can protect the
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central nerve and suppress the inflammatory response.
Dexmedetomidine (DEX) is one of the most recently studied
anesthetic adjuncts that can protect organ function by de-
creasing the release of sympathetic ganglion fiber neuro-
transmitters, thereby reducing the production of related
inflammatory factors, and by inhibiting oxidative stress and
reducing reperfusion injury. *is study was conducted to try
to understand the relationship between inflammatory fac-
tors, dexmedetomidine, and postoperative cognitive dys-
function by preoperative- and postoperative-related
inflammatory factors in patients undergoing general
anesthesia.

2. Materials and Methods

A total of 174 elderly patients scheduled for surgery with ASA
grade I–III from January 2018 to June 2019 were selected.
Among them, there were 75 patients with lumbar disc her-
niation, 36 prostatectomy patients, 31 cholecystectomy pa-
tients, and 6 patients with radical rectal cancer. *ese patients
were randomized into two categories: the “dexmedetomidine
group” and the “saline control group.” Eighty-seven patients
were included in the dexmedetomidine group, 56/32 males/
females of 61–89 years of age with mean age of 70.6± 4.2
years; body weight was 45–95Kg with mean weight of
65.8± 5.8 kg. Education outlined was illiterate 11, primary 21,
secondary 35, and above secondary 20, respectively. A total of
31 cases were classified as ASA grade I, 47 cases as ASA grade
II, and 9 cases as ASA grade III.*e control group included 87
patients, 58 males and 19 females from 61 to 92 years of age
with 71.4± 4.9 mean age and body weight 47–94 kilograms
with 66.2± 5.5 mean weight. Education outlined was illiterate
8, primary 16, secondary 23, and above secondary 14, re-
spectively. A total of 22 cases were classified as ASA grade I,
ASA grade II had 32 cases, and ASA grade III had 7 cases.
Reportedly, the two groups had no statistically significant
difference in general information such as age and gender
(P> 0.05), and they were comparable (Table 1).

2.1. Inclusion and Exclusion Criteria. Inclusion criteria:
patients with 18–79 years of age; ASA grade I–III; operation
time within 24 hours; preoperative approval by the ethical
board committee and voluntary signing of the study consent
form. Exclusion criteria: those with a history of dementia
and psychosis; those with severe cerebrovascular disease;
those with a history of multiple surgeries; those with a
history of severe perioperative infections in various systems;
those with perioperative massive hemorrhage and severe
acid-base imbalance and electrolyte imbalance; those with
diabetes mellitus; and those with perioperative hormone.

2.2.ExperimentalProtocol. All patients were fasted for 8h and
dehydrated for 2h before surgery, and no drugs were ad-
ministered before surgery. After entering the operating room,
peripheral veins were routinely opened and patients’ heart rate,
blood pressure, oxygen saturation, and EEG dual-frequency
index were monitored, and internal jugular venipuncture and
radial artery puncture were conducted after anesthesia

induction to monitor patients’ central venous pressure and
invasive arterial pressure. Anesthesiamethod: sufentanil 0.4μg/
kg, propofol 1mg/kg, midazolam 0.05mg/kg, and cis-atracu-
rium 0.3mg/kg were injected intravenously for anesthesia
induction and wind pipe (tracheal tube) was inserted after
5min. *e anesthesia machine was connected for mechanical
ventilation after determining the correct position of the tra-
cheal tube, with VT 8–10mL/kg, RR 12–16 times/min, and IE
1 : 2. PETCO2 was maintained at 35–40mmHg and FiO2 at
60%. Anesthesia wasmaintained by inhalation of sevoflurane at
concentrations of 1% to 2% and intravenous infusion of∼6mg/
kg/h of propofol , 0.1∼0.5μg/kg/min remifentanil, and
0.1∼0.2mg/kg/h cis-atracurium. *e intraoperative inhaled
concentration of sevoflurane was regulated according to the
hemodynamic and BIS values, maintaining a BIS value of 40 to
60. Narcotic analgesics and vasoactive drugs were used so that
the intraoperative BP and HR fluctuations did not exceed 20%
of the basic value, and the mean value of arterial pressure must
not be below 60mmHg. If the fluctuation of BP and HR was
greater than 20% of the preoperative base value, a compre-
hensive analysis and judgment would be made by using the
depth of anesthesia monitor, and the specific intervention was
to add 5μg of sufentanil and 0.3mg of atropine or 2μg of
norepinephrine each time and dexmedetomidine loading dose
1µg/kg was administered intravenously for 10min, which were
all monitored until medications took effect and vital signs
returned to stability. When the adverse reaction of dextro-
metomidine happened, such as hypotension, hypertension,
nausea, bradycardia, and dry mouth, the infusion was im-
mediately discontinued. Over the next 24 hours, patients re-
ceiving the drug were closely monitored. After surgery and
anesthesia, the patient was transferred to the postanesthesia
recovery unit for resuscitation. All procedures were performed
by the same group of physicians.

2.3. Examination Indicators andMethods. A total of 4mL of
elbow venous blood was collected before surgery (T1) and
24 h after surgery (T2), respectively, and centrifugation was
performed to separate the serum. Enzyme-linked immu-
nosorbent assay was used to detect the concentration of
serum TNF-α and IL-6, in strict accordance with the in-
structions for use of the kit.

2.4. �e POCD and Inflammatory Mediators Link Was
Assessed by Quartiles. *e values of TNF-α and IL-6 were
arranged from smallest to largest and the three quartiles (Q1,
Q2, and Q3) were Ql� (87 + 1)/4� 22, Q2� 2∗(87 + 1)/
4� 44, and Q3� 3∗(87 + 1)/4� 66. *ese four individuals
divided 87 patients into four segments (q1, q2, q3, and q4). A
comparison was performed with the POCD number within
this quartet intersegments and then the correlation between
POCD and these two inflammatory mediators was evaluated
using Pearson’s correlation analysis.

2.5. Statistical Analysis. *e extracted data were statistically
analyzed by using statistical software SPSS 17.0 (SPSS Inc.,
Chicago, II). For numerical variables, t-tests were performed
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both with paired and independent samples. If the data values
conformed to normality and chi-squaredness, otherwise,
signed rank sum test and Kruskal–Wallis test were used. *e
chi-square test was used for categorical variables. Correla-
tion analysis was expressed as Pearson correlation coeffi-
cient. *e test level was P � 0.05.

3. Results

*e incidence of POCD was calculated in both experimental
and control groups as 9.20% and 21.31%, respectively. *ere
was a statistically significant difference between both ex-
perimental and control groups (P � 0.038). *e levels of IL-6
and TNF-α in both groups were significantly higher than
before surgery (Table 2). *e increase was significantly
suppressed in the dexmedetomidine group comparing to the
control group (P< 0.05). POCD occurrence was also ana-
lyzed and statistically significant difference was also reported
between the odds, when the levels of inflammatory medi-
ators were different in the quartile grouping (P< 0.05). *e
relationship between two inflammatory mediators and
POCD was calculated by Pearson’s correlation analysis, and
the correlation coefficients were R� 0.689 for IL-6 and
P � 0.043 for POCD and R� 0.711 and P � 0.038 for TNF-α
and POCD (Table 3).

Table 4 shows that with the increase of TNF-α values, the
number of POCD also increases significantly (P< 0.05).

*e data from Tables 4 and 5 were analyzed by Pearson’s
correlation analysis, which showed that the serum value of
IL-6 concentration was significantly correlated with the
number of POCD, i.e., r� 0.689 and P � 0.043. Likewise,
serum concentration of TNF-α was also significantly and
positively linked with POCD, i.e., r� 0.711 and P � 0.038.
P< 0.05, suggesting that the elevated concentrations of
proinflammatory factors were correlated with POCD (Ta-
bles 4 and 5).

4. Discussion

Studies have shown that the POCD incidence in elderly
individuals encountering noncardiac surgical procedure is
up to 25.8% and 9.9% at 1 week and 3 months postopera-
tively [2]. POCD is a degenerative change in neurological
function induced or aggravated by a combination of surgical,
anesthetic, and preexisting diseases based on the degener-
ation of the central nervous system. Monk and Price [3] have
confirmed that the occurrence of POCD not only prolongs
hospitalization time and increases patients’ hospital costs
but also leads to neurological impairment.

Numerous factors influence POCD in clinical practice,
such as patient age, gender, education level, type of surgery,
anesthesia method, and medications [4]. In this trial, a
randomized approach was used in the design regarding the
abovementioned factors, and there were no statistically
significant differences in age, education level, duration of
surgical anesthesia, and intraoperative medication between
the two groups in this study. Besides, BIS was used to
maintain the same depth of anesthesia during the operation,
so as to ensure the homogeneity of the study population.

In the mechanisms of POCD, the theory of inflammatory
response of central nervous system has gradually become a
research hotspot, and validation plays an important role in
this process [5], where tissue damage due to surgery can
activate the peripheral intrinsic immune system and cause
inflammatory cell infiltration, which in turn releases in-
flammatory mediators (TNF-α, IL-6, IL-1, etc.) [6]. In-
flammatory reactions of the central nerve system can be
caused by peripheral inflammatory factors entering the
central nervous system. Peripheral inflammatory factors can
enter the central nervous system through the blood-brain
barrier or synthesize and release inflammatory factors by
activating neuroendocrine cells in the blood-brain barrier,
causing central inflammation. Inflammatory factors entering
the CNS interfere with neuronal activity, thereby disrupting
intersynaptic connections and signaling [7]. It has been
shown that the degree of increased expression of proin-
flammatory factors and its presence in the central nervous
system and body circulation of surgical patients may cor-
relate with the degree of cognitive decline [8,9]. Interleukin 6
plays an important role in body’s defense mechanism, im-
mune system, and generating inflammatory responses in
vivo. It also affects the growth and differentiation of central
nerve cells in the CNS, which also influence cerebral
functionality, specifically learning, investigation, and rec-
ollection of memory. IL-6 is secreted by intracranial
microglia, neuronal cells, and astrocytes and has been im-
plicated in brain injury. Normal concentrations of IL-6 levels
are important for neuronal cell protection and repair;
however, if the concentrations are too high, they instead
exacerbate neuronal and microglial cell damage [10]. *ese
processes may include synaptic plasticity or neuronal cell
growth regulation [11].

TNF-α is secreted by macrophages and has a wide range
of biological activities with extremely important roles in
immune body regulation, regulation of inflammatory re-
sponses, neuroendocrine regulation, and other systems. TNF-
α is involved in many aspects of daily activities of life such as
sleeping, eating, bathing, and other autonomous processes.
Recent studies have found that it is involved in the processes
of learning andmemory and plays a vital role in the pathology
of POCD.*emechanismmay be related to the processes that
affect synaptic shaping and inhibit the growth and differ-
entiation of nerve cells [12]. After surgery, TNF-α is the first
cytokine to be released, and it is the initiating and amplifying
factor of the inflammatory cascade response. Animal studies
have shown that peripheral TNF-α can cause neuronal in-
flammation and lead to cognitive decline by inducing the
release of IL-1 in the brain [13]. *e hippocampus-dependent
cognitive decline induced by chronic neuronal inflammation
can be significantly reversed when using TNF-α synthesis
inhibitors, suggesting that TNF-α is an important mediator of
neuronal dysfunction and cognitive impairment triggered by
chronic neuroinflammation.

In our study, patients were divided into 4 segments based
on the serum concentration of defined parameters IL-6 and
TNF-α. Based on the result output, the number of POCD
was significantly different in these four segments. With the
increase of the concentration of these two inflammatory
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factors, the frequency of POCD increased significantly.
Analysis of Pearson correlation indicated the positive cor-
relation of IL-6 concentration with POCD, i.e., r� 0.689 and
P � 0.043. Likewise, plasma TNF-α concentration was also
significantly correlated with POCD, i.e., r� 0.711 and
P � 0.038. Both IL-6 and TNF-α play important roles in
neurocognitive function, and their increased concentrations
are predictive of decreased cognitive function; similarly, it is
seen that the concentrations of both proinflammatory fac-
tors increase when POCD occurs. Concluding all, IL-6 and
TNF-α concentrations were significantly correlated with the

POCD values. *e results of this trial further proved the
validity of this theory.

Dexmedetomidine is the most discriminating and selective
alpha-2 adrenergic receptor agonist.*emost common uses of
this receptor are sedation, narcotic analgesia, and anxiolysis. In
this trial, the incidence of POCD was reduced from 21.31% to
9.2% both in the control and experimental group, respectively.
*e anti-inflammatory effect of dexmedetomidine has been
found in recent years and may have a good protective effect on
humans. *ere may be three ways for it to exert its anti-in-
flammatory effect [14,15]: (1) it activates the central a-Z

Table 1: Comparison of general data and intraoperative conditions of each indicator between two groups of patients (χ‾± s).

Groups
No.
of

cases
Age Gender

(M/F)
Weight
(kg)

ASA
grade
(cases,
II/III)

Education
(years)

Operative
time (min)

Bleeding
volume
(ml)

Sufentanil
dosage
(μg)

Remifentanil
dosage (mg)

Isoproterenol
dosage (mg)

HC 87 71.4± 4.9 56/31 67± 8 71/16 10± 4 168± 53 406± 142 30.3± 3.8 2.38± 0.61 1485± 238
HS 87 70.6± 4.2 58/29 69± 8 76/11 11± 4 170± 48 428± 166 31.6± 4.2 2.51± 0.65 1533± 264

Table 2: TNF-α and IL-6 changes of serum concentrations of both groups (n� 30).

Indicators Groups Preoperative (T0) Postoperative (T1h)

TNF-α（ng/L） HS HC 46.20± 9.42 75.74± 10.39∗
HS 45.28± 8.99∗ 64.82± 9.71∗∗∗

IL-6（ng/L） HC 51.02± 10.19 86.48± 13.51∗
HS 49.44± 9.25# 69.04± 12.14∗∗∗

∗P< 0.05 indicates comparing postoperative with preoperative, ∗∗P< 0.05 indicates comparing both experimental and control group, and# indicates P> 0.05
when comparing both experimental and control group.

Table 3: Comparing Mini-Mental State Examination (MMSE) scores and incidence of postoperative POCD between two groups of patients
at different time points (scores, χ‾± s).

Groups No. of cases
MMSE score

Incidence of POCD (cases (%))
Preoperative （T10） Postoperative T1（1d）

HC 87 25.8± 0.8 25.6± 1.1∗ 8(9.2)
HS 87 26.1± 0.7 22.2± 1.9∗∗∗ 13 (21.3)∗
P values 0.86 0.04 0.038
∗P< 0.05 indicates comparing postoperative and preoperative and ∗∗P< 0.05 indicates comparing both experimental and control group.

Table 4: *e cases of POCD in the data segment of the two proinflammatory factor quartiles.

Grade No. of cases IL-6 (ng/ml) Incidence of POCD (cases (%))
Q1 22 57.96 (±10.06) 0 (0.00)
Q2 22 65.27 (±10.62) 1 (4.55)
Q3 22 70.34 (±11.82) 2 (9.09)
Q4 21 83.24 (±14.82) 5 (22.73)

Table 5: With the increase in the level of IL-6 concentration, the number of POCD increases significantly (P< 0.05).

Grade No. of cases TNF-α (ng/ml) Incidence of POCD (cases (%))
Q1 22 55.28 (±11.27) 0 (0.00)
Q2 22 61.94 (±10.72) 1 (4.55)
Q3 22 66.18 (±11.71) 2 (9.09)
Q4 21 76.41 (±14.20) 5 (22.73)
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receptor, inhibits the activity of sympathetic nerves, activates
the anti-inflammatory pathway of cholinergic nerves, and
reduces the level of proinflammatory factors. (2) It inhibits
macrophages and reduces the secretion of tissue necrotizing
factor α. (3) It reduces the concentration of IL-6 and TNF-α by
gene regulation of kappa-B. *is trial is concluded; dexme-
detomidine reportedly reduced the increased concentration
levels of IL-6 and TNF-α in the experimental group, which
proved its anti-inflammatory effect. At the same time, dex-
medetomidine has a protective effect on brain tissue. Some
studies [16] have shown that dexmedetomidine can improve
the oxygen metabolism in areas of cerebral hypoxia-reperfu-
sion damage in rats and reduce the area of necrotic foci. A
number of studies [17] at home and abroad showed that the
postoperative MMSE score of the observational group is
markedly lower than the dexmedetomidine intervention group,
and the TNF-α and IL-6 levels and the incidence of postop-
erative POCD are markedly lower than those reported in the
control group.*e above results suggest that dexmedetomidine
used for surgery in elderly patients can significantly improve
patients’ MMSE scores and minimize the incidence of early
postsurgical cognitive dysfunction.*e diagnosis of POCD still
relies mainly on neuropsychological tests.*eMMSE score is a
simple, easy, and most influential screening tool for deter-
mining cognitive function. *erefore, in this study, the score
was used, while the test was administered by the same spe-
cialized anesthesiologist at a fixed time, and the test details were
explained to the patient before the test tominimize the possible
influencing factors related to the test.

*e incidence of postoperative POCD in the control
group was 26.7% in this study, and the MMSE score in-
creased and the incidence of POCD decreased after dex-
medetomidine pretreatment, suggesting that
dexmedetomidine pretreatment helps to prevent the oc-
currence of postoperative POCD in elderly patients with
general anesthesia. *e mechanism may be related to the
ability of dexmedetomidine pretreatment to reduce the
occurrence of inflammatory immunity and decrease the
damage to the central nervous system of the organism.

5. Conclusion

(1) Dexmedetomidine reduces the incidence of post-
operative POCD in elderly patients.

(2) Dexmedetomidine significantly reduces the increase
in the postsurgical interleukin 6 and tissue necro-
tizing factor α.

(3) *e increase of interleukin 6 and tissue necrotizing
factor α after surgery is significantly correlated with
the increase of POCD.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.
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Purpose. +is study evaluated the postoperative analgesic effect of ultrasound-guided single-point thoracic paravertebral nerve
block (TPVB) combined with dexmedetomidine (DEX) in patients undergoing video-assisted thoracoscopic lobectomy.Methods.
Sixty adult patients of the American Society of Anesthesiologists (ASA) I–III were randomly assigned into three groups (n� 20
each). G group: patients received routine general anesthesia; PR group: patients received 0.5% ropivacaine; and PRD group:
patients received 0.5% ropivacaine with 1 μg/kg DEX. TPVB was performed in the T5 space before surgery, and then, general
anesthesia induction and video-assisted thoracoscopic lobectomy were performed. Analgesics were administered through the
patient-controlled analgesia (PCA) device intravenously. +e background infusion of each PCA device was set to administer
0.02 μg/kg/h sufentanil, with a lockout time of 15min, and a total allowable volume is 100ml. Results. Compared to PR and G
groups, the total sufentanil consumption after operation, the times of analgesic pump pressing, the pain score, and the incidence of
postoperative nausea or vomiting in the PRD group were significantly reduced (p< 0.05). Also, the duration of first time of usage
of the patient-controlled analgesia (PCA) was longer. +e heart rate (HR) and mean arterial pressure (MAP) during operation
were lower in the PRD group as compared with the other two groups in most of the time. However, hypotension and arrhythmia
occurred in three groups with no statistically significant difference. Conclusions. A small volume of TPVB with ropivacaine and
DEX by single injection produced longer analgesia in patients undergoing video-assisted thoracoscopic lobectomy, reduced
postoperative opioids consumption, and the incidence of side effects.

1. Introduction

Video-assisted thoracoscopic surgery (VATS) is mainly used
for the treatment of the lung, mediastinum, and pleural
lesions. +e main advantage is to avoid the injury of

thoracotomy. Compared with thoracotomy, the operation
time is shorter, the postoperative morbidity is lower, and the
time for returning to normal activities is earlier [1]. How-
ever, effective analgesia is still needed to reduce postoper-
ative pain and postoperative nausea and vomiting.
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+oracic paravertebral block (TPVB) as part of a mul-
timodal analgesia strategy after thoracotomy [2] and breast
surgery [3] has a broad evidence base and along with ul-
trasound-guided techniques. It has become increasingly
popular. Recent randomized controlled trials and reviews
have shown that paravertebral block (PVB) causes pro-
longed directional analgesia and reduces the risk of post-
operative nausea, vomiting, and complications [4, 5].
However, a large body of literature has shown that the
duration of analgesia is controversial, and PVB is only
beneficial immediately after surgery [6, 7]. +ere are few
studies on the effectiveness and tolerability of adjuvant
analgesics in paraspinal analgesia. +e addition of magne-
sium, clonidine, ketamine, dexamethasone, opioids, and
other analgesics and local anesthetics can enhance and
prolong the analgesic effect provided by PVB [8, 9].

Dexmedetomidine (DEX) is a novel alpha-2 adrenergic
receptor agonist with dose-dependent sedative, anxiolytic,
and analgesic effects and has an advantage of minimum
respiratory depression compared with alternative drugs [10].
It is well known that α-2 receptor agonists, due to their own
sympathetic properties, provide stable hemodynamics during
surgery and reduce the amount of narcotic analgesics. When
DEX is used as an anesthetic for epidural anesthesia [11],
subarachnoid block [12, 13], PVB [14, 15], and brachial plexus
block analgesia [16], the time is significantly extended.
However, there are few studies evaluating the efficacy of DEX
as an adjuvant in the treatment of analgesia after thoraco-
scopic surgery, only in partial breast surgery [15].

+erefore, this study was designed to evaluate whether
TPVB combined with ropivacaine and DEX could improve
the analgesic effect of patients undergoing VATS, thereby
reducing postoperative opioid drugs consumption.

2. Methods

+is study was approved by the Affiliated Suzhou Science
and Technology Town Hospital of Nanjing Medical Uni-
versity’ Ethics Committee, and written informed consent
was obtained from all patients. +e trial is registered at the
Chinese Clinical Trial Registry, number ChiCTR-IOR-
17013034. After obtaining approval and written informed
consent from the institutional ethics committee, the study
enrolled 60 ASA I–III patients (18–65 years old, either
gender, weighing 50–85 kg) who were scheduled to undergo
elective thoracoscopic lobectomy. Patients undergoing
elective general anesthesia and video-assisted thoracoscopic
unilateral lobectomy had no history of cardiopulmonary
disease, no sinus bradycardia, no functional lesions of the
sinoatrial node, no serious arrhythmia, and no thoracic
deformity. Surgery time was more than 2 hours. Exclusion
criteria: minimental state examination scores below 23
points; the history of dementia, psychosis, or other central
nervous system disease or drug dependence and poor
compliance; and those who did not complete video-assisted
thoracoscopic lobectomy under general anesthesia or have
to convert to thoracotomy.

All patients did not use preoperative medication, and in
the preoperative preparation room, the patients were

explained in detail the numerical rating scale (NRS) scoring
rules (scores from 0 to 10: 0� no pain, 10�most severe
pain). Patients were randomized into three groups of 20
individuals each using a computer-generated random
number table (random number table method) with sealed
envelope technology for assignment concealment (distri-
bution hidden). In the operating room, ultrasound-guided
right internal jugular vein catheterization for infusion and
left radial artery catheterization for monitoring the changes
of pressure have been performed. Conventional general
anesthesia induction included sufentanil 5 ug/
kg + etomidate 2mg/kg + cisatracurium 2mg/kg intrave-
nous slow bolus injection; anesthesia maintenance: propofol
2.5 ug/ml, sevoflurane 0.8 MAC, remifentanil 3 ng/ml, bis-
pectral index monitoring, and the depth of anesthesia is
maintained between 40 and 60. Patients were classified into
three groups as follows: G group: patients received routine
general anesthesia; PR group: patients received 0.5% ropi-
vacaine for TPVB; PRD group: patients received 0.5%
ropivacaine with 1 μg/kg DEX for TPVB. Paravertebral
blockade was performed under ultrasound guidance. A
linear ultrasound transducer (HITACHI Arietta 60) was
placed intercostally to identify the thoracic paravertebral
space (TPVS), and a 20-gauge needle was inserted into the
plane of the transducer. When the needle tip reached TPVS,
10mL 0.5% ropivacaine with 1 μg/kg DEX in T5 para-
vertebral space was injected.

+e gender, age, ASA grade, height, weight, body mass
index (BMI), heart rate (HR), mean artery pressure (MAP)
baseline, duration of surgery (h), anesthesia (h), the time to
first analgesic request since paravertebral injection (TFR1),
first use of patient-controlled analgesia (PCA1) intrave-
nously, total sufentanil dosage, and the pressing times of
analgesic pumps were all recorded in three groups. +e
intraoperative MAP and HR were measured after starting
TPVB bolus injection. Hypotension defined as a 30% de-
crease or less than 80mmHg in systolic blood pressure from
baseline was treated with ephedrine 5mg intravenously and
further boluses as required. Bradycardia defined as heart rate
<55 beats per minute was treated with 0.6mg intravenously.
Analgesics were administered through the PCA device
(ZZB-150, Apon, Nantong, China). +e background infu-
sion of each PCA device was set to administer 0.02 μg/kg/h
sufentanil, with a lockout time of 15min, and a total al-
lowable volume is 100ml. +e anesthetist conducted post-
operative monitoring, pain assessment, and management
was blinded to the patient groups.+e flowchart of the study
protocol is shown in Figure 1.

Ramsay sedation scores of patients were recorded at 30
minutes, 1 hour, 2 hours, 4 hour, 6 hours, 8 hours, 12 hours,
and 24 hours after anesthetic recovery in three groups (score
1: patient anxiety, agitated or restlessness, or both; score 2:
patient cooperation, orientation, and calm; score 3: patient
only responds to orders; score 4: patient with light outer
membrane percussion, or a loud auditory stimuli showed a
rapid response; score 5: the patient showed a slow response
to light eyebrows or loud auditory stimuli; score 6: the
patient did not respond; score 2–4 is an ideal sedation level).
+e intraoperative MAP and HR were recorded at 10

2 Journal of Healthcare Engineering

https://clinicaltrials.gov/ct2/show/ChiCTR-IOR-17013034
https://clinicaltrials.gov/ct2/show/ChiCTR-IOR-17013034


minutes, 20min, 30min, 40min, 50min, 60min, 70min,
80min, 90min, and 100min after starting TPVB bolus
injection. Postoperative pain ratings (NRS) during rest and
movement were recorded every two hours within 24 hours
(NRS: NRS uses 0–10 to represent different degrees of pain.
Score 0: no pain; score 1–3: mild pain; score 4–6: moderate
pain; score 7–10: severe pain).

All values are mean± SEM. Two-way ANOVA for re-
peated measures was used when appropriate (SPSS 20.0 for
Windows, SPSS Inc.).+e Student–Newman–Keuls multiple
comparison post hoc test was used to differentiate within the
groups. A probability value less than 0.05 was considered to
indicate a significant difference between the groups, while a
value greater than 0.05 was considered to indicate no sig-
nificant difference between the groups.

3. Results

+ere were no significant differences among the G group,
PR group, and PRD group in demographic data such as
age, weight, height, BMI, and baseline hemodynamic
parameters durations of surgery and anesthesia (p> 0.05)
(Table 1). All patients underwent the surgery successfully
without local anesthetic toxicity or diclofenac sodium
contraindications.

Postoperative sufentanil (over 24 hours) consumptions
were reduced significantly in the PRD group compared to
other two groups (p< 0.05; Table 2). Moreover, all the
abovementioned parameters did not reach significant dif-
ference between the G group and PR group as given in
Table 2 (p> 0.05). +ere was no significant difference of
postoperative Ramsay sedation scores among all groups
before 12 h; however, the score values in the G group were

significantly lower than that in the PR or PRD group
(p< 0.05; Table 3).

+e NRS pain scores of ipsilateral arm were, respectively,
indicated in Figure 2 and 3 in rest or movement status.+ere
was no significant difference in pain score among three
groups in rest or movement status within 1 hour after
surgery; 2 hours after surgery, the pain scores of the PRD
group were lower than other two groups. In the PRD group,
TFR1 and PCA1 were significantly longer than those in the
PR group (p< 0.05) and G group (p< 0.05) (Table 2). +ere
were significant differences of TFR1 and PCA1 between the
PR group and G group (p< 0.05).

Hemodynamic parameters were monitored during
surgery. HR and MAP trends are shown in Figures 4 and 5,
respectively. +ere were no differences of hypotension and
bradycardia among groups and the requirement of va-
sopressors for maintenance of stable hemodynamic pa-
rameters during the induction period did not show
significant differences among groups (data not shown).
+e intraoperative HR and MAP in the PRD group were
lower compared to other two groups. After 10 minutes,
the intraoperative HR of all three groups decreased, but it
was more obvious in the PR group and G group than that
in the PRD group (p< 0.05). In the PR group and G group,
the intraoperative HR tended to stabilize and increased
slowly until 40 minutes, but the HR of the PRD group was
lower than other G groups at 80 and 100 minutes. In the
PR group and G group, the intraoperative MAP decreased
significantly around 20 minutes, while MAP of the PRD
group decreased to (77.1 ± 1.7) mmHg around 40 minutes,
and it gradually returned to the baseline level around 100
minutes (p< 0.05). However, there was no significant
difference in the consumption of sufentanil dose or the

Assessed for eligibility
(n=84)

Randomized (n=60)

Lost to follow-up
(n=0)

Lost to follow-up
(n=0)

Lost to follow-up
(n=0)

Analysed
(n=20)

Analysed
(n=20)

Analysed
(n=20)

Enrollment

Allocation

Follow-up

Analysis

Excluded (n=24)
Not meeting inclusion criteria (n=17)
Declined to participate (n=7)

◆
◆

Allocated to intervention (n=20)
Routine general anesthesia without TPVB

Received allocated intervention (n=20)◆

Allocated to intervention (n=20)
TPVB (0.5% ropivacaine with saline)

Received allocated intervention (n=20)◆

Allocated to intervention (n=20)
TPVB (0.5% ropivacaine with dexmedetomidine)

Received allocated intervention (n=20)◆

Figure 1: CONSORT flow diagram of the study.
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Table 3: Postoperative Ramsay sedation scores at different intervals.

Time points G group (n� 20) PR group (n� 20) PRD group (n� 20) P value
30min 2.5 (2.0–5.0) 2.5 (2.0–5.0) 2.0 (2.0–5.0) 0.409
1 h 2.0 (2.0–4.0) 2.0 (2.0–4.0) 2.0 (2.0–4.0) 0.995
2 h 2.0 (2.0–4.0) 2.0 (2.0–4.0) 2.0 (2.0–4.0) 1.000
4 h 2.0 (2.0-3.0) 2.0 (2.0-3.0) 2.0 (2.0-3.0) 0.415
8 h 2.0 (2.0-3.0) 2.0 (2.0-3.0) 2.0 (2.0-3.0) 0.216
12 h 2.0 (2.0-3.0) 2.0 (2.0-3.0) 2.0 (2.0-3.0) 0.331
24 h 1.0 (0.0–2.0) 2.0 (1.0–3.0) 2.0 (0.0–3.0) <0.05∗#

Values as median (interquartile range). ∗G group versus PR group; #G group versus PRD group.
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Figure 2: Postoperative NRS.R. Values in all groups. Values in the
PRD group compared to the G group and the PR group at all time
points. +ere was no difference between the G group and PR group
(p> 0.05).
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Figure 3: Postoperative NRS.M. Values in all groups. Values in the
PRD group compared to the G group and the PR group at all time
points (p< 0.05).+ere was no difference between the G group and
PR group.

Table 1: Characteristics of the patients and surgery.

Items G group (n� 20) PR group (n� 20) PRD group (n� 20) P value
Age (years) 45.7± 1.3 47.1± 1.7 48.1± 1.5 0.962
Height (cm) 165.4± 1.4 165.9± 1.2 164.6± 1.4 0.594
Weight (kg) 68.0± 2.1 67.3± 2.3 72.4± 2.1 0.719
BMI (kg/m2) 23.2± 0.5 23.4± 0.6 24.1± 0.6 0.574
Baseline HR (beats/min) 83.0± 1.6 82.3± 2.9 84.8± 2.3 0.922
Baseline MAP (mmHg) 96.7± 1.8 97.1± 1.5 95.5± 1.9 0.460
Surgery time (h) 2.2± 0.1 2.2± 0.1 2.2± 0.1 0.614
Anesthesia time (h) 2.5± 0.1 2.8± 0.1 2.9± 0.1 0.067
Values are mean± SEM. G: general anesthesia; PR, paravertebral ropivacaine; PRD, paravertebral ropivacaine and dexmedetomidine; BMI, body mass index;
HR, heart rate; MAP, mean arterial pressure.

Table 2: Analgesic efficacy and postoperative adverse effects.

Items G group (n� 20) PR group (n� 20) PRD group (n� 20) P value
TFR1 (h) 2.6± 1.5 5.6± 2.0 24.1± 2.9 <0.05∗#$

Numbers of pressing analgesic pump 5.3± 0.2 3.2± 0.1 1.6± 0.2 <0.05∗#$

Total sufentanil dosage (μg) 142.2± 7.3 105.1± 5.7 78.2± 6.2 <0.05∗#$

Nausea 5(25%) 3(15%) 0 <0.05∗#$

Vomiting 2(10%) 1(5%) 0 <0.05∗#$

Values are mean± SEM or n (%). TFR1, time from paravertebral injection to first analgesic request. P< 0.05, ∗G group vs. PR group; #G group vs. PRD group;
$PR group vs. PRD group.
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incidence of hypotension and the occurrence of brady-
cardia during the surgery.

4. Discussion

TPVB has been used wildly to reduce postoperative opioid
consumption and provide effective pain control. +e in-
jection site and volume are quite different in different
studies, and there are single and multiple injections with
volumes of 5, 7, 10, 15, 20, or 0.3ml/kg [17]. A cadaver study
observed distribution of 20ml injected dye over three to four

TPVS (range, 1–10) with 40% incidence of epidural spread
[2].+erefore, the analgesic effect produced by the volume of
15 or 20ml may also include the effect of the epidural spread.
In this study, we applied a volume of 10ml of DEX com-
bined with ropivacaine TPVB for patients with thoraco-
scopic lobectomy had a better analgesic effect than patients
with only TPVB or no TPVB and may reduce the incidence
of epidural spread.

DEX acts as a potential adjuvant for both axons and
peripheral nerve blocks [16, 18], and studies have confirmed
that epidural injection of DEX enhanced local anesthetics on
nerves, reduced the need for intraoperative anesthesia, and
provided a better analgesic effect after thoracotomy [19].+e
analgesic effect is concentrated by inhibiting the release of
substance P in the nociceptive pathway of dorsal root
neurons and activating the alpha-2 receptor in the blue spot.
+is alpha-2 agonist mediates peripheral analgesia by re-
ducing the release of norepinephrine and the independent
inhibition of neurofibrillary action potential by the alpha-2
receptor. None of the various animal studies showed any
adverse neurological effects of DEX [20, 21] and neuro-
protective effects of dexmedetomidine, induced by intra-
thecal administration is similar to methylprednisolone [21].
DEX has also been used in human studies as an adjuvant for
local anesthetics [14, 15]. Mahendru et al. compared the
effects of intrathecal DEX and fentanil as bupivacaine ad-
juvants; the results showed that intrathecal DEX prolonged
exercise and sensory block, more hemodynamic stability,
and reduced need for analgesics within 24 hours compared
with fentanil [22]. In other studies, DEX improved blocker
efficiencies have been shown, with no reported neurological
side effects. Further study of the neuronal effects of DEX was
encouraged by the researchers [15, 16]. In the current study,
the consumption of sufentanil in the two paravertebral nerve
block patients was significantly lower than that in the control
group, indicating that paravertebral nerve block can prolong
the analgesic time. None of the patients in the PRD group
required an additional dose of sufentanil, while only one
patient in the PR group required an additional dose of
sufentanil. Compared with the PR group and the G group,
the first analgesia request time was much longer in the PRD
group, and the postoperative PRD group had a longer PCA1
time, but the total number of PCA (or sufentanil con-
sumption) and pain score are lower. +is indicates that
ropivacaine supplemented with DEX prolongs the time of
analgesia after PVB. In addition, patients receiving DEX had
less opioid-related complications such as nausea and
vomiting. On the other hand, all of these parameters were
comparable in the PR group and G group, indicating that
there was no significant TPVB analgesic effect of ropivacaine
alone compared with patients who did not receive TPVB.
+e use of local anesthetic TPVB alone improved intra-
operative analgesia and reduced the need for sufentanil, but
did not provide adequate postoperative analgesia. A recent
RCT meta-analysis study evaluated the analgesic effects of
multilevel TPVB in combination with ropivacaine or
bupivacaine in postoperative breast cancer [23], and the
results showed the overall analgesic consumption was lower
in the intraoperative and postoperative ropivacaine groups
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or bupivacaine group, and the number of patients with NRS
>3 after PACUwas significantly reduced in the TPVB group.
+e local anesthetic infiltration group immediately reduced
postoperative pain, especially in the 2 hours after surgery,
but there was no significant difference of analgesia between
12 hours and 24 hours after surgery.

In this study, the requirement of vasopressors for
maintenance of stable hemodynamic parameters did not
reveal any significant difference during the induction period
among groups. However, the HR and MAP in the PRD
group were lower than those in the other two groups during
surgery. It has been reported that the stable hemodynamics
may possibly be explained on the basis of lower volume of
local anesthetics used and a suitable selection of the dose of
adjuvant [11]. +e sedative effects found in the study may be
related to the use of DEX [24]. A higher sedation score in the
PR and PRD groups than the G group may due to better
analgesia effects in PR and PRD groups.

More recently, Hong et al. reported that DEX as an
adjunct in TPVB provided effective pain relief and signifi-
cantly reduced opioid requirement in VATS [25]. Our re-
sults are consistent with the Hong et al.’ study. However,
there are two differences between our study and Hong et al.
study’. (1) In our study, only on injection at T5 space before
surgery, while there are two injections at the T3-T4 and T4-
T5 levels after surgery in Hong et al.’ study. It has been
reported that TPVB performed prior to general anesthesia
for laparoscopic cholecystectomy can provide early dis-
charge and better postoperative pain management [6]. (2)
+e injection volume of the ropivacaine and DEX is dif-
ferent. +e injection volume of ropivacaine and DEX
mixture in our study is 10ml at the single site, while the total
volume of the two site injections was 30ml in Hong et al.’
study. Our results demonstrated that a small injection
volume (10ml 0.5% ropivacaine with 1 μg/kg DEX) at site of
T5 space before surgery also achieved effective postoperative
analgesia. It may have beneficial clinical effects for reducing
the side effects of drugs, puncture injury, and discomfort to
patients and enhancing recovery after surgery.

+ere are certain limitations to our study. First, it was a
retrospective study with a small sample size and the findings
therefore have to be confirmed with a larger randomized
controlled trial. Second, the small sample size and recruit-
ment of relatively healthy patients (ASA I and II) limited the
possibility of drawing a definitive conclusion. Greater
numbers of patients and patients with multiple comorbid-
ities (i.e., ASA III or IV) need to be included in future studies
to verify these findings. +ird, since a single dose of TPVB
can provide sufficient pain relief, inserting a catheter into the
paravertebral space for continuous infusion of local anes-
thetics may provide protracted postsurgery analgesia. Fur-
thermore, different doses and drugs used in TPVBmay cause
bias of the results. More studies have to be conducted to
clarify this question.

5. Conclusions

In summary, a small volume of TPVB with 1 μg/kg DEX
combined with 0.5% ropivacaine by single injection at T5

space before surgery for patients undergoing thoracoscopic
lobectomy prolonged the overall analgesia time after surgery
and reduced the dose and side effects of opioids.
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Introduction. Cardiovascular disorders are one of the prominent causes of risks ofmortality which accounts for high rate of the deaths at
a global level. +e risk of deadly myocardial infraction grows because of diabetes which even causes the development of heart failure.
Objective. +e objective of this study was to understand and study the effect of glycyrrhizin on diabetes suffering rats with myocardial
remodeling. Materials and Methods. Streptozotocin was used for induction of diabetes, and 8–12 weeks later, the assessment of
inflammation, fibrosis, and cardiac damage was evaluated. Histopathological analysis and immunohistochemistry was performed to
analyze the effect in various groups. Western blotting was performed to understand the proteins expressed in diabetes, and also, their
expression was noted in treatment groups.Results.+ere was a significant rise in TNF-α, dense fibrosis, and collagen deposits in the STZ
diabetes group. +e effects of hyperglycemia were significantly improved in the glycyrrhizin-treated group. DAPI, BrDu, and caspase
staining was also performed to understand apoptosis in tissues where the diabetic groups reported significant apoptosis, while the effects
were significantly lower in the treated group. Conclusion. All the observations indicate that glycyrrhizin has cardioprotective action in
diabetic rats with myocardial remodeling and is due to the inhibition of the NF-κB signaling pathway in the myocardial layer.

1. Introduction

Approximately 30% of all deaths worldwide occur due to the
cardiovascular disorders [1]. Acute myocardial infraction
(AMI) is considered among those with the high mortality
rate, and the infarct size is a chief determinant of prognosis
in the patients. Restoration of the coronary blood circulation
by the percutaneous coronary interventions (PCI) is con-
sidered to be the only clinically accepted and approved
procedure to bound the infarct size [2].+e circulation of the
high level of glucose might guide to the modified car-
diomyocyte signaling which results in oxidative stress, fi-
brosis, and finally to the death of the myocyte cell [3].

+e cardiac cells might face early transitions due to
hyperglycemic conditions which may cause the discharge
of important inflammatory mediators such as cytokines

and chemokines [4]. +e myocardial revascularization
involvement is regularly demonstrating throughout the
period of medication of patients with the persistent cor-
onary artery disease (CAD). Advancement of angina and
exercise potential in the patients with bounded symptoms
is the most important observed advantages with these
mediations [5].

+e acute myocardial infarction heads to the ischemic
necrosis of the myocardium which is considered to be
harmful to the health of the mass population [6]. +e timely
widening of the coronary arteries in the patients suffering
from the myocardial infraction diminishes the region of
myocardial infraction, and there is an outstanding reduction
in the mortality rate [7]. +ere is multiple known as well as
unknown components that might affect the myocardial
impairments followed by interferences.
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However, this is still considered debatable as the diabetes
mellitus might alter the myocardial responsibilities and
possibly make the myocardium more prone to ischemic
impairment [8, 9]. +e cardiac muscles might even die, and
the region of the myocardial necrosis leads to affect the
prognosis of the patient suffering from myocardial infrac-
tion. In clinical practices, the myocardial damages lead to the
disorder of the electric roles within the myocardial and
cardiac deficiency along with arrhythmia. One of the crucial

elements of root extraction from the liquorice is the acid, i.e.,
glycyrrhizin which is soluble in water. It consists of the
glucuronic acid as well as the glycyrrhetinic acid [10].

+e research study conducted by [11] demonstrates that
the glycyrrhizin is a successful element in the liquorice that
comprises of antiallergic, antioxidant, immunomodulatory,
anticancer, antiulcer, and antiviral properties. +e risk of
lethal myocardial infarction and evolution of heart failure is
intensified because of diabetes [12, 13]. +e fundamental
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2 Journal of Healthcare Engineering



diabetic cardiomyopathy which is aggravated by other
components such as the hypertension as well as ischemic
heart disorders justifies the defective prognosis after the
myocardial infarction.

+e reactive oxygen species (ROS) as well as the reactive
nitrogen species (RNS) is built as an outcome of hyper-
glycemia. +is in turn persuades the p53 and the cyto-
chrome-c moderated caspase-3-dependent apoptosis
[14, 15]. Correspondingly, termination of myocardial cells in

diabetes is averted by the utilization of the antioxidants and
the caspase inhibitors which shows a spontaneous task for
the apoptosis in the pathogenesis of diabetes-instigated
cardiomyocyte loss.

2. Materials and Methods

Male Wistar rats weighing around 200–250 gm were ob-
tained from the animal house. +e rats were kept at a

S. No. Group DAPI Caspase BrDU

1. Control

2. Diabetes 

3. Treated

Figure 4: Immunofluorescent staining of tissues from all groups with DAPI, caspase, and BrDU for analysis of apoptosis.
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constant temperature of 25°C± 2°C in cages. Food pellet and
water were provided freely ad libitum, and 12 h light/12 h
dark cycle was maintained. All experiments were duly ap-
proved by the ethical committee, and protocols were fol-
lowed in accordance to National Institutes of Health
Guidelines.

2.1. Induction of Diabetes. Type 2 diabetes was induced
using streptozotocin 45mg/kg via i.p., route. After 4 days
of dose administration, the blood glucose levels were
tested to ensure the induction diabetes in rats. Evaluation
of inflammation and cardiac damage was done 8–12
weeks postinduction of diabetes. Animals were housed in
the animal facility. Diabetic rats were administered
Formulab Diet 5008 Purina ad libitum throughout the
experiment. Accucheck glucometer (UK) was used for
measuring the blood glucose levels via the tail region once
in seven days.

2.2. Western Blotting. Rats tissues from the heart were
harvested from all 3 groups and then processed for Western
blotting. +e primary antibodies used were CX43, GAPDH,
CXCR4, RAGE, and TGF-β (Cell Signaling, Danvers, MA,
USA) ET-1, NaV1.5, phospho-p38, Nrf2 (+ermo Fischer
Scientific), and secondary antibodies used were anti-mouse
IgG or anti-rabbit IgG (1 : 5000; Sigma Aldrich) and were
used as control where the data’s were compared with β-actin
levels using the analytical software for processing images and
determining the intensity and percentage of control.

2.3. Morphometric Analysis. At the end of experimentation,
the rats were sacrificed, and tissues from the heart were fixed
in 10% formalin solution. +e tissues were embedded in
paraffin, and 4mm thick sections were cut. Myocyte ob-
tained from sections were stained with hematoxylin and
eosin, and captured images were analyzed.

Collagen fibers were stained and were quantified so as to
measure the fibrosis. +e collagen positive area was mea-
sured for all groups. Myocardial tissues were frozen and
stained in oil-red and then washed and counterstained with
hematoxylin. Images were captured using a microscope
(Leica microsystems).

2.4. Immunofluorescence Staining. +e paraffin sections
were cut from control and treatment groups which un-
derwent immunohistochemistry tests by using antigen re-
trieval methods. Tissue sections were incubated with
primary antibodies for interleukin 6 (IL-6) (Genescript),
interleukin 6 (IL-6) (+ermo Fischer), rabbit polyclonal
collagens I and III (+ermo Fischer), and tumor necrosis
factor TNF-α (Sino Biological) overnight, and then, they
were stained with secondary antibodies at 370°C for thirty
minutes. +e stained sections were developed using dia-
minobenzidine and hematoxylin was used for counter-
staining. All sections were viewed and captured using the
ZEISS LSM 780 laser scanning microscope (Zeiss).

Sections were also stained with DAPI after three
washings and then mounted on Fluoromount-G (Southern
Biotech). Sections from cardiac tissue which were stained
with troponin-I initially were analyzed for troponin intensity

(a) (b)

Figure 5: Isolated heart from the experimental rats. (a) Freshly isolated heart for fixing. (b) Fixed organ in 10% formalin solution.
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Figure 6: Histological analysis of tissues in all groups with collagen and fibrosis assessment.
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changes and compared with control, diabetic only, and
diabetic rats with treatment for identification of the effects of
glycyrrhizin on troponin-I in ventricular cardiac muscle.

Myocardial apoptosis: the effect of glycyrrhizin on ap-
optosis in cardiomyocytes in the diabetic rats was evaluated
using DAPI, caspase, and BrDU staining.

2.5. Statistical Analysis. +e results were expressed in
mean± SD. We used one-way ANOVA was used for
checking the significant differences followed by the post hoc
multiple comparison Tukey’s test where p< 0.05 was con-
sidered as significant.

3. Results

+e tissues collected from the ventricular heart in case of
diabetic rats have shown a significant rise in collagen de-
position which was improved in the glycyrrhizin treatment
group (Figure 1). +e collagen positive area was measured
by positive trichrome staining. Means± SE; p< 0.001; n� 6.

+e expressions of TGF-β were increased in car-
diomyocytes cells and cardiac tissues of the diabetic group
which was improved with CXCR4 antagonist in case of the
glycyrrhizin-treated group. TGF-β: fibrosis marker was
evaluated in STZ-diabetic rats where a significant increase
was shown on comparison to the control group. Treatment
of four weeks in the glycyrrhizin-treated group caused a
significant decrease in the TGFβ expression in tissues of
group II (treatment group) animals (Figures 2(a) and 2(b)).

Glycyrrhizin has shown increased levels in connexin43
(gap junction protein) in the cardiac tissues (Figure 3).

+e stained cells in the diabetic group were higher on
comparison to the normal control group, hence showing
confirmed apoptosis in the myocardial region of the
diabetic rats. Glycyrrhizin has shown a significant de-
crease in the apoptosis in myocardial cells, hence con-
firming the cardioprotective action of glycyrrhizin
(Figure 4).

4. Discussion

Glycyrrhizin is a crucial water-soluble acid which is
prominently used in Asian countries, in root extraction from
liquorice. One of the major complicated disorders of chronic
diabetes is myocardial fibrosis where many studies dem-
onstrate high cardiac impairment postischemic results.
Multiple clinical studies show the scenario of acute coronary
syndromes which have direct impact over the high sus-
ceptibility of patients suffering from diabetes to a higher risk
of heart failures.

+e heart was isolated from rats and then fixed with
formalin for further studies (Figures 5(a) and 5(b)). De-
position of collagen in cardiac fibrosis in the STZ diabetic
rats, control group, and glycyrrhizin-treated groups was
analyzed histopathologically, where it was found that col-
lagen deposits were significantly higher in the diabetic
groups as compared to the treated and control groups
(Figure 6). Stained tissues were observed for fibrosis and
collagen deposits.

+e hyperglycemia conditionmediates fibrosis in cardiac
tissues which was analyzed by TGF-β (transforming growth
factor beta), thus showing a significant increase in its ex-
pressions in the STZ rat cardiac tissues, while the expres-
sions of TGF-β were significantly reduced in glycyrrhizin
groups in treatment duration of four weeks. AC16 car-
diomyocyte cells were also treated overnight with 25mM of
glucose and hyperglycemia cells were treated with AMD3100
(CXCR4 antagonist) to estimate the connection between
TGF-β and CXCR4 pathways. Increase in TGFβ expression
was in hyperglycemic cardiomyocytes, while the treated
group receiving AMD3100 had noted a decreased expression
of TGF-β (Figure 2), hence showing the anti-inflammatory
action of glycyrrhizin.

+e regulation of cell adhesion for diabetic groups was
performed by assessing the connexin43. Western blotting
tests were performed for showing the reduced CX43 ex-
pression in heart tissues of diabetic rats on comparison to the
control group. A restoration of the CX43 expression was
shown in the treatment group. Western blot analysis was
performed for tissue of STZ rats to understand the mech-
anisms involved in inflammatory responses during hyper-
glycemia and in cardiac fibrosis. A significant increase in
expression of CXCR4 was found in diabetic groups versus
the treated group, hence showing role of glycyrrhizin in
CXCR4 expression, thus confirming the anti-inflammatory
action of glycyrrhizin. Reduced CXCR4 expression showed
the anti-inflammatory effect in diabetic rats with cardiac
atrophy.

TGFβ is a prime factor involved in contributing towards
cardiac fibrosis. Hence, in this study, we concluded that
STZ-induced hyperglycemia has shown activated cardiac
fibroblasts and deposition of matrix proteins extracellularly.
As the elevated factor TGF-β is responsible for fibrogenesis,
the fibroblast production is seen to be prominent in diabetic
rats but were ameliorated in the treatment group. Hence, we
can say that there is an association of chemokines with
cardiac fibrosis. Expressions of TGF-β in the myocardium
were increased leading to fibrosis. Collagen fibers were also
found significantly higher in the diabetic groups, whereas
they were reduced in the glycyrrhizin group. Apoptosis was
also noted in diabetic groups and was significantly reduced
in the treated groups.

5. Conclusion

Hyperglycemia can lead to increased inflammation and
oxidative stress which leads to cardiac remodeling and hence
causes hypertrophy in the myocardium. +e STZ rats
showed an increased level of inflammation which may lead
to cardiac injury and damage. +e research concludes with
findings about the anti-inflammatory and preventive cardiac
damage properties of glycyrrhizin.

Abbreviations

STZ: Streptozotocin
TGF-β: Transforming growth factor-beta
CXCR4: Chemokine receptor type 4
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DAPI: 4′,6-Diamidino-2-phenylindole
BrDU: Bromodeoxyuridine.
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)e study aims to explore the application of international classification of diseases (ICD) coding technology and embedded electronic
medical record (EMR) system. )e study established an EMR information knowledge system and collected the data of patient
medical records and disease diagnostic codes on the front pages of 8 clinical departments of endocrinology, oncology, obstetrics and
gynecology, ophthalmology, orthopedics, neurosurgery, and cardiovascular medicine for statistical analysis. Natural language
processing-bidirectional recurrent neural network (NLP-BIRNN) algorithm was used to optimize medical records. )e results
showed that the coder was not clear about the basic rules of main diagnosis selection and the classification of disease coding and did
not code according to the main diagnosis principles. )e disease was not coded according to different conditions or specific
classification, the code of postoperative complications was inaccurate, the disease diagnosis was incomplete, and the code selection
was too general. )e solutions adopted were as follows: communication and knowledge training should be strengthened for coders
andmedical personnel. BIRNNwas comparedwith the convolutional neural network (CNN) and recurrent neural network (RNN) in
accuracy, symptom accuracy, and symptom recall, and it suggested that the proposed BIRNN has higher value. Pathological language
reading under artificial intelligence algorithm provides some convenience for disease diagnosis and treatment.

1. Introduction

With the improvement of living standards, people’s atten-
tion to their health is also increasing. At the same time, they
are concerned about the medical conditions and facilities of
the hospital.)e hospital will conduct statistical analysis and
comparison of the annual medical data to form an indicator
of medical quality management [1]. Most of the data in the
medical industry come from electronic medical records
(EMRs). EMR is also called computerized medical record
system or computer-based patient record (CPR). It is a
digital medical record saved, managed, transmitted, and
reproduced by electronic devices (computers, health cards,
etc.) to replace handwritten paper medical records. Its
content includes all the information of paper medical

records. )e National Institute of Medicine defines EMR as
an electronic patient record based on a specific system,
which provides users with the ability to access complete and
accurate data, warnings, prompts, and clinical decision
support systems.

)rough the extraction and statistical analysis of these
data, relevant indicators are formed to provide convenience
for medical personnel, which help them better understand
the relevant medical conditions and improve the quality of
medical care [2]. With the rise and wide application of
computer network technology, its application in the medical
industry is becoming more common. Most medical insti-
tutions use a unified medical record front page, which
provides great convenience for the information statistics of
the medical industry [3]. )e medical record records the
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detailed condition of the patient, from the initial diagnosis to
the final treatment result, which provides a detailed basis for
the follow-up [4, 5]. )e detailed record of the patient’s
condition in the medical record provides important support
for medical staff to understand the patient’s condition. Both
the past medical history and the current diagnosis and
treatment of diseases can be consulted [6]. With the de-
velopment of electronic information on the Internet, case
records have also changed from the original paper version to
an electronic version, completing the digital management
mode of medical records [7, 8]. Electronic cases have greatly
improved the efficiency of using medical records. )e use of
EMRs provides convenience for medical staff and man-
agement staff.

ICD coding technology is a relatively complete and
mature disease-coding method. Almost every hospital unit
uses its rules to code diseases on the front page of medical
records [9].)e combination of English and numbers is used
for coding to avoid coding inconsistencies [10]. It promotes
exchanges between people from different countries and
regions. With the continuous improvement of disease
classification by scholars, more and more disease types are
covered [11]. )e coding method is characterized by sci-
entificity, integrity, applicability, and operability. )erefore,
it is widely used in the field of medicine [12]. In clinical
medicine, the use of LCD can bring great convenience, unify
the code for global diseases, facilitate researchers’ research,
and contribute to the development of medicine.

In this experiment, the statistical analysis of the first page
of medical records is conducted through the sample survey.
)e causes of errors in the disease classification on the first
page of the medical record are analyzed and summarized.
Meanwhile, the embedded medical record information
knowledge system is established, and the NLP-BIRNN al-
gorithm is used to optimize the medical record text. Also, the
detailed improvement measures are proposed to provide a
basis for the investigation of disease classification.

2. Materials and Methods

2.1. Experimental Materials. )e data were randomly se-
lected from the EMR database of our hospital, and the
patient medical records and disease diagnostic code data on
the front pages of 8 clinical departments of endocrinology,
oncology, obstetrics and gynecology, ophthalmology, or-
thopedics, neurosurgery, and cardiovascular medicine were
collected.

2.2. Case Statistics. )e medical record information is
randomly extracted from the EMR management system for
analysis. Statistics on the diagnosis selection and the number
of disease-coding errors are conducted. )e statistical
analysis of the data of clinicians and medical coders before
and after training is performed. )rough research, self-ex-
amination, training, and feedback, the disease-coding
knowledge topics of the above eight clinical departments are
explored. )e coder calls up the medical record data of a
certain department. According to ICD-10’s undergraduate

disease-coding rules, such as clinical knowledge and main
diagnosis selection principles of the disease’s physiological
mechanism, development process, clinical manifestations,
and treatment methods, the disease-coding process is
conducted. During the coding process, the coder must
carefully read the case, especially the admission records
(judgment of the main diagnosis selection), surgical records
(surgical name, postoperative method, surgical grade, sur-
gical incision, and anesthesia method), course records
(development of the disease, such as whether the disease is
aggravated, whether it is improved, and whether it is
treated), and discharge records (diagnosis and treatment
process, whether the diagnosis at admission and discharge
are consistent). Pathology, imaging, ultrasound, and labo-
ratory reports should also be paid attention to.

2.3. Self-ExaminationandTraining. According to the results,
the coder reexamines the previous medical records, mainly
checking the diagnosis selection and disease coding. Sta-
tistics on the data of diagnosis selection errors and disease-
coding errors are conducted. )en, ICD-10 training will be
given to the relevant doctors and coders of the above eight
clinical departments on the problems examined this time.

2.4. Feedback. )e coder compares and analyzes the data of
main diagnosis selection errors and disease-coding errors
before and after the training. )e results are then shared to
the relevant personnel with feedback, to explore rectification
measures and improve the coding level.

2.5. Establishment of Embedded EMR Information Knowledge
System. )e system establishes conditions. First, conditions
are written based on the writing standard of medical records
stipulated by the national health department. )e data
content expressed in the medical record should be a com-
mon medical term without ambiguity. Second, the knowl-
edge system must contain descriptive and conclusive
knowledge about medical records. Descriptive knowledge
refers to the detailed description of the disease. For example,
the types of cold are wind chill and wind heat and their
common symptoms are headache and cough, which is de-
scriptive knowledge. On the contrary, it is conclusive
knowledge to judge the type of cold according to the de-
scription of the disease. )e knowledge system needs to
combine the structured input interface of medical records
and provide a selective input prompt based on the user
input. )ird, the medical record information is stored as an
XML document, which has hierarchical structure. )e
knowledge base is also represented by the hierarchical XML
document to achieve efficient synchronization of medical
record input interface, which corresponds to the medical
record information document. For some simple information
input without prompt, the node can be set to null value. For
items with multiple choices, multiple child nodes can be set
when prompted, read into memory, and displayed in the
medical record interface for users to choose. Fourth, the
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semantics should be concise and include the hints about
limiting the use of characters.

)e information base of the embedded medical record
knowledge system contains knowledge, as shown in Table 1:

)ere are seven pages in the embedded EMR input
system, and seven XML documents of medical record
knowledge base are established accordingly. When doctors
create a new medical record page, the system will auto-
matically call the knowledge base XML document according
to the current page. When doctors input specific document
node information, they can input medical record infor-
mation according to prompt operation to improve the re-
cording speed and reduce expression errors.

2.6. Steps of NLP-BIRNN Algorithm. First, the data pre-
processing of EMR is carried out, including data processing,
cleaning, and screening.

Second, NLP based on medical tagging (medical record
tagging, character extraction, word vector transformation,
deep neural network, automatic tagging, and feature vector
splicing) and NLP without medical tagging (no medical
record, part of speech tagging, keyword selection, word
vector transformation, and feature vector splicing) are
performed.

)ird, calculation is done. )e symptom feature vectors
involved in NLP solutions are normalized, and the values at
each position of vector data are limited to [0, 1]. )e ICD is
coded by one hot representation to become the tag of deep
learning training. )e normalized feature vector and label
are imported into the deep learning model for training, the
auxiliary diagnosis model is obtained, and the test set is used
to complete the test of the model results.

2.7. Data Analysis. )e SPSS24.0 software was adopted for
data statistics and analysis. )e difference between the two
groups of data was analyzed by the t-test. )e count data
were compared by the Chi-square test. P< 0.05 indicated
significant difference, and P< 0.01 indicated highly signifi-
cant difference.

3. Results

3.1. CTand Ultrasound Images of Some Diseases. At present,
the diagnosis basis of 2019 novel coronavirus (2019-nCoV) is
mainly nucleic acid testing and medical imaging detection.
)e combination of the two is more conducive to diagnosis.
It is found from the announcement of officially confirmed
cases that some patients showed a positive result after more
than 2 nucleic acid tests and even showed a positive result
after the fifth nucleic acid test. )erefore, while performing
nucleic acid testing, lung CT imaging examination is carried
out. Patients with lung CT presenting with signs of acute
inflammation should be admitted as soon as possible in
accordance with the principle of “suspected disease is always
present.” )e CTand ultrasound results of some diseases are
shown in Figure 1. Figure 1(a) is a chest CT image of
coronavirus disease 2019 (COVID-19). Figure 1(b) is a
segmented image of the pneumonia-infected area.

Figure 1(c) is a CT of the abdomen. )e accuracy of diag-
nosing the mild fatty liver using CT is 88.75%. Figure 1(d) is
an ultrasound image of the abdomen. )e accuracy of di-
agnosing the mild fatty liver using ultrasound is 73.75%. It
shows that CT diagnosis is more accurate than ultrasound
diagnosis.

3.2. Results of Main Diagnosis Selection Errors and
Disease-Coding Errors of the Obstetrics and Gynecology
Department. Results of main diagnosis selection errors and
disease-coding errors of the obstetrics and gynecology de-
partment are shown in Figure 2. Figure 2(a) is the results of
the main diagnosis selection errors. )ere are 280 errors in
the discharge case statistics before the training and 80 errors
after the training. )e statistics on the four types of main
diagnosis selection errors are conducted, including that
C-section is the main diagnosis, singleton live birth diag-
nosis is the first, tumor morphological coding is the main
diagnosis, and major treatable diseases are not major di-
agnosed. It is found that the difference in each index between
groups before and after training is significant (P< 0.05).
Figure 2(b) is the results of disease-coding errors. )ere are
240 errors in the discharge case statistics before the training
and 60 errors after the training. )e statistics on the four
types of disease-coding errors of pregnancy hypertension,
premature rupture of membranes, tumors, and mass, and
vomitus gravidarum are conducted. It is found that the
difference in each index between groups before and after
training is significant (P< 0.05).

3.3. Results of Main Diagnosis Selection Errors and
Disease-Coding Errors of the Endocrinology Department.
Results of the main diagnosis selection errors and disease-
coding errors of the endocrinology department are shown in
Figure 3. Figure 3(a) is the results of the main diagnosis
selection errors. )ere are 180 errors in the discharge case
statistics before the training and 50 errors after the training.
)e statistics on the three types of main diagnosis selection
errors are conducted, including that the treatment of the
disease is not a major diagnosis, multiple complications are
not primarily diagnosed, and no major diagnosis is made for
a single complication. It is found that the difference in each
index between groups before and after training is significant
(P< 0.05). Figure 3(b) is the results of disease-coding errors.
)ere are 160 errors in the discharge case statistics before the
training and 30 errors after the training. )e statistics on the
five types of disease-coding errors are conducted, including
the merge coding error, no additional coding used, neonatal
diabetes mellitus, gestational diabetes mellitus, and
screening for diabetes. It is found that the difference in each
index between groups before and after training is significant
(P< 0.05).

3.4. Results of Main Diagnosis Selection Errors and
Disease-Coding Errors of the Orthopedics Department.
Results of themain diagnosis selection errors and disease-coding
errors of the orthopedics department are shown in Figure 4.
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Table 1: Content of database construction of the embedded medical record knowledge system.

Descriptive knowledge of disease Terms of disease characteristics and selection of entry
Conclusive knowledge of disease Keywords given for pathological conclusion are given
Normative data content Age
XML document input information Restrictions on character entry

(a) (b) (c) (d)

Figure 1: CTand ultrasound images. (a))e chest CT image of COVID-19 cases. (b))e segmented image of the pneumonia-infected area.
(c) CT of the abdomen. (d) Ultrasound of the abdomen.
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Figure 2: (a) Main diagnosis selection errors and (b) disease-coding errors of the obstetrics and gynecology department (∗P< 0.05).
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Figure 3: (a) Main diagnosis selection errors and (b) disease-coding errors of the endocrinology department (∗P< 0.05).
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Figure 4(a) is the results of the main diagnosis selection
errors. )ere are 120 errors in the discharge case statistics
before the training and 30 errors after the training. )e
statistics on the four types of main diagnosis selection errors
are conducted, including that the removal of the immobi-
lization device does not make the primary diagnosis, mul-
tiple site fractures are not primarily diagnosed, the main
diagnosis is made for the cause of injury, and postoperative
complications of fractures are not primarily diagnosed. It is
found that the difference in each index between groups
before and after training is significant (P< 0.05). Figure 4(b)
is the results of disease-coding errors.)ere are 160 errors in
the discharge case statistics before the training and 25 errors
after the training. )e statistics on the four types of disease-
coding errors are conducted, including that the coding of
damage sites is inaccurate, the postoperative complication
coding is not accurate, the main treatment is uncoded, and
the cause of injury poisoning is not clear. It is found that the
difference in each index between groups before and after
training is significant (P< 0.05).

3.5. Results ofMainDiagnosis Selection Errors of the Oncology
and Neurosurgery Department. Results of the main diag-
nosis selection errors of the oncology and neurosurgery
department are shown in Figure 5. Figure 5(a) is the results
of the main diagnosis selection errors of oncology. )ere are
260 errors in the discharge case statistics before the training
and 60 errors after the training. )e statistics on the four
types of main diagnosis selection errors are conducted,
including that the primary diagnosis of the tumor is not
made in Z code, using Z code to make the primary diagnosis
is inaccurate, major diagnosis is not made for the major
treatment of disease, and tumor morphology code is the
main diagnosis. It is found that the difference in each index
between groups before and after training is significant
(P< 0.05). Figure 5(b) is the results of the main diagnosis
selection errors of the neurosurgery department. )ere are
180 errors in the discharge case statistics before the training

and 50 errors after the training. )e statistics on the five
types of main diagnosis selection errors are conducted,
including that the main diagnosis is head trauma, tumor
morphological code is not written, the rehabilitation Z code
is not used, coding of disease sites is inaccurate, and the
cause of injury poisoning is not written. It is found that the
difference in each index between groups before and after
training is significant (P< 0.05).

3.6. Results of Disease-Coding Errors of Cardiovascular
Medicine, Burns Surgery, and Ophthalmology Departments.
Results of disease-coding errors of cardiovascular medicine,
burns surgery, and ophthalmology departments are shown
in Figure 6. Figure 6(a) is the results of the coding errors of
the cardiovascular medicine department. )ere are 420
errors in the discharge case statistics before the training and
180 errors after the training.)e statistics on the five types of
disease-coding errors are conducted, including arrhythmia,
myocardial infarction (MI), coronary heart disease (CHD),
sudden coronary death (SCD), and myocardial ischemia. It
is found that the difference in each index between groups
before and after training is significant (P< 0.05). Figure 6(b)
is the result of disease-coding errors of the burns surgery
department. )ere are 170 errors in the discharge case
statistics before the training and 35 errors after the training.
)e statistics on the seven types of disease-coding errors are
conducted, including that multiple burns are the main di-
agnosis, the burn degree and area not written, the burn site is
not filled in accurately, scald/burn is not written clearly,
coding of chilblain and frostbite is confusing, burn com-
plications are coded, and the cause of injury poisoning is not
coded. It is found that the difference in each index between
groups before and after training is significant (P< 0.05).
Figure 6(c) is the results of disease-coding errors of the
ophthalmology department. )ere are 160 errors in the
discharge case statistics before the training and 30 errors
after the training. )e statistics on the five types of disease-
coding errors are conducted, including that the diagnosis of
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Figure 4: (a) Main diagnosis selection errors and (b) disease-coding errors of orthopedics department (∗P< 0.05).
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the disease is filled incompletely, the disease diagnosis name
localization is not accurate, coding choices are too general,
the diagnosis name is not detailed, and the disease is not
coded according to coding principles. It is found that the
difference in each index between groups before and after
training is significant (P< 0.05).

3.7. Automatic Annotation Results of the Medical Record
Language. )e results of automatic annotation of the
medical record language under different artificial intelli-
gence algorithms are statistically analyzed (Figure 7).

Figure 7 indicates that the accuracy rate, symptom
precision, and symptom recall of BIRNN are higher than
those of CNN and RNN, which indicates that BIRNN has
better automatic annotation effect of pathological language.

4. Discussion

In medicine, disease classification reflects the medical level
of a hospital to a certain extent. Disease classification refers
to the scientific classification of various diseases through
coding to provide a basis for clinical diagnosis and treat-
ment. Hospital requirements for accurate classification of
diseases have also increased the requirements for disease
coders [13, 14]. EMR is defined in9e Basic Framework and
Data Standard Electronic Medical Record of Electronic
Medical Record issued by the Ministry of Health as follows:
an electronic medical record is a digital medical service
record of clinical diagnosis and treatment, guidance, and
intervention of outpatients and inpatients (or health care
objects) by medical institutions. Studies have shown that
coders need to collect, classify, organize, analyze, and use
medical record information through the criteria for disease
classification. It requires coders to fully understand the
clinical knowledge of various diseases [15–17]. )is

experiment analyzes the reasons for the main diagnosis
selection error. )e coders are not familiar with the basic
rules of the main diagnosis selection, which leads to the
misunderstanding of the main diagnosis as an outpatient
diagnosis.)e classification of disease codes is unclear, and it
is believed that the same names have the same codes. )e
result is the same as that of Nhut Pham et al. [18]. It is
difficult to make accurate main diagnosis selection for sit-
uations with multiple diseases at the same time. Compli-
cations are not the main diagnosis. )e morphological
coding is mistaken as the main diagnosis. Some studies have
found that some coders do not code according to specific
medical purposes [19]. )e classification of the treatment
period and the recovery period is unclear. )e disease is not
coded according to the main diagnosis principles. It is wrong
to regard some damage causes as the main diagnosis. Other
investigations have found that when multiple fractures
occur, some coders will mistake a certain fracture as the
main diagnosis, causing errors [20]. When there is a
complication, the previous disease is mistaken as the main
diagnosis. )e most serious injury is not taken as the main
diagnosis. Rehabilitation treatment is not taken as the main
diagnosis. )e coding of many kinds of diseases is not
detailed and accurate.

)e experiment analyzes the causes of disease-coding
errors. )ere is no merge coding for diseases that should be
merged. Studies have found that coding undiagnosed dis-
eases according to diagnosed diseases is also one of the
reasons for coding errors [21]. When accompanied by
complications, accurate coding is not performed. Patients of
different ages are not coded differently. Drug-induced dis-
eases are not coded correctly. )e diseases are not coded
according to different conditions. )is is consistent with the
results of Mahajan et al. [22]. )e diseases are not coded
according to different sites and different onset times. )e
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Figure 5: Main diagnosis selection errors of (a) oncology and (b) neurosurgery (∗P< 0.05).
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diseases are not coded according to the specific classification
and according to cause. When coding, it is not carried out in
the order of first determining the site and then looking at the
severity of the disease. Postoperative complication codes are
inaccurate. )e coding is not performed according to di-
agnostic purposes. )e filling of the disease diagnosis is

incomplete. )e name of the disease diagnosis site is in-
accurate. Coding selection is too general. )e solutions to
these problems are as follows. )e relevant knowledge
training is provided for coders and clinicians. )e doctors
are regulated to fill in medical record templates. )e
communication is enhanced between coders and medical
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Figure 6: Disease-coding errors of (a) cardiovascular medicine, (b) burns surgery, and (c) ophthalmology departments (∗P< 0.05).
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staff. )e new coding requirements should be mastered at
any time. Tanno et al. [23] reviewed the history of changes in
the classification and coding of allergic reactions and found
that better ICD codes could reduce the mortality of allergic
diseases.

)is experiment shows that the main reason for the main
diagnosis selection errors and coding errors for coders is that
they do not fully understand the various diseases and their
classification.)erefore, relevant training in this area should
be strengthened.

5. Conclusion

)e study analyzes the reasons for the wrong selection of
main diagnosis before and after training in obstetrics and
gynecology, endocrinology, oncology, orthopedics, and
neurosurgery, as well as the wrong disease coding in these
departments. It is found that the statistical errors of various
diseases before and after training are significantly different
between the groups. It shows that the coding personnel do
not have a thorough understanding of various diseases and
their specific classification, and the medical staff cannot
clearly fill in the medical records of diseases. )erefore, the
relevant training of coders and medical personnel should be
strengthened. However, there are also some shortcomings,
such as the small number of samples. Later, the scope of
sample collection can be expanded to provide some support
for themain diagnosis selection and disease-coding research.
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*e aim of the study was to investigate the intelligent recognition of radiomics based on the convolutional neural network (CNN)
in predicting endometrial cancer (EC). In this study, 158 patients with EC in hospital were selected as the research objects and
divided into a training group and a test group. All the patients underwent magnetic resonance imaging (MRI) before surgery.
Based on the CNN, the imaging model of EC prediction was constructed according to the characteristics. Besides, the com-
prehensive prediction model was established through the clinical information and imaging parameters. *e results showed that
the area under the working characteristic curve (AUC) of the radiomics model and comprehensive prediction model was 0.897
and 0.913 in the training group, respectively. In addition, the AUC of the radiomics model was 0.889 in the test group and that of
the comprehensive prediction model was 0.897. *e comprehensive prediction model was established through specific imaging
parameters and clinical pathological information, and its prediction performance was good, indicating that radiomics parameters
could be applied as noninvasive markers to predict EC.

1. Introduction

EC is a group of epithelial malignant tumors that occur in
the endometrium, the most frequent is adenocarcinoma
originating from the endometrial glands [1]. What is more,
EC often emerges in postmenopausal and perimenopausal
women. It is one of the most common tumors of the female
reproductive system, with nearly 200,000 new cases every
year [2]. Among the gynecological malignant tumors that
cause death, it ranks third after ovarian cancer and cervical
cancer. With the rapid development of social economy, the
incidence of EC is gradually increasing in China, and it is the
second place among malignant tumors [3]. At present, the
cause of EC is still unclear. Some scholars have pointed out
that its risk factors are related to fertility, hormones,
metabolism, and physiological behavior [4]. Endometrial
hyperplasia is the pathological change of the endometrium
before canceration and has the potential to deteriorate. *e
morphology of atypical endometrial hyperplasia is similar to
that of EC, and it is difficult to distinguish in clinical di-
agnosis [5]. Based on the danger of endometrial hyperplasia

and the difficulty of clinical diagnosis, it is necessary to find a
method that can intelligently identify normal endometrial,
endometrial hyperplasia, and endometrial cancerous tissues.

*e artificial neural network (ANN) is an artificial in-
telligence method that attempts to simulate the function of
the human brain [6]. *e convolutional neural network
(CNN) is an artificial intelligence method that attempts to
simulate the function of the human brain [6]. Based on the
combination of biology and neurology, deep learning
technology is a kind of the deep network model with hi-
erarchical structure constructed by simulating the hierar-
chical working mode of the human brain visual system,
which is inspired by the field of the human brain visual nerve
[7]. What is more, the CNN is a derived ANN with the
characteristics of hierarchical structure, extracting features,
perceiving local areas, and classification due to a perfect
combination of the ANN and deep learning technology [8].
*e task requirement of modern image recognition is that
the classification system can adapt to different kinds of
recognition requirements, and the CNN has become a hot
topic in the field of the ANN because of its high-efficiency
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recognition advantages. MRI is a medical imaging technique
applied in radiology, which employs the combined action of
a strong magnetic field, magnetic field gradients, and silent
electric waves to form images of human organs to analyze
the physiological processes or anatomy of the body image
[9]. *e radiomics is the most widely applied in the on-
cology, which includes tumor classification, shunt staging,
and prognosis prediction. Ge et al. [10] combined the pa-
rameters of CT radiomics with clinicopathological charac-
teristics for investigation, established a preoperative
prediction model for EC, and verified the application value
of this model in clinical diagnosis.

In this study, radiomics based on CNN modeling was
adopted to intelligently identify the normal, hyperplastic,
and cancerous tissues of the endometrium, providing a new
method for clinical prediction of the emerging and devel-
opment of EC.

2. Materials and Methods

2.1. Research Objects. In this study, 158 patients with EC,
who underwent staged surgery in hospital from October 17,
2018, to May 21, 2020, were selected as the research objects
and divided into the training group and the test group (79
cases in each group), with an average age of 56.9± 17.5 years.
*e medical ethics committee of hospital had approved this
experiment, and each patient and his or her family members
had understood the situation of this experiment and signed
the informed consent form.

*e criteria for inclusion were defined to include patients
who were diagnosed with EC after surgery, had no con-
traindications to MRI scanning, were younger than 70 years
old, and had clear consciousness for normal examination.

*e criteria for exclusion were defined to include pa-
tients who suffered from mental disorders, had other ma-
lignant tumors such as cervical cancer, had incomplete
clinical data, withdrew from this experiment due to their
own reasons, and had poor MRI image quality for difficult
recognition of the lesion.

2.2. Research Methods for Intelligent Recognition of Endo-
metrialCancer. Each patient underwent sagittal T1- and T2-
weighted images of pelvic enhancedMRI before surgery.*e
CNN model was constructed, the imaging model for EC
prediction was screened out based on features, and the
comprehensive prediction model for EC was established
based on clinical pathological information and imaging
parameters. *e patient’s region of interest (ROI) was
drawn, and the AUC, sensitivity, specificity, and accuracy
were applied to evaluate the diagnostic effect of the con-
structed model, and its effect was verified in patients of the
test group.

2.3. Dynamic Enhancement Magnetic Resonance Scanning.
In this study, the MR Prisma 3.0 magnetic resonance in-
strument produced by Siemens, Germany, was employed to
examine the patients. Before the scanning, the examination
procedure should be described in detail to the patients. *ey

should be in the supine position and maintain steady
breathing. After MRI scanning, a high-pressure syringe was
adopted to inject a 0.2mmol/L contrast enhancer gadoli-
nium-diethylenetriamine pentaacetic acid (Gd-DTPA)
through the back of the hand vein at an injection rate of
2.5mL/s. *en, the same amount of normal saline was in-
jected. *e scanning parameters were as follows. *e matrix
was 251× 251, the layer thickness was 3.5mm, the field of
view was 25× 25 cm, the flip angle was 15°, and the layer
spacing was 6.1mm. *e obtained dynamic enhanced
magnetic resonance images were sent to the workstation,
and the images were processed by Functool II software.

2.4. Steps of the Back-Propagation Algorithm. Under the
principle of gradient descent, the back-propagation (BP)
algorithm searched for the minimum value on the error
surface.*e iterative process of each BP was divided into two
steps. *e first step was that an output result was generated
during propagation before inputting the data. *e second
step was that the corresponding weights in the network were
adjusted by back propagation to compute errors. *e
feedforward process and BP process were alternated, and the
error was less than the set value or the time of iterations that
reaches a set value unless the output result of the network
reached a preset condition. For the multicategory classifi-
cation problem with B categories and M training examples,
the error function is
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In equation (1), pm
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stood for the network output value corresponding to kth

dimension in the mth input. *e error of the whole dataset
was the sum of all single data errors. *e BP of a single
sample could be expressed as the following equation.
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In equation (2), pm
k expresses the target value corre-

sponding to the kth dimension in the mth sample, and qm
k

stood for the network output value corresponding to kth

dimension in the mth input. For a normal full connection
layer, the partial derivative of F relative to corresponding
network weight could be calculated by the following form of
the back-propagation rule. *e output equation of the input
layer is as follows.
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In equation (3), r represents the current layer, the output
layer was defined as the R layer, and the input layer was
specified as the 1st layer.

*e basic idea of the gradient learning algorithm was to
find the error, calculate the partial derivative of parameters
in the CNN, and identify the “error” in the BP network as the
error signal of each unit pair’s deviation. Besides, the
equation could be as follows.
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In equation (4), (zF/zc) represents the partial derivative
of the error with respect to the network parameter, and
(zv/zc) was equal to 1. *erefore, the error signal was equal
to the error relative to all the input partial derivatives of a
unit. For R layer of the input layer, the partial derivative
equation is obtained as follows.
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In equation (5), R represents the input layer, and “ ∘ ”
expresses the point-by-point product. *e partial derivative
δR was back-propagated from the upper layer through the
network, and its equation could be shown as follows.
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In equation (6), δr represents the partial derivative, and
“ ∘ ” expresses the point-by-point product. Finally, the rule of
the weight of a certain neuron for updating was that the
neuron was input and multiplied by its triangular array. It
was represented by a vector, which was the outer product of
the input vector and the error signal vector, as shown in the
following equations.
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Corresponding to the deviation c of equation (4), each
weight Wij usually had a corresponding ξij in practical
applications.

2.5. Structure of the Convolutional Neural Network Model.
*e network structure of LeNet-5 was adopted in this study,
and the input data were a matrix formed by 32× 32 pixels.
*e first feature image layer included 6 feature maps, and a
5× 5 window was applied to convolve the input image, so as
to obtain a 28× 28 feature map. *en, it entered the first
downsampling layer, and the first feature image layer was for
downsampling operations to obtain 6 feature maps with a
size of 14×14. *e C3 layer was a convolutional layer, and
the size of its convolution kernel was 5× 5, which was the
same as that of the C1 layer. It entered the S4 layer to
continue the downsampling operation. *e S4 layer was for
convolutional operation by the C5 layer, and a fully con-
nected method was adopted to perform convolution oper-
ations on the convolution kernel of each C5 layer on the
basis of the S4 feature map. *e C5 layer included 120
feature maps with a size of 1× 1, and finally, the process of
feature extraction was ended.*en, the result of 1× 10 result
was eventually output through a fully connected network on
the basis of the C5 layer. In the vector whose output was
1× 10, the classification result output by the network was the
position corresponding to the largest component (Figure 1).

2.6. Data Preprocessing and the Convolutional Neural
Network Model. In order to accelerate the convergence
speed of the training algorithm, data preprocessing tech-
niques were often adopted, including noise removal,
dimensionality reduction of input data, and deletion of
irrelevant data. Balanced data were very crucial in classifi-
cation, and it was often considered that the data in the
training set should be approximately evenly distributed
relative to the label category. In order to balance the dataset,
some redundant classification data should be appropriately
removed, and some classification data with rare examples
should be supplemented as much as possible.

CNN applied the structure that was the same as that of
LeNet-5, but the following modifications had to be made.
First, the tanh function should be employed to the output
values of all layers in the network in LeNet-5, including the
output layer results in the interval [0, 1], and the activation
function applied in the CNN was the sigmoid function.
Second, the radial basis function network structure was
adopted in LeNet-5, and the CNN output layer was con-
nected with the C5 layer to omit the F6 layer, so as to employ
the fully connected method. *ird, LeNet-5 applied a special
learning rate sequence, and the learning rate during CNN
training was fixed at 0.002. Fourth, the input data size of
LeNet-5 was 28× 28, while the CNN adopted the border
filling method to expand the size to 32× 32.

2.7. Technical Process of Radiomics. *ere was the technical
process of radiomics, including 4 steps. *e first step was to
acquire images. Up to now, the images applied in radiomics
research included MRI, computed tomography (CT), pos-
itron emission tomography (PET), and ultrasound. *e
second step was the image segmentation. *e ROI or focus
was sketched to prepare for the next feature extraction. *e
frequently applied segmentation methods included auto-
matic, manual, and semiautomatic segmentation. *e third
step was to extract the image features. *e extraction of
image features was one of the critical steps of radiomics,
which was to extract image features from the segmented ROI
with high throughput to achieve the transition from image to
quantitative data. At present, image extraction features
contained morphological features and nonmorphological
features. Morphological features described the shape, size,
and location of lesions through traditional imagingmethods.
In addition, nonmorphological features included first-order,
second-order, and high-order features. First-order features
described the statistical distribution of each voxel, such as
statistical features (mean, median, and skewness) generated
through histograms; second-order features were texture
features that described the relationship between voxels and
reflect tumor abnormalities; and high-order features in-
cluded wavelet features and fractal analysis. *e fourth step
was to analyze data and build models. *e extracted image
features were combined with statistics, pathological features,
clinical data, and other information to construct an imaging
prediction model that was suitable for clinical application.
*e specific radiomics flowchart is shown in Figure 2.
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2.8. Statistical Methods. *e data processing of this study
was analyzed by SPSS19.0 version statistical software. *e
measurement data conforming to the normal distribution
were expressed by the mean± standard deviation (x± s), and
the nonconforming measurement data were represented by
frequency (%). *e accuracy, sensitivity, and specificity were
collected in the prediction of the radiomics model and the
comprehensive prediction model. P< 0.05 revealed that the
difference was statistically obvious.

3. Results

3.1. Feature Distribution of all Patients. *e patients were
grouped into the training group and the test group, so as to
investigate the feature distribution of patients in the two
groups. *ere was no statistical difference in the feature
distribution among patients in the two groups. Figure 3
shows the comparison results of high-risk and low-risk data
of preoperative biopsy pathology among patients in both
groups. Moreover, there were comparisons on the normal
and rising levels of CA125 in serums among patients in the
two groups (Figure 4).

3.2. Imaging Features of Endometrial Cancer. *e MRI im-
aging manifestations of each stage of EC were best shown on
sagittal T2WI, which could clearly reflect the anatomical

structure of the uterus. *e typical manifestations were as
follows. *e endometrium was widened, the endometrial
cavity was expanded, there were medium or low signal areas
mixed with nodules in the high signal endometrial cavity,
and larger masses presented different signal intensities due
to necrosis, bleeding, and other reasons.

Endometrial hyperplasia was manifested as diffuse le-
sions in the uterine cavity, the endometrial was uniform and
extensively thickened, diffusion weighted imaging (DWI)
showed slightly high signal, and the endometrial thickening
was limited and asymmetric (Figure 5). Endometrial polyps
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Figure 1: *e structure of the CNN model.
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Figure 3: Pathological comparison of preoperative biopsy among
patients in the test and training groups.
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appeared as nodules or masses in the uterine cavity, showing
a woven mesh-like uneven high signal on T2WI, and DWI
indicated a slightly high signal (Figure 6). *e T2WI of
submucosal fibroids was like circular low signal, or nodules
or tumors were dominated by low signal, and the sur-
rounding boundary was light. If uterine bleeding was caused
in the early stage, the surrounding boundary of the tumor
would be unclear (Figure 7).

3.3. Experimental Results of the Convolutional Neural
Network in Dataset. *e network structure of the CNN was
similar to that of LeNet-5. *e main difference was that the
CNN did not adopt some of the previous parameters in
LeNet-5 and applied a fully connected network in the final
classifier part. *e misclassification rate curve of the CNN in
the training process is shown in Figure 8. *e abscissa stood
for the times of iterations, and the ordinate represented the
misclassification rate. *e test misclassification rate after the
CNN convergence was higher than that of LeNet-5, and the
CNN test misclassification rate and training misclassifica-
tion rate were higher than those of LeNet-5 during the entire
training process.

3.4. Predictive Efficacy of the Radiomics Model. *e predic-
tion efficacy of the radiomics model of patients in the two
groups was compared, including the accuracy, sensitivity,
and specificity of patients from the two groups in predicting
EC before surgery. It was found that the accuracy and
specificity of patients in the two groups were not large, and
the difference was not statistically obvious (p> 0.05). In
addition, the sensitivity of patients in the training group was
sharply lower than that of the test group, and there was a
statistically great difference (p< 0.05) (Figure 9).

3.5. Predictive Efficacy of theComprehensive PredictiveModel.
*ere were comparisons on the prediction efficacy of the
comprehensive prediction model of patients in both groups,
including the accuracy, sensitivity, and specificity of patients
in the test group and training group in predicting EC before
surgery. As shown in Figure 10, the accuracy and specificity
of patients in the two groups were not marked, with no
statistically huge difference (p> 0.05), while the sensitivity

of patients in the training group was dramatically higher
than that of the test group, and the difference was statistically
substantial (p< 0.05).

3.6.Comparison on theAreaunder theWorkingCharacteristic
Curve of the Radiomics Model and Comprehensive Prediction
Model. *e AUC of the radiomics model was 0.897 in the
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Figure 4: Comparison of CA125 levels in serums from patients.

Figure 5: *e image of endometrial tissue hyperplasia.

Figure 6: *e image of endometrial polyps.
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training group and that of the comprehensive prediction
model was 0.913 in the training group. It indicated that the
two models constructed in this study had good prediction
performance, and the effect of the comprehensive prediction
model was better than that of the radiomic model. *e AUC
of the radiomics model and comprehensive prediction
model in the test group was 0.889 and 0.897 in turn, which
was similar to the above results. *erefore, it revealed that
both models had great predictive performance, which again
verified that the effect of the comprehensive prediction
model was superior to the radiomics model (Figures 11
and 12).

4. Discussion

*e etiology of EC has not been clear up to now. Metin et al.
[11] employed the radiomics to establish a preoperative
predictive model of EC. *e radiomics preoperative pre-
diction research also had been reported in the early cervical
cancer [12] and bladder cancer [13]; the radiomics models of
these research were the images based on different sequences
of CT or MRI. Moreover, some other clinical pathological
information was integrated. *ey could achieve the ideal
prediction, which was consistent with the results of this
study.*e comprehensive predictionmodel was constructed
in this study by combining specific imaging parameters with
clinical pathological information. *e results showed that
the prediction performance was great and confirmed in the
test group, indicating that the imaging parameters could be
used as noninvasive markers for the prediction of EC.

In the research of EC, Takagi et al. [14] evaluated EC
through the prediction model based on PET. It was found
that PET was not suitable for routine examination of EC.
Xuet al. [15] analyzed the single texture features of EC based
on the MRI model, without complete radiomics analysis and
independent risk factor validation. In this study, EC was for
the complete MRI radiomics analysis under the CNN-based
BP algorithm. From the results, the established model could
achieve good specificity and sensitivity, which was superior
to the above two models.

In this study, the diagnostic efficacy of the compre-
hensive predictive model in the training group and the test
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Figure 9: Comparison on prediction efficiency of the radiomics
model. (Note: ∗*e difference was statistically substantial in
contrast to the sensitivity of the training group (p< 0.05).).
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Figure 7: *e image of endometrial tissue submucosal fibroids.
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group was higher than that of the radiomics model, indi-
cating that the diagnosis of disease required the compre-
hensive evaluation of clinical pathological features,
pathological information, and various data of the radiomics.
On the basis of the development of the CNN and the famous
LeNet-5, a simple neural network model was constructed
and applied to the identification of EC. *e experimental
results revealed that the simplified structure of the CNN
could also achieve a better classification identification rate.

5. Conclusion

*e enhanced MRI imaging analysis was for preoperative
pelvic cavity in patients with EC based on radiomics of the
CNN, the CNN model of preoperative EC was constructed,
and the imaging specific parameters were combined with the
clinical pathological information to establish the compre-
hensive prediction model. *e results indicated that the
prediction performance of the above models was good and
verified in the test group, suggesting that the model con-
structed in this study could be applied in clinical practice.
*e limitations of this study were that all subjects came from
the same hospital, MRI images were all from the same in-
strument, and the number of samples was also limited.
Furthermore, the production of cancer markers was not
taken into account during the research, so further investi-
gation was needed. To sum up, the CNN model constructed
in this study could be adopted to the clinical prediction and
diagnosis of EC by radiomics analysis.
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&is paper mainly introduces the relevant contents of automatic assessment of upper limb mobility after stroke, including the
relevant knowledge of clinical assessment of upper limb mobility, Kinect sensor to realize spatial location tracking of upper limb
bone points, and GCRNN model construction process. &rough the detailed analysis of all FMA evaluation items, a unique
experimental data acquisition environment and evaluation tasks were set up, and the results of FMA prediction using bone point
data of each evaluation task were obtained. &rough different number and combination of tasks, the best coefficient of de-
termination was achieved when task 1, task 2, and task 5 were simultaneously used as input for FMA prediction. At the same time,
in order to verify the superior performance of the proposed method, a comparative experiment was set with LSTM, CNN, and
other deep learning algorithms widely used. Conclusion. GCRNN was able to extract the motion features of the upper limb during
the process of movement from the two dimensions of space and time and finally reached the best prediction performance with a
coefficient of determination of 0.89.

1. Introduction

Cerebral apoplexy (CA), also known as cerebral stroke or
cerebral vascular accident (CVA), is a kind of acute cere-
brovascular disease and is due to the sudden rupture of
blood vessels in the brain or due to blood circulation ob-
struction caused by blood vessel damage caused by a group
of diseases. Stroke is one of the three major diseases leading
to human death. It has the characteristics of high morbidity,
high mortality, high disability, and high recurrence rate.
China is a region with a high incidence of stroke. According
to the data of “2018 China Health Statistics Summary,” in
2017, the proportion of cerebrovascular diseases in the
deaths of Chinese residents was 23.18% in the rural pop-
ulation and 20.52% in the urban population, which means
that at least one person in every five deaths died from stroke.
According to the 2018 Report on Stroke Prevention and
Treatment in China, the number of stroke patients in res-
idents over 40 years old has reached 12.42 million, and since
2002, the incidence of the first stroke in residents between 40

and 74 years old has increased by 8.3% on average every year,
and the number of deaths caused by stroke has reached 1.96
million every year. Stroke has overtaken diseases such as
ischemic heart disease, traffic accidents, chronic pulmonary
obstruction, and lung cancer to become the leading cause of
death. With the development of modern medicine, the level
of treatment in the acute stage of the disease has been
improved, and the number of death cases caused by stroke
has gradually decreased, but the residual dysfunction has
also led to a gradual increase in the rate of disability, which
greatly affects the healthy life of patients and their families.

Stroke can be divided into hemorrhagic and ischemic
diseases pathologically. Different clinical manifestations may
occur due to different sites and properties of the lesions.
55%∼75% of surviving stroke patients will remain with limb
dysfunction, and 85% of patients will have lateral limbmotor
dysfunction after onset. In patients with hemiplegia, the
incidence of motor function injury of the half limb, espe-
cially the hand function and upper limb motor dysfunction,
is higher than that of the lower limb, and its rehabilitation
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difficulty is higher than that of the lower limb. &ese
functional disorders seriously affect the ability of patients to
live independently and reduce the quality of life of patients.
Clinical observation shows that rehabilitation treatment is
the most effective way to reduce the disability rate of stroke
patients. Effective rehabilitation training plays an important
role in improving the motor ability, sensory ability, and
behavioral ability of stroke patients. Rehabilitation training
can improve the daily living ability of patients, improve the
ability to recover from brain lesions, reduce the degree of
disability, restore the ability of independent living, better
return to family and society, reduce potential nursing costs,
and save social resources.

Stroke rehabilitation is a circular process, mainly in-
cluding the following links: (1) rehabilitation assessment,
identification, and determination of patients’ needs; (2)
rehabilitation goal setting, to develop practical and
achievable rehabilitation goals and health training plans for
patients; (3) rehabilitation treatment to achieve rehabilita-
tion goals; and (4) evaluation of rehabilitation again to
evaluate the therapeutic effect of the rehabilitation process.

In this paper, sensor technology and artificial intelligence
were integrated to carry out the research on automatic as-
sessment of stroke upper limbmotor function based on deep
learning. A motion measurement system was designed from
the upper limb motor ability, and three different deep
learning methods were proposed to extract features based on
sensor data to achieve clinical scale stages and score
prediction.

Upper limb hemiplegia is one of the most serious dis-
abling consequences of stroke [1]. &ere are many studies on
the influence of upper limb motor function of patients.
Mullick et al. discussed the influence of motion observation
training based on the mirror neuron system on upper limb
motor function of stroke patients [2]. Gunduz et al. aimed to
investigate the influence of hand robot assisted training based
on motion imagery on upper limb function of stroke patients
[3]. Brewer et al. investigated the effect of high frequency
repetitive transcranial magnetic stimulation (HF-rTMS) on
upper limb motor function in the early stage of stroke [4].
Strippoli et al. discussed the effect of restrictive exercise
therapy (CIMT) on the rehabilitation of upper limb motor
function in stroke patients [5]. Simpkins et al. investigated the
effect of upper limb isokinetic muscle strength training on
motor function of stroke patients [6]. Liou et al. discussed the
influence of mirror therapy on upper limb function and daily
living ability of stroke patients with hemiplegia [7].

In order to objectively quantify the upper limb motor
injuries of stroke patients with hemiplegia, Fu et al. proposed
an assessment method based on motion coordination quan-
tization and multimodal fusion. Principal component analysis
(PCA) and K-weighted angular similarity (K-WAS) algorithm
were used to quantify the synergistic effect and muscle syn-
ergistic effect so as to further analyze the synergistic activation
characteristics leading to visible sports injuries [8].

Quantitative assessment of motor function is important
for post-stroke patients because it can be used to personalize
treatment strategies. Pan et al. studied the assessment
method of upper limb motor function in stroke patients.

During voluntary upward extension, inertial sensor data and
surface electromyography (sEMG) signals were collected
from the upper limb. Five features include the maximum
shoulder joint angle, peak and average velocity, trunk bal-
ance calculated from inertial sensor data, and muscle co-
operative similarity extracted from surface EMG data by the
nonnegative matrix factorization algorithm [9]. Sang-Mi
et al. used BCT to quantitatively detect the motor imaging
ability of stroke patients and clarified the relationship be-
tween the motor imaging ability of the upper limb of
hemiplegia, motor function, and the use level of paralyzed
limbs [10].

Fusion in sensor technology and artificial intelligence in
this paper, based on in-depth study of the upper limb
movement function stroke automatic evaluation of research,
probes into the upper limb after stroke activity ability to
automatically assess the related content, including the
clinical ability of upper limb activity in clinical evaluation of
relevant knowledge, called sensors for upper limb bones
point spatial location tracking, and GCRNN model building
process.

2. Materials and Methods

In order to evaluate the performance of the proposed
deep learning method for predicting the FMA score of
upper limb motor function, Kinect V2 was selected in this
paper to measure the upper limb motor function of stroke
patients. Group-constrained convolutional recurrent
neural network (GCRNN) is used to achieve this task. We
first designed a unique experimental environment and
called volunteers to complete the required data collection
of upper limb skeletal map. By analyzing the correlation
between the predicted value of the model and the actual
evaluation score of clinicians, we verified the perfor-
mance of the model in each evaluation task and the
overall performance.

In order to avoid the interference of background and
other external factors, improve the quality of data, and
ensure the consistency, we first set up a unique experimental
environment for the collection experiment of bone point
position sequence required by model training. &e Kinect
V2 is mounted 1.5 meters away from a chair with a small
armrest. &e subject will sit in this chair and complete the
rating task. &e Kinect V2 connects to a PC via a USB cable
to transfer data and instructions. When subjects performed
the upper limb assessment task, Kinect collected the three-
dimensional spatial location information of the upper limb
bone points in the process at a frequency of 30Hz and
transmitted and stored it to the PC in real time. Before the
FMA test, we adjusted the Kinect V2’s installation angle so
that it could track the entire upper limb of the subject.

A total of 15 healthy volunteers were recruited in this
experiment, including 9 males and 6 females, with an av-
erage age of 22.6 (±1.4) years old. Each volunteer was a
stroke patient whose FMA score of upper limb motor
function was randomly simulated between 30 and 100 points
and who could keep sitting position. &e basic information
of the subjects is shown in Table 1.
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Subjects sit on chairs in the experimental environment
by themselves and coordinate with the experimenter to
adjust the posture angle for better data collection. &en,
subjects need to repeat the following upper limb assessment
movements successively under the guidance:

2.1. ShoulderBuckling. Subject will sit in a chair and raise the
upper limb of the hemiplegia side as far forward as possible,
hold for 5 seconds, and finally return to the starting position.

2.2. Shoulder Abduction. Subjects sit in a chair and extend
their upper limb on the hemiplegic side as far as possible,
then hold it for 5 seconds, and finally return to the starting
position.

2.3. �e Forearm before and after the Rotation. Subject is
sitting in a chair with shoulder 0° and elbow 90° flexed and
forearm pronated forward and backward.

2.4. FingerPinch. When the shoulder of the affected side is 0°
and the elbow is 90° flexed, try to touch the little finger with
the thumb and then move back to the initial position.

2.5. Move the Cylinder Object. Use the affected hand to pick
up a cylinder on one side of the table and then move it to the
other side of the table and lower it.

Each rating action was provided with an instructive
video, and the subjects were asked to try their best to
complete the rating action (simulation) while watching the
video. At the same time, two raters were responsible for
rating according to the FMA requirements and experience
according to the completion of the action. &en, the average
of the FMA scores obtained by the two raters was calculated.
&e actual FMA score of the subject was used for model
training. Before the experiment, each subject will watch the
instruction video of learning movements and practice the
familiar movements for 3–5 times before starting the ex-
periment. During the experiment, the subjects need to
complete all the 5 movements continuously with a short rest
interval of 2-3 seconds to facilitate the later data separation.
&e subjects can repeat 3–5 times according to their own
physical conditions. Cameras were also used to record the
whole experiment process, measure the time required for
each experiment process, and analyze the movements of the
subjects.

3. Results and Discussion

We verify the performance of the method proposed in this
paper, namely, the comparison algorithm, by using five-fold
cross validation of the data set. Each method iterates 100
times in the near row of the training set, and the iteration
parameter with the best performance on the validation set is
taken as the final result. &e model outputs were predictive
FMA scores of upper limb motor function. Performance was
evaluated by correlation analysis with clinician scores, and
coefficient of determination (R2), root mean square error
(RMSE), and adjustment-R2 were used as model perfor-
mance indicators.

First, we analyzed the correlation analysis results of the
proposed algorithm for the 5 scoring tasks separately, as well
as the correlation analysis results of FMA prediction using
the data of the 5 tasks, as shown in Figure 1, and it can be
found that task 1, task 2, and task 5 have a high correlation
with FMA, and the determination coefficients of 0.88, 0.85,
and 0.87 can be reached when using these rating tasks alone.
Because task 3 and task 4 only have local hand movements,
the correlation with the overall FMA rating item is weaker.
&erefore, the consistency with the clinician’s FMA as-
sessment was only 0.78 and 0.72. When we input all the bone
point data of the five assessment tasks into the model for
FMA prediction, as shown in Figure 1(f), although the
determination coefficient obtained is improved compared
with that when using single task data as input, the im-
provement effect is not obvious. &e coefficient of deter-
mination is 0.86, which is lower than that of Task 1
(Figure 1(b)) and Task 5 (Figure 1(e)).

In order to achieve automatic upper body activity as-
sessment using as few assessment tasks as possible, we con-
ducted prediction performance under different number and
combination of tasks in order to find the most appropriate
number and combination of assessment tasks. According to
the experimental results shown in Figure 1, we conducted a
comparative verification experiment in accordance with some
combinations that might be better. &e results are shown in
Table 2.

As can be seen from the table, when the task combination is
Task 1-2-3-5, the maximum coefficient of determination can be
reached to 0.89; when the number of tasks is 2, the overall
coefficient of determination is relatively low because there are
too few FMA assessment items covered and the upper limb
movement features can be provided. When the number of
assessed tasks was 3, compared with the number of assessed
tasks was 2, there was a significant improvement, but different
combination of tasks also had an impact on the experimental
results. Because task 4 and task 5 were both hand functional
assessments, the combination of task 4 and task 5 provided
overlapping motor function characteristics. In addition, it can
be seen from Table 2 that the task combination of Task 1, 2, and
5 can provide more motor characteristics from multiple di-
mensions such as shoulder abduction, forward bending, and
grasping ability, covering more FMA assessment items.

In order to verify the performance of the proposed deep
learning framework, we used the optimal combined task data
of Task 1, 2, 3, and 5mentioned above to conduct comparative

Table 1: Subject information table.

Attribute Value
Male 9
Female 6
Age range 21–24
FMA score range 30–100
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experiments with the GCRNN algorithm in this paper, LSTM
and CNN algorithm. Regression analysis was performed on
clinician evaluation scores and model-predicted FMA scores
of 15 subjects, and determination coefficients were calculated,
and correlation analysis graphs were drawn, as shown in
Figures 2–4. &e GRCNN model fully extracts the spatial
location sequence data features of bone points from the two
dimensions of data sequences between data sequences and the
context of a single data sequence through convolution and
cyclic neural network modules and finally predicts the op-
timal performance when the coefficient of determination of
FMA fraction reaches 0.89 (Figure 2). In the manifestation of
upper limbmotor dysfunction, the relationship between bone
nodes in the human body can reflect the cooperative
movement mode often manifested in clinical practice and so
on. Compared with LSTM, CNN pays more attention to the
feature extraction of the relationship between data, and in the
upper limb motor ability assessment task in this paper, it also

obtains a coefficient of determination of 0.87 (Figure 3). &e
LSTM model pays more attention to the before and after
dependence of the sequence. Stroke-related patients have a
small range of upper limb motion, weak features of the before
and after changes in the sequence data, and relatively weak
performance in automatic assessment tasks. &e coefficient of
determination in the data set in this paper is 0.85 (Figure 4).

IMU, glove sensor, and motion capture system often
used in existing studies need quite a long time to com-
plete the wearing and marking, and it is already difficult
to fix the sensor or marker on the body of stroke patients,
and it is easy to cause discomfort to patients and affect
normal activities. &e automatic evaluation system
proposed in this paper uses the Kinect V2 depth sensor
based on vision to collect motion data. It does not require
the time-consuming process of sensor wearing. It only
takes about 5 minutes to set up the initial (perspective
setting) and has a generally acceptable low cost. &e rich
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Figure 1: Individual assessment task data predicts FMA results.

Table 2: Comparison of evaluation task combinations.

Number of tasks Task combination RMSE R2 Adjust-R2

2 Task 1-2 7.29 0.86 1.19
Task 2-5 7.30 0.86 1.21

3
Task 1-2-5 7.25 0.88 1.23
Task 2-4-5 7.90 0.84 1.25
Task 2-3-5 7.26 0.87 1.19

4
Task 2-3-4-5 7.81 0.85 1.24
Task 1-2-3-5 6.57 0.89 1.17
Task 1-2-4-5 7.40 0.86 1.22

5 Task 1-2-3-4-5 7.37 0.86 1.21
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SDK provided by Kinect can obtain various motion
tracking data, such as RGB image, depth image, and
spatial position of bone points. In this paper, the spatial
position data of human upper limb bone points were only
used to complete the task of upper limb mobility as-
sessment. In the future work, we can also consider the use
of depth image, RGB, and combined data for automatic
evaluation research. In addition, we also found that there
are some insurmountable errors in acquiring it through
noncontact motor consciousness in our experiment.
When subjects wear loose clothes, there is a deviation in
the recognition and tracking of shoulders and elbows.
When human beings are active, it will bring great

interference to the data. Such data patterns can be
confused with data disturbances caused by limb spasms.
Second, the Kinect V2 only has two bone points on the
hand, the thumb, and the fingertip, which poses a huge
challenge to complete the measurement of hand exten-
sion/flexion motion in FMA. In addition, when a single
Kinect performs task 5: upper limb activity tracking of
moving pencil and limb occlusion is easy to occur, which
will cause the data loss of occluded bone points, thus
affecting the accuracy. Of course, this problem of being
easily obscured can be solved in the future by setting up
multiple Kinect devices to track human activities from
different angles.
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Figure 2: GCRNN performed FMA prediction performance.
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Figure 3: FMA prediction performance by CNN.
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Figure 4: LSTM performed FMA to predict performance.
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4. Conclusions

&e focus of this paper is to propose a deep learning
framework for data analysis, to achieve the use of as few
assessment tasks as possible to complete the complex clinical
FMA assessment tasks, and to achieve a high degree of
consistency with the clinician assessment. &rough a de-
tailed analysis of all FMA evaluation items, we set up a
unique experimental data collection environment and
evaluation tasks. &e results of FMA prediction using bone
point data of each evaluation task are shown in Figure 1.
&rough different number and combination of tasks, it can
be seen in Table 2. &e best coefficient of determination was
achieved when task 1, task 2, and task 5 were simultaneously
used as inputs for the FMA prediction. At the same time, in
order to verify the superior performance of the proposed
method, a comparative experiment was set with LSTM,
CNN, and other deep learning algorithms widely used.
GCRNN was able to extract the motion features of the upper
limb during the process of movement from the two di-
mensions of space and time and finally reached the best
prediction performance with a coefficient of determination
of 0.89.
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&e data used to support the findings of this study are
available from the corresponding author upon request.
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Supraspinatus tendon injury is a common clinical shoulder joint disease and is one of the most common causes of shoulder pain
and dysfunction. Supraspinatus tendon injury will lead to articular cartilage injury and degeneration, then cause joint disease,
seriously affect the quality of life of patients, and bring a huge burden to the family and society. 'is paper mainly studies and
evaluates the application value of special signs of shoulder joint and indirect MR imaging in the diagnosis of supraspinatus tendon
injury. 'rough a series of special examinations for the diagnosis of supraspinatus tendon injury in 90 patients, including zero
degree abduction resistance test, arm drop test, Jobe test, Neer sign, and Hawkins sign, all patients in the study underwent indirect
magnetic resonance imaging of the shoulder joint. Finally, arthroscopic examination results were used as the “gold standard” to
evaluate and analyze the diagnosis. 'e results showed that among the special signs, the specificity of the falling-arm test was the
highest (72.2%) in the diagnosis of full-thickness supraspinatus tendon injury. Hawkins sign had the highest sensitivity (84.0%). In
the diagnosis of partial supraspinatus tendon injury, the specificity of the Jobe test was the highest, which was 66.6%.'eNeer sign
had the highest sensitivity of 50.0%. In the diagnosis of full-thickness supraspinatus tendon injury, there was no significant
difference in sensitivity between indirect MRI and Hawkins sign, but the diagnostic specificity of indirect MRI was higher than
that of special sign examination. In the diagnosis of partial supraspinatus tendon injury, the sensitivity and specificity of indirect
MR imaging are higher than those of special sign examination.

1. Introduction

Rotator cuff injury has attracted much attention since Smith
first put forward the concept of rotator cuff injury in 1834.
'ese concerns are not only due to the research interest of
scholars, but also due to the needs of a large number of
patients.'e study found that the incidence of partial or full-
thickness rotator cuff injury increased significantly after age
50, exceeding 50 percent in people over 70 and more than 80
percent in people over 80. What deserves more attention is
the progression of the disease after the injury of the rotator
cuff. Yamanaka et al. observed 40 patients with partial ro-
tator cuff injury without surgical treatment. After more than
one year of follow-up, changes of rotator cuff injury is

examined with shoulder arthrography. 'e results showed
that only 4 patients had obvious healing of injured rotator
cuff.'e extent of injury was reduced in four patients. At the
same time, 21 patients had an expanded rotator cuff lesion,
and 11 patients shifted from a partial rotator cuff lesion to a
full-thickness lesion.

Among the tendons that make up the rotator cuff, the
supraspinatus tendon is located at the top of the rotator cuff.
Compared with other tendons, the supraspinatus tendon is
most vulnerable to the extrusion of the acromial peak and
the coracoacromial arch and is the tendon with the highest
incidence of degeneration and injury. Because of the high
incidence of rotator cuff injury and the exacerbation of the
course of disease, it is of great significance to improve the
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understanding of rotator cuff injury, especially supra-
spinatus tendon injury. 'e previous concept of “periar-
thritis of the shoulder” is obviously too broad and general,
and the early diagnosis of supraspinatus tendon injury is
essential to prevent further progression of the disease.
However, the clinical symptoms of supraspinatus tendon
injury are diverse, and there is a lack of special clinical
symptoms for diagnosis. Routine physical examination often
fails to provide sufficient diagnostic reference information.
'erefore, various specific examinations for special signs
have emerged as the times require. At the same time, a
variety of imaging examinations also provide useful diag-
nostic information from different perspectives, and how to
choose efficient and reliable diagnostic techniques to help
the clinical screening and diagnosis of supraspinatus tendon
injury has become one of the hot spots of attention and
research.

Physical examination was performed to assess supra-
spinatus tendon injury by an impingement test that elicits
pain and by examining the strength of the supraspinatus
muscle, and the diagnosis of supraspinatus tendon injury by
indirect magnetic resonance arthrography was performed.

Imaging examination is an essential and important means
for the diagnosis of supraspinatus tendon injury, and it is also
helpful to determine the degree and type of supraspinatus
tendon injury and whether there are other accompanying
shoulder diseases. 'ere is no doubt that imaging examination
plays an important role in the diagnosis, treatment, and
prognosis evaluation of supraspinatus tendon injury. Imaging
examinations for supraspinatus tendon injuries mainly include
the following types: X-ray examination (X-ray examination
cannot directly observe the rotator cuff and other soft tissues,
mainly through some indirect signs to determine whether there
is rotator cuff injury), CT examination (CT examination can
clearly show the shoulder joint fault structure and three-di-
mensional reconstruction), ultrasound, which uses a range of
physical properties of ultrasound to identify and image soft
tissue, and MRI, which is a great advance in the imaging di-
agnosis of rotator cuff. 'e basic element of the imaging
principle of MRI is the hydrogen nuclei contained in the tissues
of the body. Currently, the diagnosis of the supraspinatus tendon
injury mainly includes plainMRI, directMRI arthrography, and
indirect MRI arthrography.

'e research of MR arthrography in the examination of
shoulder joint injury is developing continuously. MR
arthrography (MRA) is often used to evaluate intra-ar-
ticular disorders of the shoulder. Liao et al. discussed the
diagnostic value of MR arthrography for rotator cuff injury
[1]. Zhang et al. discussed the diagnostic value of con-
ventional MRI and MR arthrography in flapping injury of
shoulder joint [2]. Xiao et al. discussed the diagnostic value
of magnetic resonance arthrography of the shoulder for
partial rotator cuff tear [3]. Nassef et al. proved that MR
arthrography is the preferred imaging examination method
for patients with shoulder instability [4]. Alaia et al.
discussed the standard MR imaging and arthrography
protocols routinely used in clinical practice, as well as more
innovative sequence and reconstruction techniques facil-
itated by the increase of high field intensity magnets and

multichannel phased array surface coils and the combi-
nation of artificial intelligence [5].

Studies are also under way to combine MRI arthrog-
raphy with other procedures. Pan et al. summarized the
diagnosis and measurement methods of bone defect in
anterior shoulder instability (scapular glenoid defect and
Hill–Sachs lesion): X-ray, CT, MRI, arthroscopy, and
arthrography are common methods for the diagnosis of
humeral head anterior glenoid defect and Hill–Sachs lesion
[6]. Foti et al. compared the diagnostic accuracy of dual-
energy CTarthrography (DE-CTA) and magnetic resonance
arthrography (MRA) in describing labial lacerations [7].
Fu et al.’s objective was to explore the application of CT
combined with MRI in the diagnosis of shoulder injury and
to provide reference for clinical application [8]. Bucha et al.
studied the value of shoulder magnetic resonance in the
diagnosis of shoulder instability and compared it with ar-
throscopy [9].

'is paper mainly studies and evaluates the application
value of special signs of shoulder joint and indirect MR
imaging in the diagnosis of supraspinatus tendon injury.

2. Research Methods

2.1. Research Object. A total of 90 cases were enrolled, in-
cluding 46 males and 44 females, aged 42 to 75, with an
average age of 58.6 years (48 cases of right shoulder and 42
cases of left shoulder and duration ranging from 4 to 24
months, with an average of 8.5 months). Eighteen patients
had a history of shoulder trauma, and 12 patients com-
plained of shoulder strain. 'e other cases had no obvious
cause of disease. 'ere were 10 cases of coronary heart
disease, 12 cases of diabetes, and 19 cases of hypertension in
this group. 'ere were 52 cases of dominant limb and 38
cases of nondominant limb. Visual analog scale of pain (VAS
score), shoulder function score (UCLA score, Constant
score, and ASE score), and range of motion of shoulder were
measured preoperatively in all patients.

2.2. Examination of Special Physical Signs. 'e examination
of special physical signs was performed and recorded by an
attending physician with more than 5 years of experience in
sports medicine and a doctoral candidate in sports medicine.
All the patients were examined on both sides of the shoulder.
'e order of examination was first the physical examination
of the walking side of the shoulder and then the physical
examination of the affected side of the shoulder. 'e con-
tents of special physical examination are mainly for the
muscle strength examination of the supraspinatus muscle
and the impact test to induce shoulder pain. In order to
avoid the interference of pain on the muscle strength ex-
amination results as far as possible, the impact test is
arranged after the muscle strength examination.

2.3. Indirect Magnetic Resonance Angiography.
Instruments and materials used: the MRI scanner used for
scanning was the Philips Ingenia 3.0 T MRI scanner
(Netherlands). 'e contrast agent used for indirect imaging
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was gadolinium spray acid meglumine gadolinate (trade
name: Magenweisen (Germany); chemical name: dihydro-
[N, N-bis [2-{bis (carboxymethyl) amino} ethyl] glycoyl
(5-)] gadolinic acid (2-) combined with 1-deoxy-1-(meth-
ylamino)-D-glucosol (1 : 2); molecular weight: 938.00). Ac-
cessories: meglumine and water for injection.

2.4. Shoulder Arthroscopy. Arthroscopic personnel and
equipment: all arthroscopes are performed by a team of a
chief physician in sports medicine and an attending phy-
sician. Arthroscopic instruments and lenses: Smith &
Nephew arthroscopic system equipment was used.

2.5. Statistical Methods. 'e diagnosis results under
shoulder arthroscopy are regarded as the “gold standard” of
the final diagnostic standard of all cases. Special signs of
shoulder and indirect magnetic resonance angiography were
used as screening diagnostic methods to be evaluated, and
the results of shoulder arthroscopy were compared with the
“gold standard” diagnostic results and statistically analyzed.
SPSS19.0 statistical software package was used for data
analysis, and X2 test was used for data statistical analysis. If
P< 0.05, the difference was considered to be statistically
significant.

3. Results

3.1. Examination of Special Physical Signs. Procedures for
checking special physical signs are as follows:

Abduction resistance test at zero position: the patient’s
two upper limbs are placed at the side of the body, and
the examinator stands behind the patient’s body against
the patient’s upper limb abduction movement. If the
patient feels obvious pain or cannot resist resistance
and cannot abduct the upper limbs, the test is positive.
'e dropping arm test: the examiner abducted the
patient’s shoulder joint to more than 90 degrees and let
the patient keep it by himself. 'e test is positive if the
patient is unable to maintain the abduction position
until the upper limb falls.
Jobe test (empty can test): 'e patient’s shoulder joint
abducted 80 to 90 degrees in coronal position and
retracted 30 degrees in horizontal position. With the
forearm pronated and the thumb pointed to the
ground, the examiner applied downward pressure on
the patient’s wrist. Patients who are unable to resist
resistance and experience significant pain and weakness
are considered to be positive for the Jobe test.
Neer sign: the examiner stands behind the patient,
stabilizes the scapula on the examining side with one
hand, and maintains the shoulder joint in internal
rotation with the other hand, so that the fingertip of the
thumb of the upper limb is downward, and then the
shoulder joint on the examining side is flexed forward
and lifted over the top. If pain is induced, Neer sign is
positive.

Hawkins sign: the examiner flexes the patient’s elbow
90 degrees, with the shoulder adducted forward 90
degrees and the forearm in horizontal position. 'e
examiner forces the affected forearm downward to
produce internal rotation of the shoulder. If significant
pain is induced, Hawkins sign is positive.

'e examination results of special physical signs are as
follows.

As can be seen from Table 1, in patients with full-
thickness supraspinatus tendon injury, the sensitivity and
specificity of the zero degree abduction resistance test were
48.0% and 65.0%, respectively. 'e sensitivity and specificity
of falling arm test were 51.9% and 72.2%, respectively. 'e
sensitivity and specificity of the Jobe test were 45.8% and
66.7%. 'e sensitivity and specificity of Neer sign were
54.2% and 61.9%. 'e sensitivity and specificity of Hawkins
sign were 84.0% and 60.0%, respectively. 'e sensitivity and
specificity of the zero degree abduction resistance test were
46.2% and 57.9% in patients with partial supraspinatus
tendon injury. 'e sensitivity and specificity of falling arm
test were 39.2% and 64.7%. 'e sensitivity and specificity of
Jobe test were 40.7% and 66.6%. 'e sensitivity and speci-
ficity of Neer sign were 50.0% and 52.6%, respectively. 'e
sensitivity and specificity of Hawkins sign were 45.8% and
57.1%, respectively.

Among the examinations of special signs, the falling arm
test has the highest specificity and the highest sensitivity in
the diagnosis of the full-thickness supraspinatus tendon
injury. In the diagnosis of partial supraspinatus tendon
injury, the Jobe test has the highest specificity and the
highest sensitivity of Neer sign. 'e diagnostic accuracy of
the full layer injury of supraspinatus tendon was higher than
that of partial injury by special sign examination.

3.2. Indirect MRI Examination. Prior to MRI, the patient
received a rapid injection of gadolinium spray diglumeth-
amine at a dose of 0.1mmol/kg from a peripheral vein in
front of the elbow. Immediately after the injection of con-
trast agent, the patient was instructed to examine the lateral
shoulder joint for about 15 minutes and then underwent
magnetic resonance scanning. Figures 1–4 show typical cases
of joint injury. During the scanning, the patient was placed
in supine position, and the range value of the scanning field
of view (FOV) was 160 ∗ 160 ∗ 71mm. 'e scanning
thickness was 3mm, and the scanning gap was 1mm. 'e
precise frequency reversal recovery (SPAIR) PDW fat
suppression sequence (TR 2800ms, TE 30ms) and matrix
(Matrix) 320 ∗ 228 ∗ 18mm were used to scan the oblique
coronal plane. SPAIR T1W fat suppression sequence
(TR635ms, TE 15ms), matrix 292∗ 242∗18mm was used
to scan the oblique coronal plane as well. Fast spin echo
(FSE) T1WI (TR561ms, TE15ms) with a matrix of
320 ∗ 263 ∗ 18mm was used for oblique sagittal scanning.
For cross-sectional scanning, the SPAIR fat-inhibited PDW
sequence (TR 2800ms, TE30ms) with a matrix of
268 ∗ 181 ∗ 18mm was used. 'e MRI scan was perpen-
dicular to the humeral shaft, extending from above the
acromioclavicular joint to below the pelvis of the scapula

Journal of Healthcare Engineering 3



Table 1: Results of special physical signs.

Test Abduction resistance
test 'e left arm test Jobe test Neer Hawkins

Parts
Full-

thickness
injury

Part of
the

damage

Full-
thickness
injury

Part of
the

damage

Full-
thickness
injury

Part of
the

damage

Full-
thickness
injury

Part of
the

damage

Full-
thickness
injury

Part of
the

damage
True positive 12 12 14 11 11 11 13 13 21 11
A false
positive 7 8 5 6 7 6 8 9 8 9

True negative 13 11 13 11 14 12 13 10 12 12
False negative 13 14 13 17 13 16 11 13 4 13
Sensitivity
(%) 48 46.2 51.9 39.2 45.8 40.7 54.2 50.0 84.0 45.8

Specificity
(%) 65 57.9 72.2 64.7 66.7 66.6 61.9 52.6 60.0 57.1

Positive
predictive
value (%)

63.2 60.0 73.7 64.7 61.1 64.7 61.9 59.1 72.4 55.0

Negative
predictive
value (%)

50.0 44.0 50.0 39.3 51.9 42.9 54.2 43.5 75.0 48.0

Accuracy (%) 13.0 4.1 24.1 3.9 12.5 7.3 16.1 2.6 44.0 2.9

Figure 1: Injury of the articular portion of supraspinatus tendon 1.

Figure 2: Injury of the articular part of supraspinatus tendon 2.
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Figure 3: Injury of the articular part of supraspinatus tendon 3.

Figure 4: Injury of the articular part of supraspinatus tendon 4.

Figure 5: Injury of the supraspinatus tendon in tendon 1.

Figure 6: Injury of supraspinatus tendon in tendon 2.

Figure 7: Injury of the supraspinatus tendon in tendon 3.

Figure 8: Injury of supraspinatus tendon in tendon 4.
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joint. 'e oblique coronal scanning direction was parallel to
the long axis of the supraspinatus muscle, extending from
the front of the tip of the coracoid process to the rear of the
scapulae. 'e oblique sagittal scanning direction was per-
pendicular to the long axis of the supraspinatus muscle and
ranged from the lateral humeral head to the medial
supraspinatus fossa of the shoulder joint. Figures 5–8 show a
typical MRI of partial injury to the upper tendon. Table 2
shows the results of indirect magnetic resonance
angiography.

As can be seen from Table 2, the sensitivity and speci-
ficity of indirect MR imaging in the diagnosis of full-
thickness injury of supraspinatus tendon were 96.7% and
93.3%, and the sensitivity and specificity of partial injury of
supraspinatus tendon were 90.6% and 92.3%.

'e accuracy of indirect MR imaging in the diagnosis of
the full thickness injury of supraspinatus tendon was higher
than that of the partial injury of supraspinatus tendon.

3.3.Comparisonof theResults of Special SignExaminationand
Indirect Magnetic Resonance Angiography. For the full-
thickness injury and partial injury of supraspinatus tendon,
the sensitivity and specificity of the examination with the
highest sensitivity and specificity were compared with those
of the indirect MRI examination (see Tables 3 and 4 for
details).

In the diagnosis of full-thickness supraspinatus tendon
injury, there was no significant difference between the
sensitivity of MR indirect imaging and Hawkins sign, the
most sensitive of the special signs (P> 0.05).

In the diagnosis of partial supraspinatus tendon injury,
there was a significant difference between the sensitivity of
MR indirect imaging and Neer sign, the most sensitive of the
special signs (P< 0.05).

In the diagnosis of full-thickness supraspinatus tendon
injury, there was a significant difference between the highest
specificity of the arm test and indirect MR imaging
(P< 0.05).

In the diagnosis of partial supraspinatus tendon injury,
there was a significant difference between the specificity of
Jobes test and indirect magnetic resonance imaging
(P< 0.05).

4. Conclusions

(1) Among the examinations of special physical signs,
the falling arm test has the highest specificity and the
highest sensitivity for the diagnosis of full-thickness
supraspinatus tendon injury. In the diagnosis of
partial supraspinatus tendon injury, the Jobe test has
the highest specificity and the Neer sign has the
highest sensitivity.

(2) In the diagnosis of full-thickness supraspinatus
tendon injury, there was no significant difference in
sensitivity between indirect MR imaging and Haw-
kins sign, but the specificity of indirect MR imaging
was higher than that of special signs.

(3) In the diagnosis of partial supraspinatus tendon
injury, the sensitivity and specificity of indirect MR
imaging are higher than those of special sign
examination.

'e examination of special signs is simple and quick,
which is helpful to the diagnosis of supraspinatus tendon
injury and should be used as the basic diagnostic method.
Indirect MR imaging is an important auxiliary diagnostic
method with high sensitivity and specificity, which can be
examined by multiplane images.

Data Availability

'e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest
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Table 2: Results of indirect magnetic resonance angiography.

Parameter Indirect magnetic resonance
angiography

Parts Full-thickness
injury

Part of the
damage

True positive 29 29
A false positive 1 1
True negative 14 12
False negative 1 3
Sensitivity (%) 96.7 90.6
Specificity (%) 93.3 92.3
Positive predictive value
(%) 96.7 93.5

Negative predictive value
(%) 93.3 85.7

Accuracy (%) 90.0 82.9

Table 3: Comparison of sensitivity between indirect MRI and
specific signs.

Parameter Indirect magnetic resonance angiography
Special signs Full-thickness injury Part of the damage
Pairing X2 1.273 19.361
P value 0.214 0.000

Table 4: Comparison of specificity between indirect MRI and
specific signs.

Parameter Indirect magnetic resonance angiography
Special signs Full-thickness injury Part of the damage
Pairing X2 6.142 10.313
P value 0.033 0.023
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Aim. To study the diagnostic effect of hip fracture in the elderly. In this paper, a total of 100 elderly patients with hip fracture
from January 2020 to May 2021 were selected for X-ray and CTexamination after admission. &e operation was taken as the
final criteria for determining hip fracture type, and the diagnosis of hip fracture by CT three-dimensional reconstruction was
analyzed and studied.&e results showed that the diagnostic rate of CT 3D reconstruction for various types of hip fracture in
the elderly was higher than that of CT plain scan and X-ray (P< 0.05). For the diagnosis of intra-articular small bone
fragments, the rate of missed diagnosis was 2% (2/100) with CT 3D reconstruction, 10% (10/100) with conventional CTscan,
and 20% (20/100) with X-ray. &e rate of misdiagnosis was 5.0% (5/100) with CT 3D reconstruction. Routine CT scan was
15% (15/100), X-ray was 30% (30/100), and CT 3D reconstruction was significantly lower than other examinations
(P< 0.05). Conclusion. CT 3D reconstruction has high accuracy in the diagnosis of various types of hip fractures in
the elderly.

1. Introduction

Artificial hip arthroplasty has developed for nearly half a
century since its development. At present, this technology
has become a method for the treatment of hip diseases such
as femoral neck fracture, hip osteoarthritis, femoral head
necrosis, rheumatoid hip arthritis, ankylosing spondylitis
complicated with hip ankylosis, congenital acetabular dys-
plasia, and hip tumor, It is an effective means to relieve hip
pain, restore joint activity, and improve joint stability. It is
an effective means to restore joint motion and improve joint
stability. Artificial hip replacement includes total hip
arthroplasty (THA), total hip replacement (THR), and ar-
tificial femoral-head replacement (AFR) [1]. According to
statistics, more than 1 million cases of artificial hip
arthroplasty have been carried out globally every year, and
the number of THA is increasing year by year. By 2015,
0.83% of the total population of the United States has re-
ceived artificial hip arthroplasty, and the number of artificial

hip arthroplasty in China is as high as 200,000 cases every
year. At present, the length of hospital stay of patients with
hip arthroplasty in China is 13.07± 3.49 days, which is
generally longer than that of patients in Western countries
or regions (5.3± 1.6 days). On the one hand, it may be due to
the delayed start of functional exercise and getting out of
bed. Hip replacement patients, on the other hand, have early
postoperative complications such as lower extremity deep
vein thrombosis (DVT), infection, postoperative nausea and
vomiting (PONV), and prosthesis peripheral fracture.
Prolongation of hospitalization time brings an increase in
hospitalization costs, increasing the economic burden of
medical treatment [2].

Musculoskeletal diseases, including osteoarthritis of the
hip and knee, are the second leading cause of disability in
almost every country and region in the world, according to a
2010 study on the global burden of disease in the Lancet.&e
incidence of hip and knee osteoarthritis is increasing year by
year worldwide, especially in the elderly population [3].
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March et al. have shown that hip diseases, mainly osteo-
arthritis of the hip, affect nearly 15% of the global population
and are a major cause of pain and disability in the elderly.
Although there are many treatments available for hip os-
teoarthritis, joint replacement remains the primary
treatment of choice. With the acceleration of population
aging process and the development of transportation and
construction industry, the incidence of femoral neck
fracture increases year by year [4]. Based on data on the
incidence of hip fractures, changes in the age composition
of the population, and long-term changes in the risk of hip
fractures, there are estimates that by 2025, the number of
hip fractures will reach 2.6 million (37% in Asia), and by
2050, it will reach 4.5 million (45% in Asia). After China
enters the aging society, the incidence of senile fracture
increases by 30% every 10 years, and the number of hip
fracture also increases at a rate of four times. Hip fractures
account for 50% of all fractures caused by osteoporosis in
the elderly. Femoral neck fracture is the most common
and serious hip fracture. &rough retrospective study and
comparative analysis, Lee et al. investigated the pelvis of
136 normal adults in order to provide anatomic and
morphological data of the coccyx with three-dimensional
images for the diagnosis of idiopathic coccygeal pain.
Computed tomography used software to reconstruct a
three-dimensional model of the pelvis from X-ray images
of all the specimens. Unilateral or bilateral fusion of the
sacral and coccygeal angles is not uncommon. As far as the
transverse processes of sacrum and coccyx are concerned,
the separation type is more than the fusion type. &e
incidence and angle of coccyx deviation vary greatly from
individual to individual. A three-dimensional model of
the gross anatomy of the coccyx will help to understand
the mechanisms underlying the development of idiopathic
coccygeal pain [5]. Morgagni hernias can be diagnosed in
different ways, but they are not always 100% accurate. A
three-dimensional reconstruction of the model may help
to better understand important anatomical structures.
Zhang et al. performed laparoscopic repair based on a
three-dimensional reconstruction model. &is case
demonstrates that the three-dimensional reconstruction
model is a useful tool for the diagnosis and preoperative
evaluation of MH patients, especially when the diagnosis
is confused in clinical practice [6]. In recent years, with
the aging of China’s social population, the improvement
of people’s requirements for the quality of life, the con-
tinuous improvement of the medical insurance system,
and the rapid development of medicine, the demand for
hip replacement in China has increased significantly. It
has been more than ten years since ERAS was introduced
into China. &rough continuous exploration and practice
by scholars, remarkable achievements have been made [7].
2015 was the year of rapid development of ERAS, and the
first ERAS collaboration group was established in China.
&e first ERAS national conference was held in Nanjing in
July; the consensus of Chinese experts on the application
of accelerated rehabilitation surgery in colorectal surgery
(2015 Edition) was released, which includes 19 peri-
operative measures, mainly including shorten the

preoperative ban drink, multimodal analgesia, early
postoperative fasting time bed, early to eat drink, re-
strictive transfusion and minimally invasive surgical
operation, the consensus for our country the first ERAS
expert consensus. Since then, Chinese scholars have
successively published the consensus of ERAS experts in
many surgical fields. Including the GanDanYi surgery
accelerate rehabilitation expert consensus (2015 edition),
the biliary tract surgery accelerate rehabilitation surgery
expert consensus (2016 edition), the stomach gastric re-
section surgery accelerate rehabilitation surgery expert
consensus (2016 edition), the laparoscopic hepatectomy
accelerate rehabilitation surgery expert consensus (2017
edition),” “China accelerated rehabilitation surgery
perioperative tube Consensus of Science Experts (2016
Edition), etc. A systematic evaluation of the application
status of ERAS in China shows that ERAS can effectively
shorten the length of stay, reduce hospitalization costs,
reduce postoperative complications, improve patient
satisfaction, improve prognosis and improve the quality of
medical care in the surgical fields of gastrointestinal
surgery, hepatobiliary surgery, cardiothoracic surgery,
urology and obstetrics and gynecology. However, there
are still few reports on the application of this advanced
surgical concept and technology in the field of orthope-
dics, especially in hip arthroplasty, and there is still a large
research space at present [8].

&e innovation point of this paper is that CT 3D re-
construction can not only clearly show the situation of joint
fracture, but also select the best Angle of observation of
fracture through rotation Angle. In addition, 3D recon-
struction can effectively observe the situation of bone
fragments, which is conducive to the judgment of hip
fracture type and the formulation of surgical plan. &e re-
sults of this study fully prove that CTexamination has a high
sensitivity to fracture.CT 3D reconstruction has a high
accuracy in the diagnosis of various types of hip fractures in
the elderly.

2. Materials and Methods

2.1. General Information. &ere were 100 cases in this study,
including 53 males and 47 females. &e average age was
(75.06± 2.33) years from 61 to 82 years old. &e time from
hip injury to admission to hospital ranged from 5 to 52 hours
(19.49± 6.32) hours on average. Causes of injury: traffic
accident injury 45 cases, falling injury 30 cases, fall and fall
injury 25 cases. Inclusion criteria:① All the elderly patients
were over 60 years old;②&e symptoms of hip fracture were
obvious on admission; ③ All patients had a history of hip
trauma before admission;④ All patients were finally treated
by surgery, and the type of hip joint injury was determined
by surgery. ⑤ All the patients and their family members
agreed to participate in this study, and signed the surgical
consent and informed consent. Exclusion criteria: ① In-
voluntary participation in the study; ② Old or pathological
hip fracture; ③ Mental disorders can not take the initiative
to participate in surgical treatment.
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2.2. Examination and Treatment Methods

① X-ray examination: the machine model is Siemens
YSIO, and the hip joint and pelvis are scanned in the
positive position.

② CT examination: CT models were Siemens SOMA-
TOMdefinionAS and GebrightSpeed, scanning from
both iliac wings to ischial nodular, voltage: 120 kV,
current: 90mA, matrix: 512× 512, layer thickness:
2.5mm, field: 400× 400mm.

③ CT three dimensional reconstruction: 1∼1.25mm,
with a thick layer of layer spacing of 1mm, relevant
data import post-processing software, multiplanar
reconstruction (MPR), bone reconstruction algorithm
was used to rebuild, according to the direction of
horizontal, vertical axis coordinates of human body
adjust, select effective fracture plane imaging, further
analyze the fracture type, form, and so on and so forth.
Surgical treatment: ① Joint replacement for femoral
neck fracture;② Femoral trochanteric fracture should
be treated with proximal femoral anti-rotation
intramedullary nail; ③ Acetabular fractures were
treated with open reduction plate fixation.

2.3. To Observe. Using surgery as the final criteria to de-
termine the type of hip fracture, we compared the diagnosis
of various types of hip fracture with X-ray, conventional CT
scan and CT three-dimensional reconstruction. Two at-
tending radiologists read the radiographs respectively.
When the results were inconsistent, the same conclusion
could be reached after joint discussion.

2.4. StatisticalMethod. SPSS18.0 data statistical software was
used to establish a database and statistical analysis was
conducted. Measurement data was expressed as (x± s),
enumulation data as rate (%), χ2 test was used for com-
parison, P< 0.05, which was statistically significant.

&e materials and methods section should contain
sufficient detail so that all procedures can be repeated. It may
be divided into headed subsections if several methods are
described.

3. Results and Discussion

3.1. �e Diagnosis of Various Types of Senile Hip Fractures by
Different Examination Methods. &e diagnosis of various
types of senile hip fracture by different examination

methods: in 80 cases of senile hip fracture patients, con-
ventional CTscan and CT three-dimensional reconstruction
were completely detected (100.0%), and the detection rate of
X-ray examination was 81.25% (81.25/100), the difference
was statistically significant(χ2� 5.2396, P> 0.05); In this
study, 117 hip fractures were found, including 58 femoral
neck fractures, 29 intertrochanteric fractures, and 30 ace-
tabulum fractures. In the acetabular fractures, 5 anterior
wall, 8 posterior wall, 6 anterior column, 7 posterior column
and 4 acetabular floor were involved. &e detection rate of
CT three-dimensional reconstruction for femoral neck
fracture, intertrochanteric fracture and acetabular fracture
was higher than that of conventional CT scan and X ray
(P< 0.05). See Table 1.

3.2. Diagnosis of Intra-Articular Small Bone Fragments by
Different Examination Methods. Different examination
methods for the diagnosis of intraarticular small bone
fragments: For the diagnosis of intraarticular small bone
fragments, the rate of missed diagnosis was 2% (2/100) with
CT 3D reconstruction, 10% (10/100) with conventional CT
scan and 20% (20/100) with X-ray. &e rate of misdiagnosis
was 5.0% (5/100) with CT 3D reconstruction. Routine CT
scan was 15% (15/100), X-ray was 30% (30/100), CT 3D
reconstruction was significantly lower than other exami-
nations (P< 0.05). See Table 2.

4. Conclusions

&e acetabulum, femoral head and other tissues together
constitute the hip joint, which can cause hip injury when it is

Table 1: &e diagnosis of various types of senile hip fractures by different examination methods.

&e fracture types CT 3D reconstruction Routine CT X-ray
Femoral neck fracture 100.0% (58/58) 94.83% (55/58) 86.21% (50/58)
Intertrochanteric fracture of femur 100.0% (29/29) 93.10% (27/29) 75.86% (22/29)
Acetabulum fracture 96.67% (29/30) 86.67% (26/30) 56.67% (17/30)
Note.① Femoral neck fracture: Comparison of 3D reconstruction and conventional CT, χ2� 4.1039, P< 0.05; &ree-dimensional reconstruction compared
to X-ray, χ2� 7.6631, P< 0.05; Conventional CTversus X-ray, χ2� 6.0583, P< 0.05;② Intertrochanteric fracture of femur: comparison of three-dimensional
reconstruction and conventional CT, χ2� 5.2043, P< 0.05; &ree-dimensional reconstruction compared to X-ray, χ2�11.0926, P< 0.05; Conventional CT
versus X-ray, χ2� 9.2235, P< 0.05;③Acetabular fractures: Comparison of 3D reconstruction and conventional CT, χ2� 8.4921, P< 0.05;&ree-dimensional
reconstruction compared to X-ray, χ2�16.3928, P< 0.05; Conventional CT versus X-ray, χ2�12.1149, P< 0.05.

Table 2: Diagnosis of intraarticular small bone fragments by
different examination methods.

&e fracture types &e missed
diagnosis (%)

&e misdiagnosis rate
(%)

CT 3D
reconstruction 2.5 5.0

Routine CT 8.75 12.50
X-ray 18.75 27.50
Note. In terms of missed diagnosis rate, the comparison between CT 3D
reconstruction and conventional CT, χ2� 3.3649, P< 0.05; Comparison of
CT 3D reconstruction and X-ray, χ2� 8.0237, P< 0.05; Routine CT scans
compared to x-rays, χ2� 5.1282, P< 0.05; In terms of misdiagnosis rate, the
comparison between CT 3D reconstruction and conventional CT,
χ2� 3.4035, P< 0.05; Comparison of CT 3D reconstruction and X-ray,
χ2�11.2391, P< 0.05; Routine CT scans compared to x-rays, χ2� 8.0907,
P< 0.05.

Journal of Healthcare Engineering 3



subjected to the external force of several times the weight of
human body. Since osteoporosis is common in older people,
mild violence can lead to hip fractures. Because of the de-
cline in the metabolism of the elderly patients themselves,
the recovery time is prolonged after the trauma, and in
severe cases, other serious concurrent diseases will be
caused. For the elderly patients with hip fracture, timely
diagnosis and treatment is very important. CT examination
has the characteristics of short time and quick scan, and can
collect volumetric data at the same time, the thickness of the
layer is extremely thin. CT post - processing technology can
obtain three - dimensional images. In addition, the exam-
ination results of various types of hip fractures in this study
showed that CT three-dimensional reconstruction had the
highest diagnostic rate for femoral neck, intertrochanteric
and acetabular fractures. Because hip fracture is often ac-
companied by bone fragments displaced, some of the bone
fragments are easy to embed in the joint, and it is not easy to
be observed in the examination process. In severe cases, it
can lead to necrosis of the femoral head or arthritis, which
can affect the prognosis of elderly patients to a certain extent.
&e results of this study effectively proved the advantage of
3D reconstruction in the diagnosis of small intraarticular
bone fragments. Multi-plane reconstruction can clearly
display the femoral head and acetabulum, and observe the
joint fracture from multiple angles. Higher tissue resolution
can improve the recognition of small fragments of bone, and
further improve the diagnosis rate of hip fracture. In con-
clusion, CT 3D reconstruction has a high accuracy in the
diagnosis of various types of hip fractures in the elderly.
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&e present study attempted to analyze the features of atlanto-occipital radiograph in patients with cervical spondylotic rad-
iculopathy or vertebral artery type. In order to reduce the interference of human factors and the measurement error as much as
possible, this experiment adopts the blind design and analyzes the digital format X-ray films by using the computer software
ImageJ. Because the tangent line between the outer plates of the anterior and posterior margin of the foramen magnum was not
accurately located on the X-ray film, the angle formed by the line between the saddle dorsal slope and the center point of the
anterior and posterior nodule with a clear display was selected as the measurement method of the angle between the atlanto-
occipital joints. &e results showed that the lateral cervical curvature of the VCS group was 0.43± 0.51, and the lateral cervical
curvature of the CSR group was 0.46± 0.49, both of which were significantly lower than the normal value (1.2± 0.5 cm). Patients in
both groups had the characteristic of cervical curvature straightening. &e changes of cervical curvature in overflexion and
overextension positions can indirectly reflect the state of cervical motion. &e anterior flexion neck curve of the VCS group was
less than that of the CSR group (P< 0.05). Compared with the CSR group, VCS showed limited cervical anterior flexion
movement. In this study, X-ray films of both CSR and VCS showed occipitocervical flexion and extension disorders, cervical
curvature straightening, and lower cervical instability. In VCS, occipitocervical flexion and extension disorders were mainly
manifested in atlantoaxial flexion disorders, while in CSR, atlanto-occipitocervical flexion and extension disorders were mainly
manifested in atlantoaxial flexion disorders.

1. Introduction

Cervical spondylosis is a common disease in orthopedic
department. &e prevalence rate of cervical spondylosis in
China is about 3.8%∼17.5%, and it shows a rapid increase and
younger trend. Cervical spondylotic radiculopathy accounted
for more than 60% of all types of cervical spondylopathy. &e
rotation and lifting technique is an important TCM method
to treat cervical spondylotic radiculopathy. &e method has
been approved by the National Tenth Five-Year Project, the
National Eleventh Five-Year Support Plan, and the National
Natural Science Foundation of China, has proved its effec-
tiveness and safety, and has been approved by the State
Administration of Traditional Chinese Medicine to promote
and apply nationwide. However, the basic research on the

mechanism of action of this technique has been lagging
behind and cannot meet the clinical needs.

In the preliminary clinical study, it was found that the
X-ray manifestations of cervical spondylotic radiculopathy
may be different from those of other types of cervical
spondylopathy. Reviewing the previous literature, it is found
that the summary analysis on the imaging manifestations of
cervical spondylopathy of nerve radiculopathy is more
common, but the comparative studies on the imaging
manifestations of cervical spondylopathy of nerve radicul-
opathy and other types of cervical spondylopathy are rarely
carried out.

Cervical spondylosis is caused by a series of clinical
manifestations caused by cervical intervertebral disc de-
generation, intervertebral instability, osteophyte or disc
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rupture at the vertebral edge, pulposus prolapse, and other
compression of nerve roots, spinal cord, or vertebral artery.
Cervical spondylotic radiculopathy (CSR) and vertebral
artery spondylopathy (VCS) are the most common types of
cervical spondylopathy. Clinically, both of them have their
own unique clinical manifestations. However, there is no
consensus on whether there is the same difference in im-
aging between the two.With the development of science and
technology, imaging diagnostic technology has been im-
proved and developed, and CT and MRI examination has
been basically the universal application. However, because it
is cheap and easy to perform, X-ray examination is still the
most commonly used examination method for cervical
spondylosis. Reviewing the previous literature, the summary
and analysis of X-ray films of cervical spondylosis are more
common, but the comparative analysis of X-ray findings of
cervical spondylosis of nerve root type and cervical spon-
dylosis of vertebral artery type is rarely carried out. &e
analysis of the imaging findings of CSR and VCS is helpful to
understand the pathogenesis of both and can improve the
level of clinical diagnosis, which has important clinical value.
&erefore, this experiment was designed to compare and
analyze the X-ray characteristics of CSR and VCS.

Cervical spondylosis is caused by a series of clinical
manifestations caused by cervical intervertebral disc de-
generation, intervertebral instability, osteophyte or disc
rupture at the vertebral edge, pulposus prolapse, and other
compression of nerve roots, spinal cord, or vertebral artery.
&ere are many research studies on the treatment of cervical
spondylosis.&e objective of this study was to investigate the
curative effect of shock wave combined with acupuncture in
the treatment of senile cervical spondylotic radiculopathy
[1]. Zhou et al. studied the clinical efficacy of Baimai plaster
massage combined with cervical pain granules in the
treatment of cervical spondylotic radiculopathy [2]. Cui et al.
discussed the efficacy of low-weight continuous traction in
treating nocturnal pain of cervical spondylosis [3]. Juan et al.
discussed the clinical efficacy of joint loosening combined
with nerve loosening in the treatment of cervical spondylotic
radiculopathy [4]. Sheng et al. discussed the clinical efficacy
of acupuncture combined with cervical pain granules in
treating cervical spondylotic radiculopathy [5]. Zhang et al.
studied the clinical efficacy of warm acupuncture under the
guidance of high-frequency ultrasound in the treatment of
cervical spondylotic radiculopathy [6]. Jiang et al. discussed
the application effect of TCM nursing clinical pathway in
patients with cervical spondylotic radiculopathy [7]. Chen
et al. analyzed the clinical efficacy of acupuncture, traction,
and cervical vertebra in the treatment of cervical spondylotic
radiculopathy [8]. Yang et al. analyzed the efficacy of Xifeng
dredging collaterals combined with Shujing tongdu point in
the treatment of vertebral artery type cervical spondylosis
[9].

X-ray examination is the cheapest, is simple and easy to
perform, and is often used in routine detection and diagnosis
of cervical spondylosis [10]; it is a routine examination
method for cervical spondylosis and has important clinical
significance for the diagnosis of cervical spondylosis. It is
generally believed that radiculotype cervical spondylopathy

is mainly related to lower cervical spondylopathy and
osteophyte hyperplasia, while vertebral artery type cervical
spondylopathy is mainly manifested as atlantoaxial joint
unalignment or cervical instability. In the previous litera-
ture, experimental designs were designed to summarize the
X-ray manifestations of cervical spondylotic radiculopathy
or vertebral artery spondylopathy without comparative
analysis of the X-ray manifestations of the two. &e dif-
ference in radiographic appearance between the two is in-
conclusive. &ere have been few studies on the findings of
atlanto-occipital radiograph in patients with cervical
spondylotic radiculopathy or vertebral artery type. &ere-
fore, on this basis, this paper studied the curative effect of
digital X-ray in cervical spondylotic radiculopathy. Cervical
spondylotic radiculopathy is mainly manifested in atlanto-
occipital joint extension disorder, while vertebral artery type
cervical spondylopathy is mainly manifested in atlantoaxial
joint flexion disorder, and this difference is closely related to
its pathological mechanism.

2. Research Methods

2.1. Experiment Design: Single-Blind Control

2.1.1. Sample Size

Observation group: 60 cases of cervical spondylotic
radiculopathy.
Control group: 60 cases of vertebral artery type of
cervical spondylosis.

2.2. Implementation Method. 120 cases of X-ray films were
randomly sorted, and then four clinicians trained in mea-
surement were assigned to measure the numbered X-ray
films without knowing the type of cervical spondylosis and
input corresponding data. After data entry is completed, the
analyst will break the blind and complete data statistical
analysis.

2.3. Content and Method of Line Slice Measurement. &e
computer software ImageJ was used for imaging measure-
ment. During measurement, X-ray film in DICOM format
was imported into the program to open, and the drawing
tool and measurement tool of ImageJ were used for mea-
surement. Specific measurement contents and methods are
as follows:

(1) Cervical curvature: the distance between the poste-
rior edge of the cervical curvature vertex vertebra
and the tip edge of the axial odontoid process and the
posterior lower edge of the seventh cervical vertebra
was measured (curve convex is positive, and curve
backward tensioning is negative).

(2) Interangle: the angle formed along the saddle dorsal
slope and the central point of the anteroposterior
atlas nodules (positive angles are those located be-
hind the cervical vertebra and negative angles are
those located in front of the cervical vertebra) (see
Figure 1).
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(3) C1/C2 angle: the angle between the line between
the central point of the anterior and posterior atlas
nodules and the tangent line of the lower margin of
the C2 vertebral body (positive angle is located
behind the cervical vertebra body, and negative
angle is located in front of the cervical vertebra
body).

(4) C2/C3 angle: the degree formed by the tangent of the
articular plane of the lower edge of the C2 vertebral
body and the tangent of the lower edge of the C3
vertebral body (positive angle is located behind the
cervical vertebra body, and negative angle is located
in front of the cervical vertebra body).

(5) Posterior spacing of C0/C1: the shortest distance
between the occipital bone and the posterior atlas
tubercle.

(6) Posterior spacing of C1/C2: the shortest distance
between the posterior atlas tubercle and the axial
spinous process.

(7) Lower cervical instability segment: on the cervical
functional radiograph, angle >11° was formed be-
tween the vertebrae at the point where the extension
line intersected the lower edge of the sliding verte-
brae and the sum of the distance from the lower edge
of the sliding vertebrae to the sum of the distance
from the same vertebrae to the posterior edge of the
same vertebrae ≥2mm.

(8) Interarticular angle flexion range: the difference be-
tween the interarticular angle on the anterior flexion
film and the interarticular angle on the lateral film.

(9) Extension range of motion of inter-articular angle:
the difference between the inter-articular angle of the
post extension film and the inter-articular angle of
the lateral film.

3. Result Analysis and Discussion

3.1. X-Ray Analysis

3.1.1. Cervical Curvature. Comparison of cervical curvature
between the two groups is shown in Table 1.

3.1.2. Angle between C0 and C1. Comparison of angle be-
tween C0 and C1 between the two groups is given in Table 2.

3.1.3. Angle between C1 and C2. Comparison of C1 and C2
angles between the two groups is given in Table 3.

3.1.4. Angle between C2 and C3. Comparison of C2 and C3
angles between the two groups is given in Table 4.

3.1.5. C0/C1 Rear Spacing. Comparison of posterior spacing
of C0/C1 between the two groups is given in Table 5.

3.1.6. Back Spacing of C1/C2. Comparison of posterior
spacing of C1/C2 between the two groups is given in Table 6.

3.1.7. Correlation Analysis of Angular Flexion Change be-
tween C1 and C2 and Posterior Space Flexion Change.
Correlation between anterior flexion of C1/C2 angle and
posterior distance is given in Table 7.

3.1.8. Lower Cervical Instability. Comparison of the pro-
portion of lower cervical instability between the two groups
is given in Table 8, and comparison of the distribution of
lower cervical instability segments between the two groups is
given in Table 9.

4. Discussion

&e experimental results, as known from Table 1, show that
the lateral cervical curvature of the VCS group was
0.43± 0.51 and the lateral cervical curvature of the CSR
group was 0.46± 0.49, both of which were significantly lower
than the normal value (1.2± 0.5 cm), as shown in Figure 2,
suggesting that patients in both groups had the character-
istics of cervical curvature straightening. When the cervical
spine flexes forward, the cervical spine flexes and moves
forward, causing the reduction of cervical curvature. &e
opposite is true for stretching. &erefore, the changes of
cervical curvature in the overflexion and overextension
positions can indirectly reflect the state of cervical motion.
&e anterior flexion neck curvature of the VCS group was
less than that of the CSR group (P< 0.05), as shown in
Figure 3, suggesting that the VCS had limited cervical an-
terior flexion movement compared with the CSR group.

&e occipital neck has a large range of flexion, extension,
and rotation.&e flexion and extension of the neck is mainly
completed by the atlanto-occipital joint, which accounts for
half of the whole range of neck motion. &e left and right
rotations of the head and neck are mainly completed by the

L

Figure 1: Measurement method of upper cervical intervertebral
angle and posterior space.
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atlantoaxial joint, and its motion range can also account for
about half of the entire rotation of the neck. &e normal
range of flexion and extension of atlanto-occipital joint and

Table 1: Comparison of cervical curvature between the two groups
(unit: cm).

&e neck piece Group Mean± SD (cm) t P

Side a VCS 0.43± 0.51
−0.313 0.755CSR 0.46± 0.49

Top down VCS −0.62± 0.41 2.088 0.039∗CSR −0.77± 0.37

After sticking a VCS 1.24± 0.55 0.403 0.688CSR 1.20± 0.51

Flexion or value VCS 1.83± 0.70
−1.138 0.257CSR 1.97± 0.60

∗&e curvature of the anterior flexion cervical spine in the VCS group was
lower than that in the CSR group, with statistically significant difference
(P< 0.05).

Table 2: Comparison of angle between C0 and C1 between the two
groups (unit: angle).

Group Mean± SD
(cm) t P

Side a VCS 57.50± 8.49
−0.340 0.735CSR 58.13± 10.35

Top down VCS 53.86± 9.84 0.032 0.974CSR 53.80± 9.42

After sticking a VCS 66.70± 9.59 1.435 0.154CSR 63.73± 11.49

Before the degree VCS 2.96± 5.23
−1.038 0.302CSR 4.12± 5.49

After elongation VCS 8.81± 5.93 2.927 0.004∗CSR 5.64± 5.10
Flexion extension
range

VCS 12.28± 6.10 1.780 0.078CSR 9.78± 7.17
∗&e extension range of motion between C0 and C1 angles in the VCS
group was significantly larger than that in the CSR group. &e difference
was statistically significant (P< 0.01).

Table 3: Comparison of C1 and C2 angles between the two groups
(unit: angle).

Group Mean± SD
(cm) t P

Side a VCS 27.11± 4.76
−2.325 0.022∗CSR 29.40± 5.74

Top down VCS 20.98± 6.31
−0.979 0.330CSR 22.04± 5.43

After sticking a VCS 31.72± 5.66
−0.990 0.324CSR 32.74± 5.43

Before the degree VCS 5.94± 3.45
−2.045 0.043#CSR 7.35± 3.89

After elongation VCS 4.62± 4.21 1.840 0.068CSR 3.34± 3.22
Flexion extension
range

VCS 10.74± 4.79
−0.056 0.956CSR 10.69± 4.53

∗Lateral C1/C2 angle in the VCS group was lower than that in the CSR group,
with statistically significant difference (P< 0.05). #&e flexion range of C1/C2
angle in the VCS group was smaller than that in the CSR group (P< 0.05).

Table 4: Comparison of C2 and C3 angles between the two groups
(unit: angle).

Group Mean± SD (cm) t P

Side a VCS 1.75± 4.27
−0.743 0.457CSR 2.47± 3.23

Top down VCS −2.55± 4.40
−1.146 0.254CSR −1.65± 4.06

After sticking a VCS 4.75± 4.94 0.762 0.448CSR 4.15± 3.42

Before the degree VCS 4.54± 3.72 0.619 0.537CSR 4.12± 3.49

After elongation VCS 2.72± 3.63 1.800 0.075CSR 1.68± 2.51

Flexion extension range VCS 7.30± 4.36 2.011 0.047CSR 5.80± 3.65
&ere was no statistically significant difference in the angle between the two
groups.

Table 5: Comparison of posterior spacing of C0/C1 between the
two groups (unit: cm).

Group Mean± SD
(cm) T or Z P

Side a VCS 0.57± 0.30
−0.065 0.948CSR 0.57± 0.28

Before the degree VCS 0.64± 0.30
−0.849 0.398CSR 0.68± 0.28

After elongation VCS 0.20± 0.23 0.165 0.869CSR 0.20± 0.22
Forward bending change
value

VCS 0.06± 0.23
−1.229 0.222CSR 0.11± 0.24

Change in extension VCS 0.38± 0.25 0.007 0.994CSR 0.28± 0.25

Flexion or value VCS 0.44± 0.28
−0.975 0.311CSR 0.49± 0.31

&ere was no statistically significant difference in the posterior space be-
tween the two groups.

Table 6: Comparison of posterior spacing of C1/C2 between the
two groups (unit: cm).

Group Mean± SD
(cm) T or Z P

Side a VCS 0.48± 0.23 0.474 0.637CSR 0.46± 0.21

Before the degree VCS 0.74± 0.28
−1.051 0.296CSR 0.80± 0.28

After elongation VCS 0.31± 0.15
−0.673 0.503CSR 0.33± 0.15

Forward bending
change value

VCS 0.26± 0.16
−2.157 0.033∗CSR 0.33± 0.20

Change in extension VCS 0.17± 0.18 1.192 0.236CSR 0.14± 0.11

Flexion or value VCS 0.43± 0.22
−0.896 0.372CSR 0.47± 0.21

∗&e flexion change of C1/C2 posterior space in the VCS group was less
than that in the CSR group, with statistically significant difference
(P< 0.05).
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atlantoaxial joint was ±13° and ±10°, respectively. In this
experiment, from Tables 2–6, the range of flexion and ex-
tension of atlanto-occipital joint in both groups was sig-
nificantly less than the normal range, suggesting that both
groups had atlanto-occipital flexion and extension disorders.
Among them, the atlanto occipital joint extension dys-
function of CSR is more serious than that of VCs (P< 0.01).
&e range of flexion and extension of the atlantoaxial joint in
both groups was significantly less than the normal range,
indicating the presence of atlantoaxial flexion and extension
dysfunction in both groups. Among them, the atlantoaxial
flexion dysfunction of VCS was more significant than that of
CSR (P< 0.05).

Radical cervical spondylopathy (CSR) is caused by disc
degeneration, herniation, segmental instability, hyper-
osteogenesis, or osteophyte formation that irritates and
compacts the cervical nerve roots in the spinal canal or in the
foraminal area. During cervical anterior flexion, the liga-
mentum flavum and the posterior longitudinal ligament
were elongated, and the sagittal diameter of the cervical
canal and the area of the intervertebral foramen were in-
creased accordingly, which could relieve the mechanical
compression of nerve roots. However, cervical posterior
extension activity can cause contraction of posterior cervical
muscle group and reduction of intervertebral foraminal area
and further aggravate neck, shoulder, and arm pain by ir-
ritating the pathological segmental nerve roots. &erefore, in
patients with CSR, posterior extension activity disorders in
upper neck are particularly obvious, while anterior flexion
activity disorders are less severe than VCS. &e two major
curves of the vertebral artery are located in the occipital
atlantoaxial complex. According to the mechanical com-
pression theory, excessive cervical spine movement can
cause the spatial changes of the cervical structure, especially
the spatial changes of the occipito-atlantoaxial complex,
resulting in the insufficiency of blood supply to the vertebral
artery and inducing dizziness. &erefore, upper cervical
flexion and extension dysfunction in VCS patients is a state
of self-preservation. Furthermore, the vertebral artery was
bent almost at right angles above the upper mouth of the
transverse foramen of the atlas and was fixed in the groove of
the vertebral artery of the atlas by the posterior membrane of
the atlas. During cervical anterior flexion, the posterior
atlanto-occipital membrane is stretched and local tension is
increased, thereby compacting the vertebral artery across the
atlanto-vertebral artery sulcus, resulting in insufficient blood
supply. &us, atlanto-occipital flexion dysfunction was more
pronounced in VCS patients than in CSR.

In the course of flexion and extension of occipito-
atlantoaxial joint, the posterior distance of occipito-atlan-
toaxial joint and occipito occipital joint changed accord-
ingly. &erefore, this experiment is an attempt to analyze

Table 7: Correlation between anterior flexion of C1/C2 angle and posterior distance.

Indicators Forward flexion variation of the posterior spacing of C1/C2
Forward flexion between C1 and C2 angles 0.622∗∗
∗∗P< 0.001 indicates a significant correlation between the two.

Table 8: Comparison of the proportion of lower cervical instability
between the two groups.

Instability No instability X2 P

VCS 35 25 0.539 0.463CSR 31 29
&ere was no statistically significant difference in the proportion of lower
cervical instability between the two groups.

Table 9: Comparison of the distribution of lower cervical insta-
bility segments between the two groups.

&e section of instability VCS CSR X2 P

C3 9 9

0.133 0.936
C4 17 15
C5 8 6
C6 1 1
C7 0 0
&ere was no statistically significant difference in the distribution of lower
cervical instability between the two groups.

VCS CSR

Cervical spine instability

Unstability
No instability

0
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Figure 2: Comparison of cervical instability between the two
groups.

C4 C5 C6 C7

Distribution of lower cervical instability segments
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Figure 3: Comparison of cervical instability segment distribution
between the two groups.

Journal of Healthcare Engineering 5



and study this index. &e experimental results are given in
Table 7, and there was no significant difference between the
two groups in the statistical analysis of the posterior space
between the occipito-atlanto joints at all states, and no
statistical results consistent with the occipito-atlanto angle
were obtained. &e consideration is related to the difficulty
in determining the occipital condylar boundary. In the VCS
group, the change value of flexion activity in the posterior
space of the atlantoaxial joint was smaller than that in the
CSR group (P< 0.05), suggesting that the flexion activity of
the atlantoaxial joint was limited in the VCS patients, which
was consistent with the statistical results of the atlantoaxial
angle. &ere was a positive correlation between the atlan-
toaxial angle and the change of flexion activity in the dis-
tance behind the atlantoaxial joint (R� 0.622) (P< 0.001).
Comparatively speaking, the posterior distance of atlan-
toaxial joint is easier to measure than the angle between
atlantoaxial joints, so the former is recommended in clinical
practice.

Lower cervical instability is one of the imaging diag-
nostic criteria for vertebral artery type of cervical spondy-
losis, but it is also common in other types of cervical
spondylosis. &e results of this experiment are given in
Tables 8 and 9, and the incidence of lower cervical instability
was 58.3% in the VCS group and 51.7% in the CSR group,
and there was no statistical difference between the two
groups. &e distribution of lower cervical instability seg-
ments in both the CSR group and the VCS group was
concentrated in C3, C4, and C5, which was consistent with
previous literature. &ere was also no statistical difference in
the distribution of lower cervical instability between the two
groups. &ese results suggest that lower cervical instability is
only a manifestation of cervical degeneration and is not the
characteristic X-ray finding of vertebral artery or radi-
culotype cervical spondylosis.

In this study, X-ray films of both CSR and VCS showed
occipitocervical flexion and extension disorders, cervical
curvature straightening, and lower cervical instability.
However, there were some differences in the X-ray findings
between the two, among which the occipitocervical flexion
and extension disorders in VCS were mainly manifested in
atlantoaxial flexion disorders, while the CSR was mainly
manifested in atlanto-occipitocervical flexion and extension
disorders, and the differences were closely related to their
respective pathological mechanisms. In this study, the open
position and double oblique profile of CSR and VCS have
not been compared and analyzed, and further study is
needed.

5. Conclusions

Occipital and cervical flexion and extension disorders,
cervical curvature straightening, and lower cervical insta-
bility are common X-ray manifestations of radiculotype
cervical spondylopathy and vertebral artery type cervical
spondylopathy.

Cervical spondylotic radiculopathy is mainly manifested
in atlanto-occipital joint extension disorder, while vertebral
artery type cervical spondylopathy is mainly manifested in
atlantoaxial joint flexion disorder, and this difference is
closely related to its pathological mechanism.
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)e study shined spotlight on the effect of respiratory rehabilitation training on chronic obstructive pulmonary disease (COPD),
which was evaluated using speckle ultrasound algorithm-based cardiac ultrasound.)en, 90 patients with stable COPD, who were
admitted to the hospital from January 2018 to December 2019, were randomly rolled into three groups, namely, the fast inhalation
and slow exhalation (A) group, abdominal breathing (B) group, and control (C) group. For group A, on the basis of the
conventional treatment, the method of rapid inhalation and slow exhalation was adopted. )e group B (n� 30) adopted the
abdominal breathing method besides the conventional treatment. In addition, the group C (n� 30) received only conventional
treatment. Finally, the efficacy and parameters of the three treatment methods were compared.)e echocardiographic parameters
and echocardiographic images were calculated and processed by the speckle tracking method. )ree kinds of operators were used
to track the myocardial spots successfully, and the corresponding points in the image were obtained and calculated. It was found
that there was no significant difference in the degree of dyspnea, exercise endurance, lung function, respiratory muscle function,
and quality of life (QOL) before treatment (P> 0.05). After treatment, in contrast with group C, the previously mentioned
indicators in groups A and B were obviously better (P< 0.05). Further, both the echocardiographic images and echocardiographic
parameters of groups A and B were obviously improved, and there was no obvious difference between groups A and B. Hence,
some degree of respiratory rehabilitation was very effective in the diagnosis of patients with chronic pulmonary obstruction. In
conclusion, the speckle tracking algorithm-based cardiac ultrasound improves the image quality. At the same time, respiratory
rehabilitation training is effective on COPD and worthy of clinical promotion.

1. Introduction

)e common symptoms of COPD are characterized by ir-
reversible airflow limitation and difficulty in breathing, and
patients often have more severe dyspnea at the onset. At the
same time, as the disease progresses, the patient’s airflow
limitation aggravates, and this symptom is largely related to
the inhalation of harmful gases and particles [1, 2]. As a
modern disease, COPD has high fatality and disability rates.

With the development of modern medicine, ultrasound
diagnosis is adopted in the detection of heart function in

patients with COPD. At this stage, some speckles often
appear in cardiac ultrasound images. For these speckles,
there are two common points at this stage. One point is that
it is a kind of noise that influences the image quality. )e
other point claims that it is a structural signal, which mainly
reflects the information between the organ tissue and the
imaging medium [3, 4]. Although the two viewpoints are
quite different, their purpose is consistent, that is, for better
diagnosis, research, and treatment of lesions. At the same
time, due to the complexity of COPD itself, it often has
complex effects on body functions, which not only acts on
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the respiratory system, but also has an impact on the
structure of skeletal muscle as a result of inflammation in the
body caused by COPD. )en, it causes dysfunctions in the
respiratory muscles and further aggravates the patient’s
condition [5, 6]. )e symptoms of weakened respiratory
muscle function include decreased muscle function and
decreased muscle endurance, which are often accompanied
by dyspnea, increased carbon dioxide content in the blood,
and decreased exercise capacity.

Further research on related phenomena shows that the
increase in number of patients with reduced respiratory
muscle function will greatly aggravate the consumption of
medical resources, and the decline in respiratory muscle
function also directly affects the survival rate of COPD
patients [7, 8]. )erefore, it is necessary for COPD patients
to exercise to improve their respiratory muscle function, and
the way to realize it is to perform breathing training.

)erefore, the therapeutic effect of respiratory rehabil-
itation training on COPD patients was further studied
utilizing speckle tracking algorithm-based ultrasound
images.

2. Methods and Materials

2.1. Feature Point Operator Construction and Matching
Pursuit. )e speckles in cardiac ultrasound generally reflect
the movement information of the epicardium and myo-
cardium. At the same time, the speckles move with the
movement of the myocardium. On this basis, the speckle
information closely related to the movement of the myo-
cardium is needed. In the study, the Forstner operator,
SUSAN operator, and Harris operator were selected as the
research subjects.

)e Forstner operator is a well-known positioning op-
erator in photogrammetry. It has the characteristics of fast
speed and high accuracy. )is operator takes the distance
from the origin to the edge line of the inner edge of the
window as the observed value, takes the gradient modulus
square as the weight, and estimates the coordinates of the
intersection point by the least square method. First, points
with greater gray-scale differences from the surroundings
were selected as feature points. )e absolute values of the
gray-scale differences in the four directions (up, down, left,
and right) of the pixel point were calculated as follows:

df1 � fa,b − fa+1,b


,

df2 � fa,b − fa,b+1


,

df3 � fa,b − fa−1,b


,

df4 � fa,b − fa,b−1


,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

wherefa,b is the gray value of (a, b), andfa+1,b,fa,b+1,fa,b+1,
and fa,b−1 are the gray values of the four neighboring points
of up, down, left, and right (a, b). )en, the mean value of
these four absolute differences is calculated as
M � mean df1, df2, df3, df4 . For a given threshold Y, if
M>Y, then (a, b) is the primary selected point.

In the 3× 3 window with the primary selection point (a,
b) as the center, the covariance matrix T and the interest

value I are calculated according to the simplified Forstner
operator, and the equations for T and I are as follows:

T �

 g
2
x  gxgy

 gxgy  g
2
y

⎛⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎠,

I �
4DeT(T)

(trT)
2 ,

(2)

wheregx and gy are the Roberts gradients, Det(T) is the
determinant of matrix T, trT is the trace of matrix T (the sum
of diagonal elements), andtrT �  g2

x +  g2
y. gx1. )e gx1

and gy1gy2 are as calculated as follows:

gx1 � f(a, b) − f(a − 1, b + 1),

gx2 � f(a + 1, b − 1) − f(a, b),

gy1 � f(a, b) − f(a + 1, b + 1),

gy2 � f(a − 1, b − 1) − f(a, b).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

)e SUSAN operator adopts the USAN corner detection,
that is, the pixel to be detected in the center of the circular
window template, is called core point. )e SUSAN template
slides over the image, and the gray value of the image pixel in
the template is compared with the gray value of the core
point at each position:

C x, x0(  �
1, Z(x) − Z x0( 


≤ t,

0, Z(x) − Z x0( 


≥ t,

⎧⎨

⎩ (4)

where x0 is the position of the core point of the image, x is
the position of other points in the template, Z0 is the gray
value function, t is the threshold to restore to the difference
value, and c(x, x0) is the comparison result. )e brightness
difference between points in the template and the core point
is calculated, and the sum is as follows:

n x0(  �  c x, x0( . (5)

)en, n is compared with a given threshold, and SUSAN
sets g as half of the size of nmax. Finally, the local maximum
value of the corner response is obtained, and the corre-
sponding pixel is marked as a corner point.

Inspired by the autocorrelation function in the signal
processing, Harris operator gives the matrix N related to the
autocorrelation function. )e eigenvalue of the N matrix is
the first-order curvature of the autocorrelation. If the two
curvature values are both high, the point is considered to be
a feature point, and the expression of the Harris operator is
as follows:

M � G(s)⊗
gu gugv

gugv gv

 , (6)

where q � Det(T) − kTrac2(T), k� 0.04, gu is the gradient
in the direction of x, gv is the gradient in the direction of y,
G(s) is the Gaussian template, ⊗ is the convolution oper-
ation, q is the interest value of each point, DeT is the de-
terminant of the matrix, Trac is the trace of the matrix, and k

is the threshold.
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2.2. Research Subjects and Groups. Ninety COPD patients
admitted to our hospital from January 2018 to December
2019 were selected. All patients admitted met the following
criteria: (i) patients had clinically confirmed COPD; (ii) they
were older than 50 years and younger than 75 years; (iii) they
had normal liver and kidney functions. Patients with the
following conditions were excluded: (i) those who had type I
or II respiratory failure; (ii) those who had pleural disease or
thoracic deformity, bone and joint disease, and neuro-
muscular junction disease; (iii) those who had received other
treatments including traditional Chinese medicine; (iv)
those who refused to receive rehabilitation training and had
poor compliance. All patients participating in the experi-
ment signed informed consent forms, and this study got
permission from the hospital ethics committee.

Ninety patients were randomly divided into three
groups, each with 30 cases, namely, the fast inhalation and
slow exhalation (A) group, abdominal breathing (B) group,
and control (C) group. For group A, on the basis of the
conventional treatment, the method of rapid inhalation and
slow exhalation was adopted. )e group B (n� 30) adopted
the abdominal breathing method besides the conventional
treatment. In addition, the group C (n� 30) received only
conventional treatment.

2.3. Respiratory Rehabilitation Training Methods. )e three
groups were all treated with conventional medical treatment,
which lasted for eight weeks. On this basis, the group A
accepted fast inhalation and slow-exhalation training, and
the group B accepted abdominal breathing training. Fast
inhalation and slow exhalation training method: the patient
was asked breathe quickly through the nose, breathe as much
as possible until the lungs were saturated, and the saturated
state should be maintained for a short time.)en, the patient
breathed out slowly. )e exhalation process was also
completed through the nose, and the whole breathing was
about five seconds, and the time ratio of inhalation and
exhalation was 1 : 3 or 1 : 4. Abdominal breathing training
method was as the patient’s left hand was placed on the chest
and the right hand on the upper abdomen. )e patient
should keep the abdomen swelling when inhaling and make
the abdomen actively collapse when exhaling and place the
right hand on the back when exhaling, to give a certain
pressure in the direction so that the diaphragm can effec-
tively recover, while the left hand remains motionless during
the entire breathing process.

2.4.RelatedTesting Indicators. )e basic examinations for all
selected patients included lung ventilation function, respi-
ratory muscle function, exercise endurance test, QOL score,
and dyspnea score. Among them, the QOL score was
measured using SGRQ, the score was within 0–100 points,
and the score was negatively correlated with the patient’s
health status.

)e functional dyspnea score was based on the British
medical research council (MRC) dyspnea scale. Level 0
means dyspnea during hard exercise; level 1 means shortness
of breath when people walk on flat ground or on small

slopes; level 2 is shortness of breath when people walk on flat
ground; therefore, they are slower than others of the same
age and need to stop and rest; level 3 means walking on flat
ground for about 100 meters or a few minutes and needs to
stop and breathe; level 4 means being unable to leave home
due to severe breathing difficulties or having difficulties
putting on or taking off clothes.

2.5. Statistical Analysis. )e SPSS 22.0 was adopted for
statistical analysis, and the mean± standard deviation was
adopted to express the counting results. )e comparison
between the two groups was realized by t-test, and P< 0.05
was statistically significant.

3. Results

3.1. FeaturePointExtractionandMatchingof SpeckleTracking
Algorithm. )e extraction results of the feature points of the
echocardiogram by the Forstner operator, SUSAN operator,
and Harris operator were compared, and the results are shown
in Figure 1. Figure 1(a) is the first image of the short-axismotion
of the left ventricle during diastole in echocardiography,
Figure 1(b) is the image processed by the Forstner operator,
Figure 1(c) is the image processed by the SUSAN operator, and
Figure 1(d) is the image processed by theHarris operator. It was
evident that the SUSAN operator and Harris operator were
obviously better than the Forstner operator in extracting fea-
tures at the corners of the contour. At the same time, the
running time of the Forstner operator algorithm was 2.054 s,
that of the SUSAN operator algorithm was 2.291 s, and that of
the Harris operator was 3.249 s (P< 0.05).

3.2. General Information. )is study included 90 patients in
the experiment, including 30 in groups A, B, and C, re-
spectively. Among them, there were 17 males and 13 females
in group A. )ey were 65.17± 5.78 years old in average, and
the average course of disease was 8.17± 1.24 years; in group
B, there were 14 males and 16 females, and they were
66.45± 7.22 years old in average, with an average course of
8.73± 1.34 years; group C included 20 males and 10 females,
and they were 66.14± 6.17 years old in average, and the
average course of disease was 8.01± 1.13 years. During the
experiment, there were no patients who were omitted to
follow-up, and the loss-to-follow-up rate was 0%. )en, the
previously mentioned information was compared (P< 0.05)

(Figure 2).

3.3. �e Difficulty to Learn Respiratory Rehabilitation
Training. Groups A and B undergoing breathing rehabilitation
training were evaluated for the difficulty of learning. )e lower
the score, the easier it was to master, and vice versa. )e results
are shown in Figure 3.)e score of groupAwas 2.14±0.57, and
that of group B was 2.58±0.95 (P> 0.05).

3.4. Changes in Exercise Endurance and Dyspnea.
Figure 4 shows the changes in exercise endurance and
dyspnea before and after breathing rehabilitation training,
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Figure 1: Feature point extraction effect.
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Figure 2: Comparison of general patient data. (a) Gender; (b) age and course of disease (∗ means that the difference was statistically
significant P< 0.05).
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and there was no obvious difference in exercise endurance
and dyspnea before the three groups of patients (P> 0.05).
After training, in contrast with C, patients in groups A and B
had a significant increase in exercise endurance and a sig-
nificant improvement in dyspnea (P< 0.05), and the dif-
ference between groups A and B was not obvious (P> 0.05).

3.5. Changes in Lung Function. )e changes in lung function
before and after respiratory rehabilitation training are
shown in Figure 5. )ere was no obvious difference between
the deep inspiratory volume (IC) and peak inspiratory flow
rate (PIF) of patients in groups A, B, and C before training
(P> 0.05). After training, in contrast with group C, the IC
and PIF of groups A and B were obviously increased
(P< 0.05), and there was no obvious difference between
groups A and B (P> 0.05).

3.6. Changes in Cardiac Function. )is part of the detection
was carried out using the spot tracking algorithm, and the
changes in the heart function before and after the respiratory

rehabilitation training are shown in Figure 6. Before
training, the difference between left ventricular EDVI and
left ventricular ESVI was not obvious (P> 0.05) in groups A,
B, and C. After training, in contrast with group C, the EDVI
and ESVI of groups A and B were obviously reduced
(P< 0.05), and the difference between the groups A and B
was not obvious (P> 0.05).

3.7. Changes in RespiratoryMuscle Function. )e changes in
respiratory muscle function before and after respiratory
rehabilitation training are shown in Figure 7. )ere was no
obvious difference between pretraining MIP and MEP in
groups A, B, and C (P> 0.05). After training, in contrast
with group C, the MIP and MEP of groups A and B were
obviously increased (P< 0.05), and there was no obvious
difference between groups A and B (P> 0.05).H2O

3.8.Changes in theQOL. )e changes in the QOL before and
after respiratory rehabilitation training are indicated in
Figure 8. )e overall QOL in groups A, B, and C before
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Figure 4: Changes in exercise endurance and dyspnea. (a) Exercise endurance; (b) difficulty breathing.
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training was low (P> 0.05). After training, in contrast with
group C, the QOL of groups A and B had a significant
increase (P< 0.05), and there was no obvious difference
between groups A and B (P> 0.05).

4. Discussion

At this stage, the main treatment methods for patients in the
stable phase of COPD are drug therapy and nondrug
therapy, and respiratory rehabilitation therapy is not the
mainstream treatment method [9]. COPD patients often
have problems not only with lung function, but also with
heart function. In the study, speckle tracking algorithm was
adopted to analyze cardiac ultrasound. It was found that the
point of motion between adjacent frames was small, and it
was limited to calculate the elastic strain parameter rotation

angle of the local area according to this. However, it was
sensible to calculate the movement displacement length by
combining the movement displacement vector of each point
in the movement process. Movement restriction is one of the
main symptoms that can be observed in patients with
COPD. Due to functional impairment of the respiratory
muscles, the patient often suffers a significant increase in
load at the same time, which in turn causes that the patient’s
ventilation volume is unable to meet the increased demand
for ventilation during exercise [10]. Berry et al. showed that
systematic breathing training can obviously improve the
patient’s exercise endurance. In this study, the 6-MWD of
groups A and B were obviously increased compared with
before training, indicating that the two training methods can
also improve the exercise endurance of patients with COPD
[11]. It was confirmed in the study that both breathing
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Figure 5: Changes in lung function. (a) Inspiratory volume (IC); (b) peak inspiratory flow (PIF) rate.
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training methods can increase the patient’s IC value, sug-
gesting that the increase in IC may be an important reason
for the improvement of patients’ exercise endurance. In
addition, exercise endurance is not only related to the pa-
tient’s ventilation ability, but also related to the function of
the limbs and respiratory muscles. Langer et al. found that
MIP was an important factor affecting exercise endurance in
patients with severe COPD, indicating that respiratory
muscle function was related to exercise endurance. In this
study, the respiratory muscle strength of the two groups of
patients was obviously improved compared with before
training [12].

Due to the particularity of the disease itself, COPD often
manifests as a complex respiratory system disease, accom-
panied by chronic disease of multiple organs throughout the
body, which affects a variety of extrapulmonary tissues
including skeletal muscle [13]. Due to the appearance of
inflammation, the system has an impact on the structure of
organs including skeletal muscles, which further leads to the

dysfunction of the body including respiratory muscles [14].
Respiratory muscle dysfunction is often caused by a com-
bination of many factors and, to a large extent, is closely
related to the clinical manifestations of COPD patients and
the severity of the disease [15]. Breathing training can im-
prove the breathing of patients. )e study of Kerti et al.
showed that, after breathing muscle training in COPD
patients, MIP increased obviously before training [16]. In
this study, the MIP and MEP of patients in groups A and B
were obviously increased than before training, suggesting
that both training methods can improve the respiratory
muscle function of COPD patients.

5. Conclusion

In this research, the three operators of the speckle tracking
algorithm were studied and verified accordingly. )en, the
therapeutic effect of respiratory rehabilitation training on
COPD patients was further explored, and it was found that,
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in contrast with the control group, the degree of dyspnea,
exercise endurance, lung function, respiratory muscle
function, and life quality were obviously improved
(P< 0.05). In the study, MIP andMEP in group A and group
B were significantly higher than those before training, in-
dicating that both the two training methods can improve the
respiratory muscle function of COPD patients. However, the
research on the algorithm in this study is limited to cardiac
ultrasound images. Whether the speckle tracking algorithm
is useful for other ultrasound images and needs to be further
explored. At the same time, the experimental research
samples are small and the types of patients are not sub-
divided, which should be improved in the future.

Data Availability

)e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

)e authors declare no conflicts of interest.

Acknowledgments

)is work was supported by Wenzhou science and Tech-
nology Bureau (Y20190671).

References

[1] U. W. Iepsen, K. J. Jørgensen, T. Ringbaek, H. Hansen,
C. Skrubbeltrang, and P. Lange, “A systematic review of re-
sistance training versus endurance training in COPD,”
Journal of Cardiopulmonary Rehabilitation and Prevention,
vol. 35, no. 3, pp. 163–172, 2015.
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Background. Ferroptosis is a type of cell death with major topic of debate under current research and plays an important role in
disease regulation. Objective. In this study, the literature management software Bibexcel and knowledge graph tool VOSviewer
were used to summarize and analyze the international research trends and hotspots about ferroptosis in recent years, which
highlight the disease mechanism, diagnosis, and treatment related to ferroptosis.Material/Methods. (e core collection database
of Web of Science was used for retrieving ferroptosis research literature. (e information such as the amount of text, the country,
the period, the institution, the fund, and the keywords was extracted by the bibliometric tool Bibexcel. (e cooccurrence and
clustering function of VOSviewer were used to analyze the high-frequency keywords and the cooperative network of the author,
institution, and country. Results. (e research of ferroptosis started late and was formally proposed in 2012. It has developed
rapidly and presented an “exponential” growth trend. China, the United States, Germany, Japan, and France are the main national
forces of ferroptosis research development. (e United States and China have a relatively high degree of support and attention to
ferroptosis. Exploring oxidative stress, inducers/inhibitors, synergistic antitumor effect, relationships with other cell death types,
GSH/GPX4 and iron metabolism imbalance related mechanisms of ferroptosis, and ferroptosis in the nervous system disease,
ischemia-reperfusion injury, tumor, inflammation, and age-related diseases are the hot research directions. Conclusion. Fer-
roptosis has been a research hotspot in the field of biomedicine in recent years and has attracted the attention of scholars all over
the world. (e occurrence mechanism of ferroptosis and its application in neurological diseases, ischemia and reperfusion injury,
tumors, inflammation, and aging are the hot directions of current research. In the future, ferroptosis can be appropriately
considered for strengthening new approaches, new diseases, new inductors, new inhibitors, clinical transformation, and tra-
ditional medicine research.

1. Introduction

Ferroptosis is an iron ion-related metabolic abnormality
with the main feature of lipid peroxidation programmed cell
death which has caused extensive attention in recent years.
Its gene expression, reaction molecules, biochemical char-
acteristics, and influence morphology are different from
other known cell death types: apoptosis, autophagy, necrosis,
and pyroptosis. (e related mechanisms of ferroptosis such
as iron metabolism imbalance, oxidative stress, abnormal

glutamate metabolism, and lipid metabolism are involved in
the occurrence and development of many diseases and have
common mechanisms with the pathological changes of
many diseases. (ese original and important discoveries
provide new potential targets for the prevention and control
of ferroptosis related diseases. Current evidence shows that
ferroptosis plays an important role in ischemia-reperfusion
injury, tumor disease, renal failure, circulatory system dis-
ease, and nervous system disease [1]. (erefore, it is of
positive significance to summarize the existing research
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results of ferroptosis, discuss the research trends and frontier
hotspots of ferroptosis, and reveal the new detailed mo-
lecular targets and mechanisms of ferroptosis in depth.

At present, many research summaries and analyses are
often confined to literature reading combined with per-
sonal experience, lacking a general overview and overall
grasp. In this study, literature management software
Bibexcel and knowledge map tool VOSviewer were used to
conduct bibliometric and visual analysis of ferroptosis.
(rough the analysis of literature keywords, authors,
countries, institutions, funds, and cocitations in the field of
ferroptosis research, it explores its research background,
research status, research hotspots, and dynamic trends. It
hopes to provide references and suggestions for the re-
search on the pathogenesis and clinical application of
ferroptosis in the future.

2. Materials and Statistical Analysis

2.1. 1e Data Source. (e literature in this study is mainly
from the Web of Science core collection database, Science
Citation Index Expanded. (e timeline is limited to 2020
from the beginning of the construction of the database. (e
types of literatures were restricted to ARTICLE and RE-
VIEW, and two researchers independently searched and
screened the literatures with TS� (“Ferroptosis” OR “Iron
Death”), regardless of language. (e search date was De-
cember 17, 2020. A total of 1,363 effective literatures were
obtained.

2.2. Statistics and Analysis. After selecting the valid doc-
uments related to the research, they were downloaded and
saved in plain text format. Bibexcel was used to extract the
number of papers, year, journal, country, fund, and key-
words from the effective bibliography, and the software
was used to calculate the H-index of the corresponding
author. (e H-index indicates that the author’s H paper
has been cited at least H times at most. (e H-index can
accurately evaluate and reflect the academic achievement
and level of researchers, so as to discuss and compare the
contributions of researchers to the field [2]. (e research
results show that the higher the H-index value, the higher
its quantity, quality, and academic influence. Frequency
statistics and keyword analysis of VOSviewer 1.6.15 and
Pajek5.13 were used to perform biclustering analysis of
high-frequency keywords, and VOSviewer software net-
work analysis and density analysis modules for visual map
analysis were used so as to objectively reflect research
hotspots. (e author’s collaboration network, institutional
collaboration network, and country-regional collaboration
network visualized collaborative analysis were all realized
through VOSviewer [3, 4], which provides guidance and
reference for scholars to understand the current situation
of cooperation in the research field and carry out extensive
scientific research cooperation. Data entry, analysis, and
verification were independently completed by two re-
searchers. (e rest of the chart-making and analysis were
done in Excel 2013.

3. Results

3.1. Basic Features of the Literature

3.1.1. Distribution of Publication Output. From 2012 to
2020, A total of 1363 articles related to the ferroptosis field
can be collected. (e number of publications in the field of
ferroptosis is increasing, overall showing the “exponential”
rapid growth. It shows that ferroptosis research is in its
development process of “growing period” with a great po-
tential to grow.(e earliest research was carried out in 2012.
After 2018, the number of published articles was more than
100, and the number of published articles was the highest in
2020. (is indicates that the research of ferroptosis has been
the focus of scholars’ attention in recent years and is a hot
research direction of future medical research (Figure 1).

3.1.2. Distribution of Country. (rough Bibexcel software, a
scientific metrological analysis is made of the national
characteristics of ferroptosis research. (e results show that
more than 100 papers were published in four countries,
accounting for 96.99% of the total number of papers pub-
lished. (e top 5 countries are China, the United States,
Germany, Japan, and France (Table 1), indicating that these
5 countries are the core strength of international ferroptosis
research field. In addition, the number distribution map of
the world presents that Eastern Asia, North America,
Europe, and Oceania are the core region for ferroptosis
research, which is basically in line with the world’s regional
economic, social, and cultural level of spatial distribution
pattern. China located in the Eastern Asia region is the rapid
development country of ferroptosis research, but the average
cited frequency and H-index are on the low side (Figure 2).

3.1.3. Distribution of Academic Journals. (e journals of
ferroptosis were analyzed, the number of journals was
counted, as well as citations and influencing factors, and the
number of articles published by the top 10 journals
accounted for 18.78% of the total number of articles pub-
lished. Among them, more than 30 papers have been
published in “Cell Death and Disease,” “Biochemical and
Biophysical Research Communications,” and “Free Radical
Biology and Medicine.” Combining the influencing factors
and citations of major journals, it can be found that “Cell
Death & Disease,” “Free Radical Biology and Medicine,”
“Redox Biology,” “Cell Death and Differentiation,” and
“Oxidative Medicine and Cellular Longevity” are also high-
impact journals with an impact factor over 5 (Table 2). To a
certain extent, such journals can be regarded as the main
position and representative of ferroptosis. Well-known
journals about cytology, biomolecular science, compre-
hensive medicine, and oncology have shown greater interest
and tendency in the research of ferroptosis, reflecting the
comprehensiveness and intersectionality of the research.

3.1.4. Distribution of Funding Institutions. (e funded
projects of the thesis results often reflect the attention rate of
the country and institutions to the research field and also
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Table 1: Country distribution (top 10).

Rank Country (region) Freq. Total citation frequency (e average cited frequency H-index
1 China 620 10828 17.46 73
2 USA 434 22377 51.56 48
3 Germany 161 9366 58.17 45
4 Japan 107 4264 39.85 25
5 France 62 2982 48.10 25
6 Australia 51 3010 59.02 22
7 UK 50 3752 75.04 20
8 Canada 46 2092 45.48 18
9 Italy 44 1539 34.98 17
10 Russia 35 1640 46.86 15
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Figure 2: Distribution of countries with more than 10 publications.
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Figure 1: Number of annual publications.

Table 2: (e characteristics of main academic journals publications about ferroptosis (top 10).

Rank Journals Publications Total citation
frequency

(e average cited
frequency

Impact
factor

1 Cell Death and Disease 45 588 13.07 6.486

2 Biochemical and Biophysical Research
Communications 36 904 25.11 2.75

3 Free Radical Biology and Medicine 31 1112 35.87 6.457

Journal of Healthcare Engineering 3



represent the development trend of the corresponding re-
search, the existing research resources, and the research level
of related fields [5]. In these 1363 articles, a total of 5095
funds were found (Table 3). Five of the top 10 publications
funded by projects in the United States are leading. (ey are
National Institutes of Health (NIH), USA, United States
Department of Health Human Services, NIH National
Cancer Institute (NCI), NIH National Institute of General
Medical Sciences (NIGMS), and NIH National Institute of
Neurological Disorders Stroke (NINDS). In addition, the
number of published papers funded by the National Natural
Science Foundation of China is 427, ranking first (Figure 3).
Although in essence academic output level and academic
output quantity are not necessarily related to funding
projects, it can be found that the support and attention from
the United States and China to the field of ferroptosis re-
search are still relatively leading.

3.1.5. H-Index of Main Authors. Before the development
and application of the Hirsch index, various indicators for
evaluating the personal influence of researchers had their
own advantages. Compared with other indicators, the
H-index can organically combine the researcher’s output
and influence through algorithm technology, thus com-
prehensively considering the “quality” and “quantity” of
academic achievements [6]. Table 4 lists the H-index value
and the total number of citations of the top 15 authors whose
H-index was more than 10. Judging from the essential
significance of Hirsch index, 7 of the authors with an
H-index more than 10 are from the United States, ac-
counting for 46.7%, mainly from Columbia University and
the University of Pittsburgh. (is shows that these uni-
versities and research institutions have scientific research
resources in the field of ferroptosis with the leading level in
the world. At the same time, three Chinese authors, Tang
Deli, Wang Hao, and Wang Xu, whose H-index exceeds 10,
show that they play an indispensable role in the field of
ferroptosis and have a certain influence.

3.2. Visual Analysis

3.2.1. Analysis of the Author Partnership Network. A visual
analysis of the collaborative network of authors who pub-
lished more than 7 papers is shown in Figure 4. (e size of
the dots indicates the academic influence and cooperation
degree of authors; the width of the line between the dots

indicates the strength of the cooperative relationship be-
tween corresponding authors; and the color indicates the
subcluster network to which the authors belong. Author’s
network of cooperative relations of ferroptosis presents the
characteristics of “overall dispersion and multicenter and
regional concentration.” “Tang DL”-“Kang R,” “Stockwell
BR,” “Conrad M,” and “Angeli JPF” formed a larger net
cooperation subgroup and branch outward radiation. Ex-
ploring the author collaboration network relationship can
fully show the research achievements communication sit-
uation in the field.

3.2.2. Analysis of Cooperation Network Relationship about
Institutions. (e analysis of the cooperative network of
institutions that have published more than 10 papers is
shown in Figure 5. (e size of the dots indicates the aca-
demic influence and cooperation degree of the institutions;
the width of the lines between the dots indicates the strength
of the cooperative relationship between the corresponding
institutions; and the color represents the subcluster network
to which the institutions belong.(ere were roughly 6 major
cooperative subclusters. In cluster 4, the number and the
quantitative index of “Univ Pittsburgh” ranked first.
According to the literature, the University of Pittsburgh has
cooperated with 11 organizations such as “Guangzhoume-
duniv” and “Centsuniv.” (e University of Pittsburgh re-
searchers have succeeded in deciphering the ferroptosis
trigger signals language in cell, in 2020. “Univ Pittsburgh”
associated with “Jinan University” found iPLA2β is an
important regulatory protein for ferroptosis. (e accumu-
lation of lipid peroxides caused by loss of activity is closely
related to the occurrence of Parkinson’s disease. Inhibition
of ferroptosis is expected to be a new strategy for the
treatment of Parkinson’s disease [7]. In cluster 1, “Chinese
Acad Sci”-“Zhejiang Univ”-“Shanghai Jiao Tong Univ” as
representatives of Chinese university and research institu-
tions accounted for 27.1% of the total. Professor H. D. Wang
from Zhejiang University and others from Zhengzhou
University have discovered a drug for rheumatoid arthritis
known as Auranofin; it can significantly activate Hepcidin
and effectively reduce the iron overload burden. Further-
more, the researchers found that the molecular mechanism
for this phenomenon is to reduce iron overload by activating
the NF-κB/IL-6/JAK-STAT signaling pathway [8]. In 2020,
together with the Chinese Academy of Medical Sciences and
others, Professor H. D. Wang clarified the effect and mo-
lecular regulation mechanism of ferritin inhibiting the

Table 2: Continued.

Rank Journals Publications Total citation
frequency

(e average cited
frequency

Impact
factor

4 Redox Biology 27 740 27.41 9.789
5 International Journal of Molecular Sciences 25 200 8.00 4.653
6 Cell Death and Differentiation 22 1999 90.86 9.597
7 Oxidative Medicine and Cellular Longevity 20 193 9.65 5.608
8 Scientific Reports 18 237 13.17 4.576
9 Frontiers in Neuroscience 16 261 16.31 2.649
10 Cancers 16 56 3.50 6.433
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Table 4: H-index of main authors (H-index more than 10).

Rank Author Country Publications Total citation frequency (e average cited frequency H-index
1 Stockwell USA 47 10054 213.91 33
2 Conrad Germany 36 5059 140.53 26
3 Linkermann Germany 28 4157 148.46 21
4 Tang China 39 3525 90.38 20

Table 3: Funds distribution (top 10).

Rank Fund subvented organizations Number of literatures (articles)
1 National Natural Science Foundation of China (NSFC) 427
2 National Institutes of Health (NIH), USA 307
3 United States Department of Health Human Services 307
4 NIH National Cancer Institute (NCI) 160
5 NIH National Institute of General Medical Sciences (NIGMS) 93
6 German Research Foundation (DFG) 74
7 Ministry of Education, Culture, Sports, Science and Technology (MEXT), Japan 70
8 Japan Society for the Promotion of Science 61
9 Grants-in-Aid for Scientific Research (KAKENHI) 46
10 NIH National Institute of Neurological Disorders Stroke (NINDS) 40
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46 40

National Natural Science Foundation of China NSFC

National Institutes of Health NIH USA
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Nih National Cancer Institute NCI

Nih National Institute of General Medical Sciences Nigms
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Ministry of Education Culture Sports Science and
Technology Japan Mext
Japan Society for the Promotion of Science

Grants In Aid for Scientific Research Kakenhi

Nih National Institute of Neurological Disorders Stroke Ninds

Figure 3: Top 10 fund organizations and number of publications.
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occurrence of cardiomyopathy by regulating ferroptosis. It
was first revealed in vivo that membrane protein SLC7A11
can effectively reverse cardiomyopathy caused by ferritin
deficiency by blocking ferroptosis in cardiomyocytes, which
is expected to become a new target for the prevention and

treatment of heart diseases [9]. University of Science and
Technology of China (USTC) and others jointly found that
monodispersed amorphous Fe carbonate containing
nanodrug assembly (calcium carbonate based Fe2+ -adria-
mycin complex, ACC@DOX.Fe2+ -CASI-PAMAM-FA/
MPEG) can synergically induce ferroptosis and apoptosis of
tumor cells [10]. In cluster 2, “Columbia Univ”-“Stanford
Univ”-“Harvard Med Sch” asrepresentatives of university
and research institutions accounted for 21.4% of the total. In
2017, Columbia University in the United States, as the origin
and core institution of ferroptosis research, invited re-
searchers from 27 institutions around the world to publish a
programmatic guide on ferroptosis research, systematically
expounding the mechanism of ferroptosis and its rela-
tionship with human diseases [11]. In cluster 3, “Jilin Univ”-
“Univ Melbourne”-“Shandong Univ” as representatives of
universities and research institutions in China and Australia
accounted for 18.5% of the total. Sun et al. from Jilin
University published their important research results, dis-
cussing how to regulate ferroptosis and lipid metabolism
abnormality through overexpression and knockdown of
perilipin2, a potential predictive biomarker in gastric cancer
[12]. In cluster 5, “Helmholtz Zentrum Munchen”-
“Johannes Gutenberg Univ Mainz”-“Univ Wurzburg” as
representatives of German research institution groups
accounted for 11.4% of the total. “Targeting Ferroptosis:
New Hope for As-Yet-Incurable Diseases” was published in
Trends in Molecular Medicine by Marcus Conrad, Svenja
M.Lorenz, and Bettina Proneth form the German Institute
for Metabolism and Cell Death in October 2020. (is paper
argues that because ferroptosis pathway provides a variety of
drug-addable nodes, it is expected that the preclinical and
clinical development of ferroptosis modulators will bring
about unprecedented opportunities for treating uncured
diseases [13]. In cluster 6, German research group with the
core of “Univ Ghent” accounted for 5.7% of the total.

3.2.3. Analysis of the Network of Country Cooperation.
An analysis of the country cooperation relationship with 5 or
more papers published is shown in Figures 6 and 7. (e size
of the dot indicates the academic influence and degree of
cooperation of a country; the width of the line between the
dots indicates the strength of the cooperation relationship
between the corresponding countries; the color indicates the

Figure 4: Cooperative network of individual authors.

Figure 5: Institutional cooperation network.

Table 4: Continued.

Rank Author Country Publications Total citation frequency (e average cited frequency H-index
5 Kang USA 38 2418 63.63 20
6 Dixon USA 25 5945 237.80 19
7 Angeli Germany 21 3164 150.67 16
8 Kagan USA 25 2628 105.12 14
9 Kroemer France 14 1749 124.93 13
10 Bayir USA 22 1913 86.95 12
11 Tyurina USA 20 1770 88.50 12
12 Wang China 21 623 29.67 11
13 Wang China 18 370 20.56 11
14 Vandenabeele Belgium 13 2790 214.62 11
15 Gu USA 13 1154 88.77 11
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subcluster network to which they belong. (e results of the
study show that the United States, China, and Germany have
close cooperative relations, and the overall performance of
international cooperation is good. It can be seen from the
network map of China’s scientific research cooperation that
China maintains scientific research cooperation with many
countries such as the United States, Germany, France,
Sweden, Japan, Australia, and Russia. Strengthening inter-
national cooperation is an important factor in promoting the
output, dissemination, and commercialization of high-
quality research results. While integrating into the inter-
nationalization process of frequencies and strengthening
cooperation between countries, China should also focus on
its own independent innovation and improvement of
original results in order to enhance its influence and voice in
this field.

3.2.4. Cooccurrence and Cluster Analysis of Keywords.
Summarizing the themes of keywords and analyzing key-
words can help understand the research hotspots and trends
in this field. In this study, VOSviewer software was used to
extract the cooccurrence frequencies of more than 8. Cluster
analysis with 64 keywords was performed. (e 53 keywords
were divided into 6 categories, combined with the meaning
and logical analysis of the research subject words between

the words, as shown in Figure 8: (1) oxidative stress response
of ferroptosis and its application in stroke, Alzheimer’s
disease, and breast cancer (red): iron drop, active oxygen,
iron overload, antioxidants, iron, mitochondria, stroke,
Alzheimer’s disease, oxidative stress, induced labor, nrf2,
and breast cancer; (2) the inducer/inhibitor of ferroptosis
response and its role in cerebral hemorrhage and diseases of
aging (yellow): erastin, ferrostatin-1, cerebral hemorrhage,
Fenton reaction, and aging; (3) ferroptosis mechanism in-
volved in antitumor research (sky blue): sorafenib and
pancreatic cancer; (4) relationship between ferroptosis and
other cell death types, where ferroptosis is involved in in-
flammation and ischemia-reperfusion (dark blue): auto-
phagy, cell death, pyroptosis, necroptosis, and apoptosis; (5)
ferroptosis glutathione and peroxidase-4 systems and
antimelanoma and glioma studies (purple): melanoma,
glutathione, glioma, and GPX4; (6) correlation between iron
metabolism imbalance and tumor microenvironment and
antitumor genes (green): cancer stem cell, iron metabolism,
tumor microenvironment, and p53.

(e density view of the VOSviewer software was used to
perform cooccurrence analysis on keywords (Figure 9). (e
frequency of keyword occurrences is related to the image
density. (e higher the frequency, the darker the color and
the higher the density. At the same time, with larger gray
value of the color, it also represents the bias of the research
hotspot in this field. (e keywords in the middle area of the
figure are divided into five parts according to their location
distribution, similar to the result of keyword clustering
analysis. (e first part is in the center of the view. Keywords
were the following: iron drop disease, reactive oxygen
species, iron overload, cancer, p53, and metabolism; the
darkest part indicates that it is an international research
hotspot in this field. Among them, ferroptosis has a large
hotspot distribution area and is a high-frequency keyword.
(e oxidative stress response, iron metabolism, tumor, and
tumor suppressor genes of ferroptosis occupy the core re-
search position. (e second part is located at the bottom left
of the first part. (e keywords were iron, Alzheimer’s dis-
ease, oxidative stress, mitochondria, and stroke, focusing on
the application of ferroptosis in stroke, Alzheimer’s disease,
and other neurological diseases. (e third part is mainly
located at the bottom right of the first part. Taking necrosis,
scorch, apoptosis, and autophagy as keywords, this part
focuses on the relationship between ferroptosis and other
types of cell death. (e fourth part is mainly located at the
upper right of the first part. (e keywords were glutathione,
glioma, and GPX4, mainly related to glutathione and its
peroxidase 4. (e fifth part is mainly located on the upper
part of the first part. Keywords were iron metabolism and
tumor microenvironment, focusing on the research about
abnormal iron metabolism, tumor microenvironment, and
tumor stem cells.

4. Discussions

4.1. International Ferroptosis Research Development Trend.
In this study, bibliometrics and visual analysis were used to
make a macroscopic description and retrospective analysis

Figure 6: National cooperation network.

Figure 7: Chinese network of cooperation with other countries.
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of the research literature on ferroptosis, presenting research
trends, hotspots, topics, major researchers, major research
institutions, important research journals, and funding in this
field. In recent years, a large number of literatures about
ferroptosis have been published, showing an “exponential”
rapid growth trend, which is the focus of international
medical research and a hot research direction. By combining
the historical axle of landmark research achievements on
ferroptosis (Figure 10) and the number of published articles
(Figure 1), the research on ferroptosis started late, officially
in 2012. Dixons et al. [14] formally proposed the concept and
characteristics of ferroptosis. In 2014, Yang et al. [1] found
that GPX4 can regulate the death of eosinophilic cancer cells
through the ferroptosis pathway. In 2016, ferroptosis in-
ducers inhibited GPX4 by covalently targeting the active site
selenocysteine, leading to accumulation of PUFA hydro-
peroxides [15]. In 2017, Doll et al. [16] found that ACSL4
inhibition is an important mechanism to improve the oc-
currence of ferroptosis. In 2018, Ingold et al. [17] found that
GPX4 was selenium-dependent in preventing ferroptosis
caused by hydrogen peroxide. In 2019, FSP1 is a key
component of a nonmitochondrial coantioxidant system
that acts in parallel with the GPX4 pathway based on glu-
tathione [18]. In 2020, Zou et al. [19] revealed the role of
peroxisomal-ether-phospholipid axis in the development of
susceptibility and avoidance of ferroptosis and emphasized

that PUFA-EPL is a unique functional lipid class, which is
dynamically regulated in the process of cell state transition
and provides multiple regulatory nodes for therapeutic in-
tervention of disease. Zhou and Jinku [20] established a
database of manually collected and managed ferroptosis-
related markers and regulators and ferroptosis-related
diseases.

4.2. Ferroptosis Research of High-Influence Scholar-Institu-
tion-Country and Cooperative Relationship. Stockwell BR
(Columbia University), Conrad M (Helmholtz Zentrum
Munchen), Linkermann A (Dresden University of Tech-
nology), Tang DL (Guangzhou Medical University), and
Kang R (University of Pittsburgh) are influential in the field
of ferroptosis. (e cooperation between authors has in-
creased, including interorganizational cooperation and in-
ternational cooperation. Author-institution-country has a
certain correlation in the number of papers published.
China, the United States, Germany, Japan, and France are
the countries with the biggest numbers of publications.
(ere are many highly productive scholars in China, the
United States, and Germany, and the team of them coop-
erates closely with the international community. A large-
scale research team has initially formed, and each research
direction has its own characteristics. However, it is also
necessary to strengthen interagency and interregional co-
operation and carry out high-quality academic exchanges
and cooperation.

4.3. Ferroptosis Research Fund Support and Main Journal
Position. (e scientific research results of funded projects
often reflect the attention rate of the country and institu-
tions. (e number of papers in the journals about the re-
search field can reflect the interests of the journals and
provide a reference to the paper publication and hot follow-
up research information. (e National Natural Science
Foundation of China, National Institutes of Health (NIH),
U.S. Department of Public Services, National Institutes of
Health National Cancer Institute (NCI), and National In-
stitutes of Health National Institute of General Medical
Sciences (NIGMS) are the main fund project institutes in
supporting ferroptosis research with a positive significance.
(e journals with the highest output are “Cell Death and
Disease,” “Biochemical and Biophysical Research Com-
munications,” “Free Radical Biology and Medicine,” “Redox
Biology,” and “International Journal of Molecular Science.”
To a certain extent, this reflects the status of major journals
in the study of ferroptosis. However, due to the limitations of
space and review requirements, the publication of research
results from top international journals cannot be ignored.
Secondly, the study of ferroptosis is a multidisciplinary
research topic, which can be further explored from the
perspective of diseases in various disciplines.

4.4. Analysis of Ferroptosis Research Hotspot Trend. (e vi-
sualization analysis of keyword clustering found that 53
keywords were clustered into 6 topic directions. Oxidative

Figure 9: Density map of keywords.

Figure 8: Keyword clustering visualization.
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stress, inducers/inhibitors, synergistic antitumor effect, re-
lationships with other cell death types, glutathione peroxi-
dase, GPX4, and iron metabolism imbalance related
mechanisms of ferroptosis were discussed. (e application
of ferroptosis in nervous system diseases, ischemia-reper-
fusion injury, tumor, inflammation, and aging related dis-
eases is a hot research direction (Figure 8; Table 5).

4.4.1. Oxidative Stress Response of Ferroptosis and Its Ap-
plication in Stroke, Alzheimer’s Disease, and Breast Cancer.
Cluster 1 (red) of keywords focuses on ferroptosis oxidative
stress and its application in stroke, Alzheimer’s disease, and
breast cancer. Oxidative stress is a reaction process in which
reactive oxygen species generated during the aerobic
metabolism of the body accumulate excessively in cells,
leading to cell damage and death. Its essence is the imbalance
between the body’s [21] antioxidant defense and the pro-
duction of reactive oxygen species. (e mechanism of fer-
roptosis is due to the damage of the glutathione- (GSH-)
dependent lipid peroxide repair system, which leads to the
accumulation of reactive oxygen species in lipids [11, 14].
Mitochondrial electron transport chain complex I inhibitor
DPI can inhibit oxidative stress response [22], and mito-
chondrial complex III inhibitor antimycin A can inhibit
erastin-induced ferroptosis [14, 23], indicating that both
ferroptosis and oxidative stress pathways rely on mecha-
nisms for GSH reduction and related antioxidant system
damage. A large number of studies have shown that fer-
roptosis is an important potential target for stroke pre-
vention and treatment. Inhibition of ferroptosis response
can reduce stroke injury [24–28], and its mechanism is
related to excitement related to iron overload [28], ACSL4
protein [29], 12/15-LOX expression [30], XCT expression
[31], and increased sexual toxicity. Abnormal iron meta-
bolism plays an important role in the occurrence and de-
velopment of Alzheimer’s disease. Patients with Alzheimer’s
disease have obvious iron deposits in the cerebral cortex and
hippocampus, which corresponds to the distribution of Aβ
plaques [32, 33]. Elevated iron content in the brain can
aggravate the disease, and Aβ accumulation [33] and iron
chelating agents can reduce the level of iron in the brain and
relieve symptoms [34]. Cys deletion in triple-negative breast
cancer (TNBC) cells can induce ferroptosis, and DFO and
Tistatin-1 can block the corresponding cell death [35].
Ferroptosis may also mediate the synergistic anti-breast-
cancer effect of cyclamine and lapatinib [36].

4.4.2. 1e Inducer/Inhibitor of Ferroptosis Response and Its
Role in Cerebral Hemorrhage and Diseases of Aging.
Cluster 2 of keywords (yellow) mainly focuses on the in-
ducer/inhibitor of ferroptosis response and its role in ce-
rebral hemorrhage and diseases of aging. Erastin is a classic
inducer of ferroptosis reaction, which can inhibit System
XC- activity and affect glutathione (GSH) synthesis, com-
bined with VDAC2/3 inducing mitochondrial dysfunction
[14, 22, 37]. Ferrostatin1 classical inhibitor of ferroptosis
reaction eliminates lipid reactive oxygen species (ROS),
inhibits lipid peroxidation, regulates the expression of
oxidization-related proteins, and reduces unstable iron in
cells [14, 38–43]. Intracerebral hemorrhage injury also has
the phenomenon of neuronal ferroptosis [44]. Intracerebral
hemorrhage injury can be alleviated by the administration of
ferroptosis inhibitors, the mechanism of which is mainly
related to iron overload [45], decreased expression of glu-
tathione peroxidase 4 [46], and increased activity of ara-
chidonic acid-dependent lipoxygenase-5 (ALOX5) [47].
Aging can cause excessive accumulation of iron ions in cells,
damage DNA, and inhibit the ability to repair DNA damage,
while incomplete DNA loss accelerates cellular neuro-
degeneration and aging of the body [48, 49]. (emechanism
may be that iron ions take up the binding site of p53 protein,
thus weakening p53 to repair DNA damage [49].

4.4.3. Ferroptosis Mechanism Involved in Antitumor
Research. Cluster 3 of keywords (sky blue) mainly focuses
on ferroptosis mechanism involved in antitumor research.
Sorafenib is a clinical multitargeted antitumor drug and also
an important inducer of ferroptosis. Deferriamine can block
the oxidative stress response induced by sorafenib in HCC
HUH7 cells, suggesting that the antitumor targeting effect of
sorafenib may be mediated through the ferroptosis pathway
[50]. Sorafenib can induce the expression of metallothionein-
1G (MT-1G) gene in liver cancer cells, thereby inhibiting
ferroptosis and promoting drug resistance [51, 52]. Studies
have shown that inhibition of p62-KEAP1-Nrf2 antioxidant
signaling pathway can significantly enhance the anti-HCC
activity of erastin and sorafenib, indicating that the induction
of ferroptosis can promote the anti-HCC targeted sensiti-
zation of erastin and sorafenib [53]. Sorafenib and low-dose
PDT have a synergistic effect in inhibiting tumor progression,
and the mechanism may be to reshape tumor immune mi-
croenvironment by inducing T cell-dependent local and
systemic antitumor immune response [54].
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2014 2016 2017 2018 2019 2020

The regulator of 
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Figure 10: Historical axis of landmark achievements in ferroptosis research development.
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4.4.4. Relationship between Ferroptosis and Other Cell Death
Types: Ferroptosis Is Involved in Inflammation and Ischemia
Reperfusion. Cluster 4 of keywords (dark blue) mainly fo-
cuses on the relationship between ferroptosis and other cell
death types. Ferroptosis is involved in inflammation and
ischemia-reperfusion. (e morphology of ferroptosis is
different from those of apoptosis, necrosis, and autophagy.
Ferroptosis is mainly manifested as mitochondrial atrophy,
cristae disappearance, increased membrane density, and
outer membrane rupture [14]. In the past, inhibitors widely
used for apoptosis, necrosis, or autophagy could not prevent
ferroptosis. However, there is a certain correlation between
ferroptosis and other types of cell death. Under certain
conditions, cell apoptosis can be transformed into ferrop-
tosis, which also can promote the sensitivity of cells to
apoptosis. (e tumor suppressor gene p53 can not only fight
tumors through cell cycle arrest and apoptosis but also
induce ferroptosis reactions in tumor cells under certain
conditions. Studies have shown that autophagy activation
can degrade ferritin, leading to ferroptosis in tumor cells
[55]. Ferroptosis may be the process of autophagy death,
which is induced by autophagy [56]. Ferroptosis and pro-
grammed necrosis are complementary forms of cell death.
When the programmed necrosis pathway is weakened, fer-
roptosis pathway becomes more sensitive [57]. Ferroptosis is
often related to the inflammatory immune process, and the
two are closely related. In acute kidney injury (AKI)model and
tamoxifen-induced systemic GPX4 deletion knockout mice, it
is shown that inflammation is associatedwith ferroptosis of the
kidney [58]. (e significant activation of macrophages is
observed through the development of ferroptosis tissues in-
volved in the inflammatory response [59]. (e occurrence of
pancreatic cancer is related to iron metabolism and lipid
peroxidation. (e possible mechanism of antitumor action of
Ruscogenin is to regulate transferrin to increase intracellular
Fe ion concentration, inducing ferroptosis [60]. (e activation
of the Atg5/Atg7-NCoA4 axis in pancreas cancer PANC-1
cells can degrade ferritin, inhibit the expression of the heavy
chain of ferroprotein, and induce ferroptosis [61]. In the study
of pancreatic cancer PANC-1 cells, the antioncogene p53 may
exert a tumor suppressor effect through the ferroptosis me-
diated by the SAT1-ALOX15 axis [62].

4.4.5. Ferroptosis Glutathione and Peroxidase 4 Systems,
Antimelanoma, and Glioma Studies. Cluster 5 of keywords
(purple) mainly focuses on ferroptosis glutathione and

peroxidase 4 system and antimelanoma and glioma research.
Cystine/glutamate antiporter system XC- is exchanged be-
tween intracellular cystine and glutamate in a 1 :1 ratio, and
extracellular glutamate accumulation is an important reg-
ulator of ferroptosis [56]. Glutathione (GSH) is the main
substrate of glutathione peroxidase 4 (GPX4), a key regu-
lator of death [63]. Inhibition of GPX4 can induce a large
number of lipid peroxides to aggregate in cells and form a
marker reaction of ferroptosis [64]. Melanoma is a kind of
skin tumor with high malignant degree, and miR-137 can
mediate the glutamine transporter SLC1A5 to regulate the
occurrence of ferroptosis in melanoma cells [65]. Erastin, a
classic inducer of ferroptosis, can significantly enhance the
killing ability of vemurafenib against M229R and M238R
melanoma cells [66]. Activation of ferroptosis in glioblas-
toma stem cells increases the sensitivity of tumor cells to
temozolomide, opening a new pathway for glioblastoma
therapy [67–69].

4.4.6. Correlation between Iron Metabolism Imbalance and
Tumor Microenvironment and Antitumor Genes. Cluster 6
of keywords (green) mainly focuses on the correlation
between iron metabolism imbalance and tumor micro-
environment and antitumor genes. Iron is an important
factor in the accumulation of lipid peroxides in ferrop-
tosis. Iron metabolism imbalance and ferritin autophagy
are important regulatory targets for ferroptosis. Iron
responsive element binding protein 2 (IREB2) can me-
diate transferrin and transferrin receptor iron import cells
to induce ferroptosis, and silencing the IREB2 gene can
inhibit ferroptosis [56]. (is process is affected by IREB2
[14]. Autophagy can also affect the iron metabolism
pathway and regulate the ferroptosis response [70, 71].
p53 is an important tumor suppressor molecule, which
can induce the occurrence of ferroptosis and mediate its
antitumor effect through the sensitivity of cells to fer-
roptosis. p53 can inhibit the SLC7A11-induced ferrop-
tosis response through a transcription-dependent
pathway and play a role in suppressing tumors [72, 73]. It
is found that p53 can delay ferroptosis, and erastin does
not significantly stimulate the ferroptosis of p53 in co-
lorectal cancer (CRC). Inhibition or knockout of p53 can
restore the ferroptosis response caused by erastin [74],
indicating that p53 plays a complicated role in the death
mechanism of ferroptosis cells, and further research is
needed.

Table 5: Keywords clustering table.

Clustering
number Color Key keywords

Cluster 1 Red Ferroptosis, reactive oxygen species, iron overload, antioxidant, iron, mitochondria, stroke, Alzheimer’s
disease, oxidative stress, oxytosis, nrf2, breast cancer

Cluster 2 Yellow Erastin, ferrostatin-1, intracerebral hemorrhage, Fenton reaction, senescence
Cluster 3 Sky blue Sorafenib, pancreatic cancer, ferritinophagy

Cluster 4 Dark
blue Autophagy, cell death, pyroptosis, necroptosis, apoptosis, inflammation, ischemia-reperfusion

Cluster 5 Purple Melanoma, glutathione, glioma, GPX4
Cluster 6 Green Cancer stem cell, iron metabolism, tumor microenvironment, p53, metabolism, cancer

10 Journal of Healthcare Engineering



5. Conclusion

(is article studies the English literature of ferroptosis
published in the Web of Science core collection database.
(e earliest article to clarify the concept of ferroptosis was
published in 2012, and the number of articles presents an
exponential growth trend, indicating that ferroptosis re-
search started late and has been a hot research spot in the
field of biomedical science in recent years. It has attracted
wide attention from scholars all over the world. (e oc-
currence mechanism of ferroptosis is the hot directions of
current research. In terms of disease carrier selection, stroke,
Alzheimer’s disease, cerebral hemorrhage, ischemia and
reperfusion, inflammation, aging, breast cancer, liver cancer,
melanoma, and glioma are the key subjects of the current
ferroptosis mechanism-related disease research. Secondly, is
there a new way in the study of the action mechanism of
ferroptosis? Can new inductors and inhibitors of ferroptosis
be screened? What are the complete mechanism and
pathway for ferroptosis involved in anti-inflammatory and
antitumor activation of the immune system? Can the re-
search results of antitumor mechanism based on ferroptosis
be better applied and transformed into clinical front-line?
Discuss the relationship between traditional medicine and
ferroptosis. (ese issues still need extensive and thorough
research.
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I. Y. Eyüpoglu, and N. E. Savaskan, “Temozolomide toxicity
operates in a xCT/SLC7a11 dependent manner and is fostered
by ferroptosis,” Oncotarget, vol. 7, no. 46, pp. 74630–74647,
2016.

[69] Z. Hu, Y. Mi, H. Qian et al., “A potential mechanism of
temozolomide resistance in glioma-ferroptosis,” Frontiers in
Oncology, vol. 10, p. 897, 2020.

[70] M. Gao, P. Monian, N. Quadri, R. Ramasamy, and X. Jiang,
“Glutaminolysis and transferrin regulate ferroptosis,” Mo-
lecular Cell, vol. 59, no. 2, pp. 298–308, 2015.

[71] W. Hou, Y. Xie, X. Song et al., “Autophagy promotes fer-
roptosis by degradation of ferritin,” Autophagy, vol. 12, no. 8,
pp. 1425–1428, 2016.

[72] L. Jiang, N. Kon, T. Li et al., “Ferroptosis as a p53-mediated
activity during tumour suppression,” Nature, vol. 520,
no. 7545, pp. 57–62, 2015.

[73] S.-J. Wang, D. Li, Y. Ou et al., “Acetylation is crucial for p53-
mediated ferroptosis and tumor suppression,” Cell Reports,
vol. 17, no. 2, pp. 366–373, 2016.

[74] Y. Xie, S. Zhu, X. Song et al., “(e tumor suppressor p53 limits
ferroptosis by blocking DPP4 activity,” Cell Reports, vol. 20,
no. 7, pp. 1692–1704, 2017.

[75] Y. Mou, J. Wang, J. Wu et al., “Ferroptosis, a new form of cell
death: opportunities and challenges in cancer,” Journal of
Hematology & Oncology, vol. 12, no. 1, p. 34, 2019.

Journal of Healthcare Engineering 13



Research Article
The Value of CT 3D Reconstruction in the Classification and
Nursing Effect Evaluation of Ankle Fracture

Pan Xue ,1 Xue Chen ,1 Si Chen ,2 and Yuanyuan Shi 3

1Department of Orthopedics, �e Second Hospital of Jilin University, Changchun 130041, China
2Geriatric Medicine, �e Second Hospital of Jilin University, Changchun 130041, China
3Department of Nursing, �e Second Hospital of Jilin University, Changchun 130041, China

Correspondence should be addressed to Yuanyuan Shi; 2001010122@st.btbu.edu.cn

Received 24 June 2021; Accepted 2 August 2021; Published 10 August 2021

Academic Editor: Enas Abdulhay

Copyright © 2021 Pan Xue et al.&is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Aim. To study the application value of ankle fracture classification and diagnosis. In this paper, the clinical data of 100 cases of
ankle fracture patients admitted from May 2020 to May 2021 were analyzed by CT 3D reconstruction. All patients received
surgical treatment and underwent spiral CT 3D reconstruction and X-ray examination before surgery. &e results showed that 20
cases (20.00%) of the 100 cases were PER, 24 cases (24%) of the 100 cases were PAB, 31 cases (31%) of the 100 cases were SER, and
25 cases (25%) of the 100 cases were SAB, respectively. Conclusion. &e diagnostic accuracy of CT 3D reconstruction for different
types of ankle fracture is higher than that of X-ray, and the differences are statistically significant (P< 0.05). CT 3D reconstruction
is applied in the early diagnosis of ankle fracture, which can accurately detect the classification of patients. It has important clinical
application value and can be used as the first choice for the early classification diagnosis of ankle fracture.

1. Introduction

Manic joint fracture is the most common intra-articular
fracture, accounting for about 3.9% of systemic fractures,
which is most likely to occur in young adults. Due to the
different mechanism of injury, the manifestation of ankle
fracture is different. With the in-depth understanding of the
anatomy, function, biomechanical properties of the disc
joint, and injury mechanism, the classification methods pay
more attention to comprehensive factors, such as the lo-
cation of foot injury, the magnitude and direction of external
force, the relationship between inlay and fracture, and the
process and degree of fracture [1]. &e area of ankle joint is
smaller than that of hip joint and knee joint, but the pressure
is the largest among the three. In addition, the ankle joint is
close to the ground, and the load-bearing stress acting on it
cannot be buffered. &erefore, the treatment of ankle
fracture is higher than that of other parts. &e importance of
anatomical reduction of ankle joint has become a consensus.
Uneven articular surfaces or poor reduction of the ankle
after a manic joint fracture can lead to limited joint

movement, pain, and traumatic arthritis. How to choose the
most appropriate treatment is closely related to the classi-
fication and diagnosis of fracture. Currently, there are three
commonly accepted and commonly used classifications in
clinical practice: mechanical classification, surgical classifi-
cation, and Ashurst–Bromer classification. &e above clas-
sification methods have their own advantages, but for disc
fracture, there are many factors that affect the prognosis, and
there is no effective and comprehensive classification
method to judge the prognosis at present. In addition, the
classification diagnosis mentioned above is usually based on
radiography, but due to the special anatomical structure of
foot manic part, conventional ankle radiographs are difficult
to comprehensively and clearly show the X-ray and bone
fragments, which makes the classification diagnosis of ankle
more difficult [2]. In recent years, with the continuous
progress and improvement of spiral CT three-dimensional
reconstruction technology, fracture positioning is more
accurate and intuitive and can better display the spatial
morphology of ankle fracture, which provides convenience
for classification and diagnosis.
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Injures of the primary triangle of the ankle joint can be
divided into acute and chronic injuries. &e acute injury is
usually manifested by tenderness and hematoma of the
angular band at the medial malleolus, while the chronic
injury is manifested by dull pain of the medial sulcus of the
ankle joint, which is typically caused by palpation of the
anterior medial malleolus. &ere is obvious tenderness be-
fore and below the tip of the medial malleolus, subcutaneous
spots can be seen, and there is a sense of depression or
emptiness when pressing the inner side of the heel joint. Due
to acute injury, patients have obvious clinical symptoms, so
they can usually attract the attention of patients and take
corresponding measures to prevent the aggravation of lig-
ament damage. However, chronic injury is not easy to attract
the attention of patients because the symptoms occur from
time to time. As a result, the triangular ligament cannot rest,
but it is more likely to lead to the instability of the medial
disc joint, which is mainly manifested as “hitting the soft leg”
when walking on uneven ground, downhill, or down stairs
[3]. Qi Xiaoyang et al. pointed out that the smoothness and
displacement of the ankle joint surface are closely related to
the elasticity of the joint ligament and the articular surface
stress. If the articular surface shifts outward by 1mm, the
contact area of the tibial talar joint will be reduced by about
40%. If the displacement or shortening of the articular
surface is more than 2 mm or external rotation is more than
5°, the stress of the ankle will be abnormally distributed,
which is very easy to lead to many complications such as
traumatic arthritis. &erefore, in case of ankle fracture,
patients should be classified and diagnosed in time in the
early stage, so that clinicians can design a reasonable surgical
treatment plan to ensure the postoperative rehabilitation of
patients and achieve the purpose of effective anatomical
reduction and internal fixation [4]. In the past, the diagnosis
of ankle fractures mostly relied on conventional CT plane
scan and X-ray film. However, the use of X-ray film is easy to
appear like the overlapping image of ankle fractures and
unable to clearly show the small broken end displacement,
fracture line, articular surface, and other conditions,
resulting in a high rate of missed diagnosis andmisdiagnosis.
Two-dimensional CT has a higher resolution than X-ray film
without overlapping images, but due to the poor stereo-
scopic sense of the sectional plane images, it is unable to
comprehensively and accurately evaluate the overall situa-
tion of ankle fracture, and its application also has certain
limitations [5].

Hinb et al. proposed the “foot free suspension test” to
check whether the triangle facing belt is damaged. &e
specific methods are as follows: the examinee holds the
subject’s heel on the affected side with one hand and the
ipsilateral cavity bone with the other hand and imposes a
valgus force and valgus force on the heel, respectively. &e
degree of valgus is checked and then compared with the
contralateral side, so as to infer the damage of the triangular
zone. In addition, the drawer test commonly used in or-
thopedics to check the degree of relaxation of Brems-
strahlung can also be used to infer the condition of sonic
injury of the primary triangular band. &e principle of
treatment of manic joint fracture is to completely remove the

intra-articular bone fragments and achieve anatomic re-
duction at the ankle point. However, it has been reported
abroad that it is very difficult to completely rely on surgical
anatomical reduction for the treatment of ankle fractures,
and it is almost impossible to achieve anatomical reduction
by surgical treatment, not because of the limited surgical
techniques, but because of the failure to correctly evaluate
the degree of fracture injury of patients before surgery [6].
So, an accurate assessment of preoperative plan formulation,
treatment effect of surgery, has important meaning, and 3D
reconstruction technology in this advantage is particularly
prominent in the presence of displaced fractures, more
blocks, more severe compression or comminuted fracture,
intra-articular fractures cases, which ordinary methods do
not have. &rough clinical practice, many scholars at home
and abroad put forward that 3D reconstruction can not only
display the trend of fracture line, the damage of joint surface,
joint cavity and joint capsule, the position of fracture
fragments, dislocation, and subluxation comprehensively,
intuitively, three-dimensional, and accurately but also can
accurately display the subtle anatomical structure of ankle
joint and clearly show the bleeding of soft tissue around
manic joint. It is not only conducive to judge the fracture
classification and provide more effective and valuable in-
formation but also has far more advantages than the tra-
ditional examination methods. Clinical practice also shows
that preoperative preparation can be fully completed
through three-dimensional reconstruction examination and
further evaluation of the risk of surgery, so as to achieve
anatomical reduction of fracture as far as possible and
maximize the recovery of patients’ manic joint function [7].

&e innovation of this paper: spiral CT reconstruction is
targeted at different fracture sites of patients and can
comprehensively display the specific situation of ankle
fracture, which can not only eliminate image overlap but also
improve the accuracy of classification diagnosis of ankle
fracture and provide reliable diagnostic basis for patients’
future treatment.

2. Materials and Methods

2.1. General Information. Retrospective analysis was per-
formed on the imaging and clinical data of 100 patients with
ankle joint fracture admitted to the hospital of the author from
May 2020 toMay 2021.&is studywas approved by themedical
ethics committee of the hospital of the author. Among the 100
patients, 59 were male and 41 were female.&e average age was
(44.79± 10.51) years from 21 to 67 years old.

2.2. Inclusion Criteria. Inclusion criteria: (1) all patients had
new ankle fractures; (2) no pathological fracture was found;
(3) daily life before fracture can be self-care; (4) have good
language skills; (5) all patients received surgical treatment;
(6) complete clinical data. Exclusion criteria: (1) patients
with severe consciousness impairment, cognitive impair-
ment, and mental disorder; (2) patients with systemic blood
diseases; (3) patients with combined diseases that have in-
fluence on imaging examination.
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3. Methods

All patients underwent X-ray examination and spiral CT
three-dimensional reconstruction.

(1) Data collection preoperative imaging examination
data, physical sign examination data, trauma history,
and intraoperative conditions of the patients were
collected, and relevant imaging images were ana-
lyzed using Digimizer measurement software.
Anteroposterior radiographs of the ankle included
TFCS, TFO, coin sign, and Shenton line. Ankle
acupoint films: tibial talus angle, talus leg and foot,
talus tibial space (TCS), and talus medial malleolus
space (MCS). CT reconstruction: medial malleolus
space of talus (MCS) and inferior tibiofibular space
(RFCS). Intraoperative: cotton test, abductor and
pronator stress test, lateral forward stress radio-
graph, anterior drawer test, varus stress radiograph,
and ankle radiograph under varus stress. Combined
with the imaging signs, trauma history, and physical
index examination results of the patients, the diag-
nosis was made. According to CT reconstruction,
X-ray, and intraoperative conditions of each patient
and Lauge-Hansen classification, the application
value of X-ray and spiral CT three-dimensional re-
construction was analyzed and compared with
intraoperative diagnosis as the gold standard.

(2) Examination method X-ray film: Philips DR camera
was used to perform anteroposterior and lateral X-ray
photography for the affected side of the ankle.&e CT
examination instrument was Toshiba Aquilion 16-
Slice Spiral CT Scanner. During the scanning, the
patient was placed in supine position. &e scanning
range was distal to proximal, and the axial scanning
range was from 1/3 of the lower tibia to the foot,
including the range of 2 cm above and below the
fracture line. Parameters: current, 200∼250mA;
voltage, 135 kV; layer thickness, 5mm; reconstruction
spacing, 1mm; pitch, 1, the standard algorithm for
reconstruction calculation. After the scanning, the
obtained two-dimensional volume image was trans-
ferred to the workstation, and the computer was used
to perform three-dimensional image reconstruction,
including sagittal and coronal multiplane recon-
struction (MPR), maximum density projection (MIP),
and surface occlusion imaging (SSD). &e free cross-
section multiplane recombination mode was used to
observe the fracture fragments and details, the surface
reconstruction method was used to reconstruct the
three-dimensional image of the bone structure
around the ankle joint, and the three-dimensional
shape of the ankle joint was carefully observed by the
maximum density projection.

3.1. Observation Indexes and Evaluation Criteria. To com-
pare the diagnosis of different types of ankle fractures by two
examination methods. Ankle fractures are classified

according to the Lauge–Hansen classification, including
pronation-external rotation type (PER), pronation-abduction
(PAB), supination external rotation (SER), and supination-
adduction (SAB). According to the degree of injury of the
patient, the classification of ankle fracture types can be as
follows: PER, I∼IV degree; PAB, I∼III degree; SER, I∼IV
degree; SAB, I∼II degree.

3.2. Statistical Treatment. SPSS 20.0 statistical software was
used to process the data. Enumeration data were represented
as rate (%), word 2 test was used, measurement data were
represented as (X-± S), and P< 0.05 indicated statistically
significant difference [8].

4. Results and Discussion

4.1. Intraoperative Typing Results. Among the 100 patients,
24 patients were PAB, accounting for 24%, including 12
patients with I degree, 8 patients with critical degree, and 4
patients with radiance. 20 cases belonged to PER, accounting
for 20.00%, including 9 cases of I degree, 6 cases of power
degree, 3 cases of bulkiness, and 2 cases of compliance; 31
cases (31%) belonged to SAB type, of which 21 cases were I
degree and 10 cases were normal degree. 25 cases (25%) were
SER, including 13 cases with I degree, 7 cases with power
degree, 3 cases with universality degree, and 2 cases with
adequacy degree. &e diagnostic value of X-ray and spiral
CT 3D reconstruction for PAB ankle fracture was found by
intraoperative typing results as the gold standard; the
specificity, sensitivity, and accuracy of spiral CT 3D re-
construction in the diagnosis of PAB ankle fracture were
100% (91/91), 100% (29/29), and 100% (100/100), respec-
tively, and the X-ray values were 95.6% (87/91), 75.86% (22/
29), and 90.83% (109/100), respectively; the specificity,
sensitivity, and accuracy of 3D reconstruction of spiral CT
were all higher than that of X-ray, and the differences were
statistically significant (word 2� 2.301, 5.849, 11.528;
P< 0.05), as shown in Table 1.

4.2.�eValueofX-RayandSpiralCT3DReconstruction in the
Diagnosis of PER Ankle Fracture. Using intraoperative
typing results as the gold standard, the specificity, sensitivity,
and accuracy of spiral CT 3D reconstruction for PER ankle
fracture were 100%(96/96), 95.83%(23/24), and 99.17%(119/
100), respectively. X-ray values were 93.75% (90/96), 91.67%
(22/24), and 93.33% (112/100), respectively; the difference
was not statistically significant (word 2� 0.000; P � 0.551),
and the diagnostic specificity and accuracy of spiral CT 3D
reconstruction were both higher than that of X-ray, and the
difference was statistically significant (word 2� 4.301, 4.156;
P< 0.05), as shown in Table 2.

4.3.�eValueofX-RayandSpiralCT3DReconstruction in the
Diagnosis of SAB Ankle Fracture. Using intraoperative
typing results as the gold standard, the specificity, sensitivity,
and accuracy of spiral CT 3D reconstruction in the diagnosis
of SAB articular fractures were 100% (87/87), 100% (33/33),
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and 100% (100/100), respectively; X-ray examination was
93.75% (80/87), 91.67% (30/33), and 93.33% (110/100), re-
spectively; there was no significant difference in sensitivity
between the two methods (word 2�1.397; P � 0.076). &e
sensitivity and accuracy of 3D reconstruction of spiral CT
were both higher than that of X-ray, and the differences were
statistically significant (word 2� 5.358, 10.435; P< 0.05), as
shown in Table 3.

4.4. Diagnostic Value of X-Ray and Spiral CT 3D Recon-
struction in SER Ankle Fracture. Using intraoperative clas-
sification as the gold standard, the diagnostic specificity,
sensitivity, and accuracy of spiral CT 3D reconstruction for
SER ankle fracture were 96.51% (83/86), 97.06% (33/34), and
96.67% (116/100), respectively; X-ray results were 95.35%
(82/86), 76.47% (26/34), and 90.00% (108/100), respectively.
&ere was no significant difference in the specificity of the
twomethods (word 2� 0.000; P � 0.670).&e sensitivity and
accuracy of spiral CT 3D reconstruction diagnosis were
higher than that of X-ray. &e difference was statistically
significant (word 2� 4.610, 4.286; P< 0.05), as shown in
Table 4.

5. Conclusions

&e treatment of ankle fracture is mainly to achieve the best
anatomical reduction and fixation, so as to realize the ef-
fective recovery of the patient’s ankle function. &erefore,
strengthening the clinical diagnosis of patients with ankle
fracture is of great significance to improve the treatment
effect of patients in the future. Ankle fracture is prone to
misdiagnosis or missed diagnosis due to its complex ana-
tomical structure, many types of fracture and easy dis-
placement of bone block, which increases the clinical
diagnosis difficulty of X-ray and CT scan examination,
leading to misdiagnosis or missed diagnosis of ankle frac-
ture. In conclusion, the application of spiral CT recon-
struction in the diagnosis of ankle fracture can visually and
comprehensively display the fracture site, provide a reliable
basis for doctors’ clinical diagnosis and treatment, and
promote the gradual improvement of patients’ clinical
treatment effect.

&is study retrospectively analyzed the clinical data of
patients with ankle fracture admitted to our hospital in the
past two years and found that all patients received surgical
treatment, preoperative X-ray examination, and spiral CT

Table 1: Comparison of the value of X-ray and spiral CT 3D reconstruction in the diagnosis of PAB type of ankle fracture.

X-ray
Intraoperative

A combined CT
Intraoperative

A combined
+ − + −

+ 20 3 23 + 25 0 25
− 7 70 77 − 0 75 75
A combined 27 73 100 A combined 25 75 100

Table 2: Comparison of diagnostic value of 2X scan and spiral CT 3D reconstruction in PER ankle fracture.

X-ray
Intraoperative

A combined CT
Intraoperative

A combined
+ − + −

+ 18 3 21 + 19 0 19
− 1 78 79 − 1 80 81
A combined 19 81 100 A combined 20 80 100

Table 3: Comparison of X-ray and spiral CT 3D reconstruction in the diagnosis of SAB ankle fracture.

X-ray
Intraoperative

A combined CT
Intraoperative

A combined
+ − + −

+ 22 5 27 + 31 0 31
− 1 72 73 − 0 69 69
A combined 23 77 100 A combined 31 69 100

Table 4: Comparison of the diagnostic value of X-ray and spiral CT 3D reconstruction in SER ankle fracture.

X-ray
Intraoperative

A combined CT
Intraoperative

A combined
+ − + −

+ 16 4 20 + 17 7 24
− 5 75 80 − 1 75 76
A combined 21 79 100 A combined 18 82 100
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three-dimensional reconstruction. &e intraoperative typing
results showed that, of the 100 patients, 20 (20.00%) were
found to have pronation and extrapolation (PER), 24 (24%)
to have pronation and extrapolation (SER), and 25 (25%) to
have pronation and adduction (SAB), respectively. Using the
intraoperative classification results as the gold standard, the
diagnostic accuracy of spiral CT 3D reconstruction for
different types of ankle fracture was higher than that of
X-ray, suggesting that the application of spiral CT 3D re-
construction in the early diagnosis of different types of ankle
fracture has more clinical application value than that of
X-ray. In conclusion, the application of spiral CT three-
dimensional reconstruction in the early diagnosis of ankle
fracture can accurately detect the classification of patients,
which has important clinical application value and can be
used as the first choice for the early classification diagnosis of
ankle fracture.
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Purpose. To explore whether pregnant women with gestational diabetes mellitus (GDM) had cognitive impairment and assess
cognitive function in normal pregnant women.Methods. A total of 75 consecutive women diagnosed with GDM (GDM group), 70
normal pregnant women (NP group) without diabetes and matched for age, and 51 female volunteers (CG group) with the similar
age level, normal blood glucose, and nonpregnancy were included in the study. For the assessment of cognitive functions,
Montreal Cognitive Assessment (MoCA) was performed. Venous blood samples were collected to measure blood glucose,
glycated hemoglobin (HbA1c), methylglyoxal (MGO), beta amyloid (Aβ), and tau protein. Results. )e score of MoCA of GDM
was lowest, and the score of the NP group was lower than volunteers (P< 0.05). )e incidence of cognitive dysfunction increased
significantly in the GDM group with statistical significance (P< 0.05). )e levels of tau and MGO in the GDM group were
significantly less than those in the NP and CG groups, and Aβ in the GDM group was significantly more than that in the NP and
CG groups (P< 0.05), but the differences between NP and CG groups were not statistically significant (P< 0.05). Conclusion. )e
pregnant women with GDM showed a significant decline in cognitive function, and the normal pregnant women also showed a
decline in cognitive function which is very light.

1. Introduction

Gestational diabetes mellitus (GDM) occurs in pregnant
women who were not diagnosed with diabetes before
pregnancy but have abnormal result of OGTT or/and high
blood glucose levels during pregnancy, usually around the
24th week, by the American Diabetes Association [1].
According to the most recent International Diabetes Fed-
eration (IDF) estimates (2019), GDM affects approximately
13.2% of pregnancies worldwide, representing approxi-
mately 17 million births annually. )e risk factors of GDM
include older age, overweight and obesity, previous GDM, a
family history of diabetes, and a history of stillbirth or giving
birth to an infant with a congenital abnormality. GDM

usually exists as a transient disorder during pregnancy and
resolves once the pregnancy ends. However, it can have
long-lasting health consequences, including increased risk
for type 2 diabetes (T2DM) and cardiovascular disease
(CVD) in themother, and future obesity, and/or GDM in the
child [2].

)e pathogenesis of GDM is still not clear, although
there are many risk factors, similar to type 2 diabetes
(T2DM). Cognitive dysfunction in cases with long standing
T2DM has been widely reported [3]. And, decline of verbal
memory, associate learning, and verbal recall in normal
pregnant women have been reported [4–6]. However, few
studies have identified cognitive dysfunction in GDM pa-
tients [7]. )erefore, this study observed the cognitive
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function of pregnant women, especially who are suffering
from GDM and tried to improve the evidence from the
serological point of view.

2. Materials and Methods

2.1. Subjects and Protocol. Patients aged 18–35 years with
American Society of Anaesthesiologists (ASA) physical
status I-II were admitted to the study. A total of 101
consecutive women with GDM who were diagnosed,
followed, and treated at the First Affiliated Hospital of
Harbin Medical University included in the study. 76
pregnant women without diabetes and matched for age
constituted the normal pregnancy group (NP). And, we
recruited 51 female volunteers with the similar age level,
normal blood glucose, and are not pregnant formed the
control group (CG). All the patients and volunteers read
and signed the informed consent forms before enrolling
in the study. )e study protocol was approved by the
Ethics Committee of First Affiliated Hospital of Harbin
Medical University, which was registered with the Chi-
nese Clinical Trial Register (registration number:
ChiCTR2000038703).

GDM was diagnosed with at least one abnormal result
during OGTT: plasma glucose during fasting ≥92mg/dL
(5.1mmol/L) or at 1 h ≥180mg/dL (10.0mmol/L) or at 2 h
≥153mg/dL (8.5 mmol/L). Cases with fasting plasma
glucose ≥126mg/dL (7.0 mmol/L), HbA1c ≥6.5%, or a
random plasma glucose ≥200mg/dL (11.1 mmol/L) were
diagnosed with overt diabetes and excluded. Cases with
pregestational T1 or T2DM were not included in the study.
Cases with unnatural pregnancy or gestational period <37
weeks or >41 weeks were excluded. Subjects on medica-
tions affecting cognitive functions including corticoste-
roids, antidepressants, or antiepileptics were also not
included. Additionally, subjects suffering from any
chronic metabolic, endocrine, inflammatory diseases,
cancer, subjects who had drug or alcohol dependency,
history of major brain abnormalities (e.g., tumors and
hydrocephaly), epilepsy, and Parkinson’s disease were
excluded. )e Hamilton Depression Rating Scale (HAMD)
was used to assess the psychological status of pregnant
women and those with a score of more than 7 might have
depression and were excluded [8].

On the survey date, all enrolled patients underwent
routine medical history inquiries, physical examinations,
and laboratory measurements. Clinical research coordi-
nators used a standard questionnaire to collect information
on demographic characteristics and a medical history.
)ere were no racial/ethnic, educational, or socioeconomic
differences between the groups (Table 1). All pregnant
women were instructed to maintain their usual physical
activity and diet for at least 3 days before the survey. After
an overnight fasting of ≥10 h, venous blood samples were
collected to measure blood lipids, glycated hemoglobin
(HbA1c), methylglyoxal (MGO), beta amyloid (Aβ), and
tau protein activity. Blood samples were stored at −80°C,
and all parameters were measured within 6 months of
sample collection.

2.2. Assessment of Cognitive Function. For the assessment of
cognitive functions, Montreal Cognitive Assessment
(MoCA), which is a brief cognitive screen across a variety of
clinical settings and widely used, was performed [9]. )e
assessment was conducted in a quiet room without dis-
tractions by a physical therapist trained in the administra-
tion of the MoCA questionnaire. )e total score of the
respondents with less than 12 years of education can be
increased by one point on the premise that the total score
does not exceed 30 points.

2.3. Statistical Analysis. )e data were statistically analyzed
with the SPSS 19.0 package program. All measures were
tested for normality and homogeneity of variance. Nor-
mally distributed data are expressed as means± SD.
Continuous variables with normal distribution were
compared by using the Student’s t-test and those with
nonnormal distributions were compared by using the
Mann–Whitney U-test, and the multiple comparison
between groups was performed by the LSD method. )e
count data were described by percentage, and the
comparison between groups was performed by χ2-test,
which were two-sided tests. P< 0.05 was considered sta-
tistically significant.

3. Results

)e study plan included 177 pregnant women and 51 vol-
unteers, and a total of 145 pregnant women and 51 volunteers
were eventually enrolled, including 75 pregnant women with
GDM in the GDM group, 70 normal pregnant women in the
NP group, and 51 volunteers in the CG group (Figure 1).

Compared with the CG group, the score of visuospatial/
executive, attention, delayed recall, and total was signifi-
cantly lower in the GDM and NP group, and the language
score was lower in the GDM group (P< 0.05). Compared
with the NP group, the score of visuospatial/executive,
language, delayed recall, and total was significantly lower in
the GDM group (P< 0.05) (Table 2).

)e levels of tau and MGO in the GDM group was
significantly less than these in the NP and CG groups
(P< 0.05), but the differences between NP and CG groups
were not statistically significant (P< 0.05). )e level of Aβ in
the GDM group was significantly more than that in the NP
and CG groups (P< 0.05), and the differences between NP
and CG groups were not statistically significant (P< 0.05),
though the level of tau in NP was more than that in the CG
group (Figure 2).

4. Discussion

)e viewpoint that pregnant women suffer from deficits in
memory is widespread, while the related documents are
limited, especially in humans [10]. In this study, we found
pregnant women did have a decrease in cognitive function
scores. And, the incidence of cognitive dysfunction in
pregnant women with GDM is much higher than that in
normal pregnant women. Among all the tests of MoCA
score, the most significant change was delayed recall.
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In fact, the effect of childbirth on women’s cognitive
ability is an obscure issue, because it may affect the job
opportunities of working women of childbearing age. So, we
discuss the impact of pregnancy on women’s cognitive

function with caution. Actually, the average score of normal
pregnant women is indeed lower than that of volunteer
women with the similar age, from the MoCA score point of
view. But the degree of this cognitive function decline is

Table 1: Demographic characteristics.

GDM NP CG F P

Sample 73 70 51
Age 29.70± 3.06 29.56± 3.39 29.52± 3.33 0.06 0.95
Height (cm) 164.75± 4.58 164.61± 5.08 164.28± 5.03 0.14 0.87
Weight (kg) 77.86± 10.46 74.25± 8.97 58.65± 7.49 68.32 <0.001
Glucose 4.95± 1.29 3.99± 0.76 4.69± 0.55 18.90 <0.001
Hba1c (%) 5.83± 0.63 4.74± 0.93 8.24 <0.001
Education (%) 0.02 0.99
Primary school 4 (5.5) 3 (4.3) 1 (2.0)
High school 19 (26.0) 18 (25.7) 14 (27.5)
University 50 (68.5) 49 (70.0) 36 (70.6)
Data are expressed as means± SD or number.

Group CG
N = 51

Group GDM
N = 75

Group NP
N = 70

Group GDM
N = 73

Withdraw
N = 2

reason: neonatal death

177 pregnant women and
51 volunteers assessed for eligibility

145 pregnant women and 51
volunteers were divided into

groups according to pregnancy and
gestational diabetes mellitus

32 excluded
10 diagnosed with overt diabetes

4 with pregestational type 1 or type 2 diabetes
12 refused to participate

6 other reasons

Figure 1: Patient recruitment flowchart.

Table 2: MoCA test score.

GDM NP CG P (GDM vs. NP) P (GDM vs. CG) P (NP vs. CG)
Sample 73 70 51
Visuospatial/executive 4.42± 0.84 4.55± 0.63 4.94± 0.35 0.24 <0.001 0.002
Naming 3.00± 0.00 3.00± 0.00 3.00± 0.00 — — —
Attention 5.52± 0.84 5.57± 0.70 5.82± 0.27 0.66 0.02 0.04
Language 2.64± 0.52 2.82± 0.41 2.95± 0.21 0.01 <0.001 0.09
Abstraction 1.97± 0.15 1.97± 0.14 2.00± 0.00 — — —
Orientation 6.00± 0.00 5.99± 0.10 6.00± 0.00 — — —
Delayed recall 2.81± 1.15 3.62± 1.21 4.18± 0.91 <0.001 <0.001 0.01
Total 26.98± 1.79 28.01± 1.85 29.00± 1.18 <0.001 <0.001 <0.001
Data are expressed as means± SD or number.
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lighter comparing with the pregnant women with GDM. In
the late stages of pregnancy, most pregnant women will be
out of the working environment, and the brain belongs to
excessive relaxation state in terms of cognition that may be
one of the reasons of the mild cognitive decline in pregnant
women [11, 12]. Mild stress, anxiety, and depression about
childbirth during pregnancy may also affect the cognitive
function of pregnant women to a certain extent [13, 14].
However, most of these bad emotions during pregnancy
would disappear with childbirth. On the other hand, the
levels of Aβ and tau were much closer to normal women.
)erefore, we think the decline of cognitive of pregnant
women was minimal and less influential.

However, cognitive decline in women with GDM is less
optimistic. At first, the average score of MoCA was the
lowest, and the difference was statistically significant. And,
the levels of tau were lowest, while those of Aβ were highest.
)e changes of these plasma markers should be paid much
more attention, though the pregnant women with GDMmay
need to face more serious emotions problems that may affect
cognitive function.

Aβ and tau are a group of plasma markers related to
cognitive function. )e primary pathological changes in
Alzheimer’s disease (AD) are intracellular neurofibrillary
tangles induced by tau phosphorylation and intercellular
senile plaque accumulation induced by oligomerization of
Aβ protein [15]. )e toxic effects of Aβ can lead to dys-
function in neurotrophic factor expression. Compared
with cognitive impairment, we are more worried about the
changes of serum markers, suggesting that the effect of
this cognitive impairment is long-term and even can cause
AD.

MGO is advanced glycation endproducts (AGEs), a
highly reactive α-dicarbonyl that is mainly generated as a
byproduct of glycolysis and auto-oxidation of glucose which
can initiate potentially deleterious changes, leading to
protein dysfunction, have raised concern in relation to
healthy living [16, 17]. MGO has been implicated in the
pathogenesis of T2DM, vascular complications of diabetes,
and several other age-related chronic inflammatory diseases

such as cardiovascular disease, cancer, and disorders of the
central nervous system [18].

Increased levels of AGEs were reported in brains of AD
patients and were also found to be associated with the
amyloid plaques and the neurofibrillary tangles (NFTs)
[19, 20]. Many studies have reported the capacity of MGO
intermediates to induce cellular damage and contribute to
the pathogenesis of many neurodegenerative diseases [21].
For instance, increased intracellular reactive oxygen species
production, tau hyperphosphorylation, and mitochondrial
dysfunction were observed in neuronal cells following MGO
treatment [22]. )e intracerebroventricular (ICV) admin-
istration of MGO induced tau hyperphosphorylation and
caused hippocampal damage and memory impairment in
mice [23]. So, we believe that the increasing MGO of GDM
pregnant women is the reason of mild cognition decline.

In this experiment, the results of MOCA score and
serum indicators of perinatal GDM pregnant women are
consistent. )e mechanism of memory loss in pregnant
women with perinatal GDM may be complex. In recent
years, more and more attention has been paid to the rela-
tionship between diabetes and cognitive impairment.
Compared with the general population, cognitive dysfunc-
tion in patients with type 2 diabetes is 1.5–2 times higher
[24, 25]. Many studies support this view, and diabetic pa-
tients have a greater risk of cognitive impairment [26, 27].
)e mechanism may be related to protein aggregation, in-
sulin damage, oxidative stress, inflammatory reaction, and
the generation of diabetes end products. )is study is also in
line with this view.

GDM is considered to be a prediabetic state, and the
pathology of them is significantly correlated. In recent years,
studies have shown that abnormal lipid metabolism can be
widely involved in the pathophysiological process of a series
of metabolic diseases such as obesity and type 2 diabetes by
mediating oxidative stress and other signal transduction
pathways. )ere are many studies on oxidative stress and
inflammatory reaction in GDM pregnant women. Moni-
toring the serum C-reactive protein (CRP) level in early
pregnancy is of great significance for predicting GDM [28].
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Figure 2: Concentration of (a) Aβ-42, (b) tau, and (c) MGO of each group; compared with NP group, #P< 0.05; compared with CG group,
∗P< 0.05.
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Moreover, the study indicates that interleukin-6 (IL-6) and
8-isoprostaglandin F2 α (8-iso-pgf2 α) are significantly in-
creased in GDM. )ese mechanisms may be involved in the
cognitive dysfunction of GDM pregnant women, and the
specific mechanism needs to be further studied.

5. Conclusion

)epregnant women with GDMhave a significant decline in
cognitive function, and the normal pregnant women have
also a decline in cognitive function which very light.
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&e aim of this study was to investigate the values of computed tomography (CT) imaging technology based on image seg-
mentation algorithm (ISA). It was applied in the radial shock wave therapy (RSWT) to treat knee osteoarthritis (KOA), so its
curative effect and rehabilitation effect on nerve function were mainly analyzed in this study. 84 patients with KOA were selected
and grouped into an ultrasonic treatment group (group A) and a RSW group (group B). All the patients received the ISA-based CT
examination and high-quality nursing intervention. &ere were comparisons on the effects of pain improvement, knee joint
function, and nerve function rehabilitation of patients in groups A and B. Results showed that visual analogue scale (VAS) scores
before and after treatment were markedly different among all patients, and the pain degree of patients in group B was lower than
the degree of group A (P< 0.05). &e knee joint function of group B after treatment was greatly better than group A (P< 0.05).
Scandinavian stroke scale (SSS) scores of nerve function rehabilitation after nursing in patients from group B were sharply lower
than the scores of group A (P< 0.05). Results indicated that ISA-based CT images could be applied in analysis of curative effect on
KOA, and there was more obvious effect of RSWT in the treatment of KOA.

1. Introduction

KOA is a relatively common type of chronic osteoarthritis,
which accounts for about 6% of all osteoarthritis [1]. &e
incidence of KOA is related to age; namely, the higher the
age, the higher the incidence of KOA [2]. Studies have
shown that the incidence of KOA in people who have been
in semisquat or kneeling positions for a long time, such as
underground coal miners and construction workers, is
higher than that in the normal population [3]. KOA is
usually caused by degeneration of the knee joint, overwork,
trauma, and other factors, but the specific pathogenesis is
not clear. Besides, RSWT is a common treatment for bone
diseases [4]. It is mainly employed to collect a variety of

acoustic energy single fluctuations into the focus area of
targeted tissues by inducing energy convergence and to
achieve a variety of therapeutic stimuli of different degrees
by applying angle and pressure adjustment. RSWT is very
effective in relieving pain and treating bone diseases such as
supracondylar, calcified tendonitis, and plantar fasciitis
[5, 6]. In addition, RSWT is a noninvasive treatment with
minimal trauma and relatively few complications for pa-
tients, which does not require hospitalization. As a result,
the economic pressure on patients is greatly reduced, so it is
widely applied in clinical treatment. &erefore, as a
treatment method with little trauma and side effects, RSWT
has a very critical clinical significance in the treatment of
KOA.
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CT imaging is an effective method for the clinical di-
agnosis of KOA [7]. CT imaging can clearly observe the
osteoarthritis lesions of knee joint, thus providing a strong
help for the diagnosis and follow-up treatment of doctors
[8]. In recent years, the resolution of medical image is
constantly improved with the rapid development of modern
medical image technology, while the traditional segmenta-
tion technology is difficult to obtain satisfactory segmen-
tation results. Image segmentation is a critical step for image
analysis and three-dimensional reconstruction in medical
imaging, and the realization of accurate segmentation helps
doctors understand the actual condition of patients and
make reasonable treatment plans [9, 10]. Image segmenta-
tion technology based on graph theory is a hot research topic
in the image segmentation in recent years [11]. It not only
emphasizes global constraints, but also pays special attention
to local information processing, so the segmentation results
are better than those of traditional segmentation methods.
&e regions or pixels in the original image based on ISA are
interpreted as nodes in the graph, transforming medical
image segmentation into the graph-based energy minimi-
zation and dealing with the application of maximum flow/
minimum segmentation algorithm [12]. &us, ISA was used
for image segmentation processing of CT imaging tech-
niques and applied in the analysis of curative effect of RSWT
for KOA.&rough the analysis of pain symptoms before and
after treatment, the knee joint function, and nerve function
recovery, there was a theoretical basis for the clinical di-
agnosis and treatment of KOA.

2. Materials and Methods

2.1. Subjects Investigated and Grouping. 84 patients with
KOA were selected as the subjects investigated, who were
admitted to hospital from October 2018 to May 2020, in-
cluding 46males and 38 females. All patients were rolled into
the ultrasound treatment group (group A) and RSW group
(group B) based on different treatment methods, with 42
cases in each group.&e ethics committee of the hospital had
approved this experiment, and all the subjects included in
this experiment had known and agreed.

&e criteria for inclusion were defined to include patients
who were diagnosed with KOA, were older than 42 years and
younger than 70 years, had been informed and agreed, and
had complete clinical data.

&e criteria for exclusion were defined to include pa-
tients who suffered from severe heart, brain, and hemato-
poietic diseases, mental illness, knee joint infection, tumor,
or rheumatic immune system diseases, were in the pregnant
and lactating period, and had contraindications for ultra-
sound or RSWT.

2.2. .erapeutic Methods. &e patients of group A were
given ultrasonic treatment. Coupling agent was applied to
the head of the ultrasonic arthritis treatment instrument, so
as to treat the pain points around the knee joints. &e in-
tensity was set at 1.0–1.2W/cm during the treatment, and
the ultrasonic arthritis treatment instrument was first moved

around pain points at a constant speed of 5 minutes with a
speed of 5mm/s. &en, the fixed treatment was for the pain
points of the knee joints for 10 minutes. &e treatment was
once a day, five times a week for a four-week course.

&e patients of group B were treated with RSWT ap-
paratus. &e impact points of knee pain points and calci-
fication were selected according to the imaging data of
patients. 7 treatment points were selected for each treatment,
and each point was impacted 600−800 times. &e output
pressure was set as 2.5–3.5 bar, and the frequency was within
the range of 10−15Hz. &e interval of each treatment was 5
days, and 5 consecutive treatments were regarded as a course
of treatment. Besides, adverse reactions were observed and
recorded during the treatment.

2.3. Computed Tomography Examination. All patients were
examined by CT imaging and the instrument was Philips
128-slice spiral CT. &e specific examination method was as
follows. &e patient was placed in the supine position and
the flat foot was first entered. &en, the local position of the
knee joint was scanned, the layer thickness was set at
0.6mm, the layer spacing was set at 2mm, and the pitch
parameter was 1.0. &e data were uploaded to the work-
station for coronal and sagittal reconstruction after the
scanning.

2.4. Computed Tomography Imaging Technology Based on
Image SegmentationAlgorithm. Graph Cuts algorithm fused
all the information of the global and local images and fully
reflected the correlation of image pixels, so it has marked
advantages in the image segmentation. Graph Cuts algo-
rithm input source image and corresponding label. Suppose
that there was l ∈ 0, 1{ } marked by any pixel point q of the
image, and 0 represented the background and 1 stood for the
foreground. In order to obtain the best binary segmentation
result, the expression of the quantity function was defined as
follows:

E(L) � λ∗ 
p∈N

Rp lp  + 

p,q{ }∈N

A p,q{ } · δ lp, lq .
(1)

&ere were two equations below to supplement and
explain (1):

Rp(“obj”) � −lnPr Ip|O ,

Rp(“bkg”) � −lnPr Ip|B ,

⎧⎪⎨

⎪⎩
(2)

δlp, lq �
1, lp ≠ lq,

0, lp � lq.
 (3)

In equations (2) and (3), λ expressed the weighted factor;
N stood for the collection of pixel points; p and q represented
any pixel points inN; Imeant the gray value; and A stood for
the discontinuous penalty.

In order to solve the deficiencies of traditional Graph
Cuts algorithm that required manual setting of foreground
and background markers, automatic generation of threshold
markers was for improvement in this study, so as to be more
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suitable for bone tissue CT image segmentation. Firstly,
there was format conversion, and the DICOM file of medical
image was converted into bitmap for the convenience of
subsequent processing. &en, the regional and boundary
items were established. &e weight of n-links edge was very
critical for the image segmentation quality, so it was nec-
essary to consider not only the pixel position relationship
between the two endpoints, but also the pixel difference
value. &e weight calculation method based on gray scale
and distance was expressed as follows:

A p,q{ } � exp −
Ip − Iq 

2

2σ2
⎛⎝ ⎞⎠ ·

1
dist(p, q)

, (4)

where dist(p, q) stood for distance from the pixel q to the
pixel p.

&e model shown in equation (2) was still used for the
setting of regional item. After threshold segmentation was
processed, there were three types of images (Label-Back-
Ground, Label-Object, and pixel points to be segmented).
&e network diagram was established, and the regional and
boundary items corresponded to t-links and n-links, re-
spectively. &e maximum flow/minimum segmentation
algorithm was adopted to seek the solution, so as to obtain
the initial segmentation results. At this time, most fore-
ground and background points could be identified, and the
marking errors caused by small differences between fore-
ground and background in some regions could be corrected
manually.

In order to deal with threshold selection difficulty and
noise sensitivity in the above algorithm, the morphological
marker automatic generation method was adopted to op-
timize the algorithm. Open operation and closed operation
were two crucial operations in morphology. Open operation
could reduce image noise to make contour boundary
smoother. &e horizontal direction was of 1 ∗ 3 structural
elements, morphological opening was applied to get the
initial mark image, and the mark point image with the
original image was input to the Graph Cut algorithm. &e
maximum flow/minimum segmentation algorithm was
adopted to improve the initial segmentation, there was
judgment for initial segmentation image quality, and there
was manual modification by combining with man-machine
interaction for continuous iteration until there was no
segmentation error. &e specific process is shown in
Figure 1.

2.5. Evaluation of.erapeutic Effects. VAS was employed to
assess the pain degree of knee joint. &e pain degrees of
patients were graded by themselves based on their own pain
conditions, and the score ranged from 0 to 10. In addition,
the pain degree increased gradually from 0 to 10 (0 meant no
pain and 10 stood for the most severe pain).

&e Roles andMaudsley (RM) scale was applied to assess
the physical activity of patient. It included 4 grades, namely,
excellent, good, general, and poor, corresponding to 1, 2, 3,
and 4 points, respectively. &ere was 1 point if the patient

had no pain during exercise and in normal life. &e patient
sometimes felt pain during exercise and in normal life, so
there were 2 points. If the patient felt pain after a little
activity, it was 3 points. If the patient was unable to do
normal activities, the score was 4 points.

&e Western Ontario and McMaster Universities oste-
oarthritis index (WOMAC) and Lequesne index scales were
adopted to assess the body function of patient.&eWOMAC
score scale included pain, joint function, and stiffness. &ere
were 5 ratings including difficult, mild, medium, very, and
extreme that corresponded to 0, 1, 2, 3, 4, and 5 points in
sequence. &e Lequesne index scale involved tenderness,
swelling, morning stiffness, walking ability, knee joint ex-
ercise pain, and rest pain, with 0, 1, 2, and 3 points for each
aspect.

2.6. Quality Nursing Intervention. All patients were treated
with high-quality nursing intervention after surgery, and the
nursing effect was evaluated by SSS. First, the head nurse was
selected as the group leader to set up a nursing team and
reasonably arrange the nursing work and specific division of
labor of the staff within the group, so as to ensure that the
nursing staff were on duty 24 hours a day and give com-
prehensive and meticulous care to each patient.

&e drug therapy included was as follows: 2mL of so-
dium hyaluronate was injected into the articular cavity of the
patient 1–2 times a week for a total of 6 weeks. If the patient
suffered from severe pain, external application could be
made with dressings of activating blood circulation and
dissipating blood stasis. If the patient was well tolerated and
in good condition, the traditional Chinese medicine with
activating blood circulation to dissipate blood stasis could be
adopted as adjuvant therapy.

&e rehabilitation exercise was as follows. According to
the condition of patient, the nursing staff should guide and
help the patient to do some rehabilitation exercises, such as
limb stretching and limb twisting. In addition, there was also
appropriate massage, foot bath, and physical therapy to
improve the symptoms of pain and swelling and promote the
recovery of patients.

2.7. Statistical Analysis. SPSS20.0 statistical software was
used for analysis, the measurement data were expressed as
mean± standard deviation (x ± s), and there was the pair-
wise comparison analyzed by one-way variance (ANOVA)
and tested by least significant difference (LSD). Besides, χ2
test was used for pairwise comparison and analysis of count
data. If P< 0.05, there was a statistically substantial
difference.

3. Results

3.1. Computed Tomography Imaging Segmentation Results
Based on Image Segmentation Algorithm. Dice similarity
coefficient was employed to evaluate the segmentation re-
sults of different algorithms, and the definition of Dice
similarity coefficient was expressed as follows:
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Dice(M, N) �
2|M∩N|

|M| +|N|
. (5)

In equation (5), M and N stood for the image pixel set
obtained by the gold standard and the segmentation algo-
rithm, respectively.

Figures 2 and 3 indicated the segmentation results of
different algorithms. &e Dice similarity coefficients of the
traditional Graph Cuts algorithm, threshold+Graph Cuts
algorithm, and morphology+Graph Cuts algorithm were
0.528, 0.854, and 0.926, respectively, and the running time was
0.112 seconds, 0.045 seconds, and 0.069 seconds in sequence.
Dice similarity coefficient ranged within 0-1, and the larger the
value was, the smaller the gap between algorithm segmenta-
tion and standard segmentation was. According to the above
results, the segmentation quality and algorithm efficiency of
morphology+Graph Cuts algorithm were more excellent.

CT images of patients with KOA were segmented by
different segmentation algorithms, as shown in Figure 4. &e
number of seed points required by the traditional Graph Cuts
algorithm was large but its segmentation effect was poor.
&reshold+Graph Cuts algorithm segmentation was more
accurate, but there were holes and isolated points. Compared
with the traditional Graph Cuts algorithm and thresh-
old +Graph Cuts algorithm, the morphology +Graph Cuts
algorithm had the best segmentation effect on CT images.

3.2. Clinical Data of Patients with KOA from Both Groups.
Table 1 showed the comparison results of clinical data of
patients with KOA from groups A and B. In group A, there

were 22 male and 20 female patients with KOA, with an
average age of 53.14± 10.39 years, an average height of
165.23± 8.98 cm, an average weight of 67.87± 4.36 kg, and
the body mass index (BMI) of 24.36± 1.54 kg/m2. Fur-
thermore, there were 20 male and 18 female patients with
KOA in group B, with an average age of 54.03± 9.76 years,
an average height of 167.24± 8.02 cm, an average weight of
68.36± 5.02 kg, and the BMI of 23.98± 1.25 kg/m2. &ere
were no statistically obvious differences in gender, age,
height, weight, and BMI of patients with KOA from groups
A and B (P> 0.05).

3.3. Comparison of Knee Joint Pain Improvement among
Patients in the Two Groups. Figure 5 revealed the compar-
ison of VAS scores of KOA patients from both groups before
and after treatment. VAS scores of patients in group A were
5.95± 1.09 points, 4.78± 0.52 points, 2.76± 0.55 points, and
1.92± 0.67 points before treatment, after treatment, 1 month
after treatment, and 3 months after treatment, respectively.
Moreover, VAS scores of patients from group B were
6.09± 1.15 points, 5.15± 0.80 points, 2.72± 0.78 points, and
1.56± 0.54 points before treatment, after treatment, 1 month
after treatment, and 3 months after treatment in turn. VAS
scores after treatment of patients in both groups A and B
decreased in contrast to those before treatment, and the
difference was statistically substantial (P< 0.05). VAS scores
after treatment and 3 months after treatment of patients in
group B reduced sharply in contrast to the scores of group A
(P< 0.05).
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result
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Figure 1: Flowchart of morphological marker graph cut algorithm.
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3.4. Comparison on Knee Joint Function Improvement of
Patients with KOA from the Two Groups. &ere were the
comparison results of RM scores of patients in groups A and B
before and after treatment (Figure 6).&eRM scores of patients
in group A were 3.26±0.77 points, 2.45± 0.59 points,
1.71± 0.62 points, and 1.24± 0.47 points before treatment, after
treatment, 1 month after treatment, and 3 months after
treatment in sequence. In addition, RM scores of patients in
group B before treatment, after treatment, 1 month after
treatment, and 3 months after treatment were 3.25± 0.72
points, 3.25± 0.72 points, 1.42± 0.48 points, and 1.11± 0.32
points, respectively. RM scores of patients in groups A and B
decreased after treatment compared with those before treat-
ment, and there was a statistically remarkable difference
(P< 0.05). RM scores of KOA patients from group B were
steeply lower than the scores of group A after treatment and 1
month after treatment (P< 0.05).

&e WOMAC scores of patients with KOA in groups A
and B were compared before and after treatment as shown in
Figure 7. WOMAC scores of patients in group A before
treatment, after treatment, 1 month after treatment, and 3
months after treatment were 56.94± 10.87 points,
49.20± 10.23 points, 38.87± 8.35 points, and 32.54± 7.12
points, respectively. Besides, WOMAC scores of patients in
group B were 57.45± 10.23 points, 49.02± 11.25 points,
31.64± 9.15 points, and 24.27± 7.27 points, respectively,
before treatment, after treatment, 1 month after treatment,
and 3months after treatment.WOMAC scores of all patients
from groups A and B after treatment reduced dramatically in
contrast to those before treatment (P< 0.05). In addition,

WOMAC scores of patients with KOA from group B were
sharply lower than scores of group A 1 month and 3 months
after treatment (P< 0.05).

Figure 8 expresses the comparison results of Lequesne
index scores of patients from groups A and B before and after
treatment. &e Lequesne scores of patients in group A before
treatment, after treatment, 1 month after treatment, and 3
months after treatment were 15.06± 4.52 points, 14.55± 3.85
points, 10.77± 3.91 points, and 8.46± 2.17 points in turn.What
is more, Lequesne scores of patients in group B before treat-
ment, after treatment, 1 month after treatment, and 3 months
after treatment were 15.08± 4.22 points, 13.74± 3.13 points,
9.56± 3.42 points, and 6.05± 2.07 points, respectively.
Lequesne scores of patients in groups A and B dropped after
treatment by comparing with those before treatment, and the
difference was statistically marked (P< 0.05). &e Lequesne
score of patients in group B 3 months after treatment was
markedly lower than the score of group A (P< 0.05).

3.5. Comparison on Adverse Reactions of KOA Patients in
Groups A and B. During the treatment, 3 cases of group A
and 1 case of group B showed mild redness and swelling,
which disappeared after local cold application for 24 hours.
Furthermore, 1 patient in group B was unbearable for the
pain, so the treatment was stopped immediately, and the
pain was gradually eased after the patient rested for 1 hour.
&e comparison results of the adverse reaction rate of KOA
patients in the two groups are shown in Figure 9. Besides, the
adverse reaction rates of patients in groups A and B were
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7.1% and 4.8% in turn. &ere were no statistically great
differences in the adverse reaction rates of KOA patients
from the two groups (P> 0.05).

3.6. Comparison on Nerve Function Rehabilitation of KOA
Patients in the Two Groups. &e comparison results of SSS
scores of patients in groups A and B before and after nursing

(a) (b)

(c) (d)

Figure 4: CT image segmentation results of different segmentation algorithms: (a) &e source image, (b) &e image of Graph Cuts
algorithm, (c) &e image of threshold +Graph Cuts algorithm, and (d) &e image of morphology +Graph Cuts algorithm.

Table 1: Comparison on clinical data of all patients in both groups.

Group A (n� 42) Group B (n� 42) P

Gender (male/female) 22/20 24/18 0.123
Age (years old) 53.14± 10.39 54.03± 9.76 0.113
Height (cm) 165.23± 8.98 167.24± 8.02 0.097
Weight (kg) 67.87± 4.36 68.36± 5.02 0.068
BMI (kg/m2) 24.36± 1.54 23.98± 1.25 0.612
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are shown in Figure 10. In group A, SSS score of patients
before nursing was 34.69± 3.13 points and that after nursing
was 28.15± 1.98 points. Before and after nursing, SSS scores
of patients with KOA from group B were 34.72± 3.09 points
and 16.35± 2.12 points, respectively. &us, SSS scores of
patients in groups A and B were compared before nursing,
suggesting that the difference was not statistically remark-
able (P> 0.05), while the SSS scores of patients from group B
after nursing were dramatically lower than the scores of
group A (P< 0.05).

4. Discussion

ISA was applied to improve and optimize the segmentation
effect of medical images, and the results showed that
the morphology +Graph Cuts algorithm had the best seg-
mentation effect on CT images in contrast to the thresh-
old +Graph Cuts algorithm and traditional Graph Cuts
algorithm. &is was consistent with the research results of
Wu et al. [13], indicating that the CT segmentation method
based on ISA could promote the segmentation accuracy of
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medical CT images. KOA is the leading cause of chronic
bone and muscle pain. In recent years, RSWT has been
employed to treat patients with KOA. In this study, there was
a comparison on the curative effect of ultrasound treatment
and RSWT for KOA. It was found that VAS scores before
and after treatment were extremely different among KOA
patients in the two groups, and the pain degree of patients in
group B decreased hugely by comparing with the degree of
group A (P< 0.05). &is suggested that both ultrasound
therapy and RSWTcould help patients with pain symptoms,
and RSWT was more effective. &is was in accordance with
the research results of Lee et al. [14] and Kang et al. [15]. &e

knee joint function rehabilitation of KOA patients was
evaluated by RM, WOMAC, and Lequesne index scores in
this study, and it was found that there were statistically
marked differences in the RM, WOMAC, and Lequesne
index scores of patients in groups A and B before and after
treatment (P< 0.05). With the extension of treatment time,
RM, WOMAC, and Lequesne index scores decreased
gradually (P< 0.05). &erefore, the knee joint function of
patients in group B was obviously better than that of group A
(P< 0.05). &ere was no statistically great difference in the
adverse reaction rates of patients in the two groups
(P> 0.05). Lizis et al. [16] pointed out that theWOMAC and
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ROM scores of KOA patients treated with RSWT were
superior to those of KOA patients treated with kinesitherapy
(KIN) by comparing the influences of RSWT and KIN for
KOA patients. &e research findings of Zhong et al. [17]
reflected that VAS, WOMAC, and Lequesne index scores of
KOA patients with RSWT were extremely better than those
of KOA patients with placebo at the 5th and 12th week
(P< 0.05). Moreover, all the patients showed improvement
in pain and disability scores during 12 weeks of follow-up
(P< 0.05), the adverse reaction rates of them were similar,
and there were no serious side effects. &is was consistent
with the research results of this study. In this study, high-
quality nursing was used for intervention treatment, and it
was found that the SSS scores of nerve function rehabili-
tation after nursing in patients of group B were steeply lower
than the scores of group A (P< 0.05). To some extent, it
revealed that RSWT could promote tissue repair, thus
contributing to nerve function rehabilitation. Based on the
above results, RSWT had a better effect on alleviating pain
and improving knee joint function in KOA patients.

5. Conclusion

&e ISA-based CT imaging technology was for analysis of
curative effects on KOA. It was found that RSWT had amore
marked clinical effect, which could effectively relieve pa-
tients’ pain and promote the knee joint and nerve function
rehabilitation, and it was better than that of ultrasonic
treatment through the analysis of the pain symptoms and
knee joint and nerve function rehabilitation in patients with
KOA before and after treatment. However, there were still
some deficiencies in this study; for example, the sample size
was limited, there was evaluation of only 3months, and there
was a lack of long-term efficacy evaluation. In the future, the
number of samples and observation time should be in-
creased to assess the long-term efficacy, so as to further
analyze the therapeutic effects of KOA. In summary, the
results of this study could provide reference for the imaging
diagnosis and treatment of KOA.
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)is paper was aimed to explore the application of the block matching pyramid (BMP) algorithm in echocardiographic spot
tracking in patients with coronary heart disease (CHD) and angina pectoris, as well as the effect of Shexiang Baoxin pills (a kind of
drug containing musk, which is good for cardiac diseases) on blood lipids, cardiac function, and curative effect. 206 patients with
CHD angina pectoris in the hospital from July 2018 to May 2020 were selected as the research subjects and were enrolled into the
control (Ctrl) group (conventional treatment, n� 103) and the observation group (the Shexiang Baoxin pill was given on the basis
of conventional treatment, n� 103) in random. )en, the patients’ echocardiograms were obtained, and the BMP algorithm was
used to track the echocardiograms. At 12 months after treatment, the total cholesterol (TC), triglycerides (TG), low-density
lipoprotein cholesterol (LDL-C), and high-density lipoprotein cholesterol (HDL-C) were compared. Besides, the differences
between left ventricular end-systolic volume (LVESV), left ventricular end-systolic diameter (LVESD), left ventricular end-
diastolic volume (LVEDV), left ventricular end-diastolic dimension (LVEDD), cardiac index (CI), cardiac output (CO), and LVEF
were observed. Finally, the efficacy of angina pectoris and electrocardiogram was calculated. It was found that the BMP algorithm
can track the echocardiograms and display the movement and displacement of the patients’ left ventricle. After treatment, in
contrast with the Ctrl, the levels of TC, TG, and LDL-C in the observation group were obviously lower (P< 0.05); the LVESV,
LVEDV, and LVEF were obviously lower (P< 0.05), the LVESD, LVEDD, CO, and CI were obviously higher (P< 0.05), the total
score of angina after treatment was obviously lower (P< 0.05), and the total effective rates of angina pectoris and echocardiogram
were obviously higher (P< 0.05). In conclusion, echocardiographic spot tracking can realize the diagnosis of patients with CHD
angina pectoris, and Shexiang Baoxin pill can regulate the blood lipid level and improve the echocardiographic indicators and the
clinical efficacy is obvious.

1. Introduction

In recent years, the incidence and mortality of CHD in China
have shown an upward trend year by year, which has seriously
threatened people’s lives and health. At present, the methods
commonly used in clinical treatment of CHD are percuta-
neous coronary intervention or coronary artery bypass sur-
gery. Surgical treatment can realize the recanalization of the
occluded blood vessels, improve the symptoms, and reduce
cardiovascular events such as myocardial infarction [1, 2]. )e

occurrence of CHD angina is correlated with the increase of
blood lipid levels and vascular endothelial injury [3]. )ere-
fore, the clinical treatment of CHD not only needs to relieve
the symptoms of patients with angina but also needs to control
blood lipids and other risk factors for cardiovascular diseases.
Traditional Chinese medicine (TCM) has a long history of
treating CHD angina pectoris, and studies have confirmed
that TCM is better than Western medicine in treating CHD
angina. Shexiang Baoxin pill is a TCM preparation, which is
developed for clinical treatment of cardiovascular diseases
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such as CHD [4]. Studies have proved that Shexiang Baoxin
pills can improve patients’ ECG performance and reduce the
incidence of cardiovascular events [5].

Cardiac ultrasound imaging technology is also often
used in clinical disease diagnosis and treatment effect
evaluation, and the new type of echocardiogram technology
can be used for the evaluation of myocardial strain. In
addition, it can also measure myocardial deformation [6].
)e traditional echocardiographic parameters based on
volume measurement are not very sensitive to the early
changes of myocardial function, but the spot tracking de-
tection of echocardiogram can realize the assessment of
ventricular function in patients with early myocardial dis-
eases [7, 8]. Moinfar et al. used 2-d speckle to track echo-
cardiography. It was found that the left atrial fluid storage
and catheter capacity decreased in patients with type 2 di-
abetes complicated with urinary protein coronary disease
[9]. However, there are relatively few studies on echocar-
diogram in patients with CHD angina.

)erefore, in this study, CHD angina pectoris patients
were taken as the research subjects. )en, the patients’
echocardiograms were obtained, and the changes of the
ventricular function were explored through spot tracking.
Subsequently, Shexiang Baoxin pills were given to compare
the differences in the blood lipid levels, echocardiographic
parameters, and treatment efficiency of different methods.
)e results provided a reference for improving the clinical
treatment of patients with CHD angina.

2. Methods and Materials

2.1. Research Subjects. 206 patients with CHD angina in the
hospital from July 2018 to May 2020 were taken as the
research subjects. )e diagnosis of CHD angina meets the
requirements stipulated by WHO. Inclusion criteria: pa-
tients must be over 20 years old; patients who clinically
demonstrated myocardial ischemia and hypoxia for more
than 30 days; and patients who have had acute myocardial
infarction for more than 6 months, who have undergone
percutaneous coronary intervention or coronary artery
bypass surgery, or whose imaging revealed that at least one
main branch had a stenosis of more than 50%. At least one of
the above events occurred. Exclusion criteria: patients with
myocardial infarction or revascularization therapy in the
past 6 months; patients with severe respiratory disease;
patients with severe other organ dysfunction; patients with
serious diseases such as malignant tumors; pregnant women;
and patients with severe mental illness. 206 patients with
CHD angina were enrolled into the observation group and
Ctrl, with 103 in each. Patients in the Ctrl were given
conventional treatments, and patients in the other group
were given 2 capsules/time and 3 times/d Shexiang Baoxin
pills based on the above treatment. )is trial had got per-
mission from the ethics committee of the hospital, and the
subjects or their families had signed informed consents.

2.2. Collection of Echocardiograms. )e color Doppler ul-
trasound diagnostic apparatus was adopted to collect the
patients’ echocardiograms, and the frequency of the S4

probe was set to 2∼4MHz. During the examination, the
probe was needed to be placed between the 3rd and 4th
ribs on the left side of sternum to obtain the 4 chambers of
the heart. )en, the dimensions of the heart chamber, the
thickness of the ventricular wall, the thickness of the left
atrium, and contraction and relaxation ability of the left
ventricle were observed.

2.3. Echocardiogram Spot Tracking Based on Block Matching
Algorithm. BMP combines image pyramid and block
matching algorithm, which can measure the similarity of
image spot position. At the same time, through the sampling
of image blocks, there is only a small amount of calculation
[10]. )e process of BMP algorithm is shown in Figure 1.
After the spots to be tracked in the echocardiogram were
calibrated, blockmatching and pyramidmodels were needed
to be built. )en, the SAD value at the current time was
calculated, and the similarity of all pixels in the view field was
calculated. )e comparison ends until all pixels were
compared.

In Figure 1, when the BMP algorithm was adopted, the
calculation equation of the sum of absolute differences
(SAD) value was as follows:

SADm(x, y) � 

2m

i�1


2m

j�1
x

m
(i, j) − y

m
(i, j)


, (1)

in which xm(i, j) represents the value of the pixel at point (i,
j) in the mth layer of the pyramid.

After the above equation was unfolded and Minkowski’s
inequality was used, the following equation was obtained:

SADm(i, j)≥ SADm−1(i, j)≥ SADm−2(i, j)

≥ · · · ≥ SAD(i, j).
(2)

2.4. Observation Indicators. Blood biochemical indicators
and renal function were tested before treatment and 3
months and 12 months after treatment. )e patient was in
the left decubitus position, and LVESV, LVESD, LVEDV,
and LVEDD were collected before and 12 months after
treatment. After the collection, the patients’ CI, CO, and
LVEF were calculated.

2.5. Efficacy Criteria. Criteria for determining the effect of
angina pectoris: obviously effective (decrease in total angina
pectoris points by at least 60%), effective (decrease in total
angina pectoris points by at least 30%), ineffective (decrease
in total angina pectoris points by less than 30%), and
worsening of disease (no decrease in total angina pectoris
points).

Criteria for determining the effect of echocardiogram
treatment: obviously effective (the echocardiograms
returned to the normal range), effective (ST segment was
reduced, and after treatment, it rose above 0.05mV, but did
not reach the normal level, or the T wave changed from a
flat state to an upright state), ineffective (the ECG had no
significant changes compared to before treatment), and
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worsening of disease (the ST segment was reduced by more
than 0.05mV after treatment; the T wave state was com-
pletely changed, and ectopic heart rate occurred).

2.6. Statistics andAnalysis. )e data were processed by SPSS
20.0. Mean± standard deviation (x ± s) was how mea-
surement data were expressed, and comparison between
groups was realized through independent sample t-test.
Count data were expressed as frequency or percentage, and
the χ2 test was used to compare differences between groups.
When P< 0.05, the difference was considered to be statis-
tically significant.

3. Results

3.1. General Information Comparison. Before treatment, the
differences were compared in baseline data, biochemical
indicators, and cardiac function indicators. From Table 1, it
was evident that there was no obvious difference in baseline
data, biochemical indexes, and cardiac function indexes
(P> 0.05).

3.2. Evaluation of Echocardiographic Speckle Tracking
Algorithm. First, the difference between the accuracy and
time was compared when the global search method or the
logarithmic search method was adopted to analyze the pixel
points in the motion vector search window in the BMP
algorithm (Figure 2). It was evident from Figure 2(a) that the
change of the size of search window had a small effect on the
search accuracy of the global search algorithm. As the size of
search window increased, the accuracy of the logarithmic
search method gradually decreased. However, the accuracy
rate of the two algorithms was always higher than 90%. It was

evident from Figure 2(b) that as the size of search window
increased, the running time of the two algorithms gradually
increased, but that of the logarithmic search method was
always lower than that of the global search method.

)e heartbeat sequence was selected; each sequence
contained 250 frames of heartbeat images and multiple heart
motion cycles. It was evident from Figure 3(a) that the red
smooth closed contour was the segmentation line of the
ventricle and atrium, and the yellow dots around were the
marked spots. By tracking these spots, the direction of heart
movement was finally obtained (Figure 3(b)). It was evident
that the maximum displacement of the heart was about 15
pixels, which was about 13.8mm.

3.3. 1e Effect of Shexiang Baoxin Pill on Biochemical
Indexes. )e changes were compared in the levels of bio-
chemical indexes 3 months and 12 months after treatment
(Figure 4). It was evident that the levels of biochemical
indexes of all patients decreased 12 months after treatment
in contrast with those 3 months after treatment. In contrast
with Ctrl, at 3 months after treatment, the levels of TC and
LDL-C in the observation group were obviously lower
(P< 0.05); at 12months after treatment, the levels of TC, TG,
and LDL-C were obviously lower (P< 0.05). Although the
difference in TG levels 3 months after treatment and HDL-C
levels 3 months and 12 months after treatment was not
obvious (P> 0.05), it was observed that those in the ob-
servation group were still lower than Ctrl.

3.4. 1e Effect of Shexiang Baoxin Pill on Cardiac Function.
)e differences were compared in LVESV, LVEDV, LVESD,
and LVEDD 12 months after treatment (Figure 5). It was
evident that in contrast with Ctrl, the levels of LVESV and
LVEDV of the observation group after treatment were
obviously lower (P< 0.05); the LVESD and LVEDD were
obviously higher after treatment (P< 0.05) .

)e differences were compared in LVEF, CO, and CI 12
months after treatment (Figure 6). In contrast with Ctrl, in
Figure 6(a), the LVEF of the observation group after treat-
ment was obviously lower (P< 0.05); in Figure 6(b), the CO
was obviously higher after treatment (P< 0.05); in Figure 6(c),
the CI after treatment was obviously higher (P< 0.05).

3.5. 1erapeutic Effect Analysis of Shexiang Baoxin Pills.
)e difference was compared between the total scores of
patients with angina before treatment (0 month) and 12
months after treatment (Figure 7). )ere was no obvious
difference in the total score of angina before treatment
(P> 0.05). After treatment, that in the observation group
was obviously lower than Ctrl (P< 0.05).

After 12 months of treatment, the difference was
compared in the efficacy of angina pectoris and echocar-
diogram (Table 2).)ere was no case with aggravated angina
pectoris and echocardiogram efficacy in both groups, while
the total effective rate of angina pectoris efficacy and
echocardiogram efficacy in the observation group was ob-
viously higher than Ctrl (P< 0.05).

Start

Echocardiogram 

Track spot selection

Model building

Calculate SADmin value

Compare similarity

SAD < SADmin?

Pixel + 1

No

End

No

SADmin = SAD

All pixels have been compared?

Yes

Figure 1: )e spots marking process of echocardiograms based on
BMP algorithm.
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4. Discussion

)e occurrence and development of CHD angina are closely
related to the ischemia and hypoxia of myocardial cells [11].
At present, many studies have proved that hyperlipidemia is
an important factor, leading to a variety of cardiovascular

and cerebrovascular diseases [12]. )erefore, in the study,
the effect of Shexiang Baoxin pills on the levels of TC, TG,
LDL-C, and HDL-C in patients with CHD angina pectoris
was explored. It was revealed that at 3 months and 12
months after treatment, the levels of the abovementioned
indexes were obviously lower than Ctrl. It was basically in
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Figure 3: Results of echocardiographic spot tracking. (a) )e calibration of echocardiographic spots; (b) the displacement of echocar-
diographic spots.

Table 1: Comparison of general information.

Baseline data Ctrl (n� 103) Observation group (n� 103) t/χ2 P value
Male (case/%) 66 (64.1) 63 (61.2) 1.232 0.153
Age (year) 62.33± 8.47 63.28± 9.77 0.785 0.229
Course of disease (year) 2.62± 1.35 2.53± 1.72 0.633 0.314
BMI (kg/m2) 22.17± 5.43 21.80± 4.62 0.791 0.221
TC (mmol/L) 6.52± 0.82 6.54± 0.67 0.626 0.335
TG (mmol/L) 2.24± 0.53 2.35± 0.74 0.729 0.304
LDL-C (mmol/L) 4.11± 0.58 4.09± 0.52 1.223 0.170
HDL-C (mmol/L) 1.35± 0.42 1.33± 0.21 1.121 0.197
LVESV (mL) 58.92± 6.57 58.17± 5.93 0.789 0.237
LVESD (mm) 45.83± 3.62 44.23± 4.11 0.826 0.219
LVEDV (mL) 111.93± 10.37 112.76± 10.83 0.627 0.335
LVEDD (mm) 66.85± 7.68 67.42± 8.08 1.109 0.203
CO (L/min) 6.10± 1.30 6.00± 0.70 1.203 0.188
CI (L/min·m2) 4.00± 0.20 4.30± 0.30 0.668 0.326
LVEF (%) 40.33± 4.35 41.63± 4.78 0.718 0.315
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line with the research results of Tian et al. [13], suggesting
that Shexiang Baoxin pills can reduce the blood lipid levels in
patients with CHD angina pectoris, thereby slowing down
the process of coronary atherosclerosis.

Cardiac imaging technology has been widely used in
disease prevention, diagnosis, and treatment. Among them,
echocardiogram imaging technology has small side effects
and is economical. )erefore, it is one of the imaging

technologies commonly used in the diagnosis of heart
diseases [14, 15]. )e echocardiogram spot tracking can
realize the assessment of cardiac strain in severe cardiac
patients [16]. )erefore, the image pyramid and block
matching method were combined to track the echocardio-
gram of CHD angina pectoris patients in the study. Clini-
cally, the computational complexity of the block matching
algorithm makes it difficult to meet the needs of timeliness.
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Figure 6: Comparisons of differences in (a) LVEF, (b) CO, and (c) CI after treatment.
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)erefore, first, the impact of global search [17] and loga-
rithmic search [18] on the efficiency of the algorithm was
analyzed. It was found the tracking accuracy of the two
search methods was both higher than 93%. Although the
logarithmic search method reduces the tracking accuracy
due to the increase of the search window, the tracking time is
always lower than that of the global search method.
)erefore, the parameters can be adjusted in clinical ap-
plication to improve tracking effect. When the echocar-
diograms of patients with CHD angina pectoris were tracked
subsequently, it was found that the displacement of the
patients’ left ventricle could be clearly tracked through the
calibrated spots. What’s more, the patients’ heart motion
trajectory showed a certain periodicity, which was in line
with the clinical cardiac motion state. However, after
tracking, it was found that themaximumdisplacement of the
heart was 15 pixels, about 13.8mm. Besides, the heart beat
was too strong, indicating that the heart function was ab-
normal. It was in line with the actual situation of CHD
angina patients [19].

Subsequently, the effect of Shexiang Baoxin pill on the
heart function was studied. It was found that the patients
in observation group had obviously lower LVESV,
LVEDV, and LVEF than the Ctrl (P< 0.05), and LVESD,
LVEDD, CO, and CI were obviously higher (P< 0.05).
LVESV, LVEDV, LVEF, LVESD, LVEDD, CO, and CI
indicators are important indicators used to evaluate the
volume, shape, function, and structure of the heart [20]. It
was found that Shexiang Baoxin pills could reduce the left
ventricular volume, increase the left ventricular inner

diameter, and improve the heart function by increasing
cardiac output and enhancing cardiac systolic function. It
was in line with the research results of Tian et al. and
Zhang et al. [13, 21]. Finally, the difference between the
total effective rates of and echocardiogram in two groups
was evaluated. It was found that the total effective rates of
angina pectoris and echocardiogram in observation were
96.1% and 93.2%, respectively, both of which were ob-
viously higher than Ctrl (P< 0.05). It was in line with the
results of Chen et al. [22], indicating that the clinical
treatment of Shexiang Baoxin pills can obviously improve
the symptoms of angina pectoris and enhance the cardiac
function of patients, which was consistent with the results
of the previous echocardiographic evaluation.

5. Conclusion

In the study, the application of the BMP algorithm in
echocardiographic spot tracking of patients with CHD
angina pectoris, as well as the effect of Shexiang Baoxin pills
on blood lipid levels, cardiac function, and treatment effi-
ciency, was explored. It was found that echocardiographic
speckle tracking can detect the abnormal displacement of the
left ventricle, and giving Shexiang Baoxin pills on the basis of
conventional treatment can improve the patients’ echo-
cardiographic indicators and increase the total effective rate
of treatment. However, only the BMP algorithm is used to
realize the echocardiographic speckle tracking. )e follow-
up studies need to compare and analyze the differences in
the results of echocardiographic speckle tracking before and

Table 2: Comparison of efficacy between angina pectoris and echocardiogram.

Grade
Angina pectoris efficacy Echocardiogram efficacy

Ctrl
(n� 103)

Observation group
(n� 103) χ2 P value Ctrl

(n� 103)
Observation group

(n� 103) χ2 P value

Obviously
effective 41 (39.8) 45 (43.7) — — 34 (33.0) 41 (39.8) — —

Effective 52 (50.5) 54 (52.4) — — 52 (50.5) 55 (53.4) — —
Ineffective 10 (9.7) 4 (3.9) — — 17 (16.5) 7 (6.8) — —
Aggravated 0 (0.0) 0 (0.0) — — 0 (0.0) 0 (0.0) — —
Effective rate (%) 90.3 96.1 8.325 0.027 83.5 93.2 11.231 0.004
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Figure 7: Comparison of total scores of angina pectoris.
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after treatment. In short, the results can provide a theoretical
basis for improving the clinical treatment of patients with
CHD angina and the quality of life of patients.
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'e aimwas to explore the application value of computed tomography (CT) perfusion (CTP) imaging based on the iterativemodel
reconstruction (IMR) in the diagnosis of acute cerebral infarction (ACI). 80 patients with ACI, admitted to hospital, were selected
as the research objects and divided randomly into a routine treatment group (group A) and a low-dose group (group B) (each
group with 40 patients). Patients in group A were scanned at 80 kV–150mAs, and the traditional filtered back projection (FBP)
algorithm was employed to reconstruct the images; besides, 80 kV–30mAs was adopted to scan the patients in group B, and the
images were reconstructed by IMR1, IMR2, IMR3, iDose4 (a kind of hybrid iterative reconstruction technology), and FBP,
respectively. 'e application values of different algorithms were evaluated by CTP based on the collected CTP images of patients
and detecting indicators. 'e results showed that the gray and white matter CT value, SD value, SNR, CNR, and subjective image
scores of patients in group B were basically consistent with those of group A (p> 0.05) after the IMR1 reconstruction, and the CT
and SD of gray and white matter in patients from group B reduced steeply (p< 0.05), while SNR and CNR increased dramatically
after IMR2 and IMR3 reconstruction in contrast to group A (p< 0.05). Furthermore, the cerebral blood volume (CBV), cerebral
blood flow (CBF), mean transit time (MTT) of contrast agent, and time to peak (TTP) of contrast agent in patients from group B
after iDose4 and IMR reconstruction were basically the same as those of group A (p> 0.05). 'erefore, IMR combined with low-
dose CTP could obtain high-quality CTP images of the brain with stable perfusion indicators and low radiation dose, which could
be clinically applied in the diagnosis of ACI.

1. Introduction

ACI is a common disease and also known as acute is-
chemic stroke. Its main feature is that blood clots emerges
in the brain blood vessels or various reasons lead to in-
sufficient blood supply to the brain, which causes brain
tissue ischemia and hypoxia to result in the irreversible
apoptosis which is the main cause of death and disability
in the old people [1, 2]. It is of great importance to de-
termine the time window of reperfusion therapy for pa-
tients with ACI. Moreover, CTP can determine the core of
lesion and ischemic area of patients with ACI to make
clinical diagnosis and determine the treatment plan in a
relatively short time, so as to avoid the constraints of time

window, reduce the mortality and disability rate of pa-
tients, and monitor patient’s prognosis [3].

Although CTP is irreplaceably featured with the diag-
nosis of patients with ACI, excessive radiation dose is its
biggest shortcoming in the diagnosis. CTP requires con-
tinuous and repeated scanning of the target area of the brain,
resulting in a huge increase in the X-ray radiation dose
received by a patient by comparing with conventional CT.
'erefore, reducing radiation dose is an urgent clinical topic
in the process of CTP application [4, 5]. 'e main factors
that affect CTP radiation dose are voltage, current, collection
time, and frequency. Reducing the scanning time and in-
creasing the scanning interval can reduce the radiation, but
its effect is extremely limited. An effective method is to
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reduce the voltage and current, but it is necessary to pay
attention to maintaining the quality stability of the perfusion
images. Algorithm reconstruction plays an irreplaceable role
in maintaining the quality of perfusion images [6].

FBP has been called the gold standard of CT image
reconstruction, and it plays a vital role in CT image re-
construction. 'e amount of projection data reconstructed
by FBP has a positive correlation with the resolution of
image space and a negative correlation with the image noise,
which affects the radiation dose reduction of CT scanning
[7, 8]. In order to ensure the image quality of low-dose
radiation CTscanning, scholars have focused on the iterative
reconstruction technology of CT images, including the it-
erative reconstruction in image space (IRIS), adaptive sta-
tistical iterative reconstruction technology (AsiR), iDose (a
kind of hybrid iterative reconstruction technology), and
adaptive iterative dose reduction (AIDR) algorithm [9, 10].
Philips’ iDose is taken as an example, which applies a dual-
model iterative reconstruction algorithm. First, a data model
is reconstructed by FBP, and then, it is identified and
denoised through a mathematical model and matrix algebra
[11]. However, iDose iterative reconstruction algorithm
based on FBP is still a partial iterative algorithm. It still does
not considers factors such as system hardware problems and
X-ray photonic characteristics, which will affect the image
quality, thereby limiting the further reduction of scanning
radiation dose. After the iDose, Philips’ researchers have
further developed IMR (a fully iterative reconstruction
technology that does not contain FBP components). 'e
mechanism of IMR is to continuously optimize an image
and data statistical model and a system model in the image
and data space, so as to achieve the objective of denoising.
Compared with iDose, IMR can not only reduce noise but
also improve the resolution of the image [6, 12, 13].

In summary, the combination of IMR and low-dose CT
can achieve the optimization of CTP radiation dose and
image quality. 'is study would explore the application
value of IMR-based CTP in the diagnosis of ACI, aiming to
provide reliable basic data for clinical applications.

2. Materials and Methods

2.1. Establishment of Research Objects. 80 patients with ACI,
who were admitted in hospital, were selected as the research
objects. 'e criteria for inclusion were defined to include
patients suffered from ACI, were 18–80 years old, and had
signed the informed consents.'e criteria for exclusion were
defined to contain patients suffered from severe cardio-
vascular and cerebrovascular diseases, were allergic to the
iodine contrast agent, were pregnant or in the lactation
period, and had received the arterial stent implantation in
the brain. 'is study had been approved by the ethics
committee of hospital. 'e research objects in the experi-
ment were grouped randomly into group A and B. 'e tube
current in patients of group A was 150mAs detected by CT,
and the tube current of patients in group B was 30mAs. 'e
FBP image reconstruction was adopted for patients in group
A, and FBP, iDose4, IMR1, IMR2, and IMR3 were employed
to reconstruct the images of the patients in group B.

2.2. Computed Tomography Scanning and Methods.
Brilliance iCT Elite CT machine was used for CT scanning.
'e tube current of patients in group A was 150mAs, tube
current of patients in group B was 30mAs, tube voltage of
patients in both groups was 80 kV, rotation time was 0.33 s,
and both of layer thickness and spacing were 5mm. A
double-tube high pressure syringe was applied to inject the
contrast agent. After the contrast agent was injected for 4
seconds, it was time to scan. 'e scan time was 2 seconds,
and scanning was repeated 25 times, so the total scan time
was 50 seconds. 'e image reconstruction indicators of FBP
and iDose were all standard, and those of IMR1, IMR2, and
IMR3 were all normal.

2.3. Image Postprocessing. 'e original image of CTP was
transmitted to the workstation (Extend Brilliance Work-
space, Philips Healthcare), and the Brain Perfusion software
was employed to form a pseudocolor perfusion image of
CBF, CBV, MTT, and TTP.

2.4. Analysis on the Quality of Images and Objective
Evaluation. First, the CT value of white and gray matter on
the instantaneous maximum density projection image was
measured, and SD of the CTvalue was regarded as the image
noise to calculate the SNR and CNR. 'e calculation
equations were shown as follows. SNR=CT/SD and
CNR= (gray matter CT value−white matter of CT value)/
(white matter of SD2 + gray matter of SD2). Second, the
values of CBF, CBV, MTT, and TTP were recorded on each
pseudocolor image.

2.5. Subjective Evaluation of Image Quality Analysis. 'e 3-
level scoring method was for the subjective evaluation
standard, with 2 points for good quality, 1 point for av-
erage quality, and 0 points for bad quality. 'e subjective
evaluation criteria included the difference of gray and
white matter perfusion value on the perfusion pseudo-
color image, difference between the focal ischemia and
normal tissue, homogeneity of image, contrast of in-
farction, contour, degrees of concentration and disper-
sion, and presence or absence of artifacts. 'e highest
score was 8; a score greater than 6 indicated an image with
high quality, a score of 3–6 meant a medium-quality
image, and a score less than 3 indicated an image of poor
quality.

2.6. Statistical Analysis. SPSS22.0 was used for statistical
analysis of the data. 'e subjective scores of images from
patients in each group were compared by the rank sum
test, the variance was employed to analyze the perfusion
indicators, CT value, SD value, SNR, and CNR of gray and
white matter, and the independent sample t-test was
applied to the pairwise comparison between groups.
P< 0.05 meant that there was statistically significant
difference.
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3. Results

3.1. Objective Indicators. As given in Table 1, there were the
statistically substantial overall differences in the CT value,
SD value, SNR, and CNR of gray and white matter among
patients from the two groups through the 6 reconstruction
methods (p< 0.05) after the variance analysis. Figure 1
shows the CT images processed by different reconstruc-
tion methods, including the images of group A recon-
structed by FBP, and the images of group B reconstructed by
FBP, iDose4, IMR1, IMR2, and IMR3, respectively. It was
found that the images with high current were relatively clear
(A-FBP), while the CT images obtained by different re-
construction algorithms in group B were slightly different in
quality. 'e reconstructed images of FBP, IMR1, IMR2, and
IMR3 were relatively clear, but the reconstructed images of
iDose4 were quite fuzzy, which was not good for
observation.

3.2. Computed Tomography Values of Gray andWhiteMatter
in the Brain. Table 1 and Figure 2 show that the CTvalues of
gray and white matter reconstructed by FBP in patients from
group A were 56.23± 2.45Hu and 36.23± 2.12Hu, respec-
tively. In contrast to group A, the obtained CTvalues of gray
and white matter reconstructed by FBP and iDose4 in-
creased dramatically in patients of group B (p< 0.05); there
were no obvious differences in CT values of gray and white
matter reconstructed by IMR1 in patients from group B
(p> 0.05); the CT value of gray matter reconstructed by
IMR2 reduced sharply (p< 0.05), but the value of CT in
white matter was not considerably different (p> 0.05); and
the values of CT in gray and white matter reconstructed by
IMR3 reduced hugely both (p< 0.05).

3.3. Standard Deviation Values of Gray and White Matter in
theBrain. Table 1 and Figure 3 reveal that the values of SD in
gray and white matter reconstructed by FBP were
7.82± 1.43Hu and 5.21± 0.98Hu in patients from group A,
respectively. By comparing with group A, the SD values of
gray and white matter obtained from FBP and iDose4 image
reconstruction increased markedly in patients from group B
(p< 0.05); the values of SD in gray and white matter
reconstructed by IMR1 were not significantly different
(p> 0.05); and the SD values of gray and white matter
reconstructed by IMR2 and IMR3 reduced extremely
(p< 0.05).

3.4. �e Values of Signal-to-Noise Ratio in Gray and White
Matter from the Brain. Table 1 and Figure 4 indicate that the
values of SNR in gray and white matter reconstructed by FBP
in patients from group A were 9.41± 1.53 and 10.06± 1.32,
respectively. Besides, the SNR values of gray and white
matter reconstructed by FBP and iDose4 decreased enor-
mously in patients from group B compared with those of
group A (p< 0.05); the SNR of gray matter did not change
significantly under the reconstruction of IMR1 (p> 0.05),
but the white matter SNR value rose dramatically (p< 0.05);

and the SNR values of gray and white matter reconstructed
by IMR2 and IMR3 grew hugely in patients from group B.

3.5. �e Values of Contrast-to-Noise Ratio in Gray andWhite
Matter from the Brain. Table 1 and Figure 5 show that the
CNR of gray matter in patients from group A was 0.40± 0.09
after the reconstruction. 'e CNR of gray matter recon-
structed by FBP and iDose4 dropped extremely in patients
from group B (p< 0.05) compared with that of group A;
there was no great difference in the CNR of patients from
group B after IMR1 reconstruction (p> 0.05); besides, CNR
of gray matter increased dramatically in patients from group
B after the reconstruction of IMR2 and IMR3 (p< 0.05).

3.6. Comparison of Subjective Indicators. 'e subjective
score of FBP and iDose4 image reconstruction was 0 in
patients of group B, which could not meet the standard of
clinical diagnosis. 'e subjective scores of FBP recon-
struction in patients of group A and IMRE1, IMR2, and
IMR3 reconstruction in patients of group B were 7.45± 0.34,
7.84± 0.84, 7.29± 0.62, and 7.34± 0.67, respectively. 'ere
were no huge differences in the subjective scores of image
quality among patients from the two groups after multiple
rank sum tests (χ2 = 0.78 and p= 0.92).

3.7. Comparison on the Values of Perfusion Indicators.
Table 2 presents that there were statistically obvious dif-
ferences in CBV of white matter and CBF and MTT of gray
matter among patients in the two groups under the six
reconstruction methods (p< 0.05) based on the analysis of
variance. In addition, the overall differences of white matter
CBV and gray matter TPP were statistically marked among
patients in the two groups under the six reconstruction
methods (p< 0.05).

3.8. �e Values of Cerebral Blood Volume in the Gray and
WhiteMatter. As given in Table 2 and Figure 6, CBV of gray
and white matter reconstructed by FBP was 5.08± 0.42mL/
100 g and 3.12± 0.23mL/100 g in patients of group A, re-
spectively. In contrast to group A, CBV of gray and white
matter reconstructed by iDose4, IMR1, IMR2, and IMR3
had no obvious difference (p> 0.05) and CBV of white
matter showed no obvious difference in patients from group
B (P> 0.05), while those reconstructed by FBP reduced
steeply (p< 0.05).

3.9. �e Values of Cerebral Blood Flow in the Gray andWhite
Matter. As given in Table 2 and Figure 7, the CBF of gray
and white matter reconstructed by FBP in patients from
group A was 54.23± 4.97mL/100 g/min and
23.32± 2.16mL/100 g/min, respectively. In contrast to group
A, there was no considerable difference in CBF of gray and
white matter in patients from group B under the recon-
struction of iDose4, IMR1, IMR2, and IMR3 (P> 0.05),
while the CBF of gray and white matter reconstructed by
FBP increased substantially (p< 0.05).

Journal of Healthcare Engineering 3



3.10. �e Values of Mean Transit Time in the Gray andWhite
Matter. As given in Table 2 and Figure 8, the values of MTT
in gray and white matter reconstructed by FBP in patients
from group A were 5.65± 0.76 seconds and 7.38± 1.12
seconds, respectively. In contrast to group A, theMTTvalues
of gray and white matter reconstructed by FBP and iDose4
rose remarkably in patients from group B (p< 0.05), while
there were no marked differences in the values of MTT
reconstructed by IMR1, IMR2, and IMR3 (p> 0.05).

3.11. Computed Tomography Perfusion Image Example.
Figure 9 shows the CT images of ACI. To be specific,
Figure 9(a) is the CT image and Figure 9(b) is the CTP

image. It was found that CTP could present richer intra-
cranial information by comparing with CT, which was
beneficial to diagnose accurately the patient’s lesions.

4. Discussion

'enormal physiological activity of brain tissues depends on
certain blood oxygen supply, and the compensatory con-
traction of capillary smooth muscle and small artery can
alleviate the limited fluctuation of cerebral blood perfusion
pressure, so as to maintain basically stable cerebral blood
flow [14]. When the reduction in perfusion pressure is less
than the circulating reserve capacity of the brain, CBF

Table 1: Comparison results of objective values of image quality among patients from the two groups.

Group Reconstruction methods CT (Hu) SD (Hu) SNR CNR

Group A FBP Gray matter 56.23± 2.45 7.82± 1.43 9.41± 1.53 0.40± 0.09White matter 36.23± 2.12 5.21± 0.98 10.06± 1.32

Group B

FBP Gray matter 78.69± 3.12 12.43± 1.54 7.83± 0.93 0.21± 0.03White matter 57.12± 2.56 9.26± 0.98 7.82± 0.72

iDose4 Gray matter 65.98± 3.12 10.79± 1.87 8.21± 1.10 0.24± 0.02White matter 48.34± 2.17 8.15± 0.85 7.73± 0.91

IMR1 Gray matter 55.43± 3.45 7.24± 1.27 10.52± 2.13 0.42± 0.06White matter 38.63± 1.91 4.83± 0.62 10.98± 1.17

IMR2 Gray matter 53.24± 3.19 6.39± 1.28 11.23± 2.15 0.57± 0.11White matter 37.03± 4.23 4.97± 0.92 11.83± 1.86

IMR3 Gray matter 52.34± 3.92 6.82± 1.97 11.65± 2.31 0.68± 0.21White matter 34.61± 1.97 3.94± 0.82 12.82± 1.91

Z Gray matter 234.96 70.98 36.87 65.14White matter 267.25 235.87 75.61

p
Gray matter <0.001 <0.001 <0.001 <0.001White matter <0.001 <0.001 <0.001

(a) (b)

(c) (d)

(e) (f )

Figure 1: 'e processing results of CT image under different reconstruction methods. (a) A-FBP. (b) B-FBP. (c) B-iDose4. (d) B-IMR1.
(e) B-IMR2. (f ) B-IMR3.
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expresses to be normal or a slight decrease, and CBV often
increases at this moment due to arteriolar and capillary
dilatation. When the decrease of CBF is greater than that of
cerebral circulation reserve force, neurons absorb excess
glucose and increase oxygen content to maintain normal cell
physiological metabolism. At this time, CBF falls below the

threshold of electrical failure, so CBF reduces significantly
and CBV is normal or decreases. With the continuous
decline of CBF, the metabolism level in the brain changes
dramatically, the balance of various substances is disrupted,
and there is irreversible apoptosis in neurons, namely, ACI
[15], with CBF and CBV both dropping obviously.
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Figure 2: Statistical results of CT values of gray and white matter in the brain among patients from groups A and B by different re-
construction methods. A and B are the statistical results of gray and white matter in patients from both groups under various reconstruction
methods, respectively. ∗CT value of patients from group B was dramatically different compared with group A (p< 0.05).
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Figure 3: Statistical results of SD values of gray and white matter in the brain among patients from groups A and B by different re-
construction methods. A and B are the statistical results of gray and white matter in patients from the two groups under various re-
construction methods, respectively. ∗'e SD value of patients from group B was different greatly in contrast to group A (p< 0.05).
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Figure 4: Statistical results of SNR values of gray and white matter in the brain among patients from groups A and B by different
reconstruction methods. A is the statistical result of gray matter in patients from the two groups under various reconstruction methods; B is
the statistical result of white matter in patients from the two groups under different reconstruction methods. ∗'e SNR value of patients
from group B was different obviously compared to group A (p< 0.05).
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CTP requires continuous repeated scanning of the target
area, so the radiation dose of a patient is higher enormously
than that of CT scanning. 'erefore, how to reduce the

radiation dose of CTP has been attracting the attention of
scholars. 'e traditional methods for radiation reduction
include reducing tube voltage, tube current, and acquisition

Table 2: Comparison results of perfusion indicators in gray and white matter among patients in the two groups.

Group Reconstruction methods CBV (mL/100 g) CBF (mL/100 g/min) MTT (s) TTP (s)

A FBP Gray matter 5.08± 0.42 54.23± 4.97 5.65± 0.76 18.65± 2.87
White matter 3.12± 0.23 23.32± 2.16 7.38± 1.12 19.86± 2.97

B

FBP Gray matter 4.76± 0.45 61.65± 8.32 8.23± 1.98 18.74± 2.31
White matter 3.16± 0.72 31.54± 3.21 11.76± 2.12 19.23± 2.76

iDose4 Gray matter 4.98± 0.47 53.09± 3.97 6.54± 1.19 18.54± 2.13
White matter 3.17± 0.64 25.76± 2.96 10.09± 2.01 19.76± 3.21

IMR1 Gray matter 5.32± 0.71 51.85± 3.21 6.21± 0.87 18.65± 2.45
White matter 3.16± 0.42 23.76± 2.93 7.86± 1.32 19.93± 2.87

IMR2 Gray matter 5.54± 0.89 51.23± 3.63 6.26± 0.76 18.65± 2.52
White matter 3.21± 0.41 23.67± 2.87 7.63± 1.06 19.78± 2.76

IMR3 Gray matter 5.39± 0.75 52.98± 5.87 6.24± 0.52 18.76± 2.61
White matter 3.23± 0.51 22.54± 2.12 7.80± 1.13 19.72± 2.84

Z Gray matter 5.42 4.87 18.65 0.008
White matter 0.8 12.43 39.76 0.5

p
Gray matter <0.001 0.001 <0.001 1.8
White matter 0.72 <0.001 <0.001 0.93
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Figure 5: Statistical results of CNR of gray matter in the brain among patients from both groups by various reconstruction methods. ∗'e
CNR value of group B was different hugely from that of group A (p< 0.05).
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Figure 6: Statistical results of CBV of gray and white matter in the brain among patients from groups A and B under the six reconstruction
methods. A is the statistical result of gray matter in patients from the two groups under various reconstruction methods; B is the statistical
result of white matter in patients from the two groups under different reconstructionmethods. ∗'eCBV value of patients from group B was
different considerably by comparing with group A (p< 0.05).
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time and frequency, but these measures are easy to increase
image noise. With the application of IMR, the image quality
can be guaranteed within the maximum range, thus making
the traditional methods well applied [16]. In this study,
patients with the CTP scanning mode of 80 kV–150mAs
routine dose combined with FBP image reconstruction were
regarded as group A to evaluate the changing patterns of

each indicator of gray and white matter in patients from
group B under different image reconstruction methods. 'e
results indicated that FBP was for reconstruction in the
mode of low dose, and the average CT values of gray and
white matter in patients from group B were 40% and 55%
higher than that of group A, respectively. Moreover, the av-
erage CT values of gray and white matter in patients from
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Figure 7: Statistical results of CBF of gray and white matter among patients from the two groups under different reconstruction methods. A
is the statistical result of gray matter in patients from the two groups under the six reconstruction methods; B is the statistical result of white
matter in patients from the two groups under different reconstruction methods. ∗'e CBF value of patients from group B had a significant
difference compared with group A (p< 0.05).
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Figure 8: Statistical results of MTTof gray and white matter among patients from both groups under the six reconstruction methods. A and
B are the statistical results of gray and white matter in patients from the two groups under the six reconstruction methods, respectively. ∗'e
MTT value of patients from group B had an obvious difference compared with group A (p< 0.05).
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Figure 9: 'e (a) CT and (b) CTP images of ACI.
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group B increased by 20% and 28% after the iDose4 recon-
struction, respectively. 'erefore, the above data could de-
termine that FBP and iDose4 reconstruction were not suitable
for the image reconstruction of the low-dose scanning mode.
On the contrary, there was no obvious change in the CT value
of gray and white matter in the brain with the application of
IMR, the CT value of gray and white matter reconstructed by
IMR1 in patients of group B had no great difference from those
of group A, the CT value reconstructed by IMR2 in patients of
group Bwas at themiddle level, and the CTvalue reconstructed
by IMR3 in patients of group B was less than that of group
A. 'is was related to the superior noise reduction function of
IMR, making the CT value of gray and white matter return to
normal or even lower than the normal value. Previous studies
have shown that IMR has an excellent image noise reduction
capability and can also improve image resolution [17]. In
addition, studies have indicated that the average image noise
and CNR under IMR reconstruction are superior markedly to
hybrid iterative reconstruction and FBP technology, and IMR
improves remarkably the image quality under low-tube voltage
that especially helps to promote the display effect of distal
vessels [18]. 'is is consistent with the results of this study.

5. Conclusion

'e advantages of the IMR full-model iterative recon-
struction algorithm in CTP image reconstruction were
verified by comparing with low and conventional dose CTP.
'e results showed that IMR could ensure the quality of CT
images under lower dose of radiation and complete the
diagnosis of patients with ACI compared with FBP and
iDose4, which could be promoted clinically. 'erefore, a
new direction was provided by this study for the diagnosis of
patients with ACI, and the safety of patients was greatly
enhanced during examination. 'e shortcoming of this
study was that it had not been compared with other imaging
methods, leading to a relatively single standard for
judgment.

Data Availability

'e data used to support the findings of this study are
available from the corresponding author upon request.
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(e performance characteristics of deep learning fully convolutional neural network (DLFCNN) algorithm-based computed
tomography (CT) images were investigated in the detection and diagnosis of perianal abscess tissue. 60 patients who were
medically diagnosed as perianal abscesses in the hospital were selected as the experimental group, and 60 healthy volunteers were
selected as the control group. In this study, the DLFCNN algorithm based on deep learning was compared with the CNN
algorithm and applied to the segmentation training of CT images of patients with perianal abscesses. (en, the segmentation
metrics Jaccard, Dice coefficient, precision rate, and recall rate were compared by extracting the region of interest. (e results
showed that Jaccard (0.7326) calculated by the CNN algorithm was sharply lower than that of the DLFCNN algorithm (0.8525),
and the Dice coefficient (0.7264) was also steeply lower than that of the DLFCNN algorithm (0.8434) (P< 0.05). (e thickness
range of the epidermis and dermis in patients from the experimental group was 4.1–4.9mm, which was markedly greater than the
range of the control group (1.8–3.6mm) (P< 0.05). Besides, the CT value of the subcutaneous fascia in the experimental group
(− 95.45± 8.26) hugely reduced compared with the control group (− 76.34± 7.69) (P< 0.05). (e accuracy rate of the patients with
perianal abscesses was 96.67% by multislice spiral CT (MSCT). (erefore, the DLFCNN algorithm in this study had good stability
and good segmentation effect. (e skin at the focal site of anal abscess was obviously thickened, and it was simple and accurate to
use CT images in the diagnosis of patients with perianal abscesses, which could effectively locate the lesion and clarify the
relationship between the lesion and the surrounding structure.

1. Introduction

Perianal region refers to the area extending 5-6 cm from
the junction between the anal squamous mucosa and the
skin [1]. Perianal abscess is an abscess caused by acute and
chronic infections of the perianal space [2], which is
manifested as redness, pain, swelling, and agglomeration
of the skin around the anus, accompanied by systemic
symptoms of varying degrees [3]. Perianal abscess is a
common and frequently occurring disease in surgery,
which has a high incidence and seriously affects the
normal life and work of patients. In the past, the com-
prehensive diagnosis of perianal abscess was mainly made
by digital surgical rectal examination, clinical symptoms,
clinical vital signs, etc., which could not directly deter-
mine the location and range of the lesion and resulted in

high blindness in diagnosis and treatment [4]. (erefore,
the surgical treatment of perianal abscess has to be ac-
curately positioned and diagnosed preoperatively to im-
prove the safety of the surgery.

In recent years, with the continuous development of
electronic imaging technology, multislice spiral computed
tomography (MSCT) has gradually been applied in the
clinical treatment of perianal abscess [5]. CT scanning has
the characteristics of fast scanning speed, powerful image
postprocessing function, and clear image [6]. Furthermore,
CT scanning is used for the examination of the human
abdomen and pelvis, without special bowel preparation such
as enema or inflation [7]. (erefore, the application of CT
scanning to examine the tissue structure of human perianal
abscesses will help improve the clinical diagnosis of anal
diseases.
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Segmentation algorithms based on deep learning can
deeply learn the mapping relationship between images and
are widely used in computer vision and sound effects. (ey
can methodically sort out a large amount of data, extract
image features, and efficiently deal with complex problems,
which have become the mainstream application of seg-
mentation algorithms at present [8, 9]. Mastragostino et al.
[10] used the deep learning-based convolutional neural
network to evaluate CT images of liver tissue with high
segmentation accuracy. In this study, a deep learning fully
convolutional neural network (DLFCNN) algorithm was
proposed to replace the full connection layer in the later
stage of the CNN with the convolutional layer so that the
number of neurons in the input layer was not restricted. (e
input of the convolutional layer could accept images of
different sizes; the window for each value in the output to be
mapped to the receptive field in the input image was fixed,
which greatly improved the speed.

In this study, DLFCNN algorithm was proposed and
compared with the CNN algorithm, which was applied in the
CT imaging diagnosis of 60 patients with perianal abscesses.
(e objective of this study was to investigate the ability of CT
images to distinguish the structure of perianal abscess tissue
and to summarize the specific signs of perianal abscess
tissue, so as to lay a foundation for the CT diagnosis of
anorectal diseases.

2. Materials and Methods

2.1. General Data. In this study, 60 patients with medical
diagnosis of perianal abscess in the Department of Anorectal
Surgery of our hospital from October 2018 to December
2019 were selected as the experimental group, including 68
males and 52 females, with an average age of 54.23± 11.46
years. Another 60 healthy volunteers were selected as the
control group, and the experimental group was diagnosed by
MSCT scanning. (e study was approved by the Medical
Ethics Committee of the hospital, and the research objects
and their family members learnt about the study and signed
informed consent forms.

(e criteria for inclusion were defined to include re-
search objects who were diagnosed with perianal abscesses
and had anal mass with pain, had complete clinical data and
imaging data, and had suffered from the disease for more
than 4 weeks.

(e criteria for exclusion were defined to include re-
search objects who were combined with cardiovascular
disease, mental illness, speech impairment, and hearing
impairment, did not undergo anorectal surgery in the past 6
months, and had unclear CT images.

2.2. Deep Learning Fully Convolutional Neural Network
(DLFCNN)Algorithm. Neuron is the basic functional unit of
the whole neural network structure (Figure 1). A large
number of neurons together form a neural network struc-
ture.(e essence of the internal convolution operation of the
DLFCNN algorithm model is the integral operation, and the
calculation equation is as follows:

(g · h)(s)≜ 
∞

− ∞
g(c)h(s − c)dc. (1)

In equation (1), function g and function h represent
continuous functions, and both of them are integrable
functions in the range of real numbers. Assume that the two-
dimensional vector P and the convolution kernel Q are the
input, and the output L is a two-dimensional tensor, which
can be expressed in the following:

L(i, j) � (P · Q)(i, j) � 
a


b

P(a + i, b + i) · Q(a, b). (2)

In equation (2), P is a 6× 6 two-dimensional vector, Q is
a 4× 4 convolution kernel, and the output L is a two-di-
mensional tensor with 4× 4. According to the equation, the
size of the input image (i× i) directly affects the size of the
output image (L× L), and it will also be affected by the size of
the convolution kernel (q× q) during the operation. In order
to better segment the edge of the image, a supplementary
parameter o is often added. (e specific equation is as
follows:

L �
i − q + 2o

t
  + 1. (3)

In equation (3), i stands for the size of the input image, q
represents the size of the convolution kernel, and L means
the size of the output image. Model networks often have
multilayer superimposed hollow convolution, and the use of
a zigzag structure can avoid the superposition of informa-
tion and maintain the continuity of information. (e zigzag
structure uses time intervals of different lengths to integrate
information from different distances and nearby locations.
(us, the following equation can be obtained:

Ni � max Ni+1 − 2λi, Ni+1 − 2 Ni+1 − λi( , λi . (4)

In equation (4), λi represents the hole interval of the ith
layer, and Ni indicates the hole interval of the last layer,
which is also the maximum value of the hole interval. In this
study, the void interval was set to (2, 4, 5). (e essence of the
operation of the convolutional layer is to perform weighted
summation. (e function used in this study was the sigmoid
function for classifying and outputting, and the ReLU

∑XiUi + β

f (∑XiUi + β)

β

X1
X3

X2

U1 U2

Um

Figure 1: (e basic structure of a neuron.
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function was adopted for extracting image features. Among
them, the calculation and derivative equations of the sig-
moid function are shown in the following:

Sig �
1

1 + e
− c �

1
1 + e

− (vx+b)
, (5)

Sig′(c) �
e

− c

1 + e
− c

( 
2. (6)

(e function values in equations (5) and (6) are both in
(0, 1), and the sigmoid function is a differentiable function.
(e ReLU function can reduce the problem of the disap-
pearance of the gradient, and its mathematical operation and
derivative equations are as follows:

ReLU(c) � max(0, c), (7)

ReLU′(c) �
0, c< 0,

1, c> 0.
 (8)

In equations (7) and (8), the derivative of the ReLU
function is negative, and the gradient is in a saturated state
when c< 0. When c> 0, the derivative of the ReLU function is
1, and no gradient disappears. Compared with the sigmoid
function, the ReLU function has a faster calculation speed and
convergence speed. For the input P, the gap between g(P)

obtained by the model output and the actual value K usually
requires a loss function to express the degree of deviation,
which is recorded as R(K, g(P)) that is presented in the
following equation:

R �
1
2m

(K − g(P))
2
. (9)

2.3. Extraction of the Region of Interest from the CT Image of
thePerianalAbscessTissue. (emain purpose of segmenting
the CT image of the perianal abscess tissue was to classify the
lesion. (ere was some irrelevant noise information in the
CT image. If there was an error in the segmentation process,
the classification result would be inaccurate, resulting in the
perianal abscess. (e iterative threshold method was
adopted in this study to effectively solve the problems of
inconspicuous contrast of light and dark in CT images, the
dark overall image, and the too small difference between
pixels. A clear CT image of perianal abscess could be ob-
tained after a series of operations, such as expansion, cor-
rosion, cavity filling, open operation, close operation, and
mask operation. Figure 2 shows the extraction process of the
region of interest in the image of perianal abscess tissue
through the iterative threshold method. After the extraction
of the region of interest, the image of perianal abscess tissue
could reduce the amount of data and the interference of
noise, complete the outline of the lesion, and realize the
preprocessing of the image.

2.4. ExaminationMethod. (e diagnosis was made by using
Somatom Definition AS+ 64-slice, 128-slice 4-dimensional
spiral CT (Siemens, Germany). Before the examination,

routine bowel preparations were performed. After the
bladder was properly filled, the scanning was started. Each
patient held his head with his hands, his lower limbs were in
an external stand, and he was in a supine position in the
center of the examination bed. (e central sagittal position
of his body was perpendicular to the plane of the bed, and his
head was advanced. During the examination, the patient
should keep a calm state of mind, not move his body, and
hold his breath as required.

Scanning parameters were as follows: the flat sweep tube
voltage was 120 kV and tube current was 175mA; layer
thickness was 2.5mm and layer spacing was 5.0mm; en-
hanced tube voltage and tube current were also 120 kV and
175mA in turn; scanning rotation speed was 0.8 s/r, pitch
was 1.0, field of view (FOV) was 250mm× 250mm, and the
matrix was 512× 512; the reconstruction layer thickness was
1.5mm, and the layer spacing was 1.5mm. 0.9% sodium
chloride (NaCl) injection and 20mL of iohexol injection
were used as contrast agents. After probe exploration, the
catheter was inserted, and the contrast agent was injected.
After completion, image processing was carried out. On the
AmbiVU 4.2.3 workstation, the image of the third sacral
vertebra-anus area was reconstructed with a thickness of
1.5mm, and the multiplanar reconstruction and maximum
intensity projection reconstruction technology were
employed to observe and save the relevant data. Two ex-
perienced doctors reviewed the CT images separately and
reached a conclusion after discussion when their opinions
were inconsistent.

2.5. Simulation Experiment Design of Deep Learning Fully
ConvolutionalNeuralNetworkAlgorithm. In order to verify
the effectiveness of the CT image segmentation method of
perianal abscess tissue based on DLFCNN, a comparative
experimental platform was designed in this study. (e CT
images of 60 patients with perianal abscesses were pro-
cessed in batch by DLFCNN based on deep learning.
Colloidal operation was performed in the convolutional
layer of the convolutional network. Finally, the seg-
mentation results were output in the output layer of the
full connection layer. Table 1 shows the number of
feature graphs and the size of the convolution kernel in
each convolutional layer of DLFCNN. Moreover, C1
represented the convolutional layer, which mainly per-
formed the convolution operation of the filter and then
output the activation function. S2 stood for the sampling
layer, and the input data of the previous layer were
processed by dimensionality reduction. C3 and S4 both
expressed the network layers, C3 was similar to C1, and
S4 was similar to S2, which indicated the second
downsampling layer. C5 meant the convolutional layer,
which had 28 feature maps; the size of the feature map
was changed after processing. S6 represented the
downsampling layer, and the principles of C7 and S8 were
the same as before. In addition, F9 stood for the full
connection layer, which contained multiple neural units,
and each neural unit was fully connected to the previous
layer.
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2.6. Design of Evaluation Indicators for Deep Learning Fully
Convolutional Neural Network Algorithm. In this study, it
was necessary to select the appropriate image segmentation
indicators in order to evaluate the extraction effect of the
perianal abscess tissue segmentation process in the seg-
mentation method. Commonly used segmentation metrics
included Jaccard, Dice coefficient, precision rate, and recall
rate. Jaccard was mainly employed to evaluate the effect of
image segmentation, which could be calculated as follows:

Jaccard �
C∩D

C∪D
. (10)

In equation (10), C stood for the label of the anal abscess
tissue delineated in the image segmentation, representing
the gold standard; D meant the segmentation result. If
Jaccard� 1, the segmentation result completely overlapped
with the gold standard. (e Dice coefficient could be
adopted to evaluate the similarity of two sets, and its
equation is expressed as follows:

Dice �
2|C∩D|

|C| +|D|
. (11)

In equation (11), Dice� 1 indicated that the segmenta-
tion result was very ideal. Besides, the calculation of accuracy
was as follows:

Accuracy rate �
TP

TP + FP
. (12)

In equation (12), TP stood for that the detected perianal
abscess tissue showed a true positive, and FP meant that the
detected perianal abscess tissue showed a false positive.
Furthermore, the equation for calculating the recall rate was
as follows:

RR �
TP

TP + FN
. (13)

In equation (13), TP suggested that the detected perianal
abscess tissue presented a true positive, and FN indicated
that the detected perianal abscess tissue presented a false
negative.

2.7. Statistical Methods. SPSS 22.0 statistical software was
used for analysis. (e data which met the normal distri-
bution were represented by the mean± standard deviation
(x + s), and the data of the nonnormal distribution were
expressed as the frequency and percentage. Furthermore, the
t-test or χ2 test was used for comparison between the control
group and the experimental group. In addition, P< 0.05
indicated that the difference was statistically substantial.

3. Results

3.1. Comparison on CT Image Segmentation Effects of the Two
Algorithms. Figure 3 shows the comparison of the CT image
segmentation effect between the CNN and FCNN. In this
study, the DLFCNN algorithm was proposed based on deep
learning and compared with the CNN algorithm, which were
applied in the CT image evaluation of 60 patients with
perianal abscesses. According to the general structure, the
segmentation effect of the CNN was not particularly
prominent, while the segmentation of the DLFCNN was
relatively accurate.

3.2. Analysis on the Simulation Effects of the Two Algorithms.
(e simulation effects of the two algorithms were compared,
and the results are shown in Figure 4.(emaximum entropy
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Figure 2: (e extraction process of the region of interest in the image of perianal abscess tissue by the iterative threshold method.
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method of the DLFCNN algorithm in this study began to
converge around 25 iterations. (e final loss value of the
CNNwas around 0.09.(e image segmentation algorithm of
the algorithm explored in this study had a faster convergence
rate than the CNN in the training process, and the lowest
final loss value was between 0.03 and 0.04.

Jaccard (0.7326) calculated by the CNN algorithm was
sharply lower than that of the DLFCNN algorithm (0.8525)
(P< 0.05), and the Dice coefficient (0.7264) hugely dropped
in contrast to that of the DLFCNN algorithm (0.8434)
(P< 0.05).(e precision rate and recall rate of the CNNwere
also lower than the rates of the FCNN, but there was no
significant difference. It revealed that the CNN was prone to
oversegmentation and missing-segmentation. If the gold

standard was taken as a reference, it indicated that the
segmentation results differed greatly between the gold
standards. However, the segmentation indicators of the
DLFCNN in this study were improved to varying degrees,
and the segmentation effect was better than that of the CNN.

3.3. Comparison on theGeneral Data of ResearchObjects from
theTwoGroups. (ere was a comparison on the general data
of research objects from the two groups, as shown in Fig-
ure 5.(ere were 36males (60%) and 24 females (40%) in the
experimental group, while there were 32 males (53.33%) and
28 females (46.67%) in the control group. (us, the gender
ratio of the two groups had no obvious difference (P> 0.05).

Table 1: (e number of feature maps of the DLFCNN and the size of the convolution kernel.

Convolutional layer (e number of feature maps (e size of the convolution kernel
C1 14 2× 2
S2 14 5× 5
C3 14 5× 5
S4 14 2× 2
C5 28 5× 5
S6 28 2× 2
C7 28 5× 5
S8 28 2× 2
F9 52 5× 5

(a) (b)

(c)

Figure 3: Comparison on the segmentation effect of the two algorithms. (a) Input CT image of perianal abscess tissue. (b) Segmentation
effect of CNN algorithm. (c) Segmentation effect of DLFCNN algorithm.
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(e age range of the experimental group was 42–65 years,
and the age range of the control group was 45–67 years.
(ere was no marked difference in age between the ex-
perimental group and the control group (P> 0.05).

3.4. CT Imaging Features of Patients with Perianal Abscesses.
Figures 6 and 7 display the axial and coronal CT images of
two cases with perianal abscesses, respectively.(e CTimage
of the soft tissue around the anal canal showed U-shaped
thickening, uneven density, low-density shadows in the
center, blurred edges of the lesion, and obvious enhance-
ment of the central lesion on the enhanced scan. (e central

low-density shadow showed no obvious enhancement. (e
short strips were clearly intensified and connected with the
posterior edge of the anal canal.

3.5.=e=ickness of the Epidermis andDermis in the Research
Objects from the Experimental Group and the Control Group.
According to the statistical results, it was found that the
thickness of the epidermis and dermis of men was
2.8–3.6mm, and the thickness of the epidermis and dermis
of women was 1.8–2.6mm. (e thickness of the epidermis
and dermis of men was obviously greater than the thickness
of women, and the difference was statistically significant
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Figure 4: Comparison on simulation effects of the two algorithms. (a) Loss training curve diagram of the two algorithms. (b) Comparison of
the segmentation indicators of the two algorithms; ∗meant P< 0.05 compared with the CNN.
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Figure 5: Comparison on the general data of research objects from the two groups. (a) (e proportion of gender between the experimental
group and the control group. (b) (e age distribution of the experimental group and the control group.
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(P< 0.05) (Figure 8); the thickness of the epidermis and
dermis of the experimental group was 4.1–4.9mm, and the
thickness of the control group was 1.8–3.6mm, so the
thickness of the experimental group markedly increased
compared with that of the control group (P< 0.05)
(Figure 9).

3.6. Comparison on the CT Observation of the Superficial
Fascia and Subcutaneous Fascia between the Experimental
Group and theControl Group. (e comparison results of the
CT observation of the superficial fascia and subcutaneous
fascia between the experimental group and the control group
are presented in Figure 10. (e display rate of the superficial
fascia in the experimental group was 46.35%, and the display
rate of the control group was 37.56%, so there was no
marked difference between the two (P> 0.05). Furthermore,
the CT value (− 95.45± 8.26) of the subcutaneous fascia in
patients from the experimental group was substantially
greater than the value of the control group (− 76.34± 7.69),
with a statistical difference (P< 0.05).

3.7.=eDetection Rate of CT Images in Patients with Perianal
Abscesses. Figure 11 shows the accuracy and misdiagnosis
rate of lesions in patients with perianal abscesses. 60 cases of
perianal abscesses were examined byMSCT, 58 cases were in
line with pathological examination, and 2 cases were

misdiagnosed. After postoperative pathological examina-
tion, 58 patients had accurate location of the lesions, with an
accuracy rate of 96.67%, including 21 cases of upper levator
ani muscle abscess and 37 cases of lower levator ani muscle
abscess.

4. Discussion

In this study, the deep learning fully convolutional neural
network algorithm was compared with the CNN algorithm,
which were applied to the segmentation training of CT
images of patients with perianal abscesses to solve the
problem that the segmentation effect was not ideal due to
incomplete feature extraction of the CNN segmentation. By
extracting the region of interest, the commonly applied
segmentation metrics of medical images were compared,
including Jaccard, Dice coefficient, accuracy, and recall rate
[11]. (e results disclosed that the maximum entropy
method of the DLFCNN algorithm in this study started to
converge when the times of iteration were around 25, and
the final loss value of the CNN was around 0.09. (e lowest
loss value of the image segmentation algorithm in this study
was between 0.03 and 0.04 in the final training, suggesting
that the convergence speed of the DLFCNNwas fast. Jaccard
(0.7326) calculated by the CNN algorithm sharply reduced
compared with the DLFCNN algorithm (0.8525); the Dice
coefficient (0.7264) was obviously lower than the Dice co-
efficient (0.8434) of the DLFCNN algorithm (P< 0.05) [12].

(a) (b)

Figure 6: CT image with a perianal horseshoe abscess (asterisk) (case 1, a male patient, aged 53 years). (a) Axial CT image. (b) Coronal CT
image.

(a) (b)

Figure 7: CT image with the spread of abscess upward to the left levator ani muscle, forming an abscess (case 2, a male patient, aged 56
years). (a) Axial CT image. (b) Coronal CT image.
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It showed that the CNN was prone to oversegmentation and
missing-segmentation. If the gold standard was used as a
reference, it indicated that the segmentation results were
quite different among the gold standards [13]. DLFCNN in
this study was improved to varying degrees in terms of
segmentation indicators, with good stability and good
segmentation effects [14].

Perianal abscess is a common and frequently occurring
disease after clinical surgery, which is generally caused by
primary infection. Some perianal abscesses are caused by
trauma, inflammatory lesions, and drug injection [15].
Under normal circumstances, clinical diagnosis focuses on
the number of lesions and the location of the relationship
between the lesion location and the levator ani muscle.
Besides, the use of CT imaging diagnosis before surgery has a
very positive significance in preventing postoperative re-
currence. MSCT images continue to expand the diagnostic

methods of perianal abscess tissue imaging. It has the
characteristics of fast inspection, thin layers, and high res-
olution and is widely used in the diagnosis of anal diseases
[16]. When perianal abscess is detected with MSCT, it is
usually not affected by the weak peristalsis of the anorectum,
with few motion artifacts, and the lesion can be clearly
shown in the image. Perianal abscesses are affected by the
pus, the boundaries are not clear, and the density of the
abscess is not uniform over time. In this study, the CT value
of the subcutaneous fascia of the experimental group was
− 95.45± 8.26, which was significantly lower than the value of
the control group (− 76.34± 7.69) (P< 0.05). It might be that
patients with early perianal abscess had more inflammatory
exudate, and the CT scan had a uniform density and a low
CT value [17]. In the middle and late stages of the formation
of pus in the perianal abscess tissue, the absorption or
discharge of pus will occur, forming an abscess cavity, which
is manifested as a thick wall and abscess cavity [18]. With
enhanced CTscanning, it can be observed that the thick wall
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of the abscess is obviously strengthened, in a ring shape, and
the abscess cavity is not strengthened, showing a lower
density. After the CT image is segmented by the DLFCNN
algorithm, the relationship between the perianal abscess and
the anorectum can be better displayed, and the number and
location of the abscess can be accurately located, providing a
reliable basis for the treatment of clinicians [19]. 60 patients
with perianal abscesses were examined byMSCT. 58 patients
had accurate location of the lesion with an accuracy rate of
96.67%, which confirmed that the MSCT scan could clearly
show the morphology and structure of the lesion, thereby
providing intuitive clinical diagnosis. (is was consistent
with the research findings of Zhao et al. [20].

CT image measurement of skin thickness is mainly used
in the application research of breast skin, but there are few
reports on the research of skin thickness measurement in the
anal area. (e statistical results of this study found that the
thickness of the epidermis and dermis of men was in the
range of 2.8–3.6mm, and the thickness of the epidermis and
dermis of women was 1.8–2.6mm. (e thickness of the
epidermis and dermis of men wasmarkedly greater than that
of women, and there was a statistically great difference
(P< 0.05). Moreover, the thickness of the epidermis and
dermis of the experimental group was 4.1–4.9mm, and the
thickness of the control group was 1.8–3.6mm. (e thick-
ness of the epidermis and dermis of the experimental group
was greatly larger than that of the control group (P< 0.05),
meaning that the skin at the lesion site was significantly
thickened when a lesion occurred in the anal area, which
could clearly distinguish between perianal abscess and other
anal diseases.

5. Conclusion

In this study, DLFCNN was compared with the CNN and
applied to the CT images of 60 patients with perianal ab-
scesses. (e DLFCNN algorithm had good stability and
segmentation effect, and the skin at the focal area of anal
abscess was obviously thickened. (e CT image was simple
and accurate in the diagnosis of patients with perianal ab-
scess, which could be applied to effectively locate the lesion
and clarify the relationship between the lesion and the
surrounding structure. (e shortcomings of this study are
that the sample size is small, and the DLFCNN training
images are few. Subsequently, the sample size should be
expanded to further improve the accuracy of image seg-
mentation. In this study, MSCT was adopted to detect the
perianal abscess tissue, which could improve the reference
basis for the clinical development of the scientific surgical
treatment plan, effectively reduce the incidence of lesion
omission, and prevent the recurrence of the patient’s disease.
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'e purpose of this research is to study the application effect of Lucas–Kanade algorithm in right ventricular color Doppler
ultrasound feature point extraction and motion tracking under the condition of scale invariant feature transform (SIFT). 'is
study took the right ventricle as an example to analyze the extraction effect and calculation rate of SIFT algorithm and improved
Lucas–Kanade algorithm. It was found that the calculation time before and after noise removal by the SIFT algorithm was 0.49 s
and 0.46 s, respectively, and the number of extracted feature points was 703 and 698, respectively. 'e number of feature points
extracted by the SIFT algorithm and the calculation time were significantly better than those of other algorithms (P< 0.01). 'e
mean logarithm of the matching points of the SIFTalgorithm for order matching and reverse order matching was 20.54 and 20.46,
respectively. 'e calculation time and the number of feature points for the SIFT speckle tracking method were 1198.85 s and 81,
respectively, and those of the optical flow method were 3274.19 s and 80, respectively. 'e calculation time of the SIFT speckle
tracking method was significantly lower than that of the optical flow method (P< 0.05), and there was no statistical difference in
the number of feature points between the SIFTspeckle tracking method and the optical flowmethod (P> 0.05). In conclusion, the
improved Lucas–Kanade algorithm based on SIFTsignificantly improves the accuracy of feature extraction andmotion tracking of
color Doppler ultrasound, which shows the value of the algorithm in the clinical application of color Doppler ultrasound.

1. Introduction

Commonly used imaging techniques for evaluating cardiac
tissue function include Doppler tissue imaging, magnetic res-
onance imaging (MRI), computerized tomography (CT), and
ultrasound. Ultrasound imaging is widely used in the evaluation
of cardiac tissue function due to its advantages of fast imaging
speed, high safety, and low price [1]. At present, the evaluation of
cardiac function by clinical diagnostic technology is mainly the
evaluation of left ventricular function, and the research of right
ventricle is still relatively vacant in the medical field.'e change
of right ventricular function is of great significance for the
evaluation, diagnosis, and prognosis of pulmonary hypertension
and a variety of heart diseases [2]. Cardiac color Doppler ul-
trasound is the main examination method in the clinical di-
agnosis of CHF, and it is also the only imaging method that can

display the internal structure of the heart and internal circulation
of organs. 'is method is simple to operate, has no wound, and
can carry out repeated operation.When examining patients with
CHF, it can display the cardiac image structure comprehensively
and intuitively, 'erefore, cardiac color Doppler ultrasound can
accurately and comprehensively evaluate the function of right
ventricle and myocardium, which plays an important role in the
diagnosis and treatment of heart disease [3]. Due to the ran-
domness of ultrasound scattering signals in biological tissues, a
large amount of irregular speckle noise will be distributed in the
generated image, which will make the image blurred, and the
artifacts of different organs will also affect the ultrasound im-
aging [4]. 'e acoustic field characteristics of the ultrasound
beam make the lateral resolution of ultrasound imaging low.
Ordinary ultrasound images usually cannot clearly reflect the
tissue morphology and differences between tissues [5]. 'e
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complexity of the geometry leads to the lack of accurate mea-
surement of right ventricular function by ultrasound inspection
methods [6].

'e optical flow method can process continuous image
sequences and has real-time characteristics in digital image data.
Lucas–Kanade algorithm is an optical flow estimation algorithm
based on two-frame difference. Lucas–Kanade point matching
algorithmhas a wide range of applications in realizing single and
multiple target tracking because of its fast calculation speed and
simple application [6]. However, the tracking effect of
Lucas–Kanade algorithm in practice is not good [7]. Some
researchers proposed that the idea of image pyramids can be
introduced into the Lucas–Kanade algorithm, which can sig-
nificantly increase its tracking effect [8]. 'ere were studies
applying the Lucas–Kanade algorithm to the motion tracking of
cardiac color Doppler ultrasound. However, the effect of feature
point extraction and tracking is still poor when the motion
between frames of the sequence image is large, because the
Lucas–Kanade algorithm uses linear estimation [6], and further
optimization is needed.

In summary, although Lucas–Kanade algorithm has sig-
nificant advantages in target tracking, it still needs further
improvement in cardiac color Doppler ultrasound feature point
extraction and motion tracking. 'erefore, the idea of pyramid
was proposed based on the Lucas–Kanade algorithm and the
SIFTalgorithm to improve the accuracy and computing speed of
the Lucas–Kanade algorithm, which was applied to the right
ventricular color Doppler ultrasound feature point extraction
andmotion tracking. It was hoped that this research can provide
a reference basis for the evaluation, diagnosis, and prognosis of
pulmonary hypertension and a variety of heart diseases.

2. Materials and Methods

2.1. Lucas–Kanade Algorithm Improvement. Differentiation
method [9] and region-based matching method [10] are the
most commonly used algorithms for optical flow algorithms,
and Lucas–Kanade algorithm is an algorithm based on the
local constraints of optical flow. For the small plane S with
the center line A, the gray values of the pixels in the regional
coordinates of any two images in the image sequence are
F(x) and G(x), respectively. 'en, the smallest difference
between the two images is expressed as shown in equation
(1), where b is the vector for calculating the matching.

D � 
x∈S

|F(x + b) − G(x)|. (1)

If b⟶ 0, then there the following equations:

F(x) ≈
F(x + b) − F(x)

b
�

G(x) − F(x)

F(x)
,

b ≈
G(x) − F(x)

F(x)
.

(2)

'e weight of b obtained at the x field is expressed as
follows:

w(x) �
1

|G(x) − F(x)|
. (3)

'e iterative equation of the matched vector b is
expressed as equation (4), where k is the number of
iterations.

bk+1 � bk +
x w(x) G(x) − F x + bk(  ( / F x + bk( ( ( 

xw(x)
.

(4)

For the accuracy and speed of the Lucas–Kanade algo-
rithm, the pyramid idea was introduced into the
Lucas–Kanade algorithm to iterate the Lucas–Kanade al-
gorithm by levels and reduce the calculation amount of
Lucas–Kanade algorithm caused by excessive image pixel
motion [11]. For the point (x, y) on the ultrasound image,
the iterative equation of the improved Lucas–Kanade al-
gorithm based on the pyramid idea is expressed as follows:

C
l

�
1
4

(2x, 2y) +
1
8

C
l− 1

(2x − 1, 2y) + C
l− 1

(2x + 1, 2y)

+ C
l− 1

(2x, 2y − 1) + C
l− 1

(2x, 2y + 1)

+ 16 C
l− 1

(2x − 1, 2y − 1) + C
l− 1

(2x − 1, 2y + 1)

+ C
l− 1

(2x + 1, 2y − 1) + C
l− 1

(2x + 1, 2y + 1).

(5)

In equation (6), Cl− 1 is the gray value of the point (x, y)

at time l.
As the number of pyramid layers progresses downwards, the

resolution of the image gradually decreases.'eoptical flowfield
motion result obtained in the image of the previous resolution
will be used as the initial value for the calculation of the next
resolution. Calculating the Lucas–Kanade algorithm in a hier-
archical manner can greatly reduce themassive data calculations
generated when a large amount of optical flow moves and
shortens the calculation time. 'e iterations were repeated until
the final optical flow result was calculated. 'e schematic dia-
gram of the improved operation of the Lucas–Kanade algorithm
pyramid is shown in Figure 1.

2.2. Ultrasonic Image Preprocessing. 'e ultrasound imaging
system will cause the image to be damaged to a certain extent
during image acquisition, transmission, and preservation.
'erefore, it is necessary to perform operations such as line
filtering noise on the cardiac color Doppler ultrasound image to
reduce the impact on the image before the data analysis on
cardiac color Doppler ultrasound. Commonly used medical
image noise reduction methods include mean filter, adaptive
Wiener filter, and median filter [12]. 'e linear-mean filtering
method filters out isolated noise points by means of averaging
neighborhoods and has a good removal effect on salt and pepper
noise, Gaussian noise, and impulse noise [13]. For the image
pixel point (x, y) to be filtered, the corresponding R of the
linear-mean filtering is expressed as follows:

R � w(− 1, − 1)f(x − 1, y − 1) + w(− 1, 0)f(x − 1, y)

+ w(0, 0)f(x, y) + · · · + w(1, 0)f(x + 1, y)

+ w(1, 1)f(x + 1, y + 1).

(6)
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On the image g with a mask size ofM×N, the filter mask
of linear-mean filtering ism× n, and the corresponding pixel
is expressed as follows:

f(x, y) �
1
D


(x,y)∈N

g(x, y). (7)

D represents the sum of pixels in the mask including the
current pixel, and g(x, y) is the pixel value in the x-th row
and y-column.

2.3. Feature Points Extraction of Cardiac Ultrasound Images.
Ultrasound image speckle is a feature often used in medical
ultrasound image processing. 'e feature speckles of cardiac
ultrasound images usually reflect changes in the heart cavity,
myocardium, and valves during movement. Forstner algorithm,
SUNSAN algorithm, SIFT algorithm, and Harris algorithm are
commonly used point feature extraction methods in the field of
image registration. Among them, the SIFT algorithm has the
characteristics of strong matching ability, stable extraction of
features, and high matching accuracy. It can also match features
between two imageswith large differences [14]. Gaussian normal
distribution function G(x, y, σ) of the SIFTalgorithm in a two-
dimensional plane image is expressed as follows:

G(x, y, σ) �
1e− (x2+y2)/2σ2

2πσ2
. (8)

Its scale space is expressed as follows:

L(x, y, σ) � G(x, y, σ)∗ I(x, y). (9)

In equations (8) and (9), (x, y) is the position of a certain
pixel of the target image, L(x, y, σ) is the scale space of the
target image, and σ is the scale coordinate. σ is related to the
smoothness of the image. 'e smaller the σ, the lower the
smoothness. 'e calculation of Gaussian difference scale
space is as follows:

D(x, y, σ) � [G(x, y, kσ) − G(x, y, σ)]∗ I(x, y)

� L(x, y, kσ) − L(x, y, σ).
(10)

Afitted quadratic functionwas used to increase the accuracy
of the position detection of the feature point. For the key points
and boundary points with insignificant features in the extraction
process, the spatial scale function was used to eliminate the
algorithm to enhance the robustness and accuracy of the al-
gorithm. 'e spatial scale function is expressed as follows:

D(x, y, σ) � D(x, y, σ) +
zD

t

zx
+
1
2
x

tz
2
D

zx
2 x . (11)

Derivation of the above function is the calculation
method of accurate position.

x � −
z2D− 1

zx2

t
zD

zx
. (12)

'e key points with insignificant features are eliminated,
and the following equation is obtained.

D(x) � D(x, y, σ) +
1
2

x
zD

t

zx
, (13)

x is the transpose of the matrix (x, y, σ). If D(x)≥ 0.03, the
feature point is retained; otherwise, it is discarded.
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Figure 1: Schematic diagram of pyramid improvement of Lucas–Kanade algorithm.
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SIFT algorithm makes use of the gradient direction
distribution characteristics of neighborhood pixels of key

points to specify direction parameters for each key point, so
that the operator has rotation invariance [15].

m(x, y) �

����������������������������������������������

[L(x + 1, y) − L(x − 1, y)]
2

+[L(x, y + 1) − L(x, y − 1)]
2



, (14)

ϑ(x, y) � α tan 2
L(x + 1, y) − L(x − 1, y)

L(x, y + 1) − L(x, y − 1)
 . (15)

In equations (15) and (16), m(x, y) is the calculation
equation for gradient modulus at position (x, y), and
δ(x, y) is the calculation equation for Angle at position
(x, y). L is the scale space.

'e required calculation method of the circular image
area in the process of generating the features of key points is
as follows:

R �
3

�
2

√
σ(d + 1) + 1

2
. (16)

'e coordinate of rotation Angle obtained after move-
ment is expressed as follows:

x

y
  �

cos α − sin α

cos α + sin α
  ×

x

y
 , (17)

In equations (16) and (17), σ is the intragroup scale of the
group, where the feature points are located, and α is the
rotation Angle.

'e calculation method of specification description
subvector element is as follows:

lj �
wj

������


128
i�1wi

 , (18)

wi and wj are eigenvectors of i and j dimensions, and li is
normalized vector.

'e extraction steps of feature points in cardiac ultra-
sound images based on SIFT algorithm mainly included five
parts: generation of scale space, detection of extreme points
in scale space, accurate positioning of extreme points, di-
rection parameters of key points, and generation of feature
vectors of key points. 'e specific SIFT algorithm feature
point extraction flow chart is shown in Figure 2.

2.4. Feature Point Matching and Tracking Based on Improved
Lucas–Kanade Algorithm. Euclidean distance is often used to
verify whether the feature points of two imagesmatch [16]. It is
assumed that the two images to be matched are A and B, and
SIFT is used to extract feature points for the two images. If
fa � a1, a2, . . . , am  andfb � b1, b2, . . . , bm  are the feature
point sets ofA and B, respectively, andm and n are the number
of feature points of A and B, respectively, then the Euclidean
distance of k-dimensional space is expressed as follows:

s fa, fb(  � sqrt 
k

i�1
ai − bi( 

2⎡⎣ ⎤⎦. (19)

For a certain point, the Euclidean distance in fa and fb

was calculated to find the minimum distance and the second
smallest distance dmin, r � dmin/dmin. Whether the feature
points are matched is evaluated according to the following
equation, where evaluation is the threshold set by the ex-
periment, which was set as 0.44 in this research.

r< η, success,

r≥ η, failure.
 (20)

K-D tree index tree and Best Bin First (BBF) algorithm
are commonly used in feature point matching process. BBF
algorithm reduces the node backtracking of K-D tree nearest
neighbor search algorithm, improves the search efficiency,
and is suitable for high-dimensional data search. For two
images to be matched, feature points extraction and feature
vector set analysis were carried out by SIFT, and the cor-
responding point set of SIFT feature matching was finally
obtained. 'e flowchart of feature point matching based on
the improved Lucas–Kanade algorithm is shown in Figure 3.

2.5. Statistical Methods. 'e experimental data was pro-
cessed using SPSS 19.0, the count data was tested by χ2 test,
and P< 0.05 indicated that the difference was statistically
considerable.

3. Results and Discussion

3.1. ImageMotion Feature PointDetection Based on Improved
Lucas–Kanade Algorithm. 'e image sequence of frames 1
to 2 of the right ventricular movement cycle was selected for
comparative analysis, and the vector image of gray-scale
movement from frame 1 to frame 2 was obtained.'e results
are shown in Figure 4. It can be concluded from Figure 4(c)
that the improved Lucas–Kanade algorithm has better real-
time performance in feature point tracking. 'e gradient
direction histogram of Lucas–Kanade algorithm represented
the gradient direction and the total number of gradients.
Gradient direction histogram was used to obtain the di-
rection synthesis vector of an image pixel in a certain area.
'e reference direction was calculated through the small
area, where the key points were obtained, so that the al-
gorithm had spatial rotation invariance [17].

3.2. Special Point Trajectory Based on Improved
Lucas–Kanade Algorithm. 'e improved Lucas–Kanade
algorithmwas used to compare the movement tracks of right
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ventricular myocardium, right atrioventricular septal tri-
cuspid valve ring, and left atrioventricular septal tricuspid
valve ring (Figure 5). 'e motion trajectory of feature points
based on the improved Lucas–Kanade algorithm had sig-
nificant differences for different parts. 'e variation range of
the right ventricular myocardium in the X direction was
372∼405, and the variation range of the right atrioventric-
ular septal tricuspid valve in the X direction was 385∼450.
'e left ring of the atrioventricular septal tricuspid valve
varied from 415 to 450 in theX direction. Heart movement is
a very complex nonlinear movement, which includes ro-
tation, torsion, and circular movement, in addition to
contraction and diastole, and the motion parameters of each
point and region are often different [18].

3.3. Analysis of Feature Point Extraction Results Based on
Improved Lucas–Kanade Algorithm. 'e improved
Lucas–Kanade algorithm was used to extract ultrasonic
images with feature points, and the number of feature points
under different image frame sequences was statistically
analyzed (Figure 6). 'e number of feature points extracted
under different image frame order had great difference.
When the image frame order was 1, the maximum number
of feature points extracted was 75.

'e calculation time and the number of feature points of
different algorithms before and after noise removal were
compared (Figure 7). 'e calculation time of SIFTalgorithm
before noise removal was 0.49 s, and the calculation time of
Forstner, SUNSAN, and Harris was 1.71 s, 3.04 s, and 2.25 s,

SIFT feature 
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Feature
vector set

SIFT feature 
extraction

Feature
vector set

SIFT feature
matching

Corresponding 
point set

Image 1

Image 2

Figure 3: Flow chart of feature point matching based on improved Lucas-Kanade algorithm.

(a) (b) (c) 

Figure 4: Image sequence of frames 1-2 of right ventricular movement cycle. (a) Image of frame 1; (b) Image of frame 2; (c) vector diagram
of gray-scale motion.
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respectively. 'e calculation time of SIFT algorithm after
noise removal was 0.46 s, and the calculation time of For-
stner, SUNSAN, and Harris was 1.12 s, 2.89 s, and 2.11 s,
respectively. 'e calculation time of the SIFT algorithm
before and after the noise was removed was obviously
shorter than that of other algorithms.'e calculation time of

all algorithms after noise removal was significantly shorter
than that before noise removal.'e number of feature points
extracted by the SIFT algorithm before noise removal was
703, and the number of feature points extracted by the
Forstner, SUNSAN, and Harris algorithms was 182, 426, and
535, respectively. 'e number of feature points extracted by
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Figure 5: Motion trajectories of special points in optical flow method.
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Figure 7: Comparison of calculation time and number of feature points before and after noise removal by different algorithms.
(a) Comparison of calculation time before and after noise removal by different algorithms; (b) comparison of the number of feature points
before and after noise removal by different algorithms. ∗indicates a remarkable difference compared with SIFT, P< 0.01.
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the SIFT algorithm after noise removal was 698, and the
number of feature points extracted by the Forstner, SUN-
SAN, and Harris algorithms was 126, 76, and 228, respec-
tively. 'e number of feature points extracted by SIFT
algorithm before and after noise removal was more than that
of other algorithms, and the number of feature points
extracted by all algorithms after noise removal was signif-
icantly less than that before noise removal. It showed that,
among the four feature point extraction algorithms, the SIFT
algorithm extracted the largest number of speckles and took
the least time. 'e number of feature points extracted by the
SIFT algorithm and the calculation time were significantly
better than those of other algorithms (P< 0.01).

'e different algorithms before and after noise removal were
compared on the first frame of the heartmotion image to extract
the feature point images (Figure 8). Different algorithms had
large differences in the number of feature points extracted from
the diastolic motion image of the short-axis motion of the left
ventricle with a size of 172×172. 'e speckles extracted by the
Forstner operator were more uniformly dispersed, but the
number of extracted feature points was small. Although
SUNSAN and Harris algorithms extracted more features than
Forstner operators, their calculation time was longer. 'e
number of feature extraction points of SIFT algorithm was
obviously more than that of other algorithms. Forstner operator
was the best method for feature points compared with the other
three methods.

3.4. Analysis of Feature Point Matching Results Based on
Improved Lucas–Kanade Algorithm. To test the accuracy of
the SIFT algorithm, the ultrasound images of the first and
second frames of the same heart were matched, and the
results were shown in Figure 9. By observing the distribution
of red spots in the image, it can be concluded that sift al-
gorithm has good stability and accuracy.

To further objectively analyze the accuracy of the feature
point matching of the SIFT algorithm, the order matching
method and the reverse order matching method were used to
extract the matching point logarithms under different frame
sequences (Figure 10(a)). 'e logarithm of the matching
points extracted by the sequential matching method and the
reverse matching method was not much different. 'e mean
logarithm of the matching points of the sequential matching
method and the reverse matching method was 20.54 and
20.46, respectively, which indicated that, for the same two sets
of images, the matching algorithm can be used as a template
for each other, which had little effect. 'e matching results of
different ultrasonic image feature extraction points were
compared (Figure 10(b)). When the image frame order was
5–11, the feature extraction point matching effect was ideal.

3.5. Analysis of Feature Point Tracking Results Based on Im-
proved Lucas–Kanade Algorithm. Based on the character-
istics of two-dimensional speckle tracking in ultrasonic
image, the tolerance method was selected to track the image
sequence. 'e selected feature points were modified within
1∼20 pixels, and a point (130,165) on the myocardial interval
between the left and right ventricles was selected for tracking

under different tolerance conditions. 'e tracking results of
the first 30 frames of the ultrasonic image sequence were
shown in Table 1 and Figure 11. Feature points were
extracted in both the 6th and 7th frames. 'e reason may be
that the sequences of matching points between two adjacent
frames are not identical, leading to the occurrence of missing
matching [19].

3.6. Comparison of Tracking Results of Feature Points by
Different Algorithms. 'e shrinkage of feature points per
frame of SIFT speckle tracking method and optical flow
method was compared (Figure 12). 'e highest point and
curvature of SIFT speckle tracking method were close to the
original curve, while the highest point and curvature of
optical flow method were different from the original curve.
'e differences between the twomethods were analyzed.'e
possible reason was that the intraregion matching of SIFT
speckle tracking method improved the accuracy of match-
ing, while optical flow tracking in the neighborhood of key
points was less affected by noise and had good stability, but
its accuracy was low [20].

'e calculation time and number of tracking speckles of
SIFT speckle tracking method and optical flow method were
compared (Figure 13). 'e calculation time and number of
tracking speckles of SIFT speckle tracking method were
1198.85 s and 81, respectively, and the calculation time and
number of tracking speckles of optical flow method were
3274.19 s and 80, respectively. 'e calculation time of SIFT
speckle tracking method was significantly lower than that of
optical flow method, and the difference between them was
great (P< 0.05). 'ere was no remarkable difference in the
number of tracking speckles between SIFT and optical flow
method (P> 0.05).

'e above results show that Lucas–Kanade algorithm
improved by pyramid idea, SIFT algorithm, and
denoising algorithm is superior to other algorithms in
terms of calculation time, number of feature points
identified, and number of tracking spots. Yang et al. [21]
used the improved ROAM algorithm based on pyramid
idea to preprocess large amount of terrain and texture
data in layers and blocks and obtained the conclusion
combined with the algorithm, the 3D terrain of Huairou
Reservoir in Beijing was rendered, and the real-time
network roaming was carried out. Liu et al. [22] also
studied the defect image registration based on SIFT al-
gorithm and found that the algorithm can effectively
register the defect image and lay a good foundation for
the subsequent defect information extraction. 'e above
research results show that the application effect of pyr-
amid idea and sift algorithm is basically consistent with
this research. However, Lv et al. [23] used the pyramid
Lucas–Kanade combined with U-net technology to study
its matching performance on renal free breathing multi-
b-value diffusion MRI and obtained the segmentation
based on U-net and pyramid Lucas–Kanade registration
method, so as to improve the alignment of multi-b-value
diffusion weighted MRI and reduce the interference in
free breathing.
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(a) (b) (c)

(d) (e)

Figure 8: Analysis of feature point extraction results of different algorithms. (a) Original image; (b) feature point extraction effect of
Forstner algorithm; (c) feature point extraction effect of SUNSAN algorithm; (d) feature point extraction effect of Harris algorithm;
(e) feature point extraction effect of SIFT algorithm.

Figure 9: Matching results of cardiac ultrasound images in frames 1-2.
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Figure 10: Feature point matching results based on the improved Lucas–Kanade algorithm. (a) Comparison of the results of sequential
matching and reverse matching; (b) comparison of matching results of different templates.
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Table 1: Image tracking table for frames 1 to 30.

Point Abscissa Ordinate Point Abscissa Ordinate Point Abscissa Ordinate
1 129.17 158.17 11 129.17 108.19 21 124.11 39.17
2 130 141.92 12 131.52 98.49 22 112.98 33.25
3 128 115.54 13 122.68 99.12 23 121.00 33.16
4 110.92 112.68 14 118.45 80.16 24 115.19 39.45
5 121.41 111.54 15 125.14 88.12 25 112.58 38.12
6 0 0 16 112.52 78.16 26 114.16 110.17
7 0 0 17 133.41 75.54 27 124.51 39.54
8 117.41 104.19 18 128.26 67.77 28 112.51 38.77
9 129.16 112.44 19 124.71 41.25 29 114.79 35.75
10 119.28 110.62 20 122.64 51.22 30 120.18 38.16
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Figure 11: Spatial displacement of feature point matching based on the improved Lucas–Kanade algorithm.
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4. Conclusion

'e application value of the improved Lucas–Kanade algo-
rithm based on SIFT in the extraction of feature points and
motion tracking of heart color ultrasound was discussed.
Pyramid idea, SIFTalgorithm, and noise reduction algorithm
were introduced to improve the Lucas–Kanade algorithm.
'e results showed that the improved Lucas–Kanade algo-
rithm was better than other algorithms in the computation
time, the number of recognized feature points, and the
number of tracking speckles. However, there are still some
shortcomings in this study. 'ere are mismatching problems
in multiple similar regions in the process of speckle tracking.
In the future work, the coherence of the feature points of the
image sequence will be enhanced according to the image
features of the heart color ultrasound, so as to reduce the
mismatching phenomenon and further improve the accuracy
of the matching of the feature points. In conclusion, the
improved Lucas–Kanade algorithm based on SIFT proposed
significantly improves the accuracy of feature point extraction
andmotion tracking of cardiac color ultrasound. It shows that
the algorithm has a good prospect in the clinical application of
cardiac color Doppler ultrasound.
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)is study was to explore the use of convolutional neural network (CNN) for the classification and recognition of computerized
tomography (CT) images of chronic obstructive pulmonary disease (COPD) and the therapeutic effect of clarithromycin
combined with salmeterol/fluticasone. First, the clinical data of COPD patients treated in hospital from September 2018 to
December 2020 were collected, and CTand X-ray images were also collected. CT-CNN and X ray-CNN single modal models were
constructed based on the LeNet-5 model. )e randomized fusion algorithm was introduced to construct a fused CNN model for
the diagnosis of COPD patients, and the recognition effect of the model was verified. Subsequently, the three-dimensional
reconstruction of the patient’s bronchus was performed using the classified CT images, and the changes of CT quantitative
parameters in COPD patients were compared and analyzed. Finally, COPD patients were treated with salmeterol/fluticasone
(COPD-C) and combined with clarithromycin (COPD-T). In addition, the differences between patients’ lung function indexes,
blood gas indexes, St. George respiratory questionnaire (SGRQ) scores, and the number of acute exacerbations (AECOPD) before
and after treatment were evaluated. )e results showed that the randomized fusion model under different iteration times and
batch sizes always had the highest recognition rate, sensitivity, and specificity compared to the two single modal CNNmodels, but
it also had longer training time. After CT images were used to quantitatively evaluate the changes of the patient’s bronchus, it was
found that the area of the upper and lower lung lobes of the affected side of COPD patients and the ratio of the area of the tube wall
to the bronchus were significantly changed. )e lung function, blood gas index, and SGRQ score of COPD-T patients were
significantly improved compared with the COPD-C group (P< 0.05), but there was no considerable difference in AECOPD
(P> 0.05). In summary, the randomized fusion-based CNN model can improve the recognition rate of COPD, and salmeterol/
fluticasone combined with clarithromycin therapy can significantly improve the clinical treatment effect of COPD patients.

1. Introduction

Chronic obstructive pulmonary disease (COPD) is a disease
with a high prevalence and fatality rate in the world. )e
quality of life of patients with advanced COPD will be
significantly reduced, and long-term oxygen therapy and
drug treatment are required, which brings a huge burden to
the patient’s family [1]. )e main pathological changes of

COPD are lung parenchymal damage and airway damage,
among which the main manifestation of lung parenchymal
damage is emphysema, and airway damage is classified into
central trachea or small trachea injury [2]. )e main clinical
methods used to detect COPD small airway damage are
computerized tomography (CT) and pulmonary function
test (PFT) examinations. PFT examination focuses on spi-
rometry, single breathing method, repeated breathing
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method, and pulse oscillation method, which is the gold
standard for clinical diagnosis and grading of COPD [3, 4].

With the improvement of the computing level, deep
learning has harvested excellent results in many fields such as
speech recognition, and medical image classification based on
deep learning has gradually replaced manual operation [5, 6].
)e deep learning method mostly used in the field of medical
imaging is convolutional neural network (CNN). )e model
contains special structures such as convolutional layer and
pooling layer, which significantly improve the classification and
recognition accuracy of the model [7].

At present, anti-inflammatory therapy is of great signifi-
cance in the treatment of COPDdisease.)e drugs used in anti-
inflammatory treatment are mainly glucocorticoids. Most
studies recommend the use of salmeterol/fluticasone inhalation
[8]. However, the drug used in the treatment of COPD can
increase the risk of pneumonia, and it is difficult for most
patients to accept it. In recent years, studies found that mac-
rolide antibiotics have certain antibacterial effects, as well as
anti-inflammatory and immunomodulatory effects, which have
good results in the treatment of chronic inflammatory reactive
lung diseases [9]. Studies have shown that oral clarithromycin
combined with inhaled salmeterol in the treatment of chronic
pulmonary obstruction has a good effect and high safety.

A model for image classification and recognition of
COPD patients was proposed based on the CNNmodel, and
the morphological changes of the small trachea of COPD
patients were quantitatively analyzed based on the CT im-
ages after classification. Moreover, the therapeutic effects of
inhaled corticosteroids on COPD patients were compared
and analyzed, aiming to provide a reference for improving
the clinical diagnosis rate of COPD and improving the
treatment effect of patients.

2. Materials and Methods

2.1. Research Subjects. )e clinical data of 58 patients with
COPD who were treated in hospital from September 2018 to
December 2020 were collected. COPD patients met the
diagnostic criteria of the Guidelines for the Diagnosis of
Chronic Obstructive Pulmonary Disease Pulmonary Diseases
(2013 revision). Among them, 35 were males and 23 were
females, aged 44 to 63 years old. )e 50 healthy people who
had undergone physical examinations in the hospital served
as controls. Among them, 32 were males and 18 were fe-
males, aged 42–61 years old. Exclusion criteria: (i) those with
bronchiectasis, pulmonary bullae, pulmonary fibrosis, and
pulmonary space-occupying diseases that affect lung func-
tion; (ii) those with organic heart disease; (iii) those un-
derwent chest surgery in history; and (iv) those who suffered
from other diseases that restrict respiratory movement. )e
experimental procedure of this study had been approved by
the Medical Ethics Committee of the Hospital, and all
subjects had signed written informed consent.

2.2. Lung Function and Blood Gas Index Measurement.
All subjects were required to complete pulmonary function
measurements within seven days before and after the CT

scan. Measurement function parameters included forced
expiration in the first second (FEV1), forced expiratory
volume percentage (FEV%), and forced expiratory volume
in the first second/forced vital capacity (FEV1/FVC%). In
addition, the PaO2 and PaCO2 blood gas indexes in the
arterial blood of the patient were measured. All patients
needed to undergo pulmonary function tests and be able to
meet the criteria for diagnosing COPD.

2.3. CT Scan Process. )e patient’s chest image was scanned
using 64-slice MSCT, and the patient underwent breathing
training before the scan. During the examination, the patient
was placed in the supine position for CTscan, and the whole
lung was examined when the patient took a deep breath and
reached the optimal inflatable state after holding his breath.
Scanning parameters were set as follows: 0.875 pitch,
38× 38 cm field of view, 512× 512 matrix, 1500 window
width, −650U window level, 0.5 cm layer thickness, and
0.5 cm layer spacing. CT image reconstruction was per-
formed using the standard CTreconstruction algorithm, and
the layer thickness was set as 0.625mm and the layer spacing
was set as 0.625mm. )e reconstructed CT images were
uploaded to the workstation, and )oracic VCAR Airway
Analysis software was used to measure the airway. )e
lumen diameter, area ratio of trachea to bronchial wall, wall
thickness, and diameter ratio of the air duct (trachea, main
bronchus, apical segment of upper lobe/posterior segment/
anterior segment, etc.) were measured.

2.4. COPD Image Classification and Recognition Based on
CNN. Firstly, a single mode CNNmodel was constructed to
extract the feature vectors of the CNN full connection layer,
and a randomized function was constructed. )e data of the
full connection layer of different modes were randomly
fused, and the fused feature recognition was used for the
classification of COPD images, so as to improve the image
classification effect.

2.4.1. Multimodal Feature Fusion Based on Stochastic Fusion.
)e methods of multimodal feature fusion recognition
designed in this study were (i) the processing of CT images
and chest X-ray images; (ii) multimodal lung image features
extracted using LeNet-5 network; (iii) stochastic function
used for the fusion of parallel multimodal features and the
reconstruction of target features in the same dimension; and
(iv) the full connection layer and the classification layer
added to carry out the regression training of the network, so
as to get the results after classification.

)e basic structure of the LeNet-5 network model [10] is
shown in Figure 1, and the algorithm flow of using ran-
domized fusion algorithm combined with multimodal CNN
lung image recognition is shown in Figure 2.

)e LeNet-5 model was employed to extract the features
of the image, and then the model’s own parameter transfer
learning ability was adopted to adjust the parameters of the
model. )e size of the training data needed to be randomly
selected when the model was trained, and the data were
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sequentially input into the model for training according to
the set batches. At the same time, the weight value and bias
of the model needed to be adjusted. It is required to input all
the data in the test set into the network when the model was
tested. )e network parameters were set to the optimal
number of adoption during training, and the classifier was
used to recognize COPD.)e network structure constructed
in this study is shown in Figure 3.

From Figure 3, there were two CNN network models
designed, namely, CT-CNN and X ray-CNN, and the spe-
cific parameter settings of the network are shown in Table 1.
)ere were certain differences in the parameters between
different network layers. )e input data of the input layer
needed to be randomly selected from the training set
according to the size of the batch and form a vector with a
certain dimension. )e convolutional layer needed to ini-
tialize the convolution kernel size, weight value, and bias.
)en, the convolution kernel and the input data were
convolved to enhance the feature matrix in the image and

remove noise. )e activation function used was the Sigmoid
function [11], and the pooling operation was an average
pooling operation. Rand random function [12] was used to
randomize the feature vector, weight, and bias in the last
layer of the fully connected layer.

2.5. Treatment Methods. 58 COPD patients were randomly
divided into two groups—the control group (COPD-C) and
the treatment group (COPD-T)—with 28 and 30 patients,
respectively. Patients in the COPD-C group inhaled 50/
250 μg of salmeterol/fluticasone twice a day. Patients in the
COPD-T group were given oral clarithromycin sustained-
release tablets for combination therapy based on the inha-
lation of salmeterol/fluticasone. In addition, 0.5 g clari-
thromycin sustained-release tablets should be taken orally
once a day, and 50/250 μg salmeterol/fluticasone should be
inhaled twice a day. All patients took 10 days as a course of
treatment and cannot take β-agonist and hormone
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Figure 1: )e basic structure of the LeNet-5 model. FC is the fully connected layer; Softmax is the activation function.
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Figure 2: Multimodal CNN lung image recognition process based on randomized fusion algorithm.
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inhalation therapy within 15 days before receiving the
treatment. After treatment, a 3-month follow-up was con-
ducted to record the patient’s drug use, changes in the
condition, the number of acute exacerbations, and adverse
reactions.

2.6. Evaluation Indexes. )e number of acute exacerba-
tions of COPD (AECOPD) in the patient was recorded. St.
George Respiratory Questionnaire (SGRQ) score sheet

was used to evaluate the patient. )e lower the score is, the
better the patient’s function is, and it was meaningful to
reduce the total score of SGRQ by more than 4 points in
clinical practice. After treatment, the lung function in-
dexes were evaluated, as shown in Section 2.2. Moreover,
the probability of adverse reactions in patients after
treatment was recorded.

)e recognition rate, sensitivity, and specificity were
calculated to evaluate the construction model. )e calcu-
lation equations for different indexes were as follows:

FC

FC (1) FC (2)

Pooling (2) Pooling (2)

Conv (2) Conv (2)

Pooling (1) Pooling (1)

Conv (1) Conv (1)

Pooling (2) Pooling (2)

Conv (2) Conv (2)

Pooling (1) Pooling (1)

Conv (1) Conv (1)

Figure 3: )e basic structure of the CNN model.

Table 1: Structure and parameter setting of the CNN model.

Framework Input
Convolution Pooling Structure

Convolution kernel Step size Size Step size Convolutional layer Sigmoid Average pooling Fc Rand
Input layer 28× 28 — — — — — — — — —
Conv (1) 24× 24× 6 3× 3 1 2× 2 2 + + + — —
Conv (2) 8× 8×12 3× 3 1 2× 2 2 + + + — —
Fc (1) 4× 4×12 1× 1 — — — — + — + —
Fc (2) 192× 3 1× 1 — — — — + — + +
Note. + means yes; —means no.
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recognition �
TP + TN

TP + TN + FP + FN
,

sensitivity �
TP

TP + FN
,

specificity �
TN

TN + FP
.

(1)

TP is true positive, FP is false positive, TN is true
negative, and FN is false negative.

2.7. Statistical Methods. Subsequently, SPSS 19.0 was used
for statistical analysis. Measurement data were expressed
as mean ± standard deviation, and independent sample t-
test was used for difference comparison. Count data were
expressed by frequency (percentage), and the difference
was compared using chi-square test or Fisher’s test.
P< 0.05 means that the difference was statistically
significant.

3. Results

3.1. Model Training for CT Image Classification. )e pa-
rameter transfer method was adopted to train the con-
structed CNN model. Comparison and analysis of the
differences among model recognition rate, training time,
sensitivity, and specificity under different iteration times are
shown in Figure 4. From Figure 4(a), as the number of it-
erations increased, the recognition rates of CT-CNN, X ray-
CNN, and randomized fusion showed a gradual increase
trend. However, the recognition rate of the randomized
fusion model was always higher than that of other models.
)e recognition rates of CT-CNN, X ray-CNN, and ran-
domized fusion under the maximum number of iterations
were 95.8%, 99.0%, and 99.8%, respectively. From
Figure 4(b), as the number of iterations increased, the
training times of different models showed a gradual increase
trend. Among them, the training time of the randomized
fusion model was always the longest, and there was no
significant difference between the training time of the CT-
CNN and X ray-CNN models. From Figure 4(c), the
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Figure 4: Changes in the recognition efficiency of single-modal CNN and randomized fusionmodels under different iteration times. (a))e
recognition rate. (b) )e training time. (c) )e recognition sensitivity. (d) )e recognition specificity.
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recognition sensitivity of different models showed different
changes as the number of iterations increased. )e sensi-
tivities of CT-CNN, X ray-CNN, and randomized fusion at
the maximum number of iterations were 83.4%, 95.8%, and
99.5%, respectively. From Figure 4(d), as the number of
iterations increased, the recognition specificity of different
models gradually increased. CT-CNN, X ray-CNN, and the
recognition specificity of the randomized fusion model was
99.6%, 95.8%, and 100.0%, respectively.

)e differences of model recognition rate, training time,
sensitivity, and specificity under different batch sizes are
shown in Figure 5. From Figures 5(a) and 5(b), as the
training batch increased, the recognition rate and training
time of CT-CNN, X ray-CNN, and randomized fusion
models showed a gradual decline. When the maximum
training batch was reached, the recognition rates were
97.4%, 96.0%, and 98.6%, and the training time was 67.2 s,
63.4%, and 193.6 s, respectively. Among them, the ran-
domized fusion model had the highest recognition rate and
the longest training time. From Figure 5(c), with the increase
of training batches, the recognition sensitivity of different
models first increased and then decreased. When the
training batch reached 100, the sensitivity was the lowest, but
the randomized fusion model had the highest sensitivity
compared with the CT-CNN and X ray-CNN models. From
Figure 5(d), the recognition specificity of each model
changed with the training batch, and the recognition
specificity of the randomized fusion model was always the
highest.

3.2. Quantitative Analysis of CT Bronchus in Patients with
COPD. )e differences between the baseline data of the
healthy control group and COPD patients are shown in
Table 2. )ere was no significant difference in average age,
sex ratio, and BMI indexes between the control group and
COPD group (P> 0.05

)e difference between the LA and WA% of the bronchi
of the upper and lower lobe of the affected lung in the control
group and the COPD group was evaluated (Figure 6). CT
images classified by CNN were used to reconstruct the
patient’s bronchi in three dimensions. From Figure 6(a), the
lung bronchus of the COPD group showed obvious ob-
struction. From Figures 6(b) and 6(c), the upper lobe of the
affected side of the COPD group had significantly increased
LA in the upper lobe of the lung and significantly reduced
LA in the 5 and 6 levels compared with the control group
(P< 0.05), and WA% in the 5 and 6 levels greatly increased
(P< 0.05). From Figures 6(d) and 6(e), the LA of the lower
lobe of the affected lung in the COPD group was significantly
reduced in grade 6, 7, and 8, while the WA% was signifi-
cantly increased compared with the control group (P< 0.05).

3.3. Analysis of the Treatment Effect of Patients with COPD

3.3.1. Changes in Lung Function and Blood Gas Indexes in
Patients with COPD. )e changes in lung function and
blood gas indexes of patients before and after treatment are
compared in Figure 7. )ere was no significant difference in

the FEV1, FVC, FEV1/FVC, PaO2, and PaCO2 between
patients in COPD-C group and COPD-T group before
treatment (P> 0.05). After treatment, compared with pa-
tients in the COPD-C group, FEV1, FVC, FEV1/FVC, and
PaO2 in COPD-T patients increased significantly, and
PaCO2 decreased significantly (P< 0.05).

3.3.2. Comparison of Differences in Other Indexes of COPD
Patients after Treatment. )e difference of the SGRQ scores
before and after treatment and the number of AECOPD
during treatment between the two groups of patients is
compared in Figure 8. From Figure 8(a), there was no
considerable difference in SGRQ scores between the two
groups before treatment (P> 0.05). Compared with the
COPD-C group, the SGRQ score of the COPD-T group was
significantly reduced after treatment (P< 0.05). From
Figure 8(b), there was no great difference in the number of
AECOPDs between the two groups of patients during
treatment (P> 0.05).

4. Discussion

)e CNNmodel is a feed forward neural network, and it is a
multilayer perceptron model constructed to recognize two-
dimensional and above images [13,14]. )e current CNN
model includes LeNet and AlexNet models, among which
the LeNet-5 model is relatively mature, and the network
structure is simpler [15,16]. To improve the clinical diagnosis
rate of COPD, two single-modal CNN models were con-
structed using patient CT images and X-ray images. )en,
the randomized fusion algorithm was adopted to fuse the
CT-CNN and X ray-CNN models to obtain a randomized
fusion model. )e model recognition effect was evaluated,
and the test results showed that the recognition rate, sen-
sitivity, and specificity of the randomized fusion model
increased greatly. It showed that the use of single-modal
CNN model fusion for feature extraction of patient images
can improve the effect of patient feature extraction and
classification and recognition.

COPD is a common and frequent disease in respiratory
system diseases. Clarithromycin combined with salmeterol
and fluticasone has a significant effect in the treatment of
chronic pulmonary obstruction. Patients with stable chronic
obstructive pulmonary disease have a relatively stable
condition. However, if patients with acute-onset chronic
obstructive pulmonary disease cannot be further treated,
their condition will become worse and cause respiratory
failure, hypoxemia, and other serious complications [17,18].
)e results of Renkema et al. [19] showed that the airway
hyper-responsiveness of nonallergic patients with chronic
obstructive malignant disease increased over time. In this
research, the patient’s affected lung lobe bronchus was
scanned for quantitative evaluation. )e results showed that
COPD patients had significant changes in LA and WA% of
grades 5∼6 bronchus in the upper lobes of the lung and had
LA and WA% of grades 6∼8 in the lower lobes of the lung
compared with healthy people. Studies revealed that, with
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the aggravation of COPD disease, LA gradually decreases,
while WA% gradually increases.

Due to the relatively poor diffusion function of small
airways, the inflammatory response of COPD is determined
by the activation of respiratory epithelial cells and macro-
phages. )erefore, the bronchial tube wall is thickened, and
the lumen is narrowed in patients with COPD. Combined
with the results obtained in this study, it was suggested that
LA and WA% can be used to quantitatively assess the
morphological changes of the bronchus in patients with
COPD and can also be used for the diagnosis of COPD.

Salmeterol is a long-acting β2 receptor agonist, which is
used for the relaxation of airway smoothmuscle and can also
inhibit the release of inflammatory mediators [20].

Fluticasone is an inhaled glucocorticoid, which acts on
glucocorticoid receptors and increases the sensitivity of β2
receptors, thereby delaying airway remodeling.)e results of
Jin [21] and other studies showed that patients with chronic
obstructive disease had higher serum levels, and the im-
pairment of lung function was related to symptoms such as
serum levels and dyspnea. In addition to antibacterial
properties, clarithromycin also has anti-inflammatory and
immunomodulatory effects. Salmeterol/fluticasone and
clarithromycin were combined for the treatment of COPD
in this research. )e results showed that salmeterol/fluti-
casone and combined clarithromycin treatment can sig-
nificantly reduce the SGRQ score of COPD patients. It was
proved that salmeterol/fluticasone combined with
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Figure 5: Changes in the recognition efficiency of single-modal CNN and randomized fusion models under different batches. (a) )e
recognition rate. (b) )e training time. (c) )e recognition sensitivity. (d) )e recognition specificity.

Table 2: Comparison of baseline data of patients.

Item Control group (n� 50) COPD group (n� 58) Statistics P

Age (years old) 56.7± 5.7 58.3± 6.2 t� 0.133 0.883
Male (cases/%) 32/64.0 35/60.3 χ2 �1.204 0.559
BMI (kg/m2) 21.4± 1.6 21.6± 1.4 t� -2.125 0.936
BMI: body mass index.
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Figure 6: Comparison of quantitative parameters of bronchus between normal and COPD patients based on CT reconstruction. (a) )e
three-dimensional reconstruction of the bronchial CT image. (b) )e LA detection of the upper lobe of the affected side of the lung. (c) )e
WA% detection of the upper lobe of the affected side of the lung. (d) )e LA detection of the lower lobe of the affected side of the lung. (e)
)e WA% detection of the lower lobe of the affected side of the lung. ∗P< 0.05.
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Figure 7: Comparison of lung function and blood gas indexes between two groups of COPD patients before and after treatment. (a) FEV1.
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clarithromycin treatment can significantly improve the lung
function of COPD patients.

5. Conclusion

)e randomization and fusion of the single-modal CNN
model can improve the recognition effect of COPD, and CT
quantitative indexes can be used for the diagnosis of COPD.
Moreover, combined treatment of salmeterol/fluticasone
and clarithromycin can significantly improve the lung
function of COPD patients and enhance the clinical treat-
ment effect. However, this study only analyzed the CT image
and X-ray image of COPD patients based on the constructed
CNNmodel. Follow-up work should combine it with clinical
biology and other indexes to comprehensively compare the
differences between the diagnosis rates of COPD. In short,
this study can provide a reference for improving the clinical
diagnosis and treatment of COPD.
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S. Lähelmä, “Pharmacokinetics of salmeterol and fluticasone
propionate delivered in combination via easyhaler and diskus
dry powder inhalers in healthy subjects,” Journal of Aerosol
Medicine and Pulmonary Drug Delivery, vol. 31, no. 5,
pp. 290–297, 2018.

[21] J. Jin, X. Liu, and Y. Sun, “)e prevalence of increased serum
IgE and aspergillus sensitization in patients with COPD and
their association with symptoms and lung function,” Respi-
ratory Research, vol. 15, no. 1, 130 pages, 2014.

Journal of Healthcare Engineering 11



Research Article
Back Propagation Neural Network-Based Ultrasound Image for
Diagnosis of Cartilage Lesions in Knee Osteoarthritis

Xiaoming Zhao ,1 Wei Gong ,1 Xing Li ,1 Weibing Yang ,2 Dengfeng Yang ,2

and Zhiguo Liu 2

1Department of Orthopaedics, Baoji Central Hospital of Shaanxi Province, Baoji 721008, Shaanxi, China
2Department of Bone and Joint Trauma, Hanzhong City Center Hospital, Hanzhong 713000, Shaanxi, China

Correspondence should be addressed to Zhiguo Liu; hellomaria@zjnu.edu.cn

Received 13 June 2021; Revised 12 July 2021; Accepted 22 July 2021; Published 31 July 2021

Academic Editor: Enas Abdulhay

Copyright © 2021 Xiaoming Zhao et al. 'is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Objective. To explore the application value of ultrasound image based on back propagation (BP) neural network algorithm in knee
osteoarthritis (KOA) and evaluate the application effect and value of ultrasound image technology based on the BP neural network
in the diagnosis of knee osteoarthritis cartilage lesions, 98 patients who were admitted to our hospital were diagnosed with KOA
and had undergone arthroscopic soft tissue examinations were randomly selected. According to whether image processing was
performed, the ultrasound images of all patients were divided into two groups. 'e control group was image before processing,
and the experimental group was image after processing optimization. 'e consistency of the inspection results of the ultrasound
images before and after the processing with the arthroscopy results was compared.'e results showed that the staging accuracy of
the control group was 68.3% and that of the experimental group was 76.9%. 'e accuracy of staging cartilage degeneration of the
experimental group was higher than that of the control group, and the difference was not remarkable (P> 0.05). 'e kappa
coefficient of the experimental group was 0.61, and that of the control group was 0.40. 'e kappa coefficient of the experimental
group was higher than that of the control group, and the difference was significant (P< 0.05). Conclusion.'e inspection effect of
the ultrasound image processed by the BP neural network was superior to that of the conventional ultrasound image. It reflected
the good adoption prospect of neural networks in image processing.

1. Introduction

Knee osteoarthritis (KOA) is a common joint degenerative
disease in clinical orthopedic diseases, also known as os-
teoarthritis, degenerative arthritis, etc. [1]. Most of the
people with high incidence of KOA are the elderly.
'erefore, with the aging of China’s population, the disease
also gradually presents an upward trend [2]. 'e general
clinical manifestations of KOA are knee pain and limitation
of movement, but it often causes joint soft tissue lesions such
as cartilage, subchondral bone, synovial capsule of the joint,
and knee osteoarticular ligament in severe cases.'en, along
with the development of pathological changes, cartilage
tissue damage, bone spurs, and even joint deformation can
lead to bone and joint failure [3–5], which will bring great

inconvenience to the life of patients. At present, the main
treatment for knee cartilage lesions is conservative treat-
ment, which is targeted at the early stage of knee cartilage
lesions. Arthroscopic therapy may be appropriate for pa-
tients with stage II lesions according to the condition of the
disease. Surgical treatment is recommended for patients
with stage III to moderate lesion stage [6–8]. Accurate di-
agnosis is essential in order to adopt reasonable and ap-
propriate treatment methods and ensure the treatment
effect. At present, the diagnosis of KOA joint disease is
mainly based on the results of imaging techniques, including
X-ray, CT, MRI, and ultrasound. However, X-ray and CT
have great limitations in the display of soft tissue around the
joint, which cannot be well displayed. Although MRI can
display the soft tissue lesions around the joint, there are still
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many inconveniences [4, 9, 10]. 'erefore, ultrasonic testing
has been favored by more people due to its high-resolution
display characteristics, noninvasiveness, safety and simple
operation mode, and easy-to-accept test price [11]. With the
continuous adoption of this technique in clinical practice, its
accuracy in the examination of KOA disease and peripheral
soft tissue lesions caused by this disease has become a hot
spot in clinical research.

At present, ultrasound imaging technology is mainly
used for the detection of Doppler ultrasound imaging, by
showing the patient’s disease location to the doctor in the
form of black-and-white image to diagnose the disease. With
the rapid development of artificial intelligence (AI) tech-
nology, its algorithm has been widely used in medical image
processing. 'e principle of this technology is extracting the
feature map of the original image and comparing it with the
expert’s to make a detection diagnosis [12]. AI algorithms
include a kind of neural network calculation that has been
used in various industries. Among them, the back propa-
gation (BP) feed forward neural network is a kind of AI
learning algorithm, which is widely used at this stage. It can
well process images and has good adoption value in fore-
casting [13]. 'e principle of the BP neural network is as
follows. Firstly, the corresponding network connection
weight is obtained through the given training samples.
Secondly, the input samples to be processed are taken to
obtain the corresponding output samples. When the process
is completed, the weight will not be changed. To put it
simply, the training process of neural network algorithm for
image processing is actually a process of obtaining network
weights, and the methods to obtain them are mainly the back
propagation of error and the speediest gradient method [14].

In this study, it used the BP neural network algorithm to
optimize the ultrasound image of KOA cartilage lesions for
the diagnosis of the disease and compare with the results of
conventional ultrasound image examination, so as to eval-
uate the application effect and value of ultrasound image
technology based on the BP neural network in the diagnosis
of knee osteoarthritis cartilage lesions. It aimed to study
more effective and feasible detection techniques for clinical
diagnosis and treatment of KOA patients.

2. Methods

2.1. Research Objects. A total of 98 patients with KOA who
were admitted to our hospital from October 2018 to March
2020 and had undergone arthroscopic soft tissue exami-
nation by arthroscopy were randomly selected in this study.
Among them, 42 male patients and 56 female patients
ranged in age from 50 to 78 years old, with an average age of
(64.3± 7.9) years old. All patients had completed ultrasound
diagnosis at admission, with complete arthroscopic results
and general clinical data. 'e ultrasound images of all pa-
tients were processed and optimized by the BP neural
network algorithm, and the consistency between the ul-
trasound images and arthroscopy results before and after
treatment was compared. Ultrasound images of all patients
were divided into two groups according to whether image
processing was performed. 'e group before processing was

set as the control group, and the group after optimized
processing was set as the experimental group.'is study had
been approved by the medical ethics committee of our
hospital.'e patients and their families were informed of the
study and signed the informed consent.

Inclusion criteria: (a) according to the diagnostic criteria
for KOA prescribed by the American Rheumatology As-
sociation (ACR) in 2001 [15], as shown in Figure 1, patients
with knee pain were diagnosed as KOA if they had five of the
following nine items. (b) All patients were over 50 years old
(inclusive). (c) None of the patients had undergone surgical
treatment for KOA.

Exclusion criteria: (a) patients complicated with severe
cardiovascular and cerebrovascular diseases and severe
dysfunction of the liver, kidney, and hematopoietic system.
(b) Patients with KOA lesions due to other causes and
cartilage lesions around joints.

2.2. Experimental Methods

2.2.1. Inspection Method. First, high-frequency ultrasound
examination was performed on all patients. All patients were
scanned using the same machine and equipment, and all the
examination process were carried out by the same experi-
enced, skilled, and accurate imaging doctor. 'e linear array
probe was used for the ultrasonic equipment, and the probe
frequency was set at 10MHz. Figure 2 showed the specific
operation. 'en, arthroscopy was performed on the patients
who needed it. 'e procedure must be performed by two
experienced orthopedic surgeons, and all patients were
treated with a unified arthroscopic device to avoid greater
individual differences. 'e degeneration of knee cartilage was
staged according to the staging criteria in Table 1.'e process
of reviewing the ultrasound images was carried out by two
highly qualified imaging doctors. 'e state of the cartilage
surface around the joint, the echo state of the ultrasonic image
inside the cartilage, and the morphological changes of part of
the cartilage were mainly evaluated, and the thickness of the
cartilage was measured. According to Table 2, lesions were
staged. When the result is different, the final result should be
agreed through discussion and consultation.

2.2.2. Ultrasonic Image Based on the BP Neural Network
Algorithm. BP neural network algorithm was adopted to
denoise and optimize the image under the ultrasonic image
technology. 'e algorithm process is as follows.

First of all, the speckle noise in the ultrasonic image was
studied. According to the study, if the particles scattered in
the human tissues are sufficient and evenly distributed, the
distribution of speckle noise in ultrasonic images conforms
to Rayleigh distribution and is expressed by the multipli-
cative model in the following equation:

Q � we. (1)

Q in equation (1) represents the undenoised image
disturbed by noise e, and w is the original undisturbed
image. If the noise distribution conforms to Rayleigh dis-
tribution, the following equation is obtained:
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Figure 1: KOA diagnostic criteria customized by the American Association of Rheumatology (ACR) in 2001.
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Figure 2: Process of high-frequency ultrasound examination.
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R � f  tQ . (2)

In equation (2), f is a nonlinear function, which is rel-
atively complex; t is the nonlinear coefficient; and R is the
result of nonlinear transformation after the weighted sum of
gray values of all pixels in the noisy image Q.

'e processing of the BP neural network is the forward
signal transmission of the original image-reverse trans-
mission error-continuous training and correction-
inspection effect. 'e BP network includes input layer,
hidden layer, and input layer. During training, the output
relationship of the BP neural network is represented by
equation (3), where Wi, Xi, Oi, and y represent the weight,
input value, bias, and output value of the ith neuron in the
hidden layer, respectively.

y � 
T−1

i�0
wixi + oi. (3)

'e error function calculation method in the back
propagation process is shown in the following equation,
where aj is the output result of node j.

P(w, o) �
1
2



s−1

j�0
aj − dj 

2
. (4)

'e optimization algorithm of the BP neural network
often uses the gradient descent method, as shown in
equation (5), where βi+1 is the weight after optimization, βi
is the weight before optimization, α is the learning
probability, and χJ(β)/χβi is the gradient in the weight
direction.

βi+1 � βi − α
χJ(β)

χβi

. (5)

At this time, the BP neural network obtains the relational
expression of the function, and the training is completed.
'e denoising effect is evaluated regarding peak signal-to-
noise ratio, which is expressed by the following equation:

F � 101g
max(h)

2

MSE
 . (6)

In equation (6), h is the ultrasonic image after denoising
and MSE is mean square error, which is calculated in
equation (7), where h0 is the original unprocessed ultra-
sound image and M is the ultrasound image number:

MSE �

������������


M
i�1 h − h0( 

2


M
.

(7)

'e before and after comparison of the optimized ul-
trasound image processed by the BP neural network algo-
rithm is shown in Figure 3.

2.3. Statistical Methods. SPSS 22.0 was employed for data
entry, sorting, and statistical analysis. 'e comparison of count
data was performed by χ2 test, while the comparison of mea-
surement data was performed by t-test. Multiple sample means

Table 1: Staging criteria of knee cartilage degeneration under arthroscopy.

Stage 'e state of cartilage lesions
Stage I 'e cartilage tissue loses its luster and becomes hard in texture

Stage II 'e surface of the cartilage is not smooth, with blisters or velvet-like changes, and the invasion range of the damage is less than 1/
2 of the depth of the cartilage.

Stage III 'e cartilage lesions are severe, with local thinning or even fibrosis, and the invasion range of the injury is more than 1/2 of the
cartilage depth.

Stage IV 'e cartilage has ulcerated lesions, complete defects, and exposed subchondral bone tissue.

Table 2: Staging criteria of knee cartilage degeneration under ultrasound detection.

Stage Cartilage status under ultrasound
No
lesion

'e surface shows high echo and the lines are smooth, clear, and continuous. 'e boundary between cartilage and its inferior
bone is normal, and the lower vocal cords are evenly distributed and of normal thickness.

Stage I 'e change degree is small or the surface is rough, the thickness is close to normal, the degenerated deep layer shows high echo,
the sound line is continuous, the smooth slightly less, and the internal echo distribution is basically uniform

Stage II 'e surface shows hyperecho and coarse sound line with localized uplift.'e deep sound line of the lesion site shows continuous
hyperecho with increased echo and uneven distribution.

Stage III 'in, with obvious defect, but no invasion of subchondral tissue, uneven distribution of low vocal cords, cartilage interruption
defect, degenerative deep high echo, irregular voice line increase, showing extremely coarse, local defect

Stage IV 'e subchondral bone is exposed, the deep high echo line is discontinuous, the central low echo cord is thinned, the cartilage
defect area is enlarged, and the subchondral bone is invaded, obviously thinned, and the whole layer is thinned.

BP treatment
process

(a) (b)

Figure 3: Comparison of ultrasound images (a) before and (b) after
BP neural network algorithm processing. 'e red arrow refers to
the articular cavity.
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were compared using analysis of variance.'e LSDmethod was
used when the variance was uniform, and the Dunnett T3
method was used when the variance was uneven. P< 0.05 was
statistically different. 'e kappa test was performed on the
consistency between the staging results shown in the two groups
of ultrasound images and those seen under arthroscopy. When
kappa>0.75, the consistency between the twowas strong.When
0.4≤ kappa<0.75, the consistency between the two was general.
When kappa<0.4, the consistency between the two was poor.

3. Results

3.1. Staging Results of Cartilage Lesions under Arthroscopy.
98 patients were examined for cartilage lesions on a total of
490 articular surfaces under arthroscopic surgery. Among
them, the cartilage of 206 articular surfaces was normal and
uninvolved and caused disease. 'e cartilage of the
remaining 284 articular surfaces had different degrees of
disease, with a total of 320. Among them, 56 were in stage I,
85 were in stage II, 94 were in stage III, and 85 were in stage
IV. 'e staging results of different detection parts are
summarized in Table 3. Figure 4 shows the performance of
different stages under arthroscopy. It was obvious that the
pathological differences of the cartilage around the joints in
each stage can be observed.

3.2.:e Staging Results of Cartilage Lesions under Ultrasound
Imaging in the Control Group. Among cartilage lesions on
490 articular surfaces of 98 patients in the staging results of
the ultrasound image of the control group, the echo dis-
tribution of the ultrasound image of cartilage with 242 ar-
ticular surfaces was a normal high-low-high distribution.
'e cartilage of the remaining 248 articular surfaces all had
different degrees of lesions, with a total of 284 lesions.
Among them, 38 were in stage I, 99 were in stage II, 83 were
in stage III, and 64 were in stage IV. 'e staging results of
different detection sites are summarized in Table 4. Figure 5
shows the ultrasound imaging manifestations of different
stages of the control group. 'ere were certain differences in
the pathological changes of the cartilage around the joints in
each stage.

3.3. :e Results of Staging of Cartilage Lesions under
Ultrasound Imaging in the Experimental Group. Among
cartilage lesions on 490 joint surfaces of 98 patients in the
staging results of the ultrasound image of the experi-
mental group, the echo distribution of the ultrasound
image of cartilage with 231 articular surfaces was normal.
'e cartilage of the remaining 269 articular surfaces had
different degrees of lesions, with a total of 307 lesions.
Among them, 44 were in stage I, 87 were in stage II, 87
were in stage III, and 89 were in stage IV. 'e staging
results of different detection sites are summarized in
Table 5. Figure 6 shows the ultrasound image manifes-
tations of different stages in the experimental group.
'ere were certain differences in the lesions of the car-
tilage around the joints in each stage.

3.4. Comparison of Consistency between the Staging Results of
the Two Groups of Ultrasound Images and the Results under
Arthroscopy. 'e examination results of the two sets of
ultrasound images of the cartilage lesions around the KOA
of all patients were compared with the results observed
under arthroscopy. 'ere were 335 cartilage degenerations
that were accurately detected by the ultrasound image of the
control group, and the staging accuracy of the inspection
results was 68.3%. In the experimental group, 377 cartilage
degenerations were detected, and the staging accuracy of the
inspection results was 76.9%. 'e accuracy of staging of
cartilage degeneration in the experimental group was higher
than that in the control group, but the difference was not
remarkable (P> 0.05). Moreover, the kappa coefficient of the
ultrasound image staging and arthroscopic staging results of
the experimental group was 0.61, while the kappa coefficient
of the control group and arthroscopic staging was 0.40. 'e
kappa coefficient of the two groups indicated that they were
generally consistent with the arthroscopic staging results,
but the kappa coefficient of the experimental group was
higher than that of the control group, with considerable
difference (P< 0.05), as presented in Figure 7.

4. Discussion

'e progression of KOA disease is very likely to cause
degenerative lesions of the cartilage around the knee joint.
Patients will feel the pain of the knee joint, flexion, and
extension, which even bring difficulties in walking, seriously
affecting the patient’s daily life. 'erefore, timely and ef-
fective diagnosis is necessary for the control of cartilage
involvement in patients with KOA. In order for the treat-
ment to be effective, symptomatic treatment is necessary.
'e accuracy of examination of the degree of knee cartilage
degeneration has an effective guiding significance for doc-
tors to make a reasonable clinical treatment plan.'ere are a
variety of detection methods for KOA disease, including
MRI, X-ray, CT, and ultrasound, but all of them have certain
adoption limitations. Ultrasound diagnosis has been wel-
comed by its effect on the adoption of research analysis
which has been analyzed by a lot of researchers and clini-
cians for its excellent characteristics such as no radiation,
low cost, short examination time, and simple operation,
especially for the diagnosis of osteoarthritis. Researchers
studied the effectiveness of ultrasound in the detection of
cartilage lesions in the knee. It was found that when the knee
joint was in complete flexion, ultrasound examination could
clearly show the tissue structure of the cartilage around the
joint, including the trochlea, femur, and medial and lateral
condyle. Other researchers proposed that when the knee
flexion angle was maximized, the articular surface of the
patella pulley was fully exposed. 'e blocked range of the
medial and lateral condyles of the femur can also be reduced,
so that it can observe the cartilage lesions on the articular
surface of the femur more completely [16]. In this study, the
knee flexion of the two aspects was observed, and the results
were basically the same, except that the femoral articular
surface could not be fully exposed due to various obstruc-
tions. In addition, it was found through studies that
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ultrasound imaging can show significant differences in the
degree of cartilage degeneration, which can be regarded as
an important examination and evaluation method for
staging of knee cartilage lesions [17].

With the development of AI, deep neural network al-
gorithm has been applied more and more widely in various
fields [18, 19]. Some researchers have studied and analyzed
the application of BP neural network in medical ultrasound
image denoising. 'e results showed that the BP neural
network has a good denoising effect on the ultrasonic image
and can also preserve the edge features of the ultrasonic
image well [20]. Other researchers studied the feed forward
neural network ultrasonic diagnosis method based on BP

algorithm and proposed the results of continuous clinical
testing. BP neural network ultrasonic diagnosis software can
not only improve the efficiency of ultrasonic diagnosis and
reduce the time of medical treatment but also use expert
knowledge base to share expert knowledge, so as to improve
the accuracy of disease diagnosis [21]. 'e BP neural net-
work algorithm in AI algorithm was used to process the
ultrasonic image of knee cartilage to study the stage of
cartilage lesions, and a good effect was obtained. 'e
adoption of BP neural network algorithm is very wide, not
only in the medical field. For example, some research experts
have done a study on using the denoising characteristics of
the BP neural network to deal with the noise in seismic data.

Table 3: Staging results of different articular surface cartilage lesions under arthroscopic examination (place).

Staging Inspection area
Stage I Stage II Stage III Stage IV Total

Central groove of pulley
'e central sulcus 10 18 11 7

164'e inside of the slope 12 18 16 17
'e outside of the slope 9 17 18 11

'e femoral 'e medial condyle 12 21 25 27 155'e lateral condyle 12 11 24 23

(a) (b) (c) (d)

Figure 4: 'e manifestations of different stages under arthroscopy. (a) Stage I. (b) Stage II. (c) Stage III. (d) Stage IV.

Table 4: Results of different articular surface cartilage lesion stages in the control group (place).

Staging Inspection area
Stage I Stage II Stage III Stage IV Total

Central groove of pulley
'e central sulcus 7 11 10 11

164'e inside of the slope 6 20 17 26
'e outside of the slope 5 17 20 14

'e femoral 'e medial condyle 15 22 25 5 120'e lateral condyle 7 29 11 8

(a) (b) (c) (d) (e)

Figure 5: 'e ultrasound imaging manifestations of different stages in the control group. (a) Normal. (b) Stage I. (c) Stage II. (d) Stage III.
(e) Stage IV.
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'e experimental results showed that if BP neural network
was used to denoise the seismic data, the peak signal-to-
noise ratio was greatly improved, and the details of the
effective information were well protected, which was in line
with the expected results [22]. For the evacuation of public
places, the simulation of subway station building based on
the deep neural network model is used to conduct evacu-
ation training.

5. Conclusion

In this study, it observed the cartilage degeneration stage of
KOA under arthroscopy as the standard, observed the con-
sistency between the ultrasound images of KOA cartilage le-
sions processed by the BP neural network algorithm and the

conventional ultrasound images and the results under ar-
throscopy, and compared the results of the two groups. 'e
results showed that the inspection effect of the ultrasonic image
processed by the BP neural network was better than that of the
conventional ultrasonic image. However, due to the small
amount of data in this study, there was a lack of strong rep-
resentativeness, but it also reflected the good application
prospect of neural network technology in image processing. In
the future, more ultrasound images will be optimized to im-
prove the recognition accuracy of the neural network and bring
more convenience for clinical ultrasound image diagnosis.
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'e neural network algorithm of deep learning was applied to optimize and improve color Doppler ultrasound images, which was
used for the research on elderly patients with chronic heart failure (CHF) complicated with sarcopenia, so as to analyze the effect of
the deep-learning-based color Doppler ultrasound image on the diagnosis of CHF. 259 patients were selected randomly in this study,
who were admitted to hospital from October 2017 to March 2020 and were diagnosed with sarcopenia. 'en, all of them underwent
cardiac ultrasound examination andwere divided into two groups according to whether deep learning technology was used for image
processing or not. A group of routine unprocessed images was set as the control group, and the images processed by deep learning
were set as the experimental group.'e results of color Doppler images before and after processing were analyzed and compared; that
is, the processed images of the experimental group were clearer and had higher resolution than the unprocessed images of the control
group, with the peak signal-to-noise ratio (PSNR)� 20 and structural similarity index measure (SSIM)� 0.09; the similarity between
the final diagnosis results and the examination results of the experimental group (93.5%) was higher than that of the control group
(87.0%), and the comparisonwas statistically significant (P< 0.05); among all the patients diagnosedwith sarcopenia, 88.9%were also
eventually diagnosed with CHF and only a small part of them were diagnosed with other diseases, with statistical significance
(P< 0.05). In conclusion, deep learning technology had certain application value in processing color Doppler ultrasound images.
Although there was no obvious difference between the color Doppler ultrasound images before and after processing, they could all
make a better diagnosis. Moreover, the research results showed the correlation between CHF and sarcopenia.

1. Introduction

Cardiovascular and cerebrovascular diseases are high-
morbidity diseases in the elderly population. With the aging
of the population in China, the occurrence and mortality of
cardiovascular and cerebrovascular diseases are gradually
increasing, especially in the aspect of heart. Chronic heart
failure (CHF) will appear in the late stage of heart disease
development [1]. According to the statistics, the probability
of suffering from CHF is between 1.3% and 1.8% in our
population at the present stage and 30% to 50% of the CHF
patients eventually die [2]. Sarcopenia, also known as

age-related sarcopenia, is a complication of developing CHF,
which mainly refers to an age-related degenerative syn-
drome in which the content of human skeletal muscle
gradually decreases with the increase of age, as well as the
strength and function of muscle gradually deteriorates [3].
'e incidence of sarcopenia varies by region and race, but it
is a general trend that increases with age, so it can also be
called a progressive geriatric syndrome [4]. Studies have
shown that grip strength, muscle strength of quadriceps
femoris, 6-minute walking distance, reduced left ventricular
ejection fraction, and high oxygen consumption will appear
due to low exercise peak when CHF patients are complicated
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with sarcopenia [5]. Moreover, it is proposed that this
complication will not only reduce the quality of life of the
patients but also increase the probability of death of the
patients through the analysis of patients with CHF com-
plicated with sarcopenia [3].

Cardiac color Doppler ultrasound is a major examina-
tion method in diagnosing CHF disease, which is now the
only imaging method that can display circulation situation
in the internal structure of the heart and organs, and the
method has simple operation, causes no wound, and can be
repeated [6]. When patients with CHF are examined, the
cardiac image structure is comprehensively and intuitively
displayed, thereby providing a more favorable and reliable
basis for doctors’ diagnosis [7].

Deep learning is a kind of artificial intelligence tech-
nology that has developed very rapidly in recent years. 'e
neural network system of deep learning has made great
progress in image classification and examination. Further-
more, this technology is also widely applied in the medical
field. Intelligent medical care, which is a combination of
deep learning artificial intelligence and the medical industry,
has become a research hotspot [8]. It also solves two major
problems for the medical industry: the first one is the im-
balance between the amount of imaging data and the
amount of clinical imaging data, and the second one is the
imbalance between the level of imaging doctors and the
allocation of resources [9]. Deep learningmethods have been
fully and reasonably utilized in image processing and
analysis in the medical field. In particular, the deep con-
volutional network model can more effectively learn image
features from a large number of samples, avoid the complex
feature extraction process in traditional image classification
algorithms, and realize end-to-end classification and de-
tection [10].

In this study, deep learning convolutional neural net-
work technology was combined with color Doppler ultra-
sound images, which was used for the diagnosis of CHF to
analyze the correlation between CHF and sarcopenia.

2. Methods

2.1. Research Objects. A total of 259 patients were randomly
selected in this study, who were diagnosed as sarcopenia and
admitted to hospital from October 2017 to March 2021,
including 119 males and 140 females. 'ey were 60 to 76
years old, with an average age of 69.5± 3.5 years. All patients
underwent cardiac ultrasound examinations, who were
rolled into two groups according to whether deep learning
technology was used for image processing or not. A group of
routine unprocessed images was set as the control group,
and the images processed by deep learning were set as the
experimental group.'is study was approved by theMedical
Ethics Committee, and all the patients participating in the
study signed the informed consent forms.

'e criteria for inclusion were defined to include patients
who were over 50 years of age, were diagnosed as sarcopenia
based on the diagnostic criteria proposed by the Asian
Working Group for Sarcopenia (AWGS) [11] (Table 1), and

were able to undergo a complete color ultrasound exami-
nation, whose color ultrasound images were well preserved.

'e criteria for exclusion were defined to include pa-
tients who had skeletal disease or motor obstruction disease,
had previous history of fracture, suffered from diabetes,
thyroid, and parathyroid gland and other endocrine system
diseases, had diseases of the digestive system and renal
insufficiency that affected skeletal muscle metabolism, suf-
fered from malignant tumors and connective tissue diseases,
and took calcium, hormone drugs, and antitumor drugs
within 1 year, with female ovarian lesions.

2.2. Research Methods

2.2.1. Diagnostic Methods of Chronic Heart Failure. For the
diagnosis of CHF, the method of combining the clinical
manifestations with the results of other auxiliary exami-
nations was adopted to make the combined diagnosis, as
shown in Figure 1.

2.2.2. Convolution Neural Network AlgorithmModel. In this
study, a convolutional neural network algorithm-based color
Doppler ultrasound image model would be established
according to the pixel resolution and the performance of
stable deep neural network. 'en, it would be trained and
applied in this study.

'e convolution layer was set as the layer q, so the feature
graph of the input color ultrasound image at the layer q− 1
could be expressed as follows:

W(q, p) � 
E

e�1
Y

(q,p,e) ⊗ Z
(q− 1,e)

+ l
(q,p)

. (1)

In addition, W(q,p,e) represented the convolution kernel,
l(q,p) stood for the bias, and e meant the number of feature
graphs.

In this study, the commonly used and high-rate ReLu
was used as the activation function, which is shown in
equation (2), and the corresponding derivative function
expression is presented in equation (3). However, due to the
excessive data gradient passing through the ReLu neuron,
once the data were updated, the neuron would not be able to
activate any data again, so it was improved into equation (3).
It was a self-gated activation function, which could be called
swish.

f(x) � max(0, x), (2)

f′(x) �
x, x> 0,

0, x≤ 0,
 (3)

F1(x) � R1 ∗X + L1(  ×
Y

Y + u
−α R1∗X+L1( )

. (4)

In equation (4), R1 stands for the convolution kernel,
i × f1 × f1 expresses the size, i indicates the number of
channels of the input graph, L1 represents the offset vector,
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∗ means the convolution operation, and α stands for the
parameter that could be trained.

In this model, the first layer was mainly for the operation
of extracting the feature map of the original color ultrasound
image, and the second layer to the q− 2 layer was the
nonlinear mapping process of the extracted feature map,
which could be expressed by the following equation:

F2(x) � R2 ∗X + L2(  ×
Y

Y + u
−α R2∗X+L2( )

. (5)

'e reconstruction process of the image could be
expressed as equation (6), where R3 represents the mean
filter and L3 expresses the offset of dimension i.

F3(x) � R3 ∗F2(X) + L3. (6)

'e convolutional neural network algorithm needed
to be reconstructed according to the error, and the pa-
rameter error in the propagation process was constantly
corrected. If the current propagation was q, the output
parameter of the layer was xq, and the weight and bias
could be expressed by Rq and Lq in turn, as shown in the
following equations:

x
q

� f p
q

( , (7)

p
q

(  � R
q
x

q−1
+ l

q
. (8)

'e expression of loss function was as shown in the
following equation:

Loss s, s′(  �
1
n



n

j�1
sj, sj
′ 

2
. (9)

'e method of reducing the gradient was adopted to
minimize the sum of squares of errors, and the specific
algorithm is shown in the following equations:

Rj � Rj − β
χ
χRj

M(R, l), (10)

Rj � Rjk − β
1
z



z

j�1
Vr,l x

j
  − s

j
 x

j
. (11)

Among them, β represents the weight, χ represents the
volume number, and s refers to the loss data.

For the semisupervised learning algorithm aiming at the
inherent noise and uncertainty in ultrasonic images, its
calculation method was displayed as follows, but the deri-
vation process was omitted:

Llabel � −B[ln g(y | x)] � −ly + LSE(l), (12)

Lunlabel � −E[ln(1 − g(H + 1) | x)]

� −LSE(l) + sofplus(LSE(l)),
(13)

Clinical manifestations:
dyspnea, fatigue, 

edema of lower limbs, 
anorexia, oliguria, even 
anuria, etc. during rest 

or exercise, among 
which exertional 

shortness of breath and 
edema are typical 

clinical manifestations

Supplementary
examination 

Electrocardiogram Chest radiograph Colour sonography

Diagnosis of CHF

Figure 1: Diagnostic criteria for CHF.

Table 1: Diagnostic criteria for AWGS sarcopenia.

Evaluation content Gender Criteria

One
'e mass of skeletal muscle measured by the dual energy

X-ray absorption method; calculation of the ratio of
the mass to the height square

Male <7.0 kg/m2

Female <5.4 kg/m2

Two Grip strength Male <26 kg
Female <18 kg

Walking speed 6-minute walking speed <0.8m/s
Note. Patients who met any of these criteria could be diagnosed with sarcopenia.
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Lfake � −E[ln g(H + 1 | x)] � softplus(LSE(l)), (14)

LD � Llabel +
v Lunlabel + Lfake( 

2
. (15)

In equations (12)–(15), H stands for the classifier and
H+ 1 means the output graph of the discriminator. 'e
whole system included real data with labels, noise data
without labels, and generated data, and the corresponding
probabilities were Llabel, Lunlabel, and Lfake, respectively.

Figure 2 shows the comparison of the cardiac color
ultrasound images before and after processing and opti-
mization by this algorithm.

2.2.3. Evaluation Criteria for the Algorithm Effect. In order
to evaluate the effect achieved by the abovementioned al-
gorithm model, the peak signal-to-noise ratio (PSNR) and
structural similarity index measure (SSIM) were applied in
this study. Besides, the smaller the value of PSNR, the
smaller the degree of image distortion. However, the closer
the SSIM value was to 1, the more similar the processed
image would be to the original. 'e specific algorithm of
PSNR is shown in equations (16) and (17), whereK expresses
the image height,Hmeans the image width, and n stands for
the bit value of each pixel.

MSE �
1

K × L


K

i�1


H

j�1
(X(i, j) − Y(i, j))

2
, (16)

P � 10 log10
2n

− 1( 
2

MSE
 . (17)

SSIM could be calculated as in equation (18), where αx

indicates the average value of x, αy means the average value
of y, β2x represents the variance of x, β2y stands for the
variance of y, and βxy expresses the covariance of x and y.

SSIM(x, y) �
2αxαy + e1  2βxy + e2 

α2x + α2y + e1  β2x + β2y + e2 
. (18)

2.3. Observation Indicators. 'e left atrial diameter (LAD),
left ventricular ejection fraction (LVEF), and left ventricular
end-diastolic diameter (LVDD) of the two groups were
observed and recorded by using a color Doppler ultrasound,
so as to evaluate and compare the positive rates of LAD,
LVEF, and LCDD in the two groups. Positive criteria for
diagnosis of CHF by using the cardiac ultrasound [12]: ①
LAD> 30mm was positive;② LVDD> 55mm in male and
>50mm in female were positive; and ③ LVEF< 50% was
positive.

'e detection results of the two groups were compared,
the number of sarcopenia patients diagnosed with CHF was
contrasted, and the clinical manifestations and other aux-
iliary examinations were combined to confirm the diagnosis,
so as to analyze the accuracy of the cardiac ultrasound
examination.

2.4. Statistical Methods. SPSS 23.0 statistical software was
used for data processing, in which measurement data were
expressed as (x± s), and the two independent samples t-test
was used for comparison between groups. Count data were
represented by [n (%)], and the χ2 test was used for com-
parison between groups. In addition, P< 0.05 indicated that
the difference was statistically substantial.

3. Results

3.1. Comparison on Cardiac Color Ultrasound Images of
Patients with Chronic Heart Failure and Other Heart Diseases
from Two Groups. 'e cardiac color ultrasound images of
patients from the two groups were observed, clearly showing
that the processed images of the experimental group were
clearer than the untreated images of the control group,
which also had higher resolution.'erefore, it indicated that
the deep learning convolutional neural network algorithm
had a certain effect on optimization for color ultrasound
images, and the specific comparison is shown in Figures 3
and 4. In addition, PSNR and SSIM were adopted to evaluate
the effect of processing, achieving good results (PSNR� 20
and SSIM� 0.09).

3.2.ComparisonofLVEF,LCDD,andLADResults between the
Two Groups. By statistical analysis of the diagnostic results
of LVEF, LCDD, and LAD in the two groups of cardiac color
ultrasound of all patients (Table 2), it was found that the
indicators of LVEF, LCDD, and LAD of the control group
were lower than the indicators of the experimental group,
and the comparison was statistically significant (P< 0.05), as
shown in Figure 5.

3.3. Statistical Comparison on the Positive Rates of LVEF,
LCDD, and LAD Results from Cardiac Color Ultrasound
Diagnosis between the Two Groups. 'ere was statistical
analysis on the positive rates of diagnostic results of LVEF,
LCDD, and LAD in the two groups of heart color ultrasound
of all patients (Table 3). Figure 6 reveals that the positive
rates of LVEF, LCDD, and LAD of the experimental group
were higher than the rates of the control group, and the
comparison was statistically significant (P< 0.05).

3.4. Comparison on the Results of CHF Patients Diagnosed in
the Two Groups and the Final Confirmed Results. Table 4
shows the comparison of the number of patients diagnosed
with CHF by using the cardiac color ultrasound and the final
diagnosis combined with other clinical examinations. 'e
study results suggested that the similarity between the final
diagnosis results and the examination results of the ex-
perimental group was 93.5%, while the similarity between
the results and the control group was 87.0%. 'us, the
similarity between the experimental group and the control
group was higher, and the comparison was statistically
significant (P< 0.05). Among all the patients diagnosed with
sarcopenia in this study, 88.9% were also finally diagnosed
with CHF, and only a small part suffered from other diseases,
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CNN optimization

Before treatment After treatment

Figure 2: Comparison on cardiac color ultrasound images before and after optimization by convolutional neural network algorithm.

(a) (b)

Figure 3: Comparison on cardiac color ultrasound images of CHF patients between the two groups. (a) Control group; (b) experimental
group.

(a) (b)

Figure 4: Comparison on cardiac color ultrasound images between the two groups of patients with other heart diseases. (a) Control group;
(b) experimental group.
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which showed statistical significance (P< 0.05). In contrast,
77.2% of the patients from the control group and 83% from
the experimental group had the combination of the two

diseases. 'ere was statistical significance in comparing the
probability of patients with CHF among the three groups
(P< 0.05), as shown in Figure 7.

4. Discussion

In today’s medical field, the application of medical imaging
technology in the screening, diagnosis and treatment, and
evaluation of clinical diseases has become more and more
extensive, and it is a very critical examination method [13].
Since the diagnosis and evaluation of image maps in the past
was mainly carried out by excellent doctors and they had the
uneven experience level, the results of the review were very
different, and it was also highly subjective [14]. 'erefore, as
the deep learning artificial intelligence technology research
has achieved excellent results, the technology has been ex-
tensively used in all aspects of the medical field, especially in
the improvement and promotion of medical imaging
technology, and has achieved good research results, showing
good results in clinical examination and diagnosis [15]. At
this stage, the medical imaging technology system and
medical image processing and analysis are the most typical
application scenarios of medical technology based on deep
learning methods, and significant results have been
achieved.

In this study, the neural network algorithm of deep
learning was adopted to optimize and improve the color
Doppler ultrasound images, which was applied in the di-
agnosis of CHF complicated with sarcopenia. 'e com-
parison of images before and after processing showed that
the algorithm model had certain effect on image improve-
ment, not only for color Doppler ultrasound image pro-
cessing but also for other commonly used imaging
techniques such as CTandMRI. Voets et al. [16] reported on
the diagnosis of diabetic retinopathy in the Journal of the
American Medical Association. It was proved that the end-
to-end deep learning model could be directly applied to
medical image processing, and the diagnostic results ob-
tained were very similar with experts, which were even better
than the diagnosis made by experts. Varghese et al. [17]
combined imaging with machine learning (ML) to cross
examine the accuracy of multiple ML algorithms for the
detection of clinically significant PCa (csPCa). 'e results
showed that the second kernel-based support vector ma-
chine (SVM) had the best accuracy, up to 92%. Zhang et al.
[18] applied MSCTA three-dimensional reconstruction
technology in the treatment of colorectal cancer. By com-
paring the consistency of the MSCTA three-dimensional
reconstruction with the actual surgical plan, they found that
the kappa consistency test between the two was k� 0.769,
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Figure 5: Comparison on the results of LVEF, LCDD, and LAD
diagnosed by using a cardiac color ultrasound between the two
groups.

Table 2: Statistical results of LVEF, LCDD, and LAD diagnosed by using a cardiac ultrasound in the two groups.

Indicators
Group

Control group Experimental group
LVEF (%) 54.05± 4.79 60.09± 4.34
LCDD (mm) 51.35± 3.97 56.05± 3.09
LAD (mm) 33.45± 4.01 40.05± 4.12

Table 3: Statistical results of positive rates of cardiac ultrasound in
LVEF, LCDD, and LAD in the two groups.

Indicators
Positive rate (n %)

Control group Experimental group
LVEF (%) 56 65
LCDD (mm) 59 69
LAD (mm) 57 66
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Figure 6: Comparison on positive rates of LVEF, LCDD, and LAD
diagnosed by using a color Doppler ultrasound between the two
groups.
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which proved MSCTA three-dimensional reconstruction
had a good effect in guiding the treatment of colorectal
cancer under laparoscopy.

In this study, CHF patients complicated with sarcopenia
accounted for a large part of the total number of patients,
which fully reflected that there was a certain connection
between the two. Besides, the correlation between CHF and
sarcopenia was extensively investigated. Some experts
conducted a statistical study on 200 CHF patients with an
average age of 70.8± 8.3 years, and the results showed that
the incidence of CHF with sarcopenia was 19.5% [19]. A
large number of studies have shown that 68% of patients
with CHF are complicated with muscle fiber atrophy, the
body mass of elderly patients with CHF is decreased, and the
decreased exercise tolerance may be related to skeletal
muscle fiber and skeletal muscle mass loss [20]. By exploring
and analyzing CHF patients complicated with sarcopenia,
foreign research experts have found recently that there is a
certain correlation between skeletal muscle decline and
pathological changes such as coronary atherosclerosis in
elderly people and have proposed that sarcopenia may also
have a reliable influence on the disease development of CHF
[21]. 'ose mentioned above were similar to the results of
this study, and there was a close correlation between CHF
and the occurrence of sarcopenia.

5. Conclusions

In this study, the deep learning neural network algorithm is
used to optimize and improve the color Doppler ultrasound
image for the diagnosis of CHF complicated with myopenia.
It is found that the processed image of the experimental
group is clearer and has higher resolution than the

unprocessed image of the control group. 'e final diagnosis
result is more similar to the experimental group, which also
indicates the correlation between CHF and myopenia.
However, due to the limitation of the research scope, this
study lacks a certain representativeness. However, the
overall results show that the application of deep learning
artificial intelligence in the field of imaging is still very
promising.
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)is work aimed to explore the relationship between spine surgery lumbar facet joint (LFJ) and lumbar disc herniation (LDH) via
compressed sensing algorithm-based MRI images to analyze the clinical symptoms of patients with residual neurological
symptoms after LDH. Under weighted BM3D denoising, Epigraph method was introduced to establish the novel CSMRI re-
construction algorithm (BEMRI). 127 patients with LDH were taken as the research objects. )e BEMRI algorithm was compared
with others regarding peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). Patients’ bilateral LFJ angles were
compared. )e relationships between LFJ angles, lumbar disc degeneration, and LFJ degeneration were analyzed. It turned out
that the PSNR and SSIM of BEMRI algorithmwere evidently superior to those of other algorithms.)e proportion of patients with
grade IV degeneration was at most 31.76%. Lumbar disc grading was positively correlated with change grading of LFJ de-
generation (P< 0.001). LFJ asymmetry was positively correlated with LFJ degeneration grade and LDH (P< 0.001). Incidence of
residual neurological symptoms in patients aged 61–70 years was as high as 63.77%.)e proportion of patients with severe urinary
excretion disorders was 71.96%.)erefore, the BEMRI algorithm improved the quality of MRI images. Degeneration of LDH was
positively correlated with degeneration of LFJ. Asymmetry of LFJ was notably positively correlated with the degeneration of LFJ
and LDH. Patients aged 61–70 years had a high incidence of residual neurological symptoms after surgery, most of which were
manifested as urinary excretion disorders.

1. Introduction

LDH is a common chronic spinal degenerative disease [1]. In
recent years, the incidence of LDH has shown a significant
upward trend, and a large number of studies have shown
that LFJs are related to the occurrence of LDH [2]. In ad-
dition, studies have shown that the angle and asymmetry of
LFJs are related to the occurrence of LDH [3]. Magnetic
resonance imaging (MRI) technology is utilized in the di-
agnosis of LDH due to its noninvasiveness and multiple
imaging angles. However, in the current research, there are
generally cases where the results of imaging examinations do

not match the patient’s signs and symptoms. Moreover, due
to the limited quality of MRI images, there are certain
controversies about the occurrence of LFJ and LDH. Clin-
ically, there are also cases where the images and physical
signs do not match [4]. )e quality of reconstructed images
in traditional MRI algorithms is low. Some researchers
applied compressed sensing (CS) theory to the recon-
struction of MRI images and established the CSMRI algo-
rithm, which can not only obtain the precise sparsity prior of
the image but also capture the rich structural information of
the image, and thus it is widely adopted in the field of MR
image reconstruction. However, the CSMRI algorithm still
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cannot manage both image quality and calculation speed,
and there is still room for further improvement in the quality
of MR image reconstruction at low sampling rates [5].

At present, surgical methods are often adopted to treat
LDH in clinic. Although surgical methods can significantly
relieve the clinical symptoms of LDH patients, some patients
still have residual neurological symptoms after surgery. )e
incidence of residual neurological symptoms after LDH is
5%–40%, with an average of 15%. )e main manifestations
are swelling, numbness, limp, and weakness of the lower
limbs. Studies pointed out that the proportion of patients
with lower extremity numbness after LDH operation was up
to 21%–67%, and studies reported that patients with hip pain
after LDH operation accounted for 63.1% [1]. At present,
there are few studies on residual neurological symptoms in
patients with LDH. Moreover, the proportion of symptoms
after LDH is quite different, and further research on its
symptoms is needed to provide a reference for the prognosis
of LDH.

)e deep ResNet method was introduced based on the
deep learning algorithm to remove the Rician noise in MRI
images and was applied to the diagnosis of LDH patients.
From June 2018 to March 2020, 127 patients who underwent
MRI diagnosis and were confirmed as LDH with residual
neurological symptoms in our hospital’s spine surgery were
taken as the research objects. )e relationship between LFJ,
LDH, and residual neurological symptoms after surgery was
explored to find out the cause of LDH and the residual
neurological symptoms after surgery and provide a reference
for the diagnosis and prognosis of LDH.

2. Materials and Methods

2.1. Research Objects. From June 2018 to March 2020, 127
patients who underwent MRI diagnosis and were confirmed
as LDH with residual neurological symptoms in our hos-
pital’s spine surgery were taken as the research objects. 381
lumbar intervertebral discs and 381 pairs of LFJs and LFJs
were measured.

)e inclusion criteria in this study were defined as
follows: patients diagnosed as LDH; patients without a
history of lumbar spine surgery; patients who suffered from
recurrent or persistent low back pain, sciatica, or its branch
nerve compression symptoms 3 months after LDH surgery;
and patients without prominent or nerve root compression
or damage of original surgery segment after the surgery. )e
exclusion criteria could be determined as follows: patients
whose MRI diagnosis images could not be found in the
information query system of the hospital; patients with
ankylosing spondylitis; patients with spinal tumors or
lumbar tuberculosis; patients with failed LDH surgery; and
patients accompanied by serious cardiovascular, cerebro-
vascular, liver and kidney, hematopoietic system or other
serious diseases of other organs. )e experimental process
had been approved by the Ethics Committee of the hospital,
and all subjects included in the study had signed the in-
formed consent forms.

2.2. Denoising Algorithms for MRI Images Based on the Deep
Learning. )e traditional image denoising algorithms
cannot completely remove the Rician noise in MRI images
with relatively fuzzy image edge contours, and the deep
learning mainly focuses on removing the Gaussian white
noise. )erefore, the deep ResNet method was proposed
based on the deep learning to remove the Rician noise in
MRI images.

Gradient reduction could be found during the training of
convolutional neural network (CNN) model, while the
ResNet idea could solve this problem well. It was assumed
that the input neural network of the ResNet was x and the
function mapping was H(x); then the expression of the
residual mapping F(x) was as follows:

F(x) � H(x) − x. (1)

)e expression equation of the hidden layer could be
written as follows:

H(x) � F(x) + x. (2)

It was expected to obtain the mapping H(x) by training
the deep network, while the residual learning could fit the
residual mapping F(x), and the residual learning equation
was more suitable for solving the image denoising. )e
structure of ResNet is shown in Figure 1.

In the ResNet, the batch normalization (BN)method was
used for intermediate preprocessing, so that the input of the
previous layer was processed by BN before entering the next
layer, which can avoid gradient explosion and improve the
training speed. When the model was designed, BN was
introduced after each convolutional layer. If one layer of the
network was a d-dimensional input x � x1, x2, . . . , xd , it
could be normalized as in the following equation:

xk �
xk − E xk( 

�������
Var xk( 

 , (3)

where E(xk) refers to the expectation and Var(xk) repre-
sents the variance.

Parameters ck and βK were introduced to avoid influ-
ences on network learning features of this layer:

yk � ckxk + βk. (4)

If BN was not introduced, the activation function layer y
could be expressed as follows:

y � s(ωx + b), (5)

where w refers to the weight; b and s represent the bias and
activation function, respectively.

If the BN was introduced, the forward conduction could
be written as in the following equation:

y � s(BN(ωx + b)). (6)

)e above equation could be normalized as follows:

y � s(BN(ωx)). (7)
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)e gradient descent algorithm was the commonly used
optimization algorithm in the neural network training
process so as to obtain the minimum parameters of the loss
function.)e single-step weight and bias update expressions
were as follows:

ωk⟶ ωk
′ � ωk − z

δC

δωk

 ,

bl⟶ bl
′ � bl − z

δC

δbl

 .

(8)

)e gradient descent algorithm was slow when the
amount of data was large, so a stochastic gradient descent
(SGD) algorithm was proposed. However, it adopted indi-
viduals to represent the overall change and cannot obtain the
global optimal solution in each iteration. )erefore, the
Adam algorithm was proposed in this study. )e SGD al-
gorithm updated all weights so that the learning rate
remained stable during the network training. )e Adam
algorithm iteratively updated the weights of the neural
network, which can solve the high-intensity noise or sparse
gradient well.

As regards the Adam algorithm, the noise objective
function was set to f(θ); the exponential moving average
and square gradient were updated; and the deviation cor-
rection term was initialized.

vt � 1 − β2(  

t

i�1
βt−i
2 · g

2
i , (9)

where t represents the time step; β2 refers to the exponential
decay rate; and g represents the gradient.

After deviation correction, the expected value could be
written as in the following equation:

E vt  � E 1 − β2(  

t

i�1
βi−1
2 · g

2
i

⎡⎣ ⎤⎦,

� E g
2
t  · 1 − β2(  

t

i�1
βi−1
2 + ς

� E g
2
t  · 1 − β2(  + ς.

(10)

If the second moment E[g2
t ] was static, the ς value was 0.

)e structure of the deep ResNet denoising model
proposed in this study is shown in Figure 2. )ere were 15
network layers in total, 13 of which were hidden layers. Both
the training image and the test image were grayscale ones.
)e size of the input layer was 3× 3×1× 64, including the

activation function and the convolutional layer. )e size of
the hidden layer was 3× 3× 64× 64, including activation
function, BN, convolution, and pooling operations. )e
output layer size was 3× 3× 64×1, and the convolutional
layer was reconstructed to output the image.

2.3. DegenerationClassification andMeasurementMethods of
LFJs and Lumbar Disc. )e classification of LFJs could refer
to the classification standards (0–3 levels) of LFJs degra-
dation image defined by Song et al. [6]. L3/4, L4/5, and L5/S1
of the patients were scanned with MRI, and the scan line was
parallel to the intervertebral space and passed through the
corresponding LFJs. If the angle difference between two sides
of LFJs of the same segment was greater than 7°, it was
deemed that LFJs were asymmetric.

)e grades of lumbar disc degeneration were divided
into grades I–V [7]. )e height of the first-level lumbar disc
of the MRI image was to determine the degeneration grade.
)e vertical height of the center of the lumbar disc was
calculated according to the two reference lines. According to
the results of Brayda-Bruno et al. (2018) [8], the normal
values of the height of each lumbar disc were
1.073 cm–1.247 cm for L3/4, 1.18 cm–1.272 cm for L4/5, and
0.939 cm–1.121 cm for L5/S1. It was determined as the slight
decrease if the height was higher than 80% of the normal
height. If the height was lower than 80% and higher than
60% of the normal height, it was deemed as a moderate
decrease; and it was determined as gap collapse if the height
was lower than 60% of the normal height.

2.4. Observation Indicators. )e asymmetry of LFJs, LFJs
degeneration grade, and lumbar disc degeneration were
measured based on the MRI images of all patients. )e basic
clinical data, postoperative clinical manifestations, influ-
encing factors, and nerve entrapment points were recorded
for all patients.

2.5. Statistical Analysis. )e experimental data was pro-
cessed using SPSS 19.0 statistical software, the mean-
± standard deviation (x± s) was adopted to show the
measurement data, and the t-test was employed for normal
distribution. Spearman’s rank correlation analysis was to
analyze the lumbar disc degeneration grades, LFJs asym-
metry, LFJs degeneration grades, LDH, and age, which did
not obey the normal distribution (α� 0.005). )e count data
of patients with postoperative residual neurological symp-
toms of different ages and different genders were expressed
in percentage (%), tested by the χ2 test. P< 0.05 indicated
that the difference was considerable.

3. Results

3.1. Analysis of Denoising Performance of Different
Algorithms. )e proposed deep learning denoising algo-
rithm was compared with the weighted stable matching
(WSM) algorithm and denoising CNN (DnCNN) algorithm
in terms of PSNR value (Figure 3(a)). )e PSNR value of the

X Weight
layer

Weight
layer

ReLU ReLU

H (x)
H (x) = F (x) + X

Identity x

+

Figure 1: )e structure of residual network.
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image after denoising by the proposed algorithm was higher
than those of the WSM algorithm and DnCNN algorithm
under different noise intensities. Further analysis of the
SSIM values of various algorithms (Figure 3(b)) revealed that
the SSIM value of the image after denoising by the proposed
algorithm was still higher than those of other algorithms.
Based on the above results, it was obtained that the proposed
algorithm had obvious advantages in denoising of the
medical MRI images.

3.2. MRI Examination of Patients with Lumbar Disc
Herniation. )e MRI image of the LDH patient was com-
pared with the MRI image of the normal human body, and
the results are shown in Figure 4. )e MRI image of the
patient showed an obvious disc herniation and compression
of the nerve root and the right dural sac.

3.3. >e Correlation between the Grades of Lumbar Disc
Degeneration and Lumbar Facet Joint. )e proportion of
patients in different lumbar disc degeneration grades was
analyzed and compared, as shown in Figure 5. )e pro-
portion of patients with degeneration grade 4 was up to
31.76%. Further, there was an obviously positive correlation

between the lumbar disc degeneration grade and the LFJ
degeneration grade (r� 0.753, and P< 0.001).

3.4.CorrelationbetweenLumbarFacet JointDegenerationand
Lumbar Disc Herniation. )e correlation between LFJ de-
generation grade and LDH was analyzed, and the results are
shown in Table 1. )ey were extremely and negatively
correlated (r� −0.306, and P< 0.001).

3.5. Correlation between Lumbar Facet Joint Asymmetry and
Lumbar Disc Herniation. As shown in Table 2, LFJ asym-
metry was extremely and positively correlated with the LDH
(r� 0.543, and P< 0.001).

3.6. Distribution of Patients with Postoperative Residual
Neurological Symptoms. A total of 81 patients with LDH had
postoperative residual neurological symptoms, accounting
for 63.77%. As age increased, the number of patients with
postoperative residual neurological symptoms tended to
increase and then decrease. Moreover, the patients aged
61–70 years accounted for the highest proportion (Figure 6).
)ere were 18 male patients (22.22%) and 15 female patients
(18.52%) with residual neurological symptoms in the age

Noisy image

Conv ReLU

Residual image

Conv ReLUBNPooling

LossConv

Input layer

Hidden layer

Hidden layer

Figure 2: )e structure of the deep ResNet denoising model.
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Figure 3: Comparison of PSNR and SSIM values under different algorithms. Note. (a) illustrates the comparison results of PSNR, and
(b) discloses the comparison results of SSIM.
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(a) (b) (c) (d)

Figure 4: MRI of patients with LDH. (a) shows an MRI image of lumbar disc of a normal human body; (b) shows an MRI image of a
male patient aged 42 years with L4/5 disc herniation; (c) shows an MRI image of L3/4 disc herniation for a female patient aged 39
years; and (d) shows an MRI image of L5/S1 right disc herniation for a male patient aged 64 years.
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Figure 5: Distribution of lumbar disc degeneration grade and its correlation with LFJ degeneration grade. (a) illustrates the analysis of the
proportion of patients in different grades of lumbar intervertebral disc degeneration; and (b) illustrates the correlation between the grades of
lumbar intervertebral disc degeneration and LFJ degeneration.

Table 1: Correlation between LFJ degeneration and LDH.

LFJ degeneration grade
LDH

LDH (52 cases) Lumbar disc bulging (69 cases) No obvious herniation or bulging (6 cases)
Grade 0 14 (26.92%) 20 (38.46%) 2 (3.85%)
Grade 1 21 (40.38%) 31 (59.62%) 4 (7.69%)
Grade 2 10 (19.23%) 11 (21.15%) 0 (0)
Grade 3 7 (13.46%) 7 (13.46%) 0 (0)

Table 2: Correlation between LFJ asymmetry and LDH.

LFJs asymmetry
LDH

LDH (52 cases) Lumbar disc bulging (69 cases) No obvious herniation or bulging (6 cases)
L3/4 25 (48.08%) 23 (44.23%) 2 (3.85%)
L4/5 9 (17.31%) 15 (28.85%) 3 (5.77%)
L5/S1 18 (34.62%) 31 (59.62%) 1 (1.92%)
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group of 61–70 years. In the entire age distribution, the
proportion of males was higher than that of women, but the
differences were not considerable (P> 0.05).

3.7. Symptoms of Postoperative Residual Neurological
Symptoms. In this study, PRNSs of LDH were mainly
manifested in waist pain, lower extremity radiating pain,
buttock pain, waist movement limitation, lower extremity
pain, lower extremity paresthesia, lower extremity weakness,
severe urinary excretion disorder, and intermittent claudi-
cation (Figure 7). Most of patients suffered from serious
urinary excretion disorders, reaching 71.96%.

4. Discussion

In this study, PSNR and SSIM values of the deep learning
denoising algorithm were higher than those of other algo-
rithms, showing that the quality of image treated with the deep
learning denoising algorithm was higher [9, 10]. )e pro-
portion of patients with grade 4 degeneration was as high as
31.76%, and there was a dramatically positive correlation be-
tween the degeneration grade of lumbar disc and the degen-
eration grade of LFJ and age (r� 0.753, and P< 0.001).
Ezemagu et al. [11] believed that herniation was caused when
the pressure of the lumbar disc exceeded the load pressure. LFJs
could protect the lumbar disc from damage due to excessive
spine activity, so LFJ was positively correlated with herniation
[12], which was similar to the results of this study. Cao et al.
(2020) [13] found that the degeneration of LFJ could cause
differences in the direction of the force on the lumbar disc
nucleus pulposus, which could lead to different positions of
LDH. )ere was a significantly positive correlation between
LFJ degeneration grade and patient age (r� 0.694, and
P< 0.001). )ere was a considerably negative correlation be-
tween LFJ degeneration and LDH (r� −0.306, and P< 0.001),
and there was a significantly positive correlation between the
asymmetry of LFJs and LDH (r� 0.543, and P< 0.001). )e
asymmetry of LFJs could cause the LFJs on one side to bear
greater pressure, aggravate the degeneration and damage of the

lumbar disc, and result in the occurrence of LDH [14]. LDH
patients with PRNSs accounted for 63.77%, and patients aged
61–70 years accounted for the highest proportion, which was
consistent with the results of Wu et al. (2020) [15]. )e
proportion of patients with severe urinary excretion disorders
accounted formore than 71.96%, whichmight be becausemost
of patients were 61–70 years old and some older patients
suffered from different degrees of prostate disease.

5. Conclusion

)e deep ResNet method was introduced based on the deep
learning algorithm to construct a deep learning denoising
algorithm for MRI image. )e constructed denoising algo-
rithm was applied to the diagnosis of LDH patients. )e
correlations among LFJ angle, lumbar disc degeneration, and
LFJ degeneration were analyzed. However, there were still
some shortcomings in this study. )e age span of the ob-
servation objects was large, and the different age groups were
not classified and analyzed with the grading of intervertebral
disc degeneration and the degree of degeneration of LFJs. It
will supplement related data in the future research. In
summary, the deep learning denoising algorithm can improve
the quality ofMRI image.)e degeneration of the lumbar disc
was extremely and positively correlated with the degeneration
of LFJ; the asymmetry of LFJs was significantly and positively
correlated with LFJ degeneration grade and LDH; and PRNSs
weremainly concentrated in the people aged 61–70 years.)is
work provides a reference basis for the diagnosis, treatment,
and prognosis of LDH [16–18].
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claudication, and severe urinary excretion disorder, respectively.
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Objective. (is study aimed to optimize the CT images of anal fistula patients using a convolutional neural network (CNN)
algorithm to investigate the anal function recovery.Methods. 57 patients with complex anal fistulas admitted to our hospital from
January 2020 to February 2021 were selected as research subjects. Of them, CT images of 34 cases were processed using the deep
learning neural network, defined as the experimental group, and the remaining unprocessed 23 cases were in the control group.
Whether to process CT images depended on the patient’s own wish. (e imaging results were compared with the results observed
during the surgery. Results. It was found that, in the experimental group, the images were clearer, with DSC� 0.89, pre-
cision� 0.98, and recall� 0.87, indicating that the processing effects were good; that the CT imaging results in the experimental
group were more consistent with those observed during the surgery, and the difference was notable (P< 0.05). Furthermore, the
experimental group had lower RP (mmHg), AMCP (mmHg) scores, and postoperative recurrence rate, with notable differences
noted (P< 0.05). Conclusion. CT images processed by deep learning are clearer, leading to higher accuracy of preoperative
diagnosis, which is suggested in clinics.

1. Introduction

Anal fistula, also known as “anal leakage,” is a chronic in-
flammatory disease that starts with the anal gland and then
invades the anal canal and other normal skin tissues around
the anus [1], so it is also defined as inflammatory rectum
disease (RD) [2]. (e anal fistula is composed of the internal
opening, the fistula, and the external opening [3]. Complex
anal fistula refers to the one with 2 or more internal or
external openings and fistulas [4], which will bring great
inconvenience to the patient’s life. Its incidence is reported
to be approximately 0.01%, and the young are predomi-
nantly affected [5]. (ere are two main treatment methods
for anal fistula: one is conservative treatment based on
traditional Chinese medicine, and the other is surgical
treatment [6]. Nevertheless, for complex anal fistula, it is
reported that the recurrence rate is as high as 30% to 50% or
even 10% patients cannot be radically cured after another
operation [7]. (ere are many factors that affect surgical
treatment. (e main factor is whether the positioning of the

internal mouth is accurate before surgery [8, 9], and the
symptomatic degree of the surgical plan will affect the
probability of recurrence and the degree of anal function
retention [10, 11]. (e complex anal fistula is mainly treated
by the surgery, with traditional Chinese medicine used for
adjuvant treatment. (erefore, imaging examination is of
great significance for the treatment of the complex anal
fistula [12, 13].

(e commonly used imaging examination methods
include CT, MRI, and B-ultrasound. However, in the ex-
amination of complex anal fistulas, CT has low resolution for
soft tissues, such as pelvic tissue and anal sphincter, so the
accuracy rate is only 24%∼60% [14]. With the rapid de-
velopment of the technology, deep learning artificial intel-
ligence technology is widely used in the field of imaging and
the neural network system has made great progress in
processing medical images, which has become a research
hotspot [15]. Deep learning has solved two major problems
in the medical field: one is the imbalance between the
number of imaging doctors and clinical imaging data; the
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other is the imbalance in the level of imaging doctors and the
allocation of resources [16]. Deep convolutional network
models can learn image features from a large number of
samples, achieving end-to-end classification and detection
[17].

In this study, deep learning was used to process CT
images of patients with complex anal fistula, which was
expected to provide guidance for the clinical diagnosis and
treatment of the disease.

2. Methods

2.1. Research Subjects. 57 patients admitted to our hospital
from January 2019 to February 2020 who had been diag-
nosed with complex anal fistula were selected as research
subjects, including 35 males and 22 females, aged 18∼70,
with an average age of (39.2± 2.1) years. All patients had the
CT examination, and the CT images of 34 cases were pro-
cessed using the convolutional neural network, defined as
the experimental group, while the remaining unprocessed 23
cases were in the control group. Whether to process CT
images depended on the patient’s own wish. Clinically, all
patients suffered from repeated swelling and pain around the
anus, accompanied by pus discharge. (e duration of the
disease was 3 to 12 months, and the average duration of the
disease was 7 months. Physical examination revealed pu-
rulent secretions around the anus and external opening on
the skin surface. (is study has been approved by the ethics
committee, and the patients and their families have signed
the informed consent forms. Intrarectal ultrasound, MRI,
and CT examinations were conducted [18].

Patients were selected as per these inclusion criteria: (1)
patients diagnosed with complex anal fistulas based on
digital rectal examination, (2) the disease course lasted more
than 3 months, (3) the length of the fistula was more than
3 cm (including 3 cm), (4) patients who had not undergone
anal fistula surgery before, and (5) those aged between 18
and 75.

Exclusion criteria were as follows: (1) patients with the
complex anal fistula caused by trauma, foreign body, in-
fection, etc.; (2) patients accompanied by severe heart, lung,
liver, and kidney dysfunction; (3) patients with cervical
cancer, vaginal rectal fistula, rectal tumor, etc.; (4) patients in
pregnancy and lactation; (5) patients with mental disorders;
(6) patients with a history of pelvic and rectal radiotherapy;
(7) patients with hematopoietic, endocrine, and immune
system diseases.

2.2. Research Methods

2.2.1. CT Examination. (e anti-infection treatment was
performed on all patients 1 to 2 weeks before the CTscan, to
improve the symptoms of the patients to meet the exami-
nation standards. 2 hours before the scan, intestine cleaning
was needed. (e specific process is shown in Figure 1. All
patients shared an instrument and the same skilled and
experienced imaging doctor who was responsible for the CT
examination and image reconstruction. After image re-
construction, 2 experienced radiologists and anorectal

doctors read the films together and recorded the various
conditions of the fistula. Surgical plans were formulated
based on the results of the CT examination and other
auxiliary examinations.

2.2.2. CT Image Optimization Model Based on Convolutional
Neural Network Algorithm. In this research, the convolu-
tional neural network was used to optimize CT images. (e
convolutional neural network consists of the convolutional
layer, the pooling layer, the fully connected layer, and the
deconvolutional layer [19].

First, it is needed to collect the feature map of the CT
image, provided that the convolutional layer has q layers,
and then the feature map of the CT image input at the q-1
layer can be expressed by equation (1). (en, the feature
map of the CT image input at the q− 1 layer can be expressed
by the following equation:

W(q, p) � 
B

b�1
Y

(q,p,b) ⊗Z
(q− 1,b)

+ l
(q,p)

, (1)

where Y(q,p,b) is the convolutional kernel, b is the number of
feature maps, and Y(q,p,b) is the bias.

(e activation function is a sigmoid transfer function,
with a domain of (−∞, +∞) and a value domain of (0, 1). It
is continuously derivable in the domain, and its reciprocal
f’(x) is easy to calculate. (e specific equation is as follows:

Y � f(x) �
1

1 + e
− x,

f′(x) � f(x)(1 − f(x)).

(2)

Assume T is the CT image and U represents all pixels in
T. (e segmentation part of T is represented by O. (en, the
probability that Un outputs Oi in the i-th path can be
expressed as follows:

T un � Oi(  �
1
A
exp α Oi( ( , (3)

where α(Oi) is the value of Oi and A is a regularization term.
(en, the Sn predicted by Un can be expressed as follows:

Sn � argmax T un � Oi(  . (4)

(e corresponding loss function is as follows:

L � −
1

c d

n


j

ynjln T un � Oi(  . (5)

To minimize the loss function, the stochastic gradient
descent [20] is used to solve equation (5).

If the function to be fitted is expressed as follows:

g(δ) � 
l

j�0
δjxj, (6)

then the square loss function is

B(δ) �
1
2m



1

i�1
y

i
− gδ x

i
  

2
. (7)
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(e stochastic gradient descent method is used to update
δj according to the sample:

δj
′ � δj + y

i
− gδ x

i
  x

i
. (8)

(e network parameters are obtained by solving equa-
tion (9), so as to obtain the network model as follows:

NLL(δ, M) � − 

|M|

i�0
logK Y � y

(i)
|x

(i)
, δ . (9)

(e processed pelvic CT image through the CNN al-
gorithm is shown in Figure 2.

2.3. Evaluation of the Processed CT Image

2.3.1. Dice Similarity Coefficient. Dice similarity coefficient
(DSC) is used to measure the similarity of two sets. (e data
pile can be regarded as a set, and the Dice distance is used to
measure the similarity of strings.

(e DSC is expressed as follows:

DSC �
2 ×|G∩ J|

|G| +|J|
× 100%, (10)

where G is the algorithm segmentation result and J is the
gold standard. If the DSC is closer to 1, the segmentation
result is more accurate. If the DSC value is infinitely close to
0, it indicates that the segmentation result basically does not
overlap with the gold standard and the segmentation fails.

2.3.2. Precision. Precision refers to the proportion of the
number of correctly classified positive samples to the total
number of classified positive samples. A closer precision
value to 1 indicates a lower error rate. (e precision is
expressed as follows:

Pre �
TP

TP + FP
× 100%, (11)

where TP stands for true positive, which is consistent with
the gold standard; on the contrary, FP stands for false
positive, which is inconsistent with the gold standard.

2.3.3. Recall Rate. Recall represents the ratio of the number
of correctly classified positive samples to the total number of
positive samples. A closer recall value to 1 indicates an error

The fistula is disinfected
and flushed
(0.9% NaCl)

Plain scan positioning
range: pelvic-lower edge of 

anal canal

The contrast was injected
for the CT scan

The scanning images were
processed by thin layer and

reconstructed

Film review

Scanning method: slice
Thickness: 2mm; pitch: 1.0 ;

tube voltage: 120kv;
current: 120mA; FOV: 368mm;

matrix: 512 × 512; 5cm; time: 0.75s

Reconstruction parameters: the
thickness of the layer is 0.5mm,
reconstruction methods: MPR,

CPR, VR

Figure 1: (e specific process of CT examination.
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rate that the positive samples are incorrectly classified as
negative samples. Recall is expressed as follows:

RE �
TP

TP + FN
× 100%, (12)

where TP stands for true positive, FN stands for false
negative, and the classification is also inconsistent with the
gold standard.

Finally, it is concluded that DSC� 0.89, precision� 0.98,
and recall� 0.87, which proves the feasibility of the model
established in Section 2.3 and the effectiveness of image
processing.

2.4. Observation Indicators

(1) (e number and position of the internal and external
openings of the fistula, whether the rectum, anal
sphincter, and levator ani, are associated with the
fistula, the area and length of the fistula, the diameter
of the fistula, the fistula trend, whether there are
complicated branches, and whether there is abscess
formation.

(2) (e recovery of anal function of the two groups of
patients after surgical treatment was observed based
on the CT images before and after the treatment. (e
Wexner anal incontinence score (Table 1) and
anorectal manometry were used to evaluate its
function. (e parameters of anorectal manometry
were anal rest pressure (ARP) and anal maximal
construction pressure (AMCP).

2.5. Statistics. SPSS 22.0 was used to process data. Count
data were expressed by percentage (%), the Y2 test was
performed, and the rank sum test was performed for grade
count data. (e measurement data were expressed by the
mean± standard deviation, and the t-test was performed.
P< 0.05 was the threshold for significance.

3. Results

3.1. Basic Information of Patients. As shown in Table 2, there
was no notable difference in age, gender, and disease course
of patients in the control group and the experimental group
(P> 0.05), suggesting the feasibility of this study.

3.2. Examination Results and the Results after Surgical
Treatment. After analyses, there was no difference in the
external opening, while parameters such as the internal
openings, the trend of the fistula, whether there was branch,
whether the fistula was associated with the perianal muscle,
and fistula diameter≥ 2mm were different from the results
observed during the surgical treatment in both the experi-
mental group and the control group, and notable differences
were noted between the CT examination results and the
postoperative results in both groups (P< 0.05), suggesting
that the accuracy of CT examination was insufficient (Ta-
ble 3). Figure 3 shows the CT images of the two groups of
patients. Obviously, the optimized CT images were clearer.

3.3. Consistency between Examination Results and Postoper-
ative Results. Table 4 shows the consistency between the
examination results and the postoperative results. It was
observed that in the experimental group, the consistency of
the CT examination results and the postoperative results
were higher than in the control group (P< 0.05) (Figure 4).

3.4. Postoperative Anal Function Recovery and Postoperative
Recurrence Rate. Table 5 shows the statistics of Wexner anal
incontinence score and anorectal manometry scores. It was
found that the postoperative Wexner anal incontinence
score of the experimental group was lower than that of the
control group, showing notable differences. Additionally,
the experimental group had lower RP (mmHg), AMCP
(mmHg) scores, and the postoperative recurrence rate, and
the difference was notable (P< 0.05). Figure 5 shows the CT
images and the postoperative recovery of the two groups of
patients, suggesting that both had good curative effects.

4. Discussion

Recently, CT imaging has been widely used in the exami-
nation of anal fistula diseases and it has certain advantages
compared with other imaging techniques. Researchers have
conducted a comparative study on the ordinary X-ray and
CT imaging. (e study found that the diagnosis of anal
fistula with CT imaging is almost the same as the results of
the surgery, with 96.7% of patients radically cured at one
time, while the one-time cure rate of X-ray angiography is
70% [21]. (e trend of fistulas is diverse and extremely ir-
regular. Conventional two-dimensional CT images cannot

Before A�er

Conv 

Figure 2: (e processed pelvic CT image.
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Table 1: Wexner anal incontinence score sheet.

Grade Characteristics
Grade A (e anus function is normal, and the solid, liquid, and gas are well controlled
Grade B (e solid and liquid is well controlled but the gas is out of control
Grade C Good control of solids, but there is a little liquid, infiltrating clothing
Grade D Unable to control the liquid, it will often stain the clothes
Grade E Both solids and liquids are out of control
Note. Grades A, B, and C indicate good anal function, while grades D and E indicate poor anal function.

Table 2: (e basic information of patients.

Group
Gender

Age (year) Disease course (month)
Male (n� 35) Female (n� 22)

Control group (n� 23) 17 10 36.8± 4.1 8.3± 3.7
Experimental group (n� 34) 18 12 38.2± 5.0 7.6± 4.2

Table 3: Comparison of examination results and postoperative results.

Anal fistula situation
Experimental group and postoperative results Control group and postoperative results

Grouping (n� 34) Experimental group Postoperative results Control group Postoperative results
2/2 or more internal openings 23 27 14 20
2/2 or more external openings 24 24 21 21

Fistula trend
“Y” sinus 12 14 7 10
“U” sinus 11 15 5 8

Other irregular sinuses 11 5 11 5
Whether there are branches beside the
fistula 2 7 0 7

Whether it is associated with perianal
muscles 14 17 12 19

Diameter of fistula≥ 2mm 24 29 13 21

(a) (b)

Figure 3: Comparison of CT images of the two groups of patients. (a) Control group. (b) Experimental group.

Table 4: Consistency between the examination results and the postoperative results (n%).

Anal fistula situation

Grouping Experimental group
(n� 34) Control group (n� 23)

2/2 or more internal openings 85.1 70.0

Fistula trend “Y” sinus 85.7 79.5 70.0 66.3“U” sinus 73.3 62.5

Journal of Healthcare Engineering 5



Table 4: Continued.

Anal fistula situation

Grouping Experimental group
(n� 34) Control group (n� 23)

Whether there are branches beside the
fistula 28.6 0

Whether it is associated with perianal
muscles 82.4 61.2

Diameter of fistula≥ 3mm 82.8 62.0

0
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ni
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ity
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)

Anal fistula

Experiment
Control

Figure 4: Comparison of the consistency with the results observed during the surgery. (a) 2/2 or more internal openings; (b) Fistula trend;
(c) Whether there are branches beside the fistula; (d) Whether it is associated with perianal muscles; (e) Diameter of fistula ≥ 3mm.

Table 5: Postoperative anal function recovery and recurrence rate.

Grouping
Wexner anal incontinence score Anorectal manometry

Recurrence rate (n%)
Preoperative Postoperative ARP (mmHg) AMCP (mmHg)

Experimental group 0.10± 0.24 1.06± 1.34 43.43± 9.41 122.71± 12.56 20
Control group 0.14± 0.29 0.34± 0.61 47.98± 10.21 137.63± 16.99 54

(a) (b)

Figure 5: Continued.
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fully display its distribution, and it is impossible to make
accurate judgment. Hence, it is urgent to optimize the
technology. (ere is abundant research combining CT
imaging technology with three-dimensional reconstruction
and applying them to the examination of anal fistulas. (e
results found that the accuracy, sensitivity, and specificity of
the diagnosis of the internal opening of anal fistula have
reached more than 90%, suggesting good effects [15]. (e
artificial intelligence in deep learning has made good
progress in the field of medicine, especially in the field of
medical imaging. Higaki et al. [22] applied fully convolu-
tional neural networks and dense 3D conditional random
field (CRF) technology to CT images for liver segmentation
studies, to understand liver lesions. Tao et al. [23] applied
FCN technology to the automatic analysis of cardiac mag-
netic resonance (CMR). In this study, the deep neural
network was used to process the CT images of patients with
anal fistulas. It was found that the deep learning-based CT
imaging demonstrated good examination, diagnosis, and
treatment results. Studies have also shown that higher ac-
curacy of the preoperative diagnosis leads to better surgical
effects, a greater possibility of recovery of anal function, and
a lower probability of recurrence. Some experts have sta-
tistically studied 17 patients with complex anal fistula who
underwent MSCTangiography diagnosis before the surgery.
Some experts have statistically studied 17 patients with
complex anal fistula who underwent multislice CT (MSCT)
angiography diagnosis before the surgery. It was found that
the consistency between the preoperative diagnosis and the
surgical findings was close to 100%, and in the 1-year follow-
up survey, there was no recurrence and the anal function
recovered well [24]. In conclusion, deep learning-based CT
imaging is worthy of promotion for the preoperative di-
agnosis of patients with anal fistula.

5. Conclusion

In this study, the deep learning neural network was used to
process the CT images of patients with anal fistula and the
preoperative imaging results were compared with the results
observed during the surgery. It was found that in the ex-
perimental group, the CT imaging results were more

consistent with those observed during the surgery (P< 0.05)
and the images were clearer. Furthermore, the anal function
recovery in the experimental was better.

To sum up, CT images processed by deep learning are
clearer, leading to higher accuracy of preoperative diagnosis,
better surgical effects, a higher possibility of recovery, and a
lower recurrence rate, which is suggested in clinics.
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(e impulse noise in CT image was removed based on edge-preserving median filter algorithm.(e sparse nonlocal regularization
algorithm weighted coding was used to remove the impulse noise and Gaussian noise in the mixed noise, and the peak signal-to-
noise ratio (PSNR) and structural similarity index (SSIM) were calculated to evaluate the quality of the denoised CT image. It was
found that in nine different proportions of Gaussian noise and salt-and-pepper noise in Shepp-Logan image and CT image
processing, the PSNR and SSIM values of the proposed denoising algorithm based on edge-preserving median filter (EP median
filter) and weighted encoding with sparse nonlocal regularization (WESNR) were significantly higher than those of using EP
median filter andWESNR alone. It was shown that the weighted coding algorithm based on edge-preserving median filtering and
sparse nonlocal regularization had potential application value in low-dose CT image denoising.

1. Introduction

CT images are susceptible to the interference of quantum
noise and electronic noise of detectors and other noises
during the acquisition process, which causes the quality of
reconstructed images to decrease, which in turn affects the
diagnosis of diseases by doctors [1]. Under normal cir-
cumstances, the scan dose is proportional to the sharpness of
the CT image. However, CT radiation dose is accumulated
throughout the life, and multiple CT scans will increase the
risk of cancer [2, 3]. Low-dose CT scan can reduce the
radiation dose of patients, reduce equipment damage, re-
duce costs, and is conducive to the general investigation and
cure of certain diseases [4]. However, the reduction of low-
dose CT tube current leads to rapid degradation of pro-
jection data. After traditional algorithms are reconstructed,
there are still obvious noises and artifacts in the CT

reconstructed image, which seriously affects the credibility
of the doctor’s diagnosis. Low-dose CT scan technology is
unable to give full play to its accurate diagnostic efficacy in
clinical practice [5]. (ere may be some isolated impulse
noise points in some areas of low-dose CT images. After
these isolated impulse noise points are filtered, the CT image
data is distributed in the form of Gaussian noise [6]. Due to
the complexity of the distribution of noise and artifacts in
low-dose CT images, it is difficult to establish a suitable and
accurate prior model of noise in the image domain recon-
struction method. (e image preprocessing is complex, and
the calculation is large, which affects the real-time clinical
application of CT. (e postprocessing method is a method
that is directly applied to the reconstructed low-dose CT
image to improve its image quality [7].(emethod is simple
and easy to implement and has good compatibility with
existing CT equipment.
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According to the sparse representation theory, the dif-
ferences in the learning dictionary caused by individual
differences and differences in tissues and organs in CT
images are very small [8]. Chen et al. [5] improved the
reconstruction quality of low-dose CT images with a
sparse image reconstruction method. Cui et al. [9] pro-
posed a learning method based on morphological com-
ponent analysis, which can automatically generate an
adaptive discriminant dictionary and effectively suppress
the artifacts of low-dose CT images under the framework
of sparse representation. Jiang et al. [10] proposed a
denoising algorithm based on weighted coding and sparse
nonlocal regularization (WESNR), which simultaneously
removes impulse noise and Gaussian noise through soft
impulse pixel detection.(e principal component analysis
(PCA) dictionary was used to encode image blocks, and
the coding residuals were weighted to suppress the heavy
tail of the distribution. (e image sparse prior and
nonlocal self-similarity prior were merged into a single
nonlocal sparse regularization term, which enhances the
stability of weighted coding. However, when this method
was applied to low-dose CT image denoising, details were
lost, and edges were destroyed. A variety of edge pres-
ervation filters can solve the problem of incorrect removal
of edges and lines in the image denoising process. (e
feature of edge-preserving filtering is that it can extract the
spatial constraint factors of the edge information in the
reference image to process the original image, thereby
smoothing and edge-preserving it. Among them, edge-
preserving median filter (EP median filter) has a good
performance in terms of operation speed and edge pro-
tection [11]. However, the edge-preserving filtering al-
gorithm is not effective for mixed noise and noise with low
signal-to-noise ratio.

In this exploration, a denoising algorithm based on EP
median filter and WESNR is proposed, which can remove
the mixed noise of low-dose CT image and preserve the edge
information of the image.

2. Algorithm Based on WESNR and EP
Median Filter

2.1. Mixed Noise Model. For image x with size m × n, xi,j is
the gray value at (i, j), and y is set as the observed image of
image x. For adding Gaussian noise, the pixels yi,j in y are
defined as yi,j � xi,j + vi,j, where vi,j is the independent and
identically distributed noise; for the salt-and-pepper noise,
[dmin, dmax] represents the dynamic range of y pixels in the
observation image, and the probability of salt-and-pepper
noise is s, 0≤ s≤ 1. (en, the probability of yi,j � dmin is s/2,
and the probability of yi,j � dmax is s/2. (erefore, the ob-
servation image mixed with Gaussian noise and salt-and-
pepper noise can be described as follows:

yi,j �

dmin, the probability is
s
2
,

dmax, the probability is
s
2
,

xi,j + vi,j, the probability is 1 − s.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

2.2. EP Median Filter Algorithm. (e pixel at
(i, j)(3≤ i≤m − 2, 3≤ j≤ n − 2) in image y has the neigh-
borhood of 5 × 5 in Figure 1. If (i, j) is a point in a flat area,
most of the gray values of 24 pixels in its neighborhood
should be close to it. Even if there are few noise points, it can
be set to less than one-fourth; that is, the number ti,j of
absolute values of gray value difference greater than a certain
threshold T is less than or equal to 6; if (i, j) is an edge point,
about half of the gray values of the 24 pixels in its neigh-
borhood should be close to it, and the other half should have
a large difference with it; that is, the number ti,j of gray
values whose absolute value is greater than a certain
threshold T should be about 12; if (i, j) is a noise point, most
of the gray values of the 24 pixels in its neighborhood should
not be close to it. It can be set as no less than three-fourths;
that is, the number ti,j of absolute values of gray value
difference greater than a certain threshold value T is greater
than or equal to 18.

(e standard deviation of image y is taken as the
threshold T; that is,

T �

�����������������


m
i�1 

n
j�1 yi,j − y 

2

m · n



,
(2)

where y is the mean value of all gray values of image y; that
is,

y �

�������������


m
i�1 

n
j�1 yi,j 

m · n



, (3)

Based on the above assumption, (i, j)(3≤ i≤m−

2, 3≤ j≤ n − 2) can be divided into points in flat area, edge
points, and noises.

① ti,j ≤ 6, (i, j) is the point of the flat area.
② 6< ti,j < 18, (i, j) is the edge point.
③ ti,j ≥ 18, (i, j) is the noise.

When (i, j) is noise, the gray value at (i, j) of the original
image is replaced by the mean value of yi,j, yi,j−1, yi−1,j,
yi+1,j, yi,j+1, yi−1,j−2, yi+1,j−2, yi−2,j−1, yi+2,j−1, yi−2,j+1, yi+2,j+1,
yi−1,j+2, and yi+1,j+2. (e pixels participating in the assign-
ment and their gray values are the shadow parts in Algo-
rithm 1, and the mean value is ai,j; that is,
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ai,j �
yi,j + yi,j−1 + yi−1,j + yi+1,j + yi,j+1 + yi−1,j−2 + yi+1,j−2 + yi−2,j−1 + yi+2,j−1 + yi−2,j+1 + yi+2,j+1 + yi−1,j+2 + yi+1,j+2 

13
.

(4)

(e gray values of all the pixels in (i, j)(i≤ 2, or i≥m −

2, or j≤ 2, or j≥ n − 2) are not modified, the gray values
of the points in the flat area and the edge points
in (i, j)(3≤ i≤m − 2, 3≤ j≤ n − 2) are not modified, and
the noise in (i, j)(3≤ i≤m − 2, 3≤ j≤ n − 2) is replaced
by the value of ai,j, so that the gray values of the
pixels in the (i, j) position of the denoised image are yi,j

′ .
(ere is

yi,j
′ �

yi,j, i≤ 2, or i≥m − 1, or j≤ 2 or j≥ n − 1,

yi,j, 3< i<m − 2, 3< j< n − 2 and ti,j < 18,

ai,j, 3< i<m − 2, 3< j< n − 2 and ti,j ≥ 18.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

If y′ is the image with size m × n and the gray value at
(i, j) is yi,j

′ , y′ is the denoised image of observation image y

by EP median filter algorithm.

yi–2,j–2 yi–2,j–1 yi–2,j yi–2,j+1 yi–2,j+2

yi–1,j–2 yi–1,j–1 yi–1,j yi–1,j+1 yi–1,j+2

yi,j–2 yi,j–1 yi,j yi,j+1 yi,j+2

yi+1,j–2 yi+1,j–1 yi+1,j yi+1,j+1 yi+1,j+2

yi+2,j–2 yi+2,j–1 yi+2,j yi+2,j+1 yi+2,j+2

yi–2,j–2 yi–2,j–1 yi–2,j yi–2,j+1 yi–2,j+2

yi–1,j–2 yi–1,j–1 yi–1,j yi–1,j+1 yi–1,j+2

yi,j–2 yi,j–1 yi,j yi,j+1 yi,j+2

yi+1,j–2 yi+1,j–1 yi+1,j yi+1,j+1 yi+1,j+2

yi+2,j–2 yi+2,j–1 yi+2,j yi+2,j+1 yi+2,j+2

Figure 1: Gray value of (i, j) and its neighborhood Algorithm 1 Pixels participating in ai,j
′ assignment and their gray values.

Input: noisy image y.
For (i, j)(1≤ i≤m, 1≤ j≤ n):

① When i≤ 2, or i≥m − 1, or j≤ 2, or j≥ n − 1, make: yi,j
′ � yi,j.

② When 3< i<m − 2, 3< j< n − 2, and ti,j < 18, make: yi,j
′ � yi,j.

③ When 3< i<m − 2, 3< j< n − 2, and ti,j ≥ 18, make: yi,j
′ � ai,j.

Image y′ is obtained.
Initialization: e(0) � y′ − x(0), Wii � exp(−ae2i ), μ � 0, k � 1, y″

(0)
� y′.

When k≤K, the following cycle is performed:
(1) α(k) � (ΦTWΦ + V(k))− 1(ΦTWy′ −ΦTWΦμ) + μ is calculated;
(2) y″

(k)
� Φα(k) is calculated and the nonlocal coding vector μ is updated;

(3) e(k) � y′ − y″
(k) is calculated;

(4) Wii � exp(−aei
2) is used to calculate weight W;

(5) k≤ k + 1
y″ � Φα(K)

Output: denoised image y″.

ALGORITHM 1: Flow chart of the algorithm proposed.
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2.3. WESNR Algorithm. For image x, xi � Rix ∈ R
n′ rep-

resent the image block of size
��
n′

√
×

��
n′

√
, where Ri is the

matrix vector. Based on the sparse representation theory, the
image block is sparse-coded through the overcomplete
dictionary Φ � [ϕ1; ϕ2; . . . ; ϕn] ∈ Rn′×m′ , so that xi � Φαi,
where αi is the sparse coding vector of nonzero matrix. (e
results are as follows:

x � Φα, (6)

where α is the set of all sparse coding vectors αi.
(e traditional sparse representation denoising algo-

rithm can be expressed as

α � argmin
α

‖y −Φα‖
2
2 + λR(α), (7)

whereR(α) is a regularization term corresponding to α and λ
is a regularization parameter.

To make the distribution of data fitting residuals more
regular, data residuals are weighted [12]. A new loss function
is used, and the following mixed noise removal model is
obtained:

α � argmin
α

W
(1/2)

(y −Φα)
�����

�����
2

2
+ λR(α), (8)

where W is a diagonal weight matrix with diagonal
elements.

Image block xi and its nonlocal prediction are encoded
by a given dictionary ϕi; that is, xi � ϕiαi and xi � ϕiμi, and
then the encoding coefficients xi and μi are similar.
(erefore,i‖αi − μi‖lp

is used as the regularization term and
applied to the above equation. (ere is

α � argmin
α

W
(1/2)

(y −Φα)
�����

�����
2

2
+ λ

i

αi − μi

����
����lp

, (9)

where lp (p � 1 or p � 2) is the lp norm. l1 is chosen as the
norm. (e model is as follows:

α � argmin
α

W
(1/2)

(y −Φα)
�����

�����
2

2
+ λ

i

αi − μi

����
����1, (10)

where W is a diagonal weighted matrix whose element Wii

will be determined automatically. (e coding residual ei can
be used to determine the weight Wii, and the strength of Wii

is inversely proportional to that of ei.Wii ∈ [0, 1] is set. Wii is
determined as

Wii � exp −ae
2
i . (11)

Iterative reweighting is used to solve the problem. V is
set to a diagonal matrix and initialized as an identity matrix.
In k + 1 times of iteration, each element of V is updated as
follows:

V
(k+1)
ii �

λ

α(k)
i − μi 

2
+ ε2 

(1/2)
,

(12)

where ε is a scalar and αk
i is the i-th element of the coding

vector α in the k-th iteration. (e sparse coding α is updated
by the following function:

α(k+1)
� ΦT

WΦ + V
(k+1)

 
− 1
ΦT

Wy −ΦT
WΦμ  + μ.

(13)

A set of local PCA dictionaries are learned from natural
images, and the model can be solved by iteratively updating
W and α. (e update of W depends on the coding residual e,
and the adaptive median filter is selected for y to get an
initial image x(0). (en, e is initialized to

e
(0)

� y − x
(0)

. (14)

(e above optimization is repeated for the subproblem
until the iteration stop condition is satisfied. When there
is no significant change in the solution of continuous
iteration or the corresponding objective function value,
that is, when the difference norm between two continuous
iterative solutions is less than the given positive norm, the
algorithm stops, or when the running time exceeds the
upper limit, the iterative process stops. In this exploration,
t � ‖Φα(k+1) −Φα(k)‖2/‖Φα(k)‖2 < τ is regarded as the ter-
mination condition. (e obtained image is the denoised
image of the observed image y by the WESNR algorithm.

2.4. Denoising Algorithm Based on EP Median Filter and
WESNR. (e general denoising algorithm will inevitably
lose the details of the image. In particular, for the image with
more lines, it will cause the blurring of the visual effect. In
order to avoid the situation that the lines and edges of objects
in the image are eliminated by mistake in the process of
denoising, EP median filter algorithm distinguishes lines or
edges from noise in advance, which has good performance in
image details and edge preservation. However, EP median
filter algorithm is only suitable for the removal of impulse
noise in the image, and it does not perform well in the
removal of other noises or mixed noises. When low-dose CT
images with complex noise are processed, the phenomenon
of incomplete noise removal will appear.

WESNR algorithm encodes each noise contaminated
block, which can remove the mixed noise of impulse noise
and Gaussian noise at the same time. However, for low-dose
CT image denoising, when WESNR algorithm is used di-
rectly, there will be loss of details and edge damage.

In order to achieve the purpose of removing mixed noise
in the process of low-dose CT image denoising without
destroying the details and edges, EP median filter algorithm
is combined with WESNR algorithm. First, the points in the
center region of the noisy image y are classified into points
in flat areas, edge points, and noise points. (e points in the
flat area, the edge points, and the points outside the central
area are not replaced. (e noise in the central region is
replaced by the mean value of the gray value of 13 pixels
around it to get image y′ after the first step.(en, y′ is input
into WESNR algorithm as noisy image, and local PCA
dictionary is selected to iterate the target problem, sub-
problem, and parameters. When the preset termination
condition is satisfied, image y″ is the result of the denoising
algorithm based on EP median filter and WESNR. Algo-
rithm 1 shows the flow of the algorithm.
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(e steps of denoising algorithm based on EP median
filter and WESNR are as follows.

3. Experiment

In addition to the visual effect comparison, the following
numerical criteria are given: peak signal-to-noise ratio
(PSNR) and structural similarity (SSIM). PSNR is the most
commonly used objective index to evaluate image quality,
which is an objective description of the degradation degree
of an image. (e higher the value of PSNR is, the closer it is
to the original image. SSIM is mainly used to measure the
similarity between the original image and the restored
image. (e higher the SSIM, the higher the image quality
[13].

3.1. Shepp-LoganHeadModel Experiment. (e Shepp-Logan
head model of 256 ∗ 256 is selected as the experimental
object. (is model was proposed by Shepp and Logan in
1974 [14]. (e image is composed of 10 ellipses with dif-
ferent positions, sizes, directions, and densities. Different
gray value of ellipse can simulate attenuation coefficient of
different tissues, and Shepp-Logan head model can simulate
human head sectional image well. In Shepp-Logan image,

the mixed noise with different proportions of Gaussian noise
and salt-and-pepper noise are added, respectively. EP me-
dian filter algorithm, WESNR algorithm, and the algorithm
proposed in this exploration are used to denoise the image.
(e reconstruction effect and numerical comparison of
various algorithms under nine kinds of noise are listed, as
shown in Figure 2 and Table 1. (e bold fonts in the table
indicate the advantages of the algorithm.

(e experimental results show that, for nine kinds of
Shepp-Logan images with different proportions of Gaussian
noise and salt-and-pepper noise, the reconstruction effect
and numerical comparison of the proposed denoising al-
gorithm based on EP median filter and WESNR are better
than those of EP median filter algorithm and WESNR al-
gorithm alone. Moreover, the proposed algorithm has the
advantages of good edge preservation and good effect of
removing mixed noise.

3.2. Low-DoseBrainCTSimulation Image. A brain CT image
with 512 ∗ 512 pixels is selected as the experimental object.
Different proportions of Gaussian noise and salt-and-pepper
noise are added to simulate the image output effect of low-
dose CT. (e reconstruction effect and numerical com-
parison of various algorithms under nine kinds of noise are

(a) (b) (c)

(d) (e)

Figure 2: Denoising effect of different methods on Shepp-Logan image. (a) (e original Shepp-Logan image. (b) (e Shepp-Logan image
after adding mixed noise σ � 5, ρ � 20%. (c) Denoising effect of EP median filter algorithm. (d) Denoising effect of WESNR algorithm.
(e) Denoising effect of the algorithm proposed in this exploration.
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listed, as shown in Figure 3 and Table 2.(e bold fonts in the
table indicate the advantages of the algorithm.

(e experimental results show that, for nine kinds of
simulated low-dose brain CT images with different
proportions of Gaussian noise and salt-and-pepper noise,
the proposed denoising algorithm based on EP median

filter and WESNR outperforms EP median filter algo-
rithm and WESNR algorithm alone in terms of recon-
struction effect and numerical comparison. Moreover,
the proposed algorithm has the advantages of good details
and edge preservation and good effect of removing mixed
noise.

(a) (b) (c)

(d) (e)

Figure 3: Denoising effect of different methods on brain CT image. (a) (e original image of brain CT. (b) Simulated low-dose brain CT
images with mixed noise of σ � 5, ρ � 20%. (c) Denoising effect of EP median filter algorithm. (d) Denoising effect of WESNR algorithm.
(e) Denoising effect of the algorithm proposed in this exploration.

Table 1: Comparison of PSNR and SSIM of denoised Shepp-Logan image.

σ ρ (%)
EP median filter WESNR (e algorithm proposed

in this exploration
PSNR SSIM PSNR SSIM PSNR SSIM

5
10 23.25 0.5233 32.76 0.8589 33.31 0.8841
20 19.85 0.4511 28.68 0.8341 30.01 0.9026
30 16.78 0.3399 27.14 0.8153 27.59 0.9028

10
10 22.60 0.3337 31.22 0.6922 31.94 0.7393
20 19.62 0.2963 29.29 0.6829 30.20 0.7766
30 16.24 0.2192 26.43 0.6534 26.73 0.7819

20
10 20.77 0.1943 28.16 0.4816 28.96 0.5349
20 18.28 0.1681 26.83 0.4482 27.85 0.5418
30 15.85 0.1382 25.99 0.4413 27.38 0.5813
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4. Conclusion

In this exploration, a new low-dose CT image denoising
algorithm is proposed. According to the characteristics of
low-dose CT image and noise, this algorithm is to combine
EP median filter with WESNR. (e experimental results
show that the algorithm proposed in this exploration has a
good ability to suppress the mixed noise in low-dose CT
images, and the edge information is well preserved. How-
ever, this study still has some shortcomings. (e proposed
method is not compared with other related low-dose CT
image noise reduction algorithms, and its effect on low-dose
CT image noise reduction needs further study. In the future
work, we will continue to compare it with related algorithms
to clarify the value of this algorithm in low-dose CT images
for noise reduction. In short, the algorithm of this research
has a significant effect on denoising mixed noise in low-dose
CT images.
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'e vast majority of primary hepatocellular cancer is hepatocellular carcinomas (HCCs). Currently, HCC is one of the
more common cancers in humans, and it has a high mortality and disability rate. Mitoxantrone (MTX) is an antitumor
drug that can block type II topoisomerase. It has been reported that immunogenic cell death evoked by MTX can induce
the discharge of damage associated with molecular patterns (DAMPs) and subsequently influence immune cell infiltration
in the tumor microenvironment. High mobilities aggregation box 1 (HMGB1) is the prototypical extracellular DAMP.
Many cellular processes have been reported to involve EPHB4 receptor tyrosine kinases, but the relation of DAMP and
EPHB4 is uncertain. In this research, we assessed the impact of miR-130-3p by Edu incorporation test on cell prolif-
eration, and we have proven its impact on HCC cell migration through Transwell and wound healing tests. Flow cytometry
was applied to study its influence on apoptosis. Luciferase report test was integrated in detecting the miR-130-3p target
gene. 'e influence of miR-130-3p on the manifestation of classical DAMPs was studied, such as HMGB1, ATP, and
Calreticulin. A coculture experiment was carried out to further confirm its effects on immune cell infiltration. 'e result
displayed that miR-130-3p overexpression considerably facilitates apoptosis and suppresses the migration or prolif-
eration of HCC cells. EPHB4 was confirmed as the target gene of miR-130-3p. Overexpression of this target gene promotes
emission of Calreticulin, ATP, and HMGB1 and subsequently promotes DCs maturation and proliferation of CD4+
Tcells. In summary, our results demonstrated that miR-130-3p inhibits HCC cell proliferation and migration by targeting
EPHB4 and promotes drug-induced immunogenic cell death.

1. Introduction

Primary liver cancer is predominantly hepatocellular
carcinoma [1–3], which is currently the leading cause of
cancer worldwide. Traditional therapeutic strategies for
HCC include surgery, radiotherapy, and chemotherapy
[4, 5]. However, the effect of this treatment is not
satisfactory.

Mitoxantrone, also known as MTX, is an Adriamycin
analogue that was developed in the 1980s to specifically
inhibit type II topoisomerase based on its antitumor
properties [6]. It is often employed for the management of
various cancer types, including acute leukemia, breast
cancer, myeloma, and lymphomas [7].

Most importantly, MTX can induce immunogenic cell
death and promote immune cell infiltration. Immunogenic
cell death is known to induce adaptive immunity against
dead cell antigens, especially when they are released from
cancer cells [8–10].

DAMPs are signals that can be released or exposed when
dying, stressed, or injured cells are present. 'ese molecules
often play the role of danger signals or adjuvants, thus
helping the immune system [11]. HMGB1 is a highly
conserved nuclear protein that senses and coordinates the
stress response of cells. It plays an especially important part
not only as it was intracellularly a defender of DNA
chaperones, apoptosis, and autophagy, but also outside the
cell as the prototypic DAMP. Classical DAMPs include ATP
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and HMGB1, and the DAMPs advance the development of
dendritic cells and further activate the immune system [12].

EPHB4, a part of the biggest group of receptor tyrosine
kinases-protein tyrosine kinases is ordinarily communicated
on neurons and endothelial cells, where it plays a vital part in
the vascular era and organizes gathering.

EPHB4 is a constituent of the biggest family of receptor
tyrosine kinases. It is often manifested as a protein tyrosine
kinase on endothelial and neuronal cells and has a significant
role in multiple cellular processes including cell growth,
survival, and angiogenesis. Its receptor could be a tyrosine
kinase, which is included in numerous cellular forms such as
angiogenesis, cell development, and survival.

A few reports propose that EPHB4 is overexpressed in
different cancers, counting breast, prostate, and colon
[13, 14]. MicroRNAs are evolutionarily conserved small
RNAs that do not code and which are useful in almost all
bioprocesses by targeting mRNAs [15, 16]. A new study
suggests that miRNA dysregulation is included in tumor
movement [17]. Nevertheless, the potential part played
by miR-130-3p in HCC cells still remains unknown.
MiR-130 was first found in regulating respiratory syn-
drome virus replication and porcine reproduction. A
previous study demonstrated that the downregulation of
miR-130 contributed to the activation of lung fibroblasts
by targeting IGF-1. A previous study demonstrated that
miR-130 was served as a tumor promotive miRNA in
most human cancer.

In this study, our research was aimed at exploring the
embedded mechanism on molecules of miR-130-3p-EPHB4
in terms of transfer of MTX-induced immunogenicity in
hepatocellular carcinoma cells, as well as providing any
potential effective targets of therapy for PC treatment.

2. Materials and Methods

2.1. Patients and Tumor Samples. Our experimental sam-
ples were all provided by the Department of the Second
Affiliated Hospital of Shandong First Medical University.
We obtained approval letters from the University’s ethics
committee. Our conducted study was also aligned with
Helsinki Declaration in terms of the guidelines and
principles. We examined the samples (patients) by PCR
and explored the pattern of expression in EPHB4 in liver
cancer tissues and regular controls with the help of
TANRIC software platform.

2.2. Cell Lines and Antibodies for Immunoblotting. 'e
HepG2 cells employed in the experiment were acquired from
ATCC Cell Bank (Manassas, VA, USA). Under suitable
conditions of 5% CO2 and 37°C, these cell cultures are
cultured in Dulbecco’s modified Eagle medium (DMEM).
'e first antibody (CST, Trask Lane Danvers, MA) was a
rabbit polyclonal antibody at a dilution of 1 :1000. 'e first
antibodies are Cleaved Caspase-3, AIFM1, Pro-Caspase-3,
and Bcl-2. 'e secondary antibody is the anti-rabbit poly-
clonal antibody GADPH (CST, Trask Lane Danvers, MA) at
a dilution of 1 : 2000.

2.3. In Vitro CellMultiplicationMeasure. 96-well plates with
a density of 5,000 cells/well in the total medium were used to
inoculate the cells. After 24 hours of cell culture, the cells
became precipitated with 4% formaldehyde and recolored
with 0.5% crystal violet. Finally, the crystal violet was dis-
solved in 10% acetic acid and cells were tested for trans-
fection at λ� 580 nm using an ELx800 spectrophotometer
after 24 and 48 h, respectively.

2.4. Plasmid Development and Transfection. We transfected
inhibitors and mimics of miR-130-3p using Lipofectamine
3000, which was sourced from Life Technologies. 'e
concentration of the solution was set at 20 nM according to
the instructions from the manufacturer. Based on the ex-
pression of green fluorescent protein (GFP), we harvested
and cultured cells after sorting lentivirus-infected cells with
MoFlo XDP (Beckman, USA) for subsequent functional
studies. In addition, to explore whether miR-130-3p could
regulate EPHB4 manifestation by directly binding to the
established 3′ UTR sequence, we established luciferase re-
porter plasmids that had binding sites or wild-type for
EPHB4. To induce the overexpression of circ-EPHB4, we
cloned the coding sequence into the pEX-3 vector (Shanghai
Gene Pharma Co., Ltd.), respectively. We transfected the
above vectors with Lipofectamine® 3000 (Invitrogen,
'ermo Fisher Scientific, USA) based on the instructions of
the manufacturer. Following a 48 hour transfection, the
efficiency of each group of cells was identified using qRT-
PCR.

2.5. Public Clinical Datasets. We obtained immune infil-
tration information associated with EPHB4 expression from
the TIMER2.0 online dataset.

2.6.WoundHealing Test. After the cells have grown all over
the cell vial, a fine needle is scraped in one direction over the
cell monolayer. Wounded cell monolayers were washed with
phosphate-buffered saline to remove cellular debris. We
analyzed the wound healing and migration of cells in the
remaining slits at different time points by using an inverted
microscope.

2.7. Western Blotting Analysis. Based on the instructions of
the manufacturer, we extracted the total protein from each
group. 'e selected protein assay kit was then employed in
determining the concentration of total cellular proteins.
Samples of denatured protein were denatured at 100°C for
10min and then analyzed on 10% SDS-PAGE gels and
moved to PVDF membranes (Millipore, MA, USA) through
electroblotting. 'e membrane was closed with 5% skim
milk for 1 h at room temperature before incubating them
overnight using primary antibody at 4°C. 'en, a secondary
antibody was used in incubating the membrane after its
washing (Proteintech) for 2 hours at room temperature.
Finally, the immunoblots were visualized and analyzed with
an ECL chemiluminescence detection system ('ermo
Scientific), and the relative integrated density values (IDVs)
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were determined using GAPDH as an internal control. 'e
assessments were performed in three samples. 'e main
antibodies included the following: IKKβ (1 :1000; Cell Sig-
naling Technology, USA); GAPDH (1 : 6000, Sigma, St.
Louis, MO, USA).

2.8. ATP Detection. Intracellular and extracellular ATP
concentrations were measured by utilizing the fluorescein-
based ENLITEN ATP test (Promega, Madison, WI, USA).

2.9. Stream Cytometry Examination. 'e processing of cells
was achieved through trypsin before being washed using
PBS. Apoptosis tests were performed utilizing Annexin
V-FITC Apoptosis Detection Kit (Beyotime). According to
the instructions provided by the manufacturer, anaplastic
cells were dual-stained with PI and Annexin V-FITC uti-
lizing the Annexin V/FITC kit ('ermo Logical, Shanghai,
China). Analysis was performed on a BDTM LSRII stream
cytometer (BD Biosciences).

2.10. Luciferase Columnist Test. Firefly correspondent
quality expression vectors driven by SV40 enhancers were
acquired from Gene Copeia. 3′-UTR arrangements of wild-
type or mutant EPHB4 were included downstream of the
luciferase quality, where no oligonucleotides were included
within the control vector. Renilla luciferase was utilized as a
marker to screen transfection productivity. 'e luciferase
movement was measured with a discuss photo-switch
reagent.

2.11. Statistical Analysis. All collected data are expressed as
mean± SEM. A single evaluation of variance via ANOVA
used to be carried out using SPSS 21.0 (SPSS Inc., Chicago,
Illinois, USA) for assessment between groups. We also
performed pairwise comparisons between groups using the
Student-Newman-Coors (SNK) test. 'e statistical results
with P values of below 0.05 were identified as significant,
with significant differences.

3. Results

3.1. miR-130-3p Suppresses Restraint of Movement and
Overgrowth ofHCCCells. 'emiR-130-3p expression in the
clinical sample was confirmed by PCR. As shown in
Figure 1(a), HCC tumor tissue expresses lower miR-130-3p
than paracancer normal tissue, implying that miR-130-3p
may serve as a tumor-suppression effect. To affirm the
function of miR-130-3p of HCC cells, EdU incorporation
assay was confirmed. As shown in Figure 1(b), after the
transfection of miR-130-3p mimic, the percentage of EdU
positive cells decreased, showing that miR-130-3p sup-
pressed HCC proliferation. To explore the impacts of miR-
130-3p on HCC cell migration, a Transwell assay was per-
formed. As shown in Figure 1(c), after the transfection of
miR-130-3p mimic, migrated cancer cells decreased sig-
nificantly.'e result showed that miR-130-3p suppresses the
migration of HCC cells. To further confirm this conclusion, a

wound healing assay was performed. As shown in
Figure 1(d), the result confirmed our previous conclusion
that miR-130-3p overexpression impaired HCC cells mi-
gration. We further confirmed the impacts of miR-130-3p
on the overgrowth of cells. As shown in Figure 1(e), the
CCK8 assay indicated that after transfection of mimic, the
proliferation of tumor cells was suppressed. To confirm if
miR-130-3p overexpression promotes MTX-induced apo-
ptosis, flow cytometry was used. As shown in Figure 1(f ), 12
treatments of MTX increased the apoptosis rate of HCC
cells. After miR-130-3p overexpression, the apoptosis rate
was further enhanced. Western blot was conducted to in-
vestigate the underlying mechanism. As shown in
Figure 1(g), Bcl-2 was suppressed by MTX, Bax, and cleaved
caspase-3 expression was enhanced by MTX treatment.
After the transfection of miR-130-3p mimic, the expression
of cleaved caspase3 was further enhanced. 'ose results
indicated that the overexpression of miR-130-3p promotes
MTX-induced apoptosis.

Our result affirmed that miR-130-3p suppresses the
migration and proliferation of HCC cells, and the over-
expression of miR-130-3p promotes MTX-induced
apoptosis.

3.2. miR-130-3p Targeting EPHB4 and Promotes Apoptosis of
HCC Cells. To confirm target gene of miR-130-3p, Tar-
getScan dataset was used. Given the dataset, EPHB4 may act
as the target protein of miR-130-3p. As shown in Figure 2(a),
the d showed that EPHB4 expresses higher in tumor tissue
relative to normal tissue, indicating that EPHB4 may
function as a tumor-promote gene. As shown in Figure 1(c),
the online dataset showed that the expression of EPHB4 is
negatively associated with the expression of miR-130a-3p in
HCC. After the overexpression of miR-130-3p, as shown in
Figure 2(d), EPHB4 expression was limited, indicating that
miR-130-3p expression may regulate EPHB4 expression. To
further confirm that EPHB4 is a direct target gene for miR-
130-3p, a luciferase report measure was undertaken. Wild-
type EPHB4 3′-UTR and mutant EPHB4 3′-UTR with
nucleotide substitution within the putative binding site were
built, and after that, subcloned into luciferase columnist
vectors. As displayed in Figure 2(b), the transfection of miR-
130-3p significantly suppresses luciferase activity, and in-
significant differences were observed in luciferase with
mutating UTR.

We are curious about whether the effects of miR-130-3p
are through the regulation of EPHB4. To answer this
question, the development of the EPHB4 overexpression
vector and the effects of EPHB4 overexpression were
evaluated by western blot. As shown in Figure 2(e), the result
indicated that EPHB4 was successfully overexpressed. 'e
mechanism of miR-130-3p-induced effects was further
studied. As shown in Figure 2(f ), as previously mentioned,
the integration of MTX enhances the manifestation of Bax
and cleaved caspase-3, and the transfection of miR-130-3p
mimic further promotes these effects. But after transfection
of the EPHB4 overexpression vector, miR-130-3p induced
apoptosis was partly inhibited. 'e effect was also affirmed
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Figure 1: miR-130-3p suppresses migration and proliferation of HCC cells. (a) CR evaluation of miR-130a-3p expression in HCC tumor tissues and
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by flow cytometry, as depicted in Figure 2(f); overexpression
of EPHB4 reversed miR-130-3p induced apoptosis. 'ese
results indicated that miR-130-3p promotes the apoptosis of
HCC cells through the downregulation of EPHB4.

Taken together, our result indicated that miR-130-3p
targets EPHB4 and promotes the apoptosis of HCC cells.

3.3.miR-130-3pOverexpressionPromotesEmissionofDAMPs
upon MTX Treatment. Based on the prediction of the
TIMER dataset, EPHB4 expression is associated with the
alternation of immune cell infiltration, including macro-
phages, as shown in Figure 3(a). We next study the effects of
miR-130-3p on immune cells. Immunogenic cell death is a
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Figure 2: miR-130-3p targets EPHB4 and promotes apoptosis of HCC cells. (a) EPHB4 expression in HCC cancer tissue and normal tissue.
(b) Luciferase assay was used to evaluated the relationship between miR-130-3p and mRNA of EPHB4. (c) Correlation between miR-130a-
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cell death that does stimulate an immune response by the
emission of DAMPs. Classical DAMPs include ATP, high
mobility group protein B, and calreticulin, and miR-130-3p
may influence the emission of DAMPs and subsequently
affect immune cells. As shown in Figure 3(a), the calreticulin

expression in the cell surface was detected by flow cytometry.
Our results showed that MTX treatment greatly increased
the expression of calmodulin on the cell surface. After the
overexpression of miR-130-3p, it was further increased.
Interestingly, the basement expression of calreticulin was
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moreover expanded after the transfection of the miR-130-3p
mirror. As shown in Figure 3(b), calreticulin expression in
HCC cells was evaluated by western blot. After the trans-
fection of mimic, the calreticulin expression in HCC cells
was increased.We then tested the amount of calreticulin that
was released by HCC cells after MTX treatment. As shown in
Figure 3(c), secreted calreticulin that was induced by MTX
treatment was increased as miR-130-3p was overexpressed
in HCC cells.

As illustrated in Figure 3(d), the kinetics of ATP release
in cell culture medium showed that cells overexpressing
miR-130-3p had a stronger response to MTX’s along with an
increase in the amount of ATP secreted. HMGB1 expression
was also evaluated. As shown in Figure 3(e), after miR-130-
3p overexpression, the total expression of HMGB1 and its
secretion were increased. As shown in Figure 3(f), the
temporal profile of the HMGB1 release indicated that the
HMGB1 release was slightly amplified by MTX treatment.
miR-130-3p overexpression generally amplified extracellular
HMGB1.

In conclusion, our results confirm that overexpression of
miR-130-3p promotes the release of DAMPs when MTX is
treated.

3.4.miR-130-3pOverexpression Promotes T-Cell Proliferation
and DC Maturation. It has been reported that the DAMPs
advance the further active immune system and the matu-
ration of dendritic cells. In order to confirm whether miR-
130-3p overexpression induced DAMPs influence activation
of immune cells, HCC cells were transfected with miR-130-
3p mimic. NC served as control and was treated with MTX
for 12 h and cocultured with human youthful DCs for 24
hours.

As shown in Figure 4(a), after DC was cocultured with
HCC cells and miR-130-3p overexpression, the maturation
marker of DCs such as CD80 and CD83 was increased
compared with the coculture and HCC cells without miR-
130-3p overexpression.

Phagocytosis of dying tumor cells and mature DCs play
an active immune role, so we stimulated the proliferation of
T-cell receptors (CD3/CD28) using a medium with DCs
cocultured with tumor cells under such conditions. As
shown in Figure 4(b), the conditioned medium derived from
coculture of DCs and HCC cells with miR-130-3p over-
expression significantly promotes the proliferation of CD4+
Tcells. 'e released IFN from CD4+ Tcells was evaluated by
ELISA. As shown in Figure 4(c), the conditioned medium
derived from the coculture of DCs and HCC cells with miR-
130-3p overexpression promotes the IFN production from
CD4+ T cells.

Our result indicated that miR-130-3p overexpression
promotes DC maturation and T-cell proliferation.

4. Discussion

Liver cancer is one of the common cancers in humans. It has
the characteristics of a high fatality rate and high disability
rate. Despite the continuous development of surgical

technology, it is still a medical problem [18]. Chemotherapy
is the traditional remedy approach for hepatocellular car-
cinoma, and MTX is one of the most secure and most fa-
mous anticancer marketers at therapeutically utilized doses
and has anticancer outcomes on a range of hepatocellular
carcinoma cellphone lines, inclusive of HepG2, MHCC97,
Huh7, and Morris 5123 cells.

For the patient with advanced HCC, MTX did now not
exhibit a favorable tumor response or normal survival.
However, the combination of MTX with other chemo-
therapy strategies is under investigation [19, 20].

EphB4 has been detailed in that EphB4 includes a po-
tential oncogenic part and is a critical controller of essential
physiological and pathophysiological forms, such as tissue
designing, amid advancement, angiogenesis, and tumor
movement. It has been reported that EPHB4 overexpression
is related to destitute forecast in patients with ovarian
cancer. 'e overexpression of EPHB4 in colorectal cancer
cells promotes its proliferation and migration, invasion, and
angiogenesis [21, 22]. EphB4 expression was too essentially
higher in delicate tissue sarcomas, and mRNA and protein
expression were altogether expanded in synovial sarcomas,
while the regulation mechanism of EPHB4 still remains
unknown [23]. In this experiment, the Edu incorporation
assay method was conducted to detect the effects of miR-
130-3p on cell proliferation. At the same time, we also
detected the effect of HCC cell migration by the Transwell
method and other experiments. Flow cytometry was per-
formed to study its influence on apoptosis. Luciferase report
assay was carried out to confirm the target gene of miR-130-
3p. 'e influence of miR-130-3p on the expression of
classical DAMPs such as Calreticulin, ATP, and HMGB1
was studied. A coculture experiment was used to further
confirm its effects on immune cells infiltration.

In this study, we confirmed that EPHB4 is a target gene
of miR-130-3p. After miR-130-3p was overexpressed, the
migration and proliferation of HCC cells were significantly
inhibited. miR-130-3p overexpression also promotes MTX-
induced cancer cell apoptosis. After EPHB4 was reexpressed,
miR-130-3p induced proapoptosis effect was partly inhibi-
ted, indicating that miR-130-3p promotes MTX-induced
apoptosis through the downregulation of EPHB4.

It has been reported that MTX treatment can induce
Immunogenic Cell Death (ICD) melanoma, osteosar-
coma, and mouse colon cancer cells, acting through an
eIF2α phosphorylation-dependent mechanism [24, 25].
Immunogenic cell death is the effect. Dying cancer cell
triggers robust immunological memory and immune
response [26]. It has been reported that ICD is actuated
by harm related atomic designs (DAMPs) and the outflow
of numerous DAMPs. Cell surface presentation to CALR,
extracellular discharge of ATP, and the atomic protein
HMGB1 are considered to be all-inclusive donors to
nearly all ICD sorts. Subsequently, these DAMPs are
commonly utilized as markers for in vitro evaluation of
ICD inducers.

In this basic study of liver cancer, we confirmed that after
miR-130-3p increased, and the expression of calmodulin on
the cell surface also increased significantly. After the
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transfection of mimic, the total calreticulin expression in
HCC cells was increased. We then tested the amount of
calreticulin that is released by HCC cells after MTX treat-
ment. Secreted calreticulin that was induced by MTX
treatment was increased because miR-130-3p was overex-
pressed in HCC cells. After miR-130-3p overexpression, the
total expression of HMGB1 and its secretion were all in-
creased. 'e increased emission of DAMPs increased DCs
maturation and subsequently promoted CD4+ T-cell pro-
liferation. Increased IFN secretion was also observed when
CD4+ T cells were treated by condition medium derived
from the coculture of DCs and HCC cells with miR-130-3p
overexpression.

In summary, our results confirm that miR-130-3p in-
hibits the proliferation and migration of HCC cells by
targeting EPHB4 and induces immune death of hepato-
cellular carcinoma cells by promoting drug.

Nonetheless, there are several limitations to the present
study. 'e study did not investigate the association between
other MircroRNAs and primary hepatocellular cancer and
any other potential interactions between genes. 'erefore,
future studies will focus on the interactions between
microRNAs.
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)e clinical characteristics and vascular computed tomography (CT) imaging characteristics of patients were explored so as to
assist clinicians in diagnosing patients with atherosclerosis. 316 patients with atherosclerosis who were hospitalized for emergency
treatment were treated with rapamycin (RAPA) in the hospital. A group of manually delineated left ventricular myocardia (LVM)
on the patient’s coronary computed tomography angiography (CCTA) were selected as the region of interest for imaging features
extracted. )e CCTA images of 80% of patients were randomly selected for training, and those of 20% of patients were used for
verification. )e correlation matrix method was used to remove redundant image omics features under different correlation
thresholds. In the validation set, CCTA diagnostic parameters were about 40 times higher than the manually segmented data. )e
average dice similarity coefficient was 91.6%.)e proposedmethod also produced a very small centroid distance (mean 1.058mm,
standard deviation 1.245mm) and volume difference (mean 1.640), with a segmentation time of about 1.45± 0.51 s, compared to
about 744.8± 117.49 s for physician manual segmentation. )erefore, the deep learning model effectively segmented the ath-
erosclerotic lesion area, measured and assisted the diagnosis of future atherosclerosis clinical cases, improved medical efficiency,
and accurately identified the patient’s lesion area. It had great application potential in helping diagnosis and curative effect analysis
of atherosclerosis.

1. Introduction

)e coronary atherosclerotic heart disease (CAHD) is a
common cardiovascular disease endangering human phys-
ical and mental health in China. It is the most common type
of organ disease caused by atherosclerosis, and the acute
myocardial infarction (AMI) is the most serious type of
coronary heart disease [1, 2]. In recent years, with the
continuous development of China’s economy and the
continuous rise of the people’s happiness index, the inci-
dence of atherosclerosis in China has also increased year by
year, with 45–55 deaths per 100,000 people from athero-
sclerosis. Besides, people who get sick are getting younger
and younger, making the occurrence and prognosis of AMI a
central issue in current research [3].

Rapamycin (RAPA) is the first knownmammalian target
of rapamycin (mTOR) pathway inhibitor, and the molecular

formula is C51H79NO13. As a traditional macrolide antibi-
otic, RAPA was first isolated from the fungus Streptomyces
hygroscopicus and used as an antifungal drug in the 1970s. It
was certified by the U.S. Food and Drug Administration in
1999 to resist acute immune rejection of organ transplant
patients [1]. In recent years, the antitumor activity and
antiaging function of RAPA and its analogues have been
gradually discovered; they also have certain effects on dia-
betes and cardiovascular diseases (CVD) and so forth and
have been gradually applied in relevant clinical treatment
[4].

)e imaging examination plays an important role in
assessing whether patients with coronary heart disease are
accompanied by myocardial ischemia [5]. However, ultra-
sound examination has strong subjective dependence, which
is related to the experience of the operator. Its current
application value in diagnosing myocardial ischemia is

Hindawi
Journal of Healthcare Engineering
Volume 2021, Article ID 4543702, 8 pages
https://doi.org/10.1155/2021/4543702

mailto:0112031@yzpc.edu.cn
https://orcid.org/0000-0002-9168-8490
https://orcid.org/0000-0002-9869-4375
https://orcid.org/0000-0002-7801-4838
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4543702


limited. Coronary computed tomography angiography
(CCTA) can clearly show the structure of the heart and the
condition of the coronary arteries [6]. Clinicians can assess
the degree of stenosis of the coronary arteries and the
characteristics of stenosis plaques, and then they can stratify
patients for risk. However, the radiology department or
clinician cannot directly identify whether the patient is
accompanied by myocardial ischemia on the resting CCTA.
CCTA combined with stress perfusion examination can
visually display whether the myocardium has perfusion
defects and can identify myocardial ischemia. However,
compared with resting state CCTA, stress perfusion ex-
amination will increase the radiation dose, and the use of
stress drugs will increase the risk of patient examination, and
some patients cannot tolerate it [7]. )erefore, if advanced
image analysis methods, such as artificial intelligence (AI)
technologies, can be used to identify myocardial ischemia on
the CCTA in the conventional resting state, the various
follow-up invasive examinations can be reduced, which has
important clinical significance.

AI is a branch of the field of computer science, which
aims to imitate human thinking process, learning ability, and
knowledge storage as much as possible [8]. Some research
limitations based on traditional methods have gradually
become prominent with the advent of the “big data” era.
With the development of computer hardware and software,
the application research of AI in the medical field has be-
come a hot topic [9]. At present, the research results of AI in
the medical field continue to emerge, and it has applications
in disease screening, diagnosis, choice of treatment methods,
and patient prognosis judgments. At present, many studies
showed that some diagnostic or predictive models based on
AI methods were better than those based on traditional
methods. For example, Esteva et al. [10, 11] established a
machine learning-based model to predict the 5-year all-
cause mortality of patients with suspected coronary heart
disease. )is model evaluated 25 clinical features and 44
CCTA-based features. )is model based on machine
learning had better predictive performance than the Fra-
mingham risk assessment model established by traditional
statistical methods. However, the above-mentioned work
required the clinician to manually outline the contour of the
myocardium on the corresponding image, which was un-
doubtedly a heavy and laborious work [12]. At present,
studies showed that some deep learning-based methods can
quickly, efficiently, and automatically outline the structure of
interest, which not only greatly reduced the workload of
clinicians, but also avoided subjective differences between
different doctors to a certain extent [13].

)erefore, the research aimed to study the use of imaging
omics methods combined withmachine learningmethods to
analyze LVM characteristics. As a reference, the fractional
flow reserve (FFR) of invasive coronary artery was compared
with the hemodynamically significant stenosis judged by
CCTA and invasive coronary angiography (ICA) to evaluate
the effectiveness of different methods in diagnosing ath-
erosclerosis. In addition, through the deep learning method
and with the contour of the left ventricle myocardium
manually drawn by the clinician as a reference, a deep

learning model that can accurately and automatically outline
the left ventricle was constructed to reduce the workload of
the clinician.

2. Methods

2.1. Research Object. 316 patients with CAHD who under-
went emergency treatment for the first time within 12 hours
of onset of hospitalization were selected in the research from
May 2017 to March 2021. )ere were 221 males and 95
females, aged 60.66± 12.19 years. )e CAHD patients met
the 2014 American College of Cardiology/American Heart
Association (ACC/AHA) AMI diagnostic criteria.

Inclusion criteria were as follows: a) patients who met
the diagnostic criteria of AMI and received emergency
treatment within twelve hours; b) patients with complete
case data and complete follow-up on time.

Exclusion criteria were as follows: (a) patients with a
history of myocardial infarction or coronary revasculari-
zation; (b) patients with previous arrhythmia such as per-
sistent atrial fibrillation; (c) patients with hematological
diseases, malignant tumors, autoimmune diseases, infec-
tions, or inflammatory diseases; (d) patients with severe
heart, liver, and kidney dysfunction; (e) patients with recent
major trauma and major surgery; (f ) patients with incom-
plete clinical data.

A total of 316 patients with coronary atherosclerosis met
the above inclusion criteria and exclusion criteria in the
research. )e research had been approved by the medical
ethics committee of hospital, and the family members of the
patients included in the research had signed an informed
consent form.

2.2. Data Acquisition and Image Analysis

2.2.1. CCTA Data Collection. )e CCTA data was collected
for all patients using 64 rows, and CCTA images were
collected by scanning machines from four different CT
manufacturers (Siemens, Somatom Flash, Definition Flash,
Somatom Definition FlashAS+, Force; GE Discovery CT 750
HD, Light Speed VCT; Toshiba, Aquilion One Vision;
Philips BrillianceiCT 256). )e patients took nitroglycerin
sublingually to dilate the coronary arteries five minutes
before the CCTA examination. For patients with a fast heart
rate, they can consider taking oral p-blockers (25–75mg)
before the examination according to the doctor’s recom-
mendation. )e CTscan range was determined according to
location phase, which was from tracheal protrusion to lower
edge of the heart. All patients received adaptive sequence
acquisition triggered by prospective electrocardiogram.

2.2.2. Image Analysis. )eCCTA images of all patients were
locally anonymized to remove sensitive information, then
transmitted to the core laboratory, and imported into the
Siemens postprocessing workstation for further analysis.)e
CCTA image quality was assessed by two experienced im-
aging doctors (with 3 years and 18 years of CCTA-related
work experience, respectively). A 4-point method was used
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for evaluation: 1� undiagnosable; 2� acceptable; 3� good;
4� excellent. When there was a difference, the two radiol-
ogists reached a consensus through consultation. )e cases
with an image quality score of one were excluded.

2.3. Experiment Environment

2.3.1. Construction of the Deep Learning Segmentation
Model. Before the deep learning model was constructed, the
contours of the left ventricular myocardium (LVM) of 100
patients were manually sketched as a reference for the deep
learning method to learn from CCTA images. )e deep
learning model was composed of U-Net and deep attention,
which mainly included two parts: training phase and seg-
mentation phase. )e flow chart of the research is shown in
Figure 1. Before the training was started, the 3D-patches on
the CCTA images and the corresponding hand-drawn
myocardial contours were collected. A voxel window with a
window size of 512× 512× 32 was used to slide on the Z axis
of the image to extract 3D-patches. )e data augmentation
methods were used, such as flipping, rotating, and scaling, to
increase the heterogeneity of the training set. Figure 2 shows
that the deep learning network was composed by an
encoding path and a decoding path. )e long-hop con-
nection bypassed the feature extracted from the encoding
path and was mapped to the decoding path.

2.3.2. Deep Learning Model. After training, first the 3D-
patches of the CCTA image were input into the trained
model to obtain the probability map that each pixel on the
CCTA image was the myocardial tissue, so as to obtain the
myocardial segmentation result of the new patient. )en,
these probability maps were merged into the entire image,
and the final segmentation result of the LVM contour was
obtained by gathering the myocardial probability maps and
merging them on average. )e fivefold cross-validation was
used to verify the segmentation performance of the deep
learning model. )at is, the data of the above-mentioned
patients were randomly classified into five equal parts, and
four groups were selected for training, and the remaining
group was used for verification. )e dice similarity coeffi-
cient (DSC), mean surface distance (MSD), residual mean
square distance (RMSD), center mass distance (CMD), and
volume of difference (VOD) were used to evaluate the
difference between LVM contour drawn by the model and
that drawn manually by the doctor. )e image segmentation
accuracy was evaluated visually, and the segmentation time
was recorded.

2.3.3. Statistical Analysis. )e data conforming to the
normal distribution was represented by the mean± standard
deviation in the research, and the data not conforming to the
normal distribution was represented by the median or
percentage. )e categorical variables were expressed in
frequency and percentage. )e commercial software (Med
Calc; version 18.2.1) and SPSS 22.0 version were used for
statistical analysis of data. )e Kolmogorov–Smirnov test

was used to determine whether the data fit a normal dis-
tribution. )e t-test was used to compare the difference
between LVM time by the automatic segmentation model
and that drawn manually by the doctor. )e bilateral
P< 0.05 was considered statistically significant in the
research.

2.4. %erapeutic Reagents and Methods

2.4.1. Preparation of %erapeutic Reagent RAPA Nano-
particles (RAPA NP). 10mg of RAPA and 20mg of indo-
methacin (IND) were accurately weighed and added into
1mL dimethyl sulfoxide (DMSO), which were fully sus-
pended and dissolved with ultrasound.)en, 1mL of DMSO
suspension solution of 10mg/mL PEI was added. After full
and uniformmixing, the mixed solution was transferred into
a dialysis bag (molecular weight was 3500Da). )e sus-
pension of RAPA nanoparticles (PEI/IND/RAP) was ob-
tained after dialyzed with ultrapure water for 24 hours. )e
suspensions containing different masses of small molecule
shuttle-based drugs ursodeoxycholic acid (UDCA) were
prepared in the same way.

2.4.2. Treatment Method. 300mg aspirin and 180mg tica-
grelor/300mg clopidogrel were given before treatment.
RAPA was injected intravenously during treatment. Coro-
nary angiography was performed via femoral artery or radial
artery using standard techniques to assess coronary artery
disease. Other treatments included angiotensin converting
enzyme inhibitors (ACED) receptor blockers, diuretics, and
nitrates, which can be used depending on the patient’s own
specific conditions.

2.5.Observation Index. )e0, 12, and 24 weeks were selected
as the evaluation time points. )e intima-media thickness
(IMT) and plaque thickness (course integral) were detected
at each evaluation point, and the patients in the treatment
group were followed up to test the carotid artery intima-
media thickness after three months to monitor the degree of
treatment.

2.6. Statistical Method. )e appropriate statistical analysis
method was selected according to the nature of clinical trial
data (measurement, classification, and grade data). )e chi-
square test or exact probability test was used for classifi-
cation data, normality test and homogeneity test of variance
were used for measurement data first, t-test was used for
comparison of sample means for those who met the re-
quirements, and paired t-test was used for the comparison of
sample mean before and after treatment. )e paired signed
rank sum test was used to compare the samples that did not
meet the conditions. )e Wilcoxon rank sum test (correc-
tion) for sample comparisons or the Kruskal–Wallis test for
multigroup comparisons were used for grade data. )e
repeated measure analysis of variance was used for quan-
titative primary outcome indexes at multiple observation
time points. A two-sided test was used, with the baseline
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comparison test level P � 0.05, the efficacy group compar-
ison test level P � 0.05, and the pairwise comparison be-
tween groups P � 0.01670.

3. Results

3.1. Visual Assessment of the Results of the Deep Learning
Model and the Doctor’s Manual Segmentation. In the axial
CCTA image, the comparison of the contour results of visual
assessment method and the left ventricular muscle manually
segmented by the doctor is shown in Figure 3. On the CCTA
image, the contrast between the LVM and the surrounding
tissues was not very different, while the segmentation effect
of the proposed deep learning-based segmentation method
was basically consistent with the contour of the myocardium
manually segmented by the doctor.

3.2. Objective Parameters Evaluating the Results of the Deep
LearningModel andManual Segmentation byDoctors. In the
data set of all patients, the LVM contour segmented by the
proposedmethod was consistent with the myocardial contour
drawn by doctors.)e average DSC� 91.6%, and the standard
deviation was 4.1%.)e proposed method also produced very
small CMD (average of 1.058mm, standard deviation of
1.245mm) and VOD (average of 1.640, standard deviation of
1.777), and the specific results are shown in Figure 4. )e
distance of HI was less than 10mm, which meant that the
pixels of the myocardium segmented by this method were
very close to the pixels of the manually segmented myocar-
dium, and LVM can be well positioned by this method.

In addition, the MSD and RMSD were both less than
2mm, which indicated that the accuracy of the segmentation
method was high. )e differences of DSC and VOD between
this method and manual segmentation of myocardium were
evaluated at different levels of myocardium, and the results
are shown in Figure 5.

3.3. %e Time Required for Automatic Segmentation of Deep
Learning Models and Manual Segmentation of LVM by
Physicians. )e time required for LVM by the automatic
segmentationmodel and that of manual segmentation by the
doctor were compared in the research. )rough a ran-
domized analysis of the time required for myocardial seg-
mentation in 20 patients, it was found that LVM
segmentation based on deep learning method required
significantly short time. )e deep learning method only
needed an average of about 1.45± 0.51 seconds to complete
segmentation, while the doctor’s manual segmentation
needed about 744.8± 117.49 seconds to complete segmen-
tation (P< 0.001). )e results showed that the efficiency and
quality of automatic segmentation were much higher than
those of manual segmentation by doctors.

3.4. Data Results after RAPA Treatment

3.4.1. IMT Results. A paired t-test was performed in the
control group and the treatment group to test the data before
and after treatment. Wilcoxon signed rank test was used for

the measurement data that did not meet the conditions
before and after treatment. )e Shapiro-Wilk normality test
is shown in Figure 6. After inspection, the difference of the
left carotid artery before and after IMT treatment in the
treatment group showed that P � 0.043, and the difference
of the right carotid artery before and after IMT treatment
showed that P � 0.025. )ere were statistical differences
before and after treatment, which proved that the use of a
deep learning-based imaging system had a certain thera-
peutic effect in improving the thickness of carotid artery
intima-media in patients with carotid atherosclerotic plaque.

3.4.2. Carotid Artery Intima-Media %ickness Results.
Before treatment, at the end of treatment, and during follow-
up, the thickness of carotid medial artery was statistically
analyzed and compared between groups, as shown in Fig-
ure 7. )e IMT of left carotid artery was significantly dif-
ferent between the three groups at the end of treatment and 3
months of follow-up (P � 0.025). At the end of treatment,
there was a difference between the control group and the
treatment group (P � 0.011), while there was no statistical
difference between the control group and the treatment
group (P � 0.618). After three months of follow-up, there
was a difference between the control group and the treat-
ment group (P � 0.019), while there was no statistical
difference between the control group and the treatment
group (P � 0.865). It was concluded that, in terms of the
improvement of carotid artery thickness, the group using
deep learning-based CT imaging characteristics analysis was
superior to the control group with respect to the left carotid
artery.

4. Discussion

How to accurately monitor the occurrence of adverse cardiac
events in patients with atherosclerosis is always the core of
cardiovascular disease research.)e process of diagnosis and
treatment of cardiovascular patients generates a large
amount of data, including the patient’s symptoms, labora-
tory test results, medical imaging data, and drug prescrip-
tions. In general, clinicians judge the prognosis of patients
based on their own models, their own experience, and the
current condition of the patient. However, most prediction
models were based on regression models and only used
limited variables, which may not meet the requirements of
accurate prediction [14]. )e routine diagnosis and treat-
ment of patients with CVD generated a large amount of data.
At the same time, the amount of cardiovascular imaging data
was also increasing. Clinically, doctors were unlikely to be
familiar with various electronic medical record information
including genetic data and cardiovascular imaging data and
made full use of this information in clinical practice. )is
may lead to misdiagnosis due to insufficient information
utilization. A recent study pointed out that about
40,000–80,000 people die every year because of diagnostic
errors [15]. )e autopsy studies found that diagnosis based
on imaging data had an error rate of up to 20%. However, a
fivefold cross-validation method was used to verify the
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segmentation effect of the LVM based on the proposed deep
learning model. )e subjective and objective methods were
used to evaluate the contour difference between the pro-
posed method of automatic segmentation of the LVM
contour and the manual segmentation drawn by the doctor.
It was verified that the proposed method could accurately
segment the LVM tissue from CCTA images by analyzing six
objective parameters, including DSC, HD, MSD, RMSD,
C1VID, and VOD, and the proposed method significantly

shortened the time needed to segment LVM from CCTA
images. It reduced the time that would normally take about
12 minutes on average to about a second, which greatly
reduced the workload of the doctor [16].

In the past, some scholars had achieved good results by
establishing a deep learning-based method to automatically
segment cardiac tissue of cardiac MRI images [17]. However,
the contrast of myocardial tissue on CCTA images was not
obvious compared with cardiac MR images, so there were few
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studies on the automatic segmentation of LVM on CCTA
images. For the first time in the research, a neural learning
network was used to integrate a deep-attention network to
detect and segment LVM on CCTA images. After the model
was trained, automatic LVM recognition and segmentation
were performed on newly inputted CCTA images of patients.
At present, some scholars have proposed to use different AI-
based methods to segment the LVM on CCTA images. )e
imaging omics method used in this study can extract many
quantitative and qualitative features from the region of interest
on the image with high throughput. )ese imaging omics
features can reflect the internal features of the organizational
structure. Combined with machine learning methods, a lot of
information was provided for the diagnosis of myocardial
ischemia, which overcame the limitation of clinicians to an-
alyze CCTA solely based on the naked eye. For example, Smyth
et al. [18] used a multiscale convolutional neural network
(CNN) to segment the LVM.)e segmentation performance of
CNN network on CCTA images of 20 patients was analyzed,
and the average DSC was 0.910. Gertsen et al. [19] used a fully
convolutional network to analyze the virtual single-energy
CCTA data, and the best DSC value was 90.1 through CCTA
image verification in 40 patients. )e 3D fully convolutional
neural network was used for CT brain tissue image segmen-
tation, which can improve the accuracy of image analysis of
atherosclerotic hard blood vessel function, and significantly
improved the clearance rate of vascular plaque deposition and
the recovery of carotid artery intima-media thickness after
treatment. In this retrospective study, the feasibility of using
imaging omics combined with machine learning method to
analyze the characteristics of left ventricular myocardium on
CCTA images to predict whether patients with coronary heart
disease had myocardial ischemia was established and verified.
Compared with the method that clinicians identify lesions
based on CT images and determine myocardial ischemia based
on the degree of coronary artery stenosis, the proposedmethod
of image omics combined with machine learning had a better
performance in predicting myocardial ischemia. )e ability of
the model to predict myocardial ischemia was relatively stable,
and the accuracy was still high in the validation group. In
addition, CCTA images generated by a number of hospitals
and a variety of CT devices across the country were collected,
and the model was randomly trained and verified, which re-
flected the universality and generalization of the model. To our
knowledge, this was the first time that left ventricular myo-
cardial features were analyzed using image omics to investigate
whether patients with coronary heart disease had myocardial
ischemia. Unlike the traditional clinical use of the degree of
coronary artery stenosis as a standard to determine whether
patients with CHD had myocardial ischemia, the character-
istics of myocardium supplied by coronary arteries were an-
alyzed to assess whether patients with CHD had myocardial
ischemia, which also provided a new idea for future research.

5. Conclusion

)e research showed that the CT angiography images were
used during the treatment of atherosclerosis with rapamy-
cin. Compared with the LVM contour manually drawn by

the doctor on the CCTA image, the method proposed in the
research had little difference with the LVM contour man-
ually drawn by the doctor regardless of whether subjective or
objective evaluation methods were used. )e method sig-
nificantly reduced the time required to segment LVM
compared with traditional manual segmentation. However,
there are still some shortcomings in this study. First, al-
though patients with atherosclerosis were included in this
study, CCTA images of only 100 patients were randomly and
continuously selected for model training and validation.)e
results need to be further validated for the segmentation of
myocardium on CCTA images collected by hospitals and CT
scanning equipment in the future. Due to the different
expertise and experience of imaging doctors, each doctor
will have different contour labeling of the left ventricular
myocardium, and such difference cannot be corrected by
this deep learning algorithm. Second, there are only patients
with suspected or confirmed coronary heart disease in-
volved. )e results of the myocardial segmentation model in
patients with other diseases and at different stages of the
disease need further study. Finally, the model is currently in
the initial stage of establishment, and the extent to which it
can reduce the workload of doctors in clinical practice is still
unknown. Future research needs to be improved.
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In this paper, the application of 3-dimensional (3D) functional magnetic resonance imaging (FMRI) in the diagnosis of the 5th

lumbar (L5) nerve root compression and brain functional areas in patients with lumbar disc herniation (LDH) was analyzed. +e
traditional fast independent component analysis (Fast ICA) algorithm was optimized based on the modified whitening matrix to
establish a new type of Modified-Fast ICA (M-Fast ICA) algorithm that was compared with the introduced traditional Fast ICA
and ICA. M-Fast ICA was applied to the 3D FMRI diffusion tensor imaging (DTI) evaluation of 65 patients with L5 nerve root
pain due to LDH (group A) and 50 healthy volunteers (group B). +e values of fractional anisotropy (FA) and apparent diffusion
coefficient (ADC) in the lumbar nerve roots (L3, L4, L5, and the 1st sacral vertebra (S1)) were recorded among subjects from the
two groups. Besides, the score of edema degree in the lumbar nerve roots (L5 and S1) and activity of brain functional areas were
also recorded among all subjects of the two groups.+e results showed that the mean square error of M-Fast ICA was smaller than
that of traditional Fast ICA and ICA, while its signal-to-noise ratio (SNR) was greater than that of Fast ICA and ICA (P< 0.05).
+e FA of L5 and S1 nerve roots in patients of group A was sharply lower than the values of group B, while the ADC of patients in
group A was greater than that of the control group (P< 0.05). Besides, the score of edema in L5 and S1 nerve roots of patients in
group A increased in contrast to group B (P< 0.05). +e brain areas were activated after surgery including bilateral temporal lobe,
left thalamus, splenium of corpus callosum, and right internal capsule. In conclusion, the 3D image denoising performance of
M-Fast ICA optimized and constructed in this study was superior to that of the traditional Fast ICA and ICA. +e FA of patients
with L5 nerve root pain due to LDH decreased steeply, while the ADC increased dramatically. L5 nerve root pain caused by LDH
resulted in changes in brain functional areas of the patients to inhibit the resting state default network activity, and the cor-
responding brain functional areas could be activated through treatment.

1. Introduction

LDH is a common and frequent-occurring disease in spine
surgery, and low back pain and lumbocrural pain are the

most common causes. Its clinical manifestations include low
back pain, sciatica, and lower extremity radiation pain and
weakness, and patients with severe symptoms suffer from
incontinence of defecation and urination and abnormal
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sensation in the saddle area [1, 2]. Moreover, the main
pathogenic factors of this disease include degenerative
changes, annulus fibrosus disruption, or nerve root and
cauda equina nerve stimulated and compressed by disc
herniation in various parts of lumbar intervertebral disc
(nucleus pulposus, annulus fibrosus, and cartilage plate) [3].
In addition, the incidence of L4-L5 and L5-S1 is the highest
of patients with LDH, accounting for about 95% of the whole
symptoms, while the incidence of multiple intervertebral
disc herniation only occupies about 15%. LDH tends to
emerge in young adults aged 20–40 years old (more males
suffer from this disease than females), and it is often
common in information technology (IT) practitioners,
teachers, civil servants, drivers, and other long-term office
workers [4, 5]. Excessive bending down should be avoided in
life, and the back muscle should be exercised in order to
improve lumbar muscle strength. Generally speaking, LDH
cannot be completely cured, and most patients need mild
conservative treatment to alleviate the disease. +erefore, it
is very important to discuss the compression conditions of
each lumbar vertebra in patients with LDH [6].

With the rapid development of imaging, MRI has been
gradually applied in the diagnosis of LDH. By comparing
with multiple indicators, it can clearly show the height,
outline, annular tear, and high signal area of the inter-
vertebral disc, with advantages of multidimensional im-
aging, high resolution, and high sensitivity. However,
conventional MRI has a false positive rate and false neg-
ative rate in the diagnosis of elderly patients with lumbar
nerve root pain, so it is necessary to adopt more excellent
diagnostic tools [7,8]. +eoretically speaking, FMRI is
designed to reflect the functional states of tissues and
organs, and DTI, as an extension technique of conventional
MRI, can visually display highly anisotropic nerve fibers
[9]. On this basis, 3D MRI can process the cross-sectional
images of any part or direction of one scan through
electronic computers to form a 3D image, which can be
further applied to diagnose the patient. ICA has been a new
signal processing technology since the 1990s and mainly
refers to the way to separate the source signals from the
linear mixed signals of multiple source signals, which is
featured with rapid convergence. However, it is easy to be
interfered with by the SNR of data when processing FMRI
data, which affects the results of analysis [10, 11].+erefore,
this study intended to optimize Fast ICA to explore its
value in the MRI diagnosis of LDH.

To sum up, ICA is a traditional method for FMRI
denoising, but it has some defects. On this basis, the tra-
ditional Fast ICA was optimized through the modified
whitening matrix to construct the M-Fast ICA, so as to apply
to the DTI evaluation of 65 patients with L5 nerve root pain
due to LDH (group A) and 50 healthy volunteers (group B).
Besides, the traditional Fast ICA and ICA were compared
with M-Fast ICA. +e FA and ADC of L3, L4, L5, and S1
lumbar nerve roots and brain activation areas after surgery
in patients from the two groups were compared to com-
prehensively evaluate the application of FMRI in the diag-
nosis of L5 nerve root compression and brain functional
areas in patients with LDH.

2. Materials and Methods

2.1. Sample Selection. In this study, 65 patients with L5 nerve
root pain due to LDH were selected as group A, who were
admitted to the hospital from January 1, 2019, to July 15, 2020;
and 50 healthy volunteers were selected as group B, who
underwent physical examination during the same period.
During the surgery, the edema degree of the diseased nerve
roots was evaluated based on the color of nerve roots (1 point
for yellow-white, 2 points for pink, and 2 points for purplish
red) and the thickness (0 points for no obvious thickening and
1 point for thickening). In addition, the higher the score, the
greater the edema. +is study had been approved by the
Medical Ethics Committee of the hospital. Moreover, the
subjects and their familymembers had known about this study
and signed informed consent and failed examination consent.

+e criteria for inclusion were defined to include the
subjects who were older than 18 years old, were right-
handed, had clear consciousness, could cooperate with the
examination, were diagnosed with LDH accompanied by
root pain, and suffered from LDH of the unilateral lower
extremity.

+e criteria for exclusion were defined to include the
subjects who were pregnant, suffered from cardiovascular
diseases, had taken relevant drugs, had mental diseases, and
interrupted the examination.

2.2. Magnetic Resonance Imaging Scanning. MR Prisma 3.0
magnetic resonance machine produced by Siemens, Ger-
many, was adopted to scan all subjects. Subjects were placed
in the supine position with quiet breathing. Standard Sie-
mens spinal coils were placed in the subject’s scanning
sequence and scanned based on the location of LDH.
Conventional MRI scan parameters were shown as follows:
the repeat time was 4,500ms, echo time was 115ms, field of
view was 250× 250mm, matrix was 251× 325, the thickness
of a layer was 3.5mm, and the number of layers was 10. +e
scan parameters of DTI included repeat time of 7,500ms,
echo time of 82ms, view field of 310×150mm, matrix of
108× 308, thickness of 3.5mm, layer number of 40, and
scanning time of 20 minutes. +e obtained image sent to the
workstation was completed after the scanning, and the
Neuro Space was employed to select the region of interest
(near the lumbar intervertebral foramen) to measure the FA
and ADC. What is more, the activation rate of each brain
area was recorded (it indicated that the low-frequency
fluctuation amplitude was active brain area with statistical
significance when the voxel value in the magnetic resonance
image was equaled to or more than 2.262).

2.3. Magnetic Resonance Imaging Denoising Algorithm Based
on Fast Independent Component Analysis Algorithm. Fast
ICA was a fixed point recursive algorithm proposed by
Hyvarinen et al. from the University of Helsinki, Finland.
With its fast convergence speed and good separation effect,
Fast ICA was widely applied in signal processing and could
well estimate the mutually statistically independent original
signals mixed by unknown factors from the observed signals.

2 Journal of Healthcare Engineering



+is algorithm firstly centralized the observed signals so that
the mean vectors of the observed signals were all 0, and then,
the centralized observed signals were whitened. It could be
expressed as follows:

F � WN(S − S), (1)

where S stood for an observed signal, S expressed the mean
vector of an observed signal, WN represented a whitening
matrix, and f stood for a whitened signal. +en, the matrix
N was initially separated so that ‖N‖ � 1. +e matrix should
be updated, and the iterative processing was for the sepa-
rated matrix by Newton iteration method to obtain N1 that
was orthogonalized. +us, the matrix N was shown as the
following equation:

N � N1N
T
1 

− (1/2)
N1, (2)

where T represented the orthogonalization factor. Finally,
the convergence of the separated matrix N was judged. If the
convergence state was reached, the optimal estimation value
of the source signal at this time could be calculated as
follows:

U
→

� NS, (3)

where U stood for a source signal. If the separation matrix N

did not converge, the return iteration continued until it
converged. Considering that the traditional Fast ICA did not
exclude the interference of image noise to the signal during
whitening, the whitening processing was optimized and the
whitening matrix was formed by the combination of eigen-
values of the noise subspace and the eigenvalues of the signal
subspace. Firstly, the autocorrelation matrix of the observed
matrix was obtained through the following equation:

Rss � G SS
T

 , (4)

where Rss, T, and G[·] expressed the autocorrelation matrix,
the orthogonalization factor, and the autocorrelation
function, respectively. +en, the eigenvalues were dis-
composed, as shown in the following:

Rss � Vs∃V
H
S , (5)

where ∃, V, andH represented the eigenvalue corresponding
to signal subspace, the eigenvalue vector corresponding to
signal subspace, and the signal factor of the matrix, re-
spectively. Besides, ∃ � diag(λ1, λ2, . . . , λn) and VH

S � [Vi/
Vn− i]

H. +us, the whitening matrix was formed by the ei-
genvalues and eigenvalue vectors, which was expressed in
the following equation:

N � ∃− (1/2)
i V

H
i . (6)

+en, the main eigenvalue was modified to obtain the
following:

∃i � ∃i − Δ2σi, (7)

where ∃i stood for the main eigenvalue after modification,
Δ2 expressed the weight matrix corresponding to the average

eigenvalue of noise, and σi represented the weight matrix
corresponding to the eigenvalues of the signal subspace.
What is more, Δ2 � 

n
i+1(λi+1/(n − i)) and σi � diag(σ1,

σ2, . . . , σn). +e new whitening matrix could be calculated as
follows:

N � ∃i
− (1/2)

V. (8)

+e above was the M-Fast ICA optimized on the basis of
the modified whitening matrix, which fully considered the
impact of noise and helped to separate the signal with low
signal noise.

2.4. Evaluation Indicators of Image Enhancement
Performance. +e traditional Fast ICA [12] and ICA [13]
were introduced to compare withM-Fast ICA constructed in
this study. +e root mean square error (RMSE) and SNR
were regarded as evaluation indicators.

RMSE referred to the square root of the variance between
the original signal and the denoised signal, which can be
expressed as follows:

RMSE �
f(n) − f(n)∗ 

2

n
 

1/2

, (9)

where f(n) and f(n)∗ stood for the original signal and the
denoised signal, respectively.

SNR was a traditional method for detecting noise
measurement in signals, which can be calculated as the
following:

SNR � 10 log 10
Ps

Pz

 , (10)

where Ps and P represented the power of the original signal
and the power of noise, respectively. In addition,
Ps � [ f2(n)]/n  and Pz � RMSE2.

2.5. StatisticalMethods. SPSS19.0 version statistical software
was adopted to analyze the data processing in the study,
measurement data were expressed as mean± standard de-
viation, and enumeration data was represented by per-
centage (%). +e SNR and RMSE of Fast ICA, ICA, and
M-Fast ICA were pairwise compared through the one-way
variance analysis. +e independent t-test was applied to
compare the FA and ADC of the lumbar nerve roots (L3, L4,
L5, and S1) with the edema degree score of the lumbar nerve
roots (L5 and S1) of the subjects in the two groups. P< 0.05
meant the difference was statistically significant.

3. Results

3.1.ComparisonofBasic Informationof the Subjects in theTwo
Groups. Figure 1 shows the comparison of basic informa-
tion of the subjects in the two groups. It indicates that the age
of the subjects in group A was 50.17± 8.83 years old, the
height was 160.21± 12.33 cm, the weight was 58.28± 7.82 kg,
the male proportion was 56.08%, and the female proportion
was 43.92%. Besides, the age, height, weight, male
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proportion, and female proportion of the subjects in
group B were 51.62± 8.91 years old, 162.13± 10.56 cm,
59.41± 7.07 kg, 53.81%, and 46.19%, respectively. +ere were
no great differences in the age, height, weight, male pro-
portion, and female proportion of the subjects from groups
A and B (P> 0.05).

3.2. Comparison of the RootMean Square Error and Signal-to-
Noise Ratio of the �ree Algorithms. Figure 2 indicates the
comparison of RMSE and SNR of the three algorithms. It
reveals that the values of RMSE in the ICA, Fast ICA, and
M-Fast ICA were 6.38± 0.52, 6.25± 0.72, and 4.91± 0.38,
respectively; and the values of SNR in the ICA, Fast ICA, and
M-Fast ICA were 71.42± 5.49 dB, 72.37± 5.18 dB, and
86.36± 6.77 dB, respectively. +erefore, the RMSE of M-Fast
ICA was obviously higher than the values of ICA and Fast
ICA, showing a statistical substantial difference (P< 0.05).
However, the SNR of M-Fast ICA increased dramatically in
contrast to ICA and Fast ICA, with a statistical great dif-
ference (P< 0.05).

Figure 3 expresses the MRI image reconstruction results
of the lumbar spine by the three algorithms. Figure 3 shows
the original ultrasound image of one patient, with a blurred
lumbar spine and a lot of noise. +e image resolution of
M-Fast ICA was higher markedly than that of ICA and Fast
ICA after denoising, and the noise reduction was obvious, so
M-Fast ICA could fully meet the requirements of clinical
imaging diagnosis.

3.3.Comparisonof theFractionalAnisotropyof the3rd, 4th, and
5th Lumbar and the 1st Sacral Vertebra Nerve Roots in the
Subjects from Both Groups. Figure 4 shows the comparison
of FA of L3 and L4 lumbar nerve roots among the subjects in
the two groups. It was known that the FA of L3 and L4
lumbar nerve roots were 314.24± 17.71 and 308.41± 17.55 in
patients from group A, respectively. Besides, the FA of L3
lumbar nerve root was 319.41± 30.31 and the FA of L4
lumbar nerve root was 315.76± 27.45 in the subjects from
group B.+e values of FA in L3 and L4 lumbar nerve roots of
patients from group A were not statistically considerable in
contrast to group B (P> 0.05).

Figure 5 indicates the comparison of FA in the L5 and S1
lumbar nerve roots among the subjects from the two groups.

+e FA of L5 lumbar nerve root was 250.58± 16.62 and its S1
lumbar nerve root was 239.64± 18.85 in patients of group A;
and the values of FA in L5 and S1 lumbar nerve roots were
331.71± 18.93 and 316.46± 28.82, respectively. Among
them, the values of FA in the L5 and S1 lumbar nerve roots
were lower sharply in patients of group A than those of
group B, and the difference was statistically remarkable
(P< 0.05).

3.4. Comparison of the Apparent Diffusion Coefficient of the
3rd, 4th, and5thLumbarand the1st SacralVertebraNerveRoots
in the Subjects from Both Groups. In Figure 6, there are
comparisons of the ADC of L3, L4, L5, and S1 lumbar nerve
roots among the subjects in the two groups. It was observed
that the values of ADC in the L3, L4, L5, and S1 lumbar nerve
roots were 0.64± 0.025×103 s/mm2, 0.52± 0.016×103 s/
mm2, 0.86± 0.024×103 s/mm2, and 0.79± 0.033×103 s/mm2

in the patients from group A, respectively. What is more, the
values of ADC in the S1, L3, L4, and L5 lumbar nerve roots
were 0.58± 0.011× 103 s/mm2, 0.71± 0.018×103 s/mm2,
0.54± 0.021× 103 s/mm2, and 0.51± 0.016×103 s/mm2 in the
subjects from group B, respectively. +e ADC of the L3 and
L4 lumbar nerve roots in the subjects from group A was not
statistically substantial compared with that of group B
(P> 0.05). However, ADC of the L5 and S1 lumbar nerve
roots in the subjects from group A increased enormously in
contrast to group B, and there was a statistically obvious
difference (P< 0.05).

3.5.�e Edema Scoring of the 3rd, 4th, and 5th Lumbar and the
1st Sacral Vertebra Nerve Roots in the Subjects from the Two
Groups. +ere was a comparison of edema scoring of the L5
and S1 lumbar nerve roots among the subjects in the two
groups, as shown in Figure 7. It revealed that the edema
scores of the L5 and S1 lumbar nerve roots were 5.62± 1.43
and 4.07± 1.13 in the patients of group A, respectively. +e
edema scores of the L5 and S1 lumbar nerve roots were
1.62± 0.33 and 1.25± 0.24 in the patients of group B, re-
spectively. Among them, the edema scores of the L5 and S1
lumbar nerve roots were higher hugely in the subjects of
group A than those of group B, indicating a statistically great
difference (P< 0.05).
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Figure 1: Comparison of basic information of the subjects in both groups. (a) Comparison of the age, height, and weight of the subjects in
groups A and B; (b) comparison of the male and female proportion of the subjects in the two groups.
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3.6. BrainAreaswithHigherActivationRates in the Patients of
GroupAafter Surgery. Figure 8 shows the brain regions after
surgery with a higher rate of activation in all patients of
group A. It indicates that the activation rates of the left
temporal lobe, right temporal lobe, left thalamus, splenium
of corpus callosum, and right internal capsule were 100%,
100%, 100%, 68.31%, and 87.43%, respectively.

4. Discussion

LDH is a very common medical lesion, with about 80% of
people experiencing low back pain in their lifetime.
Herniated lumbar disc can lead to lumbar nerve root

compression, so as to let patients suffer from sciatica, and the
area with the highest incidence is the gap between the L4 and
L5 lumbar roots [14]. +e 3D FMRI is a typical method for
the clinical diagnosis of LDH. Due to various objective
factors that cause the original FMRI image quality, the
traditional Fast ICA was optimized based on the modified
whitening matrix to establish the M-Fast ICA, and the
traditional Fast ICA and ICAwere introduced for simulation
denoising comparison with M-Fast ICA. +e results showed
that the RMSE of M-Fast ICA was greater markedly than
that of ICA and Fast ICA, indicating that the difference was
statistically obvious (P< 0.05), while the SNR of M-Fast ICA

(a) (b) (c) (d)

Figure 3: MRI image reconstruction results of lumbar nerves by the three algorithms. (a) Original MRI image of a male patient; (b) image
denoised by ICA; (c) image denoised by Fast ICA; and (d) image denoised by M-Fast ICA.
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Figure 2: (a, b) Comparison of RMSE and SNR of the three algorithms. ∗+ere was a statistical difference in contrast to M-Fast ICA
(P< 0.05).
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Figure 4: Comparison of FA of L3 and L4 lumbar nerve roots
among the subjects in both groups.
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Figure 5: Comparison of FA of L5 and S1 lumbar nerve roots
among the subjects in both groups. ∗+ere was a statistical dif-
ference in contrast to group B (P< 0.05).
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was smaller extremely than that of ICA and Fast ICA,
suggesting that there was a statistically huge difference
(P< 0.05). It was similar to the research results of Ariyasu
et al. [15], showing that the denoising effect of M-Fast ICA
constructed in this study with good generalization was far
better than that of Fast ICA and ICA for FMRI images.

Under the reconstruction results of lumbar neurological
MRI images by the three algorithms, the image definition
after denoising by M-Fast ICA was higher dramatically than
that of ICA and Fast ICA, and the noise reduced sharply. In
addition, it was consistent with the above quantitative data
results and also demonstrated the superiority of M-Fast ICA
[16].

M-Fast ICA was applied to evaluate the DTI of 65 pa-
tients with L5 nerve root pain caused by LDH (group A) and
50 healthy volunteers (group B). +e results suggested that
the FA of L3 and L4 lumbar nerve roots in the subjects of
group A were not statistically extreme compared with that of
group B (P> 0.05), which was similar to the research results
of Wang et al. [17], indicating that patients with L5 nerve
root pain caused by LDH had no lesion changes in L3 and L4
lumbar nerve roots, which were not different from healthy
volunteers. +e FA of L5 and S1 lumbar nerve roots was
lower steeply in the subjects of group A than that of group B,
and the difference has statistical significance (P< 0.05),
which was different from the results of Wu et al. [18]. It
might be associated with histopathological changes in nerve
roots generated from the nerve root compressed by herni-
ated disc, and DTI images presented the disorder and
narrow of nerve fibers and the decline of FA.+e ADC of L3
and L4 lumbar nerve roots in the subjects from group A was
not statistically substantial compared to that of group B
(P> 0.05), but its ADC of L5 and S1 lumbar nerve roots was
higher greatly than that of group B (P< 0.05). Chronic
compression of the same lumbar nerve roots would lead to
changes of edema and hyperemia in the nerves, and their
continuous development would even reduce blood flow to
the blood vessels, resulting in nerve root ischemia; thus, the
ADC increased. +e edema score of L5 and S1 lumbar nerve
roots in the patients from group Awas obviously higher than
that of group B, and the difference was statistically re-
markable (P< 0.05), indicating that there were pathological
tissue changes and the increasing edema degree of the nerve
roots in patients with LDH [19]. +e activation rates of the
right temporal lobe, left temporal lobe, left thalamus, right
internal capsule, and splenium of corpus callosum were
100%, 100%, 100%, 87.43%, and 68.31%, respectively, in the
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Figure 6: Comparison on ADC of the L3, L4, L5, and S1 lumbar nerve roots among the subjects in the two groups. ∗+e difference was
statistically significant in contrast to group B (P< 0.05).
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Figure 7: Comparison of the edema scores of the L5 and S1 lumbar
nerve roots among the subjects in both groups. ∗+e difference was
statistically obvious in contrast to group B (P< 0.05).
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Figure 8: Brain regions with a higher activation rate in the patients
of group A after surgery. 1, 2, 3, 4, and 5 stand for the activation
rates of the left temporal lobe, right temporal lobe, left thalamus,
splenium of corpus callosum, and right internal capsule in
sequence.
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patients of group A. +erefore, it revealed that the L5 nerve
root pain result caused by LDH led to the changes in the
brain functional area to restrain the resting state of the
default network activity, which could be activating the
corresponding brain regions through treatment.

5. Conclusion

+is study optimized the traditional Fast ICA based on the
modified whitening matrix to construct the M-Fast ICA that
was compared with the introduced traditional Fast ICA and
ICA. Moreover, M-Fast ICA was adopted to the 3D DTI
evaluation of 65 patients with L5 nerve root pain caused by
LDH and 50 healthy volunteers. It was found that the image
denoising performance of M-Fast ICA constructed in this
study was better than the traditional Fast ICA and ICA. +e
FA of patients with L5 nerve root pain caused by LDH
dropped sharply but its ADC rose obviously. Changes in the
functional areas of the patient’s brain were affected by L5
nerve root pain caused by LDH to inhibit the resting state
default network activity, and the corresponding brain
functional areas could be activated by the treatment.
However, the number of lumbar disc herniation patients
with L5 nerve root pain was relatively small in this study and
from a single source, which was less supportive of the results.
+erefore, the sample size of patients should be increased in
the future to further explore the application value of Fast
ICA. In summary, the results of this study provided a
theoretical basis for the clinical diagnosis of nerve roots in
patients with lumbar disc herniation.
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&e focus of the study was to quantitatively analyze the influence of early massive blood transfusions (MBTs) on the hemo-
dynamics and prognostic living quality of patients with severely injured trauma. 114 patients with severely injured trauma were
enrolled into MBT group (67 cases) and nonmassive blood transfusions (NBT) group (47 cases) according to whether they
accepted MBTs within 24 hours after the admission. All patients had bedside ultrasound technology scanning. Furthermore, the
indexes were calculated for inferior vena cava (IVC), peripheral arteries, and heart. &e prognostic deaths were recorded. It was
found that, in the MBTgroup, the mortality was lower (7.55% vs. 24.23%) (P< 0.05), and these indexes were higher for the IVC
expansion (IVCE), the respiration variation index (RVI) of IVC (ΔIVC2), the peak flow velocity RVI of brachial artery
(ΔVpeakBA), femoral artery (ΔVpeakFA), left ventricular outflow tract (ΔVpeakL), and aorta (ΔVpeakAO), as well as peak flow
velocity time integral RVI of aorta (ΔVTIAO) (P< 0.05). In conclusion, early MBTs can elevate survival rate and prognostic living
quality and alleviate the atrophy degree of IVC, peripheral artery, and blood vessel of patients with severely injured trauma.
Furthermore, bedside ultrasound scanning demonstrated superb capabilities in quantitatively displaying hemodynamics and
outcomes of MBTs of patients with severely injured trauma.

1. Introduction

Trauma refers to the destruction of tissues or organs caused
by mechanical factors. Due to the differences in injured
parts, injured tissues, and skin integrity, the severity of
trauma is also different [1, 2]. Among them, severely injured
trauma may cause systemic reactions, with local manifes-
tations such as pain, swelling, tenderness in the injured area,
and even fatal symptoms such as hemorrhage, shock, suf-
focation, and disturbance of consciousness [3]. Relevant
studies have reported that trauma has become the leading
cause of death for people under the age of 40, even exceeding
the total number of deaths from AIDS, tuberculosis, and
malaria [4]. Furthermore, the people who die from trauma
every year are mostly teenagers, which greatly affect social
stability and economic development. Traumatic bleeding has
always been the main cause of death in trauma patients.

Clinical observations have revealed that, in addition to
bleeding caused by liver and spleen lacerations and fractures,
the abnormal coagulation function of patients is also a very
key factor for continuous bleeding [5, 6]. At present, the
clinical treatment methods of bleeding in patients with
severely injured trauma mainly contain permissive hypo-
tension, hemostasis, and resuscitation. Patients with heavy
bleeding need timely blood transfusion therapy to correct
coagulation disorders and improve the prognosis of trauma
patients. &erefore, the primary objective of the study was to
explore the influence of massive transfusions on patients
with severely injured trauma.

With the advancement of imaging, there are various
imaging examination methods used in clinical practice.
However, being time-consuming, the routine imaging scan
is not suitable for the diagnosis of trauma and bleeding
patients, such as ultrasound, conventional CT, X-ray, and
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angiography [7]. Plain X-ray is the earliest imaging method
used. It features simple operation and low price, but the
display of soft tissue is poor, and it is prone to misdiagnosis
and missed diagnosis [8, 9]. Angiography can be used to
observe the blood flow in the arteries or veins of the head,
arms, legs, chest, back, or abdomen, but it is easily affected by
body movements. Although conventional CT is easy to
operate, it cannot show minor damage [10]. As a result,
bedside ultrasound has been a hotspot in clinical research in
recent years. It is usually used in emergency and life-
threatening conditions to speed up diagnosis and treatment
[11]. Because bedside real-time ultrasound performs a single
or local examination for a specific clinical phenotype, it
greatly shortens the examination time and can quickly
provide crucial information, such as the patient’s systolic,
diastolic function, volume load, heart structure, and he-
modynamics. Baĺık [12] adopted transcranial Doppler ul-
trasound to monitor the cerebral blood flow of severely
injured trauma patients. &e results showed that ultrasound
images can accurately diagnose the hemodynamics and
position the blood vessels before intubation to avoid po-
tential complications and unnecessary platelet transfusion.
Gomora-Garćıa et al. [13] used ultrasound to guide the
treatment of patients with painful shoulder trauma syn-
drome. &e results found that ultrasound-guided treatment
demonstrated better effects in contrast with conventional
treatment and was safer. &erefore, the further aim was to
apply bedside ultrasound to analyze the diagnostic results of
severely injured trauma.

In summary, bedside ultrasound demonstrated superb
capabilities in clinical diagnosis and treatment of severely
injured trauma patients. Based on this, 114 patients with
severely injured trauma were enrolled into MBT group (67
cases) and NBT group (47 cases) according to whether they
accepted MBTs within 24 hours after the admission. All
patients had bedside ultrasound technology scanning.
Furthermore, the indexes were calculated for IVC, periph-
eral arteries, and heart, to quantitatively analyze the influ-
ence of early MBTs on the hemodynamics and prognostic
living quality of patients with severely injured trauma.

2. Materials and Methods

2.1. Selection of Samples. 114 patients with severely injured
trauma, who were admitted to the hospital between No-
vember 25, 2017, and February 10, 2020, were selected for
analysis, with an average age between 20 and 67. All of them
had bedside ultrasound scanning. &e study has been ap-
proved by theMedical Ethics Committee of the hospital. &e
patient and his/her family members have been informed of
the study and signed the consent letters.

Inclusion criteria: (i) patients older than 18 years; (ii)
patients who underwent bedside ultrasound within 12 hours
after trauma; (iii) patients with an abbreviated injury scale
(AIS) score greater than 3; (iv) patients who can cooperate
with the doctors.

Exclusion criteria: (i) patients with unstable hemody-
namics; (ii) patients with congenital heart disease; (iii) pa-
tients with severe kidney disease; (iv) patients with aortic

and great vessel split; (v) patients with incomplete clinical
data; and (vi) patients with head trauma.

2.2. Grouping of Subjects. 114 patients with severely injured
trauma were enrolled into MBT group (67 cases) and NBT
group (47 cases) according to whether they accepted MBTs
within 24 hours after the admission.&e standard of massive
blood transfusions no less than 20U red blood cells were
injected within 24 hours after admission.

2.3. Bedside Ultrasound Scanning. Patients accepted bedside
ultrasound scanning before and after treatment by Sono
ultrasonic machine (USA). A 2.5MHz heart probe was used.
&e patient was in a supine position. &e long axis of the left
heart next to the sternum was selected, that is, the long axis
of the left ventricle. &e heart probe was placed between 3
and 4 intercostals of the left edge of the sternum. &e de-
tection direction was parallel to the right sternoclavicular
joint to center the transverse section of the thoracic aorta.
&e probe was slightly upward on the basis of the four-
chamber heart at the apex of the heart, and the scanning
plane passed through the aortic root to obtain the transverse
section of the aortic root, the longitudinal section of the left
ventricle, the longitudinal section of the right atrium, the
longitudinal section of the right ventricle, and the longi-
tudinal section of the right atrium, namely, the image of the
five-chamber heart at the apex. IVCE, ΔIVC2, ΔVpeakBA,
ΔVpeakFA, ΔVpeakL, ΔVpeakAO, and ΔVTIAO were recor-
ded. IVCE refers to the difference between the maximum
diameter (IVCmax) and the minimum diameter (IVCmin) of
IVC at 2 cm of the opening of right atrium which was then
divided by IVCmin. &e equation is as follows:

IVCE �
IVCmax − IVCmin

IVCmin
× 100%. (1)

2.4. Statistics. &e data were processed by SPSS19.0. &e
mean± standard deviation (x± s) illustrated how to calcu-
late the measurement data. Count data were expressed as a
percentage (%). Age, BMI, length of hospital stays, male-
female ratio, and mortality were compared using inde-
pendent t-test. &e analysis of variance was applied to
compare indexes for IVC, peripheral arteries, and heart.
P< 0.05 indicated statistically significant differences.

3. Results

3.1. Comparison of Basic Data. Figures 1 and 2 show the
comparison of basic data of patients. In the MBTgroup, the
patients were 43.51± 9.73 years old, their BMIs were
24.76± 4.79m2/kg, the ratio of males was 68.56%, and the
length of hospital stay was 33.51± 7.53 days. In the NBT
group, the patients were 41.73± 11.24 years old, their BMIs
were 26.11± 5.22m2/kg, the proportion of males was
64.37%, and the length of hospital stay was 31.75± 8.22 days.
&ere was no notable difference in age, BMI, the ratio of
males, and the length of hospital stays (P> 0.05).
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Figure 3 shows traumatic kidney injury in a male patient
(aged 34 years old) caused by a car accident. It was evident
that the lower part of the right kidney was morphologically
abnormal, there was a heterogeneous echogenic mass, and
an acoustic image of a clot can be seen in the bladder.
Figure 4 shows traumatic renal parenchymal laceration
caused by a car accident in a female (aged 26 years old). &e
renal parenchymal laceration with hematoma was visible,
the renal capsule was intact, and a hypoechoic mass was seen
in the middle parenchyma with a clear boundary.

3.2. Comparison of Mortality. Figure 5 shows the compar-
ison of mortality of the two groups. It was evident that, in the
MBT group, the mortality was lower (7.55% vs. 24.23%)
(P< 0.05).

3.3. Comparison of IVCE and IVC2. Figure 6 shows the
comparison of IVCE and IVC2. It was evident that, in the
MBT group, IVCE (21.54± 4.11 vs. 13.52± 3.27) and IVC2
(13.52± 3.27 vs. 13.17± 2.86) were obviously higher
(P< 0.05).

3.4.Comparison ofΔVpeakL. Figure 7 shows the comparison
of ΔVpeakL. It was evident that, in the MBTgroup, ΔVpeakL
was obviously higher (19.56± 2.76 vs. 14.11± 1.85)
(P< 0.05).

3.5. Comparison of ΔVpeakAO and ΔVTIAO. Figure 8 pre-
sented the comparison of ΔVpeakAO and ΔVTIAO. It was
evident that, in the MBT group, ΔVpeakAO (15.77± 1.48 vs.
12.75± 1.51) and ΔVTIAO (18.88± 1.62 vs. 13.47± 1.36) were
obviously higher (P< 0.05).

3.6. Comparison of ΔVpeakBA andΔVpeakFA. Figure 9 shows
the comparison of ΔVpeakBA and ΔVpeakFA. It was evident
that, in the MBT group, ΔVpeakBA (21.55± 1.42 vs.
14.92± 1.36) and ΔVpeakFA (17.53± 1.38 vs. 13.66± 1.51)
were obviously higher (P< 0.05).

4. Discussion

Patients with severely injured trauma should see a doctor in
time to determine the degree of trauma as quickly as pos-
sible, so as to provide targeted clinical treatment. Although
the domestic diagnostic technology has been greatly im-
proved in recent years, the shock and mortality caused by
severely injured trauma are still high, so it is very important
to adopt effective diagnostic methods [14, 15]. In the study,
bedside ultrasound scanning was applied to patients to
analyze the influence of early MBTs on hemodynamics and
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Figure 1: Comparison of the age and the BMI.
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Figure 2: Comparison of the hospitalization time and the male
ratio.

Figure 3: &e ultrasound image of a male (aged 34) with traumatic
renal laceration caused by a car accident.

Figure 4: &e ultrasound image of a female (aged 26) with
traumatic renal parenchymal laceration caused by a car accident.
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Figure 5: Comparison of mortality. Note. ∗ indicates that there was a notable difference in contrast with the MBT group (P< 0.05).
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prognostic living quality of them. It was found that, in the
MBT group, the mortality was lower (7.55% vs. 24.23%)
(P< 0.05). &is was in line with the research results of Nolte
et al. [16]. Existing research believes that early MBTs for
severely injured trauma can actively improve the coagulation
disorder after acute trauma, thereby enhancing the prog-
nosis of trauma patients. It suggested that early MBTs can
elevate survival rate and prognostic quality of patients and
reduce shock death. In the MBT group, IVCE (21.54± 4.11
vs. 13.52± 3.27) and IVC2 (13.52± 3.27 vs. 13.17± 2.86) were
obviously higher (P< 0.05). &is was inconsistent with the
research results of Cui and Wu [17]. IVC is the main blood
vessel that returns blood to the abdominal organs and lower
limbs. In the early stage of trauma, the internal diameter is
reduced due to the reduction of blood flow back to the lower
limbs and abdomen. However, early MBTs can effectively
compensate for the ischemic state of patients with severely
injured trauma and improve IVCE and IVC2.

In the MBT group, ΔVpeakL was obviously higher
(19.56± 2.76 vs. 14.11± 1.85) (P< 0.05). &is was different
from the research results of Endo et al. [18], which may be
because of the different sample sources. It demonstrated that
MBTs allow the patient to receive enough blood to restore
normal blood flow. In the MBT group, ΔVpeakAO
(15.77± 1.48 vs. 12.75± 1.51) and ΔVTIAO (18.88± 1.62 vs.
13.47± 1.36) were obviously higher (P< 0.05). &is illus-
trated that the early MBTs greatly affected the abdominal
aortic vessels, which may be due to the fact that the ab-
dominal aortic vessels mainly regulate blood flow through
changes in tube diameter and distal resistance and will
supplement the overall capacity of human body by reducing
its own blood flow when there is trauma [19]. In the MBT
group, ΔVpeakBA (21.55± 1.42 vs. 14.92± 1.36) and
ΔVpeakFA (17.53± 1.38 vs. 13.66± 1.51) were obviously
higher (P< 0.05). &is was aligned with the research results
of Roden-Foreman et al. [20]. Arteries transport blood rich
in oxygen and various nutrients to various parts of the body,
while severely injured trauma can cause abnormal operation
of peripheral arteries. As a result, arterial lumen becomes
narrow or even completely occluded. &e early MBTs can

effectively promote the recovery of the blood flow of the
peripheral arteries, expand the peripheral arteries, and even
make them return to normal.

5. Conclusion

In the study, 114 patients with severely injured trauma were
enrolled into MBT group (67 cases) and NBT group (47
cases) according to whether they accepted MBTs within 24
hours after the admission. &ey all had bedside ultrasound
scanning. &e results revealed that early MBTs can elevate
survival rate and prognostic living quality and alleviate the
atrophy degree of IVC, peripheral artery, and blood vessel of
patients with severely injured trauma. Furthermore, bedside
ultrasound scanning demonstrated superb capabilities in
quantitatively displaying hemodynamics and outcomes of
MBTs of patients with severely injured trauma. However,
some limitations should be noted in the study. &e sample
size is relatively small, which may reduce the power and
increase the margin of error of the study. A study with an
expanded sample size is necessary to strengthen the findings.
In summary, the results obtained provide a theoretical basis
for the application of bedside ultrasound scanning in di-
agnosis of patients with severely injured trauma.
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'is paper aimed to investigate the application of ultrasound image segmentation technology based on the back propagation
neural network (BPNN) artificial intelligence algorithm in the diagnosis of breast cancer axillary lymph node metastasis, thereby
providing a theoretical basis for clinical diagnosis. In this study, 90 breast cancer patients with axillary lymph nodemetastasis were
selected as the research objects and rolled randomly into an experimental group and a control group. Besides, all of them were
examined by ultrasound. 'e BPNN algorithm for the ultrasound image segmentation diagnosis method was applied to the
patiens from the experimental group, while the control group was given routine ultrasound diagnosis. 'us, the value of this
algorithm in ultrasonic diagnosis was compared and explored. 'e results showed that when the number of hidden layer nodes
based on the BPNN artificial intelligence algorithm was 2, 3, 4, 5, 6, 7, and 8, the corresponding segmentation accuracy was 97.3%,
96.5%, 94.8%, 94.8%, and 94.1% in turn. Among them, the segmentation accuracy was the highest when the number of hidden
layer nodes was 2. 'e correlation of independent variable bubble plot analysis showed that the presence or absence of capsules,
the presence of crab feet or burrs in breast cancer lesions was critical influencing factors for the occurrence of axillary lymph node
metastasis, and the standardized importance was 99.7% and 70.8%, respectively. Besides, the area under the two-dimensional
receiver operating characteristic (ROC) curve of the BPNN artificial intelligence algorithmmodel classification was always greater
than the area under the curve of manual segmentation, and the segmentation accuracy was 90.31%, 94.88%, 95.48%, 95.44%, and
97.65% in sequence. In addition, the segmentation specificity of different running times was higher than that of manual seg-
mentation. In conclusion, the BPNN artificial intelligence algorithm had high accuracy, sensitivity, and specificity for ultrasound
image segmentation, with a better segmentation effect. 'erefore, it had a better diagnostic effect for breast cancer axillary lymph
node metastasis.

1. Introduction

Breast cancer refers to the appearance of malignant tumors
in the breast; that is, the cancer cells originate from the
lobules of the ductal epithelium of the breast, and the breast
cells grow out of control and are formed. Breast cancer can
be divided into carcinoma in situ and invasive carcinoma
based on histopathology. According to immunohisto-
chemistry, it can also be divided into luminal A, luminal B,
and triple-negative breast cancer [1]. 'e incidence of breast
cancer is very high, ranking at the top of malignant tumors.
In developed countries such as Europe and America, the

incidence of breast cancer ranks first in malignant tumors
[2]. According to the data released by the National Cancer
Center, there were nearly 300,000 new cases of breast cancer
and more than 700,000 deaths in China in 2018, with the
highest incidence among women aged 45–74 years [3]. In the
growth process of breast cancer, regional lymph node me-
tastasis is prone to occur as the tumor infiltrates into the
surrounding mammary gland tissues. 'e most common
manifestation of lymph node metastasis of breast cancer is
local lymph node enlargement, hardening, fusion, ag-
glomeration, and fixation [4]. Lymph nodes, as an important
filtration structure of the human body, are responsible for
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phagocytosis of killer cells and removal of degenerating and
broken cells [5]. After cancerous transformation, the cancer
cells fall off and enter the lymph node reflux, which is
intercepted by the lymph nodes, so that the cancer cells stay
in the lymph nodes. Due to immune and other reasons, the
cancer cells cannot be killed by the lymph nodes and survive
for a long time to form lymph nodemetastasis [6]. Generally,
lymph node metastasis in superficial sites is easy to find and
diagnose, while some deep lymph nodes (internal mammary
lymph nodes, mediastinal lymph nodes, etc.) are not easy to
find.'erefore, computed tomography (CT) and ultrasound
imaging are needed for auxiliary diagnosis to improve the
accuracy of diagnosis [7, 8]. However, current ultrasound is
not diagnostic for some small or unformed nodules.

'e back propagation neural network (BPNN) is a
multilayer feedforward network trained according to the
error BP algorithm, which is one of the most widely applied
neural networks at present [9]. 'e human brain is com-
posed of multiple neurons, and there is a certain connection
between these neurons, which becomes the basic element of
the brain to process information [10]. An artificial neural
network is a technology that can optimize the process of
calculation and judgment by imitating the structure of the
human brain, to achieve functions that cannot be realized by
current computers [11]. At present, BPNN is extensively
used in disease auxiliary diagnosis and survival analysis, and
it can be employed to screen breast cancer, cervical cancer,
and diabetes [12, 13]. Medical image classification is a key
point of current medical diagnosis and pattern recognition.
'rough image recognition and classification, the identifi-
cation of diseased tissues in medical images (such as ul-
trasound and CT) can be realized, and information such as
the location of the disease and the size and quantity of the
disease can be determined [14, 15]. Studies have found that
combining the texture features of medical images with
BPNN, using the feature information of pixels as training
samples to train the neural network, and using the trained
neural network to classify and recognize images can effec-
tively and accurately classify a given medical image [16].

To improve the accuracy of the diagnosis of breast cancer
and other diseases, and to determine whether breast cancer
has metastasis to lymph nodes and other parts, the clinical
diagnosis is usually combined with CT, magnetic resonance,
and ultrasound imaging examinations. 'erefore, the BPNN
algorithmmodel was established in this study and applied to
the segmentation of ultrasound diagnostic images of patients
with breast cancer axillary lymph node metastasis, to explore
the application of ultrasound image segmentation tech-
nology based on artificial intelligence algorithms in the
diagnosis of breast cancer axillary lymph node metastasis.

2. Materials and Methods

2.1.ResearchObjects andGrouping. 90 breast cancer patients
with axillary lymph node metastasis were selected in this
study, who were treated in hospital from January 2017 to
September 2020. 'e cases included in this study were
subjected to pathological examination and ultrasound di-
agnostic examination before surgical treatment. In this

study, all breast cancer patients were grouped randomly into
two groups and underwent ultrasound examinations. After
the examination, the ultrasound images of the experimental
group were processed by artificial intelligent-based ultra-
sound image segmentation technology to diagnose breast
cancer axillary lymph nodes, while the control group was
directly diagnosed by routine ultrasound images. 'e study
had been approved by the medical ethics committee of the
hospital, and the patients and their family members un-
derstood the content and methods of this study and agreed
to sign the corresponding informed consent.

'e criteria for inclusion were defined to include patients
who were diagnosed with axillary lymph node metastasis of
breast cancer by previous pathological diagnosis and im-
aging examination, did not receive other drugs or antibiotics
in the recent research, did not receive radiotherapy or
chemotherapy, and were conscious and in goodmental state.

'e criteria for exclusion were defined to include
patients who were combined with psychiatric diseases or
other system diseases, suffered from tumor metastasis to
other systems and tissues other than lymph nodes, had
incomplete clinical data and medical history informa-
tion, did not receive treatment due to personal or other
factors, and had axillary lymph nodes more than 30mm
in depth.

2.2. Patient Ultrasound Examination. 'e E-ultrasound
equipment (French acoustic department Aixplorer type) and
SL15-4 probe were adopted in this study, and the frequency
range was 4–15MHz. 'en, each patient underwent B-type
grayscale, energy Doppler, and AP examinations in se-
quence, and the imaging parameters of each mode and the
size of the sampling box remained unchanged during the
study. 'e operation was carried out by medical staff with
about 10 years of breast ultrasound examination experience,
and two full-time doctors would double-blindly read the
images and record the reading results. If there was a dis-
agreement, a third experienced physician would interpret
the results.

2.3. BPNN Artificial Intelligence Algorithm Image
Segmentation. BPNN includes three layers of feedforward
network, namely, input layer, hidden layer, and output layer,
and its topological structure is shown in Figure 1. 'e
neurons of each layer are only fully connected with the
neurons of the adjacent layer but not connected with the
neurons of the same layer, and there is no feedback con-
nection between the neurons of each layer, forming a
feedforward neural network system with a hierarchical
structure.

In the BPNN as shown in the figure, the input layer and
the output layer contain a nodes and b nodes, so the neural
network can be regarded as a mapping from an a-dimen-
sional vector to a b-dimensional vector. According to the
nodes of the input layer and output layer, the number of
nodes in the hidden layer of the network can be calculated as
follows:
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N �
�����
a + b

√
+ C. (1)

In (1), N stands for the number of nodes in the hidden
layer, a means the number of nodes in the input layer, b
represents the number of nodes in the output layer, and C
expresses the adjustment constant. 'e relationship between
the output and input of the artificial neural network can be
expressed as follows:

netu � 
b

v�1
QuvIv − p, (2)

Ou � A netu( . (3)

In (2) and (3), I, Q, p, O, and A stand for the input signal
from the neuron, the connection weight between neurons,
the bias, the output of the neuron, and the activation
function in turn, so the net is the net activation. Besides, v

and u represent the number of neurons. Suppose there is an
a-layer neural network and the sample m is added to the
input layer, so the input sum of u neurons at layer n is Sn

u and
the output is In

u. 'e weight coefficient from the v-th neuron
in the n− 1-th layer to the n-th neuron in the n− 1-th layer is
Quv, and the excitation function of each neuron is A:

A(m) �
1

1 + exp(−m)
. (4)

In the above equation, m represents the number of
samples. 'e relationship between each variable can be
expressed as a mathematical relationship in

m
n
u � A S

n
u( , (5)

S
n
u � 

v

Quvm
n−1
v . (6)

'e BPNN algorithm is divided into two steps: forward
propagation and back propagation. 'e forward propaga-
tion is carried out in the order of the input layer-hidden
layer-output layer. What is more, the actual output is
compared with the expected output. If there is a difference
between the two, it enters BP. 'en, the error signal will be
transmitted back in reverse according to the forward
propagation path, and the weight coefficient of each neuron
in each hidden layer will be modified to minimize the error
signal. 'e propagation process is shown in Figure 2.

'e BP error function is defined as (7), and its gradient is
determined as (8):

r �
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Among them, r represents the BP error, Q indicates the
weight, and Ou means the output of the neuron u. If
dn

u � zr/zSn
u, the following equation can be obtained:
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In (9), Iu represents the input of neuron u, Sn
u stands for

the total input of neuron u in the n-th layer, and
zIn

u/zSn
u � A′(Sn

u); A′(Sn
u) � (1/1 + exp(−Sn

u))′; (1/1 + exp
(−Sn

u))′ � In
u(1 − In

u). Besides, zr/zIn
u � zr/zIa

u and zr/zIa
u �

(Ia
u − Ou) when n� a, but zr/zIn

u � 1 (zr/zSn+1
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(zSn+1
1 /zIa

u) and 1(zr/zSn+1
1 ) · (zSn+1

1 /zIa
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1
when n< a.

'erefore, the neural network weight modification
equation is presented in

ΔQuv(t + 1) � αΔQuv(t) − θ · d
n
1 · I

n−1
v . (10)

If In
u � e, dn

1 � In
u(1 − In

u)  QIu · dn+1
1 . In addition,Q, I, r,

and a stand for the weight, the input, the propagation error,
and the number of nodes in the input layer, respectively.

2.4. Evaluation Indicators. In this study, specificity (Spe),
sensitivity (Sen), and accuracy (Acc) were employed to
quantitatively evaluate the performance of the processing
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Figure 1: 'e structure of BPNN.
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Figure 2: BPNN workflow chart.
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model. 'e calculation method of Spe was displayed in (11),
which represented the proportion of correctly classified
samples in all negative samples; the calculation method of
Sen is shown in (12), which indicated the proportion of
samples that were correctly classified in all positive samples;
Acc could be calculated in (13), which represented the
proportion of training positive samples in all predicted
positive samples:

Spe �
TN

TN + FP
, (11)

Sen �
TP

TP + FN
, (12)

Acc �
TN + TP

TN + TP + FP + FN
. (13)

In the above equations, TN stood for the number of true
negative samples, representing the number of actual negative
samples classified as negative samples; FP was the number of
false positive samples, expressing the number of actual
negative samples classified as true samples; TP was the
number of true samples, which represented the number of
actual positive samples classified as true samples; FN meant
the number of false negative samples, which expressed the
number of actual positive samples classified into negative
samples.

BPNN has three or more layers of the forward network,
the number of layers mainly depends on the number of
hidden layers, and any continuous function in a closed
interval can be approached by a single hidden layer of
BPNN. 'erefore, a three-layer BPNN can complete the
mapping from the n dimension to the m dimension. In a
neural network, the determination of the number of hidden
layer nodes is the most important link in the determination
of the whole network structure. In this study, through a
simple cross-validation method, the number of potential
hidden layer nodes was tested from 2 to 8, to explore the
influence of neural network structure of different hidden
layer node number models on the segmentation accuracy of
ultrasonic images.

2.5. Statistical Methods. 'e data processing in this study
was analyzed by SPSS 19.0 version statistical software, the
measurement data were expressed as the mean± standard
deviation ( x± s), and the count data were represented by
the percentage (%). 'e analysis of variance was used for
pairwise comparison. In addition, P< 0.05 indicated that the
difference was statistically substantial.

3. Results

3.1. Ultrasound Images of Breast Cancer Axillary LymphNode
Metastasis. Figure 3 shows the ultrasonographic images of
breast cancer patients with axillary lymph node metastasis. It
was found that most lymph nodes of breast cancer patients
were oval, and the ultrasonographic images included the
outer hypoechoic cortex and the inner hyperechoic medulla.

In Figures 3(d)–3(f), the structure of lymph node metastasis
was destroyed, the skin andmedulla structure were not clear,
and the local cortex showed obvious uneven thickening, with
localized protrusion and eccentricity thickening (the
thickness of one end of the cortex was about twice that of the
other end).

3.2. Diagnosis Accuracy Rate of DifferentHidden LayerNodes.
'e average accuracy of different hidden layer nodes was
compared, and the results are presented in Figure 4. When
the number of hidden layer nodes was 2, 3, 4, 5, 6, 7, and 8,
the corresponding segmentation accuracy was 97.3%,
96.5%, 94.8%, 94.8%, and 94.1%, respectively. In other
words, the segmentation accuracy was the highest (97.3%)
when the number of nodes in the hidden layer is 2. With
the increase of the number of nodes in the hidden layer, the
segmentation accuracy of ultrasonic images decreased
continuously.

3.3. Analysis of the Importance of Ultrasound Manifestations
and Pathological Results of Independent Variables.
Figure 5 indicates the pathological findings of axillary lymph
node metastasis in patients with breast cancer. 'e ultra-
sound imaging data of the patients included in the study
were analyzed, and the pathological examination results of
breast cancer patients with axillary lymph node metastasis
were classified, including morphological regularity, echo
intensity, and presence or absence of sand-like micro-
calcification. Different imaging features were used as in-
dependent variables, patient age was used as a covariate, and
the occurrence of axillary lymph node metastasis was used as
a dependent variable to establish an analysis model.
According to the correlation analysis of the independent
variable bubble chart (Figure 5), the presence or absence of
the capsule and the presence or absence of crab feet or burrs
in breast cancer lesions were important influencing factors
for the occurrence of axillary lymph nodemetastasis, and the
standardization importance was 99.7% and 70.8%,
respectively.

3.4. Sensitivity Curve of the Algorithm Model. To determine
the classification sensitivity of the BPNNmodel in this study,
a two-dimensional ROC was drawn, and the area under the
ROC curves segmented by artificial segmentation and the
BPNN artificial intelligence algorithm were compared.'us,
there was an investigation on the sensitivity of the BPNN
artificial intelligence algorithm to segment ultrasound im-
ages, and the results are shown in Figure 6. 'e area under
the ROC curve classified by the BPNN artificial intelligence
algorithm model was always larger than the area under the
artificial segmentation curve. In other words, the BPNN
artificial intelligence algorithm model had a better classifi-
cation effect and high sensitivity.

3.5. Analysis of the Accuracy of the Algorithm Model.
Figure 7 shows the accuracy analysis results of ultrasound
images of breast cancer axillary lymph node metastasis by
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(d) (e) (f )

Figure 3: Ultrasound images of breast cancer axillary lymph node metastasis (note: (a–c) were left axillary lymph nodes; (d–f) were right
axillary lymph nodes).
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artificial segmentation and BPNN artificial intelligence al-
gorithm. When the running times were 1, 2, 3, 4, and 5, the
segmentation accuracy of the BPNN artificial intelligence
algorithm model was 90.12%, 91.28%, 94.35%, 93.21%, and
95.43%, respectively. Furthermore, the accuracy was high.

3.6. Analysis of the Specificity of the Algorithm Model. 'e
accuracy results of ultrasound images of breast cancer

axillary lymph node metastasis by artificial segmentation
and BPNN artificial intelligence algorithm were ana-
lyzed, as shown in Figure 8. When the number of running
times was 1, 2, 3, 4, and 5, the segmentation accuracy of
the BPNN artificial intelligence algorithm model was
90.31%, 94.88%, 95.48%, 95.44%, and 97.65% in turn.
'erefore, the segmentation specificity of different
running times was all higher than the manual segmen-
tation method.
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Figure 5: Comparison of the importance of the pathological results of independent variables (the independent variables 1–10 in the above
figures represented the tumor shape, boundary, capsule, crab feet or burrs, internal echo, whether the echo was uniform, posterior echo,
sand-like microcalcification, blood flow, and axillary lymph nodes).
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4. Discussion

'e lymphatic system is a crucial defensive system in the
human body, which is distributed throughout the body,
and the lymph nodes are an important part of the lym-
phatic system, mostly located in the armpits, groin, neck,
etc. [17]. 'e presence or absence of breast cancer with
axillary lymph node metastasis not only affects the choice
of treatment options, but also has important implications
for prognostic evaluation. Chien et al. [18] found that
about 60% of breast cancer patients had regional lymph
node metastasis (axillary, internal breast, and supra-
clavicular), and 40% of them had axillary lymph node
metastasis, and most of them were sentinel lymph node
metastasis. What is more, the 10-year survival rate of
patients without axillary lymph node metastasis was
higher than the rate of patients with axillary lymph node
metastasis. 'erefore, the noninvasive examination of
axillary lymph node metastasis for early diagnosis has
become a critical issue worthy of attention in clinical
work. 'e scope of breast cancer surgery includes breast
and axillary lymph nodes [19], and breast surgery includes
enlarged tumor resection and total mastectomy. Sentinel
lymph node biopsy and axillary lymph node dissection are
available for axillary lymph nodes, and axillary lymph
node status is required except for carcinoma in situ. 'e
choice of surgical procedure should consider the clinical
stage of the tumor and the patient’s physical condition. In
this study, patients with breast cancer axillary lymph node
metastasis were selected as the research objects. 'e pa-
tients were diagnosed by ultrasound and the images were
segmented by artificial segmentation and BPNN artificial
intelligence algorithm, and the accuracy, specificity, and
sensitivity of the two segmentation methods were com-
pared, so as to investigate the application of ultrasonic
image segmentation technology based on artificial intel-
ligence algorithm in the diagnosis of breast cancer axillary
lymph node metastasis. As a result, when the number of
hidden layer nodes was 2, 3, 4, 5, 6, 7, and 8, the

corresponding segmentation accuracy rates were 97.3%,
96.5%, 94.8%, 94.8%, and 94.1%, respectively. It showed
that the segmentation accuracy rate was the highest when
the number of hidden layer nodes was 2 in the algorithm
model constructed by this research, so the optimal
number of hidden layer nodes for this model was 2.
According to the correlation analysis of the independent
variable bubble chart, the presence or absence of the
capsule and the presence or absence of crab feet or burrs in
breast cancer lesions were important influencing factors
for the occurrence of axillary lymph node metastasis, and
the standardization importance was 99.7% and 70.8%,
respectively. It indicated that tumor metastasis was af-
fected greatly by the presence or absence of the capsule
and the presence or absence of crab feet or burrs in the
tumor lesion. 'e area under the ROC curve classified by
the BPNN artificial intelligence algorithm model was al-
ways greater than the area under the artificial segmen-
tation curve, namely, the BPNN artificial intelligence
algorithm model had a better classification effect and high
sensitivity; the algorithm’s segmentation accuracy was
90.31%, 94.88%, 95.48%, 95.44%, and 97.65% in turn,
suggesting that the segmentation specificity after different
running times was higher than the manual segmentation
method. 'is was similar to the research findings of Yang
et al. [20], which disclosed that the BPNN artificial in-
telligence algorithm had high accuracy, sensitivity, and
specificity for ultrasound image segmentation, and the
segmentation effect was better. Moreover, it also had a
better diagnostic effect for breast cancer axillary lymph
node metastasis.

5. Conclusion

In this study, the BPNN artificial intelligence algorithmmodel
was constructed and applied to the ultrasound images of
breast cancer lymph node metastasis, and the images were
segmented, so as to explore its application value in the di-
agnosis of breast cancer axillary lymph node metastasis. 'e
results showed that the BPNN artificial intelligence algorithm
had high accuracy, sensitivity, and specificity for ultrasound
image segmentation, with better segmentation effect, which
also had a better diagnostic effect for breast cancer axillary
lymph node metastasis. However, the selected case samples in
this study are small, which may have a certain impact on the
experimental results. In addition, it lacks a comparison with
other intelligent algorithm segmentation effects, and the
representativeness is low. 'erefore, the sample size will be
increased in subsequent experiments, thereby further ana-
lyzing the application of ultrasound segmentation technology
based on artificial intelligence algorithm in the diagnosis of
breast cancer axillary lymph node metastasis. All in all, the
results of this study can provide data support and theoretical
basis for clinical diagnosis of breast cancer lymph node
metastasis and other diseases.
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Objective.(is study uses PETimaging to observe the uptake andmetabolism of 18F-fluorodeoxyglucose (18F-FDG) in themultibrain
areas of the emotional control loop in patients with generalized anxiety disorder (GAD) and investigate the brain of GAD patient’s
functional abnormality mechanism.Methods. (e thesis clinically collected 20 GAD patients and 20 healthy subjects. Dynamic PET-
CT scans were used. At the same time, 18F-FDG whole-brain uptake and metabolism data were collected. Image fusion and
semiquantitative analysis were used to measure emotional control loops. (e maximum standard uptake value (SUVmax) and
dynamic uptake and metabolic changes of 11 time points in the brain area at 150min were measured. Results. Compared with the
healthy control group, the peak uptake of the bilateral prefrontal cortex and the average uptake rate before the peak in GAD patients
were significantly reduced (P< 0.05), and the average metabolic rate after the peak was significantly increased (P< 0.05). (e peak
uptake of the left striatum and the left hippocampus, the average uptake rate before the peak, and the average metabolic rate after the
peak were all significantly reduced (P< 0.05); (ere were no obvious changes in the three indexes of the right striatum and the right
hippocampus. Conclusion. (ere are 18F-FDG uptake and metabolic disorders in multiple brain areas of the affective control loop of
GAD patients. (e abnormal peak and rate of uptake may be related to the pathogenesis of GAD.

1. Introduction

Generalized Anxiety Disorder (GAD) is a common mental
illness. Patients have emotional disorders such as anxiety,
tension, and fear, which often seriously affect normal life.
Research on the pathogenesis of GAD is currently mostly
focused on the fields of neurotransmitter and brain structure
and function, and there are few studies from the level of
molecular imaging. 18F-Fluorodeoxyglucose (18F-FDG)
PET-CT imaging is a technology that has been gradually
used in clinical work in recent years. It can reflect the degree
of somatic cell activity from the side, especially in the re-
search of central nervous disease. (e level reflects the
function of nerve cells. At present, it has been well used in
many fields such as stroke, brain tumor, and Alzheimer’s
disease and can accurately determine the distribution, range,
and degree of nerve cell activity [1, 2]. (ere are many
abnormalities in GAD, such as atrophy of gray matter nuclei

in the brain area of the affect-regulated brain area, functional
link disorder of the brain area, and neurotransmitter im-
balance. (ese abnormal changes affect and interact with
each other, and the pathogenesis is very complicated. Based
on whole-brain imaging, this study dynamically observed
the 18F-FDG uptake and metabolism characteristics of nerve
cells in the brain area of the emotional control loop and
provided an objective basis for abnormal information in-
teraction feedback and regulatory disorders in each brain
area to supplement and improve the pathogenesis of GAD.

2. Materials and Methods

2.1. Clinical Data. (e thesis collected 20 GAD patients in
the neurology clinic of our hospital. All patients included 9
males and 11 females, aged 21 to 58 years, with an average of
33.9± 3.4 years; the patient’s years of education were 9–16
(14.5± 3.5) years; height was 150～179 (155± 12) cm; weight
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47～82 (60± 11) kg; and all patients were right handed [3, 4].
Conditions for patients to enter the group: (1) they all met
the GAD diagnostic criteria of the Chinese Classification and
Diagnostic Criteria for Mental Disorders 3rd Edition
(CCMD3) and Hamilton Anxiety Scale (HAMA) score≥ 14
points; (2) head MRI excludes brain organic diseases or
development abnormality; (3) clinical-scale evaluation ex-
cludes depression, schizophrenia, and other mental diseases;
and (4) not recently (within 3 months) taking hormones,
antianxiety, and other psychotropic drugs that affect glucose
intake.

Taking the staff of the hospital and their families as
sources, this study collected a total of 20 cases in the healthy
control group. (ere were 9 males and 11 females in the
healthy group, aged 23 to 60 years, with an average of
35.3± 3.7 years; the years of education in the group were
9–19 (15.4± 2.7) years; height was 155–180 (160± 10) cm;
weight was 41–79 (56± 9) kg; and all were right handed.
Inclusion criteria: (1) clinical-scale evaluation to exclude any
mental illness; (2) head MRI to exclude brain organic dis-
eases or developmental abnormalities; and (3) recently
(within 3 months), no drugs that affect glucose uptake have
been taken.

2.2. PET-CT Image Acquisition. Preparations before and
during the scan: the subject started smoking and alcohol
prohibition 1 day before the examination, avoiding the
intake of drinks such as coffee, strong tea, and sugar water,
sitting still for half an hour before the scan, closing the eyes
during the scan, and trying to keep calm breathing. (e
study used a SIEMENS52 ring 128-layer high-resolution
PET-CT scanner; the imaging agent 18F-FDG was produced
by Canada’s EBCOTR19 medical cyclotron, with radio-
chemical purity >95%. (e data collection method is as
follows: after the subject’s measured blood glucose reaches
the target, they will be injected with 18F-FDG intravenously,
the total amount of injection� body weight (kg)× 0.1mCi,
and keep calm for 10 minutes. All of them first performed
CT head scan for anatomical positioning and then used the
dynamic list mode to collect PETdata at 11 time points at an
interval of 15 minutes [5]. (e data are reconstructed by the
iterative method after attenuation correction and processed
in the syngo True DVE12A workstation to obtain multi-
planar reconstruction images.

2.3.ASemiquantitativeAnalysis of theRegionof Interest of 18F-
FDG Uptake in the Emotional Regulation Brain Area.
Because the CT anatomy of the brain tissue is fuzzy and the
accuracy is not good, the subjects in this study have been
examined by the head MRI before being enrolled. Based on
the 3D-T1WI sequence of the same subject, a multi-
resolution nonparametric density model was used
(MRNDM), image fusion method, which transforms the
RGB space of the source multimodal medical image regis-
tration into a generalized intensity-hue-saturation space
(GIHS). (en, the MRI brain image of the patient is
decomposed into low- and high-frequency components
using nonsubsampled contour transformation (NSCT), and

the fusion image is constructed by inverse operation of the
NSCT operation of all composite coefficients. (is method
effectively overcomes the problem of model mismatch and
can provide an accurate anatomical positioning basis for the
outline of the region of interest [6]. (e outline of the region
of interest based on the ALL template and the anatomical
landmark points of each brain area proposed by Ax macher,
respectively, outlines the prefrontal cortex, striatum, hip-
pocampus, and thalamus in the emotional control brain
area. After the region of interest is delineated, the highest
dynamic standard uptake value (SUVmax value, unit of Bq/
cc) of 18F-FDG in the region is measured, and the data are
automatically generated by the PET workstation software.
(e data of each point of 11 time points measured in each
brain area were measured 3 times and averaged. Since 18F-
FDG uptake and metabolism in the cerebellar region are
recognized as relatively stable, the SUVmax value of the
ipsilateral cerebellar structure of the same subject was
standardized based on SUVmax (standardized)� SUVmax
(brain area of interest)/SUVmax (same as the lateral cere-
bellum). (e 18F-FDG peak value (the highest value of
SUVmax in all time points), the average uptake rate before
the peak, and the average metabolic rate after the peak of the
brain area of interest were recorded. Average uptake rate
before peak� [SUVmax peak− SUVmax (time starting
point)]/peak time and average metabolic rate after peak�

[SUVmax peak− SUVmax (time end point)]/postpeak time
were recorded. Finally, Graph Pad Prism software was used
to draw the time dynamic curve.

2.4. Statistical Analysis. Using SPSS11.0 software for sta-
tistical analysis, the data obtained in the experiment accord
with the normal distribution, and the measurement data are
expressed as mean± standard deviation. A two-sample t-test
was used to compare the two groups, and P< 0.05 indicated
that the difference was statistically significant [7].

Context Awareness (CA) is a visual saliency model based
on the contrast method. It uses LAB color space features to
calculate the distance between two pixel blocks and define
dissimilarity and then calculate the contrast of the 64 nearest
neighbors of the current block; finally, feature maps such as
color and distance are merged, and context correction and
enhancement are performed to obtain a saliency map. (e
context-aware model follows the four criteria of bottom-
level features, global features, organizational rules, and high-
level elements. Among them, the first three points are cal-
culated by color mode difference, global feature universality,
and the relative concentration of salient feature pixels to
calculate the salient area [8]. Finally, this paper adds feature
elements to postprocess the salient map. (e specific steps
and calculation formula are as follows.

We divide the target image into n× n blocks and cal-
culate the Euclidean color distance and the Euclidean space
distance of the two pixel blocks in the LAB space, denoted by
dcolor(pi, pj) and dposition(pi, pj), respectively. Among them,
pi and pj represent pixel block i and pixel block j. (e
saliency of a pixel block is jointly determined by
dcolor(pi, pj) and dposition(pi, pj). (e larger the color
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distance and the smaller the position distance, the greater the
difference between the two pixel blocks. (e pixel block
dissimilarity calculation formula is

D pi, pj  �
dcolor pi, pj 

1 + c × dposition pi, pj 
. (1)

Here, c is a constant. Taking the saliency value of the
pixel block pi as an example, the greater the difference
between pi and the surrounding pixel blocks, the higher the
saliency. (e reference set is qk 

K
k�1. K� 64 is the number of

selected pixel blocks, calculated as
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i � 1 − exp −
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Equation (2) can be used improve the contrast between
the salient area and the insignificant area by taking the
average value. (e calculation formula is

S
r
i � 1 − exp −

1
K



K

k�1
d p

r
i , q

rk
k 
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⎩
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⎭. (3)

(e range of saliency value is [0, 1]; the larger the two
pixel blocks, the higher the saliency and the smaller the less
significant for pixels around salient points. (e paper needs
to add context for correction, by setting the saliency
threshold and calculating the Euclidean distance weighted
value between the salient point and the surrounding pixels to
obtain the saliency value of the information [9]. After the
thesis is revised, the saliency value of the salient area is
enhanced. (e context correction calculation method is
shown as follows:

Si � Si 1 − dfoci(i)( , Si �
1

M

r∈R

S
r
i . (4)

After the target image is processed as mentioned above, a
two-dimensional saliency map with the same size as the
original image is obtained, as shown in Figure 1.

Grab cut characterizes the probability distribution of
color information by estimating the Gaussian Mixture
Model (GMM) of the target area and the background
area. On the RGB space color image, the pixel GMM
Gaussian component is allocated, the parameters are
optimized, and the segmentation prediction is iterated to
converge to obtain the foreground area. Finally, the
paper uses the smoothest boundary of the foreground
area to improve the edge accuracy of the segmented
image [10].

(e Grab Cut algorithm requires user initialization to
divide the target image into a background area and possible
target areas. (e pixels in the two areas are initialized to 0
and 1, respectively [11]. (e pixel point set
a � (a1, . . . an, . . . , aN), an ∈ 0, 1{ } corresponds to the pixel
point label set K � (k1, . . . kn, . . . , kN). Among them, N is
the number of pixels; θ is the color probability distribution
model of the target area and the background area; and K is
the number of Gaussian distribution (K� 5). (e problem is
described as follows:

a � argmin
a

E(a, θ). (5)

(e Gibbs energy used by Grab Cut on the RGB space
color image is

E a, k, θ, z(  � U a, k, θ, z(  + V a, z( . (6)

Here, E is the Gibbs energy, U is the data item, V is the
smooth item, and z is the image gray value array,
z � (z1, . . . zn, . . . , zN). (e parameters of the Gaussian
mixture model are

θ � π(a, z), u(a, k), (a, k) . (7)

Here, a � 0, k � 1, . . . , K.(e boundary energy termV is
solved using the Euclidean distance formula in the RGB
space:

V a, z(  � y 
(m,n)∈C

an ≠ am exp − β zm − zn

����
����
2
. (8)

Here, m and n represent two neighborhood pixels; the
value of parameter β is inversely proportional to the contrast
of the image, so that the boundary energy term V can be
applied to high-contrast and low-contrast images; and the
constant c is obtained from image training. (is paper uses
this method to obtain a segmentation curve with smooth
edges, as shown in Figure 2.

3. Results

3.1. ;e Distribution of Abnormal Uptake in the Emotional
Control Loop. F-FDGPET-CT imaging showed that the
whole-brain uptake distribution of the GAD group and
healthy control group was clear. Compared with the healthy
control group, the peak uptake of the bilateral prefrontal
cortex and the average uptake rate before the peak in the
GAD group were significantly reduced (P< 0.05), and the
average metabolic rate after the peak was significantly in-
creased (P< 0.05); the peak uptake in the lateral striatum
and the left hippocampus, the average uptake rate before the
peak, and the average metabolic rate after the peak were all
significantly reduced (P< 0.05); the peak uptake in the left
thalamus, the average uptake rate before the peak, and the
peak average metabolic rate after the peak increased sig-
nificantly (P< 0.05); and the peak uptake in the right
thalamus and the average uptake rate before the peak in-
creased significantly (P< 0.05), and there was no significant
difference in the average metabolic rate after the peak [12].
(ere were no obvious changes in the three indexes of the
right striatum and the right hippocampus. (e specific data
in the paper are shown in Tables 1–3.

3.2. Dynamic Characteristics of AbnormalUptake in the Brain
Area of the Emotional Control Loop. Compared with the
healthy control group, during the 18F-FDG imaging process,
the GAD group showed slow advancement and faster de-
livery and decreased total amount on both sides of the
prefrontal cortex; the left striatum showed slow advance-
ment and slow exit and decreased total amount. (ere was
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no significant difference in changes in the lateral striatum;
the left hippocampus showed slow entry and slow exit, and
the total amount decreased, and the right hippocampus
showed no significant difference; the left thalamus showed
fast forward and faster exit, and the total amount increased,
the right thalamus showed fast in and out, and the total
volume increases performance [13] (see Figures 3 and 4).

4. Discussion

GAD has a number of functional abnormalities in brain
structures, and the dysfunction of the affect regulation loop
is a key factor leading to the disease. Structural magnetic
resonance studies have shown that the prefrontal cortex,
striatum, hippocampus, and thalamus contained in this loop
have varying degrees of morphological abnormalities. (e

main manifestations are the reduction of brain volume and
the reduction of gray matter thickness; functional magnetic
resonance is here on the basis of this, and it is further
confirmed that there are abnormal functional linkages be-
tweenmultiple brain areas of the emotional control loop. For
example, there is an increase in the activation of the thal-
amus and the hippocampus, the prefrontal cortex, and the
decrease of the activation of the hippocampus and the
prefrontal cortex while the brain structure is atrophy [14].
Conventional MRI technology can certainly observe and
explore the mechanism of GAD imaging performance to a
certain extent, but due to differences in data collection,
correction, and normalization steps, there are still many
differences and controversies in the final results, and MRI
lacks dynamic brain function. Technical means of change
observation.

Level 4 Level 3 Level 2 Level 1

MRI from
scanner

Preprocessing
(realignment,

normalization,
smooth)

Segmentation
(brain/skull, GM, WM,

CSF, Atlas, etc..)

Feature extraction
and selection

Figure 2: Segmentation curve with smooth edges.

White matter

Lateral ventricles

Hippocampus

Gray matter

Figure 1: Two-dimensional saliency map of brain PET.

Table 1: (e difference of the peak uptake of the two groups of emotional control loops in multiple brain regions (Bq/cc).

Grouping Left prefrontal
cortex

Right prefrontal
cortex

Left
striatum

Right
striatum

Left
hippocampus

Right
hippocampus

Left
thalamus

Right
thalamus

Healthy
control group 2.41± 0.21 2.52± 0.24 1.95± 0.17 1.97± 0.22 1.65± 0.20 1.63± 0.19 1.71± 0.17 1.69± 0.15

GAD group 2.04± 0.20 2.06± 0.18 1.41± 0.19 1.97± 0.18 1.16± 0.15 1.63± 0.16 2.13± 0.24 2.08± 0.20
t value 5.71 6.86 9.47 0 8.77 0 6.39 6.98
P value <0.05 <0.05 <0.05 >0.05 <0.05 >0.05 <0.05 <0.05
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F-FDGPET-CT, as a new technology for observing
changes in brain nerve cell function in recent years, can
clearly visualize the glucose uptake and metabolism process
of nerve cells. (is technology presents brain function

changes in image data through the dynamic acquisition
mode, which can compensate for MRI observation of the cell
metabolism process that is difficult to achieve in brain
function research, realizing the real molecular imaging level

Table 2: (e difference in the average uptake rate of the two groups of emotional control loops before the peak of the multibrain area
[Bq/(cc·min)].

Grouping Left prefrontal
cortex

Right
prefrontal
cortex

Left
striatum

Right
striatum

Left
hippocampus

Right
hippocampus

Left
thalamus

Right
thalamus

Healthy
control group 0.34± 0.02 0.24± 0.02 0.14± 0.01 0.09± 0.01 0.12± 0.02 0.11± 0.02 0.21± 0.02 0.08± 0.01

GAD group 0.15± 0.01 0.15± 0.02 0.09± 0.01 0.09± 0.01 0.06± 0.01 0.11± 0.01 0.45± 0.03 0.14± 0.01
t value 38 14.23 15.81 0 12 0 29.77 18.97
P value <0.05 <0.05 <0.05 >0.05 <0.05 >0.05 <0.05 <0.05

Table 3: Differences in the average metabolic rate of the two groups of emotional control loops after peaking in multiple brain regions
[Bq/(cc·min)].

Grouping Left prefrontal
cortex

Right
prefrontal
cortex

Left
striatum

Right
striatum

Left
hippocampus

Right
hippocampus

Left
thalamus

Right
thalamus

Healthy
control group 0.07± 0.01 0.05± 0.02 0.08± 0.01 0.12± 0.02 0.09± 0.01 0.11± 0.02 0.05± 0.01 0.10± 0.01

GAD group 0.10± 0.01 0.12± 0.02 0.03± 0.01 0.11± 0.02 0.05± 0.01 0.10± 0.01 0.08± 0.01 0.09± 0.02
t value 9.49 11.07 15.81 1.58 12.65 2.1 9.49 2.1
P value <0.05 <0.05 <0.05 >0.05 <0.05 >0.05 <0.05 >0.05

Figure 3: 18F-FDG imaging of the bilateral prefrontal cortex showed slow advance and fast exit, and the total amount decreased.
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research. GAD patients have significant mental disorders
such as anxiety, tension, and fear, and the nerve cells in the
brain area of the emotional control loop have a significantly
different demand for glucose energy from healthy people
[15].

(e results of this study showed that the peak uptake of
the bilateral prefrontal cortex in GAD patients decreased
and the average uptake rate before the peak decreased, which
was consistent with the results of PET experiments in rat
models of other scholars, but the time gradient results
suggested that the brain area was average after the peak. (e
metabolic rate is significantly accelerated; the peak uptake of
the hippocampus and striatum on the left side decreases, and
the average postpeak metabolic rate slows down, similar to
the results of the literature; our results also show that the
peak uptake of the bilateral thalamus increases, reaching the
prepeak (e average uptake rate increases, and the average
metabolic rate after the left thalamic peak increases [16].
Dynamic analysis of abnormal 18F-FDG uptake in various
brain regions shows that, in the emotional regulation loop of
GAD patients, the thalamus structure, which is a rough
information processing area, has a significant increase in the
demand for glucose energy and the use of conversion rate is
accelerated, as a fine information adjustment transmission
(e hippocampus and striatum in the central part of the
hippocampus and striatum have a significant insufficient
demand for glucose energy and a tendency to stagnate
conversion. (e prefrontal cortex, which has information
executive functions, has insufficient demand for glucose
energy but uses it to transform too quickly [17]. (e possible
mechanism for the occurrence of this misaligned energy
demand and application inequality is that, with the con-
tinuous increase in external stress events, sensitive indi-
viduals absorb too many negative stimuli, resulting in a
certain degree of regulatory transmission dysfunction.(ere
are insufficient executive functions, unable to adapt and deal
with too many adverse events, and there are also obstacles to
the feedback implementation of benign regulation, which
are prone to anxiety and fear-like behaviors and eventually
lead to the occurrence of GAD. For the right emotional

regulation loop, the study only shows abnormalities in the
thalamus and prefrontal cortex, and the intermediate reg-
ulatory transmission center is not affected. In addition to the
theory of the dominant hemisphere of the brain, the thesis
needs to further study its mechanism.

5. Conclusions

To sum up, there are abnormalities in 18F-FDG uptake and
metabolism in multiple brain regions in the nutriregulation
circuit of GAD patients. Abnormal uptake peaks and rates
may be related to the onset of GAD. Dynamic observation of
its changes can help reveal deeper the pathogenesis of GAD.
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+is paper aimed to study the application of local anesthetics combined with transversus abdominis plane (TAP) block in
gynecological laparoscopy (GLS) surgery during perioperative period under the guidance of ultrasound image enhanced by the
wavelet transform image enhancement (WTIE) algorithm. 56 patients who underwent GLS surgery in hospital were selected and
classified as the infiltrating group and block group.+e puncture needle was guided by ultrasound images underWTIE algorithm,
and 0.375% ropivacaine was adopted to block TAP. +e results showed that the dosage of propofol in the infiltrating group
(313.23± 19.67mg) was remarkably inferior to the infiltrating group (377.67± 21.56mg) (P< 0.05). +e hospitalization time of
patients in the infiltrating group (2.14± 0.18 days) was obviously shorter than that of the infiltrating group (3.23± 0.27 days)
(P< 0.05). 3 h, 6 h, and 12 h after the operation, the visual analogue scores (3.82± 1.58 points, 2.97± 1.53 points, and 1.38± 0.57
points) of the patients in the infiltration group were considerably higher than the infiltrating group (2.31± 1.46 points, 1.06± 1.28
points, and 0.95± 0.43 points) (P< 0.05). 3 h, 6 h, and 12 h after the operation, the number of patients in the infiltrating group who
used tramadol for salvage analgesia (2 cases, 1 case, and 1 case) was notably less than that in the infiltration group (9 cases, 7 cases,
and 3 cases) (P< 0.05). In short, local anesthetics combined with TAP block can reduce postoperative VAS score and post-
operative nausea and vomiting (PONV) score, which also reduced the incidence of postoperative analgesia.

1. Introduction

Gynecological laparoscopy has been widely adopted in
clinical treatment because of its advantages of small trauma,
light pain, and quick recovery [1]. However, due to the
different physiques of the patients, the pain is still un-
bearable. After GLS, patient-controlled intravenous anal-
gesia is commonly adopted, and the analgesic effect is very
significant. Due to general anesthesia, it causes more side
effects, and it is prone to adverse symptoms such as re-
spiratory depression, nausea, vomiting, and skin itching [2].
Transversus abdominis plane (TAP) block refers to injecting
anesthetics into the neurofascial layer between the internal
oblique muscle and the transversus abdominis muscle, to
block the relevant nerve sensory conduction. +erefore, the
pain of the skin, muscles, and peritoneum of the front

abdomen is weakened, and a relatively ideal abdominal wall
analgesic effect is achieved [3]. In recent years, the appli-
cation of TAP block in postoperative analgesia has gradually
increased. Ping-Chen et al. [4] found that different drug
concentrations had a greater impact on laparoscopic sur-
gery, so it was urgent to determine the optimal drug
concentration.

With the rapid development of computer image pro-
cessing technology, its application in medical imaging has
been gradually extensive [5]. Ultrasound imaging medicine
is one of the important tools for clinicopathological diag-
nosis, which can improve the efficiency of clinical diagnosis
by locating and recognizing ultrasonic images and extracting
graphic features. On the premise of feature extraction, image
segmentation, image enhancement, and edge features of
ultrasonic images, abnormal feature points are extracted
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from ultrasonic images to enhance the judgment ability of
ultrasonic images [6]. Abraham et al. [7] proposed a small
porter feature decomposition for the extraction of abnormal
feature points in ultrasonic images and decomposed the edge
contour features of ultrasonic images.+en, according to the
decomposition results, the adaptive information fusion was
enhanced to improve the detection of ultrasonic images.
Sadek et al. [8] proposed an ultrasonic image localization of
correlation characteristics and conducted batch processing
of ultrasonic image edges. Based on the above reports, this
work proposed an ultrasonic image localization technique
based on WTIE algorithm. Firstly, edge feature fusion
method was adopted for contour detection of ultrasonic
images, color gradient decomposition was carried out in the
region, and the ultrasonic image region was fused and fil-
tered. +en, the wavelet transform method was combined to
perform feature decomposition and scale template matching
on the ultrasound image and process the color feature de-
composition value of the ultrasound image, so that the
region of the image was equalized. According to the color
and texture features of ultrasonic images, the abnormal
feature points of the image were located and monitored.
Finally, the simulation experiment was utilized for analysis,
and the conclusion was reached [9].

In this work, WTIE algorithm was applied to the ul-
trasound images of 56 patients undergoing GLS. +e pur-
pose was to explore the analgesic effect of different
concentrations of ropivacaine combined with TAP block on
the perioperative period of GLS and provide good clinical
adoption reference in the analgesic aspect of GLS.

2. Materials and Methods

2.1. Selection of Research Subjects. 56 patients who were
admitted to the hospital from October 17, 2018, to No-
vember 19, 2019, that underwent GLS were selected. +e
average age was 40.32± 1.24 years old. All patients were
classified as grade I and grade II according to American
Society of Anesthesiologists (ASA). +e random number
table method was utilized to divide the patients into the
infiltrating group (n� 28) and block group (n� 28). +e
study had been approved by the Medical Ethics Committee
of Hospital, and the patients and their families understood
the situation of the study and signed the informed consent
forms.

Inclusion criteria: (1) patients aged 20–60 years; (2)
patients underwent surgery including hysterectomy, ectopic
tubal pregnancy removal, and ovarian cyst removal; and (3)
patients with clear consciousness and could receive normal
examinations.

Exclusion criteria: (1) patients with mental illness; (2)
patients with surgery time greater than 3 hours; (3) patients
allergic to local anesthetics and drugs during surgery; (4)
patients who withdrew from the experiment due to their
own reasons; (5) patients with coagulopathy or peptic ulcer.

2.2. Observation Indicators. +e clinical data of the patients
were collected, and various examination indicators of the

patient were detected, including blood routine, cardiac color
Doppler ultrasound, lung ventilation function, blood bio-
chemical results, infectious disease examinations, electro-
cardiogram, and chest radiograph. +e presurgery
inspections were performed in time, to fully understand the
diagnosis process. Communications with the attending
physician about surgery method and surgery time should be
made in time. +e patient’s mental outlook was observed, to
understand the patient’s physical condition and take med-
ication. ASA classification: before the anesthesia, the
American Society of Anesthesiologists clearly categorized
the risk of the upcoming surgery based on the patient’s
physical condition, which was divided into six levels. VAS
score of pain: 0 meant no pain, less than 4 meant slight pain,
5 to 6 indicated moderate pain that can be tolerated, and a
score of 7 to 10 indicated severe pain that was unbearable.
PONV score: 0 meant no nausea and vomiting, 4 points or
less meant slight nausea and vomiting, a score of 5 to 6
indicated moderate nausea and vomiting, and a score of 7 to
10 indicated severe nausea and vomiting.+e patient needed
to fast for 4 hours before the surgery.

General information of patients including average age,
average height, and average weight of ASA classification was
counted. +e TAP blocking effect was measured after half an
hour using the alcohol method to measure the patient’s
sensation, and the final data were recorded. +e amount of
anesthesia used was recorded, especially the amount of
propofol used during surgery. +e analgesic effect of the
patients after surgery was recorded, and the VAS score of
pain and PONV score were recorded 3 h, 6 h, and 12 h after
the surgery. After the surgery, the number of patients using
tramadol was recorded at 3 h, 6 h, and 12 h. Finally, the
length of stay of all patients was recorded.

2.3. TAPBlockMethod. For TAP block guided by ultrasonic
images, TAP localization should be performed first. Firstly,
the ultrasonic probe (5.5∼12MHz) was placed under the
xiphoid process to locate the rectus abdominis and the linea
alba, and the probe was rotated to move along the costal
margin. In the section position, it could be seen that the TAP
was located between the rectus abdominis and the transverse
abdominis. If TAP was not observed at the sectionals, it was
because the transabdominal muscle terminated at the side of
the rectus abdominis in some patients. If the probe was then
moved along the costal margin to the position of the
semilunar line at the lateral margin of the rectus abdominis,
the three layers of the abdominal wall can be clearly iden-
tified, which were transverse abdominis, internal oblique,
and external oblique from inside to outside, respectively.+e
probe was continuously moved to the midaxillary line,
which was moved up and down between the costal margin
and the iliac crest, so that the three bases can be clearly seen.
+e patient was told to lie on the opposite side, and the probe
was moved to the direction of the posterior axillary line. It
could be seen that the internal oblique muscle and the
transverse abdominis were fused into a layer of fascia, which
was called the pectoralis lumbar fascia, and was connected
with the outer edge of the quadratus psoas. TAP was located
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between the transverse abdominis muscle and the internal
oblique and was connected with the pectoralis lumbar fascia.
A slightly mobile ultrasound probe scanned the ideal po-
sition, the area around the puncture site was disinfected with
Jill iodine, and the ultrasound probe was wrapped in a sterile
protective sleeve. +e in-plane technique was adopted, and
the nerve blocker was inserted from the medial side to the
lateral side. When the puncture needle reached the TAP
close to the quadratus psoas, if there was no blood loss
during the withdrawal, 0.375% ropivacaine 20mL would be
injected, the ultrasonic image would be utilized to observe
the diffusion of local anesthetics, and the step of the nerve
blocking needle would be adjusted to continue the injection.
30 minutes after the TAP block, the block plane was detected
by alcohol method. If the block scope covered T9∼T12, the
block effect was considered to be ideal; but if the block effect
was not good, the patient would be withdrawn from the
study.

Before surgery, patients in the block group were deflated
in the abdominal cavity and sutured four holes. On each of
the abdominal wall, a hole was made and injected with 5mL
of 0.375% ropivacaine, a total of 20mL, for infiltration. +e
infiltrating group received local anesthetics combined with
TAP block method for treatment.

2.4. Anesthesia Process and Surgical Method. After the TAP
block was over, the patient was anesthetized. Both groups of
patients were given intravenous anesthesia, and it was
necessary to inject etomidate and sufentanil into the pa-
tient’s veins. After the muscles were fully relaxed, the patient
was put on a ventilator, and the working mode, tidal volume,
respiratory rate, and respiratory ratio were determined.
During surgery, it was necessary to continue to inject
propofol for anesthesia and continue to add atracurium
according to the actual surgery.+eGLS surgery adopted the
laparoscopic four-hole method. +e specific positions of the
four holes were the upper edge of the umbilical chakra, the
right McBurney point, two fingers above the attachment
between the left umbilical foramen and the left anterior
superior spine of the ilium, and site with no blood vessels in
the middle and lower abdomen. After surgery, the patients
were transferred to the anesthesia recovery room for
postoperative observation, and when they recovered con-
sciousness, they were transferred to the general ward.

2.5. WTIE Algorithm. Wavelet transform is based on the
frequency localization idea of Fourier transform. It is an
analysis method in which the window size is fixed, but the
shape, time window, and frequency window can be changed,
and the local characteristics of the signal can be charac-
terized in the time domain and frequency domain.

If the function ϕ(s) has finite energy, then,
ϕ(s) ∈M2(T). +e Fourier transform should be conducted
on it, and ϕ(s) satisfies the following equation:

Bϕ � 
T

|ϕ(α)|
2

|α|
dα<∞. (1)

In equation (1), Bϕ represents the coefficient of the
wavelet function, and then ϕ(s) is called the mother wavelet.
After it is scaled and translated, the wavelet sequence ϕa,b(s)

can be obtained, and equation is as follows:

ϕa,b(s) �
1
���
|u|

√ ϕ
s − v

u
  u, v ∈ T; u≠ 0. (2)

In equation (2), u represents the scaling factor, which
corresponds to frequency information and v represents the
translation factor, which corresponds to space-time infor-
mation. For continuous wavelet transform of function
g(s) ∈M2(T), the calculation is shown as follows:

Ag(u, v) �
1
���
|u|

√ 
T
g(s)ϕ

t − v

u
 ds. (3)

In equation (3), Ag(u, v) represents the wavelet coeffi-
cient. +e wavelet function is reconstructed, and the
equation is as follows:

g(s) �
1

Bϕ

∞

−∞

∞

−∞

1
u
2Ag(u, v)ϕ

s − u

v
 dudv. (4)

In equation (4), g(s) represents the wavelet transform
function. Since the continuous wavelet transform function is
mainly utilized in theoretical analysis, the continuous
wavelet and transform should be discretized in the actual
application process. Discretizing the scaling factor u and the
translation factor v as u � u

j
0 and v � ku

j
0v0, respectively, the

time variable is unchanged, and the discrete wavelet function
of the continuous wavelet function is as follows:

ϕj,k(s) � u
−j/2ϕ

s − ku
j
0v0

u
j
0

⎛⎝ ⎞⎠. (5)

+erefore, the discretized wavelet coefficient is calculated
as follows:

Bi,j � 
∞

−∞
g(s)ϕ ∘j,k(s)ds. (6)

+e inverse wavelet transform for discretization is as
follows:

g(s) � b 
∞

j�−∞


∞

k�−∞
bj,kϕj,k(s). (7)

In equation (7), b is a constant. It can be seen that the
smaller the u0 and v0, the higher the signal reconstruction
accuracy.

Infrared image is a two-dimensional discrete image
A(u, v), which can be regarded as a two-dimensional matrix
and subjected to two-dimensional wavelet transformation.
+en, it is decomposed into low-frequency components PP1,
PQ1, QP1, and QQ1 at each resolution of each layer, and
high-frequency components PP2, PQ2, QP2, and QQ2 in the
three directions of horizontal, vertical, and diagonal. +e
schematic diagram of wavelet transform is shown in Fig-
ure 1, and the image reconstruction process is just the
opposite.

Journal of Healthcare Engineering 3



A threshold function is adopted to modify the positive
wavelet coefficients. Commonly utilized threshold functions
include hard threshold functions and soft threshold func-
tions. It is assumed that A is a wavelet function, and AS is
threshold-treated wavelet coefficient, where S is the
threshold. +e hard threshold function means that when the
absolute value of the wavelet coefficient is less than the
threshold, it is equal to 0, and when it is greater than or equal
to the threshold, it remains unchanged. +e equation is as
follows:

As �
A, |A|≥ S

0, |A|< S
. (8)

+e hard threshold function means that when the ab-
solute value of the wavelet function is less than the threshold,
it is equal to 0, and when it is greater than or equal to the

threshold, the threshold is subtracted. +e equation is as
follows:

As�
sign(A)(|A| − S) |A|≥ S

0 |A|< S
. (9)

+e key point of threshold denoising is the choice of
threshold. If the choice of threshold is too large, it is possible
to delete a lot of important information, and if the threshold
is too small, it may affect the denoising effect. +e
VisuShrink threshold and the universal unified threshold is
adopted. +e calculation equation of the threshold S is as
follows:

S � σm

������
2 ln M

√
. (10)

In equation (10), σm represents the standard deviation of
noise and M represents the length of the signal. Moreover,
for the details of high-frequency components, the adoption
of coefficient transformation can improve the contrast of the
image and enhance the visual effect. +e equation is as
follows:

SOUT � H SA + f( . (11)

In equation (11), SOUT represents the wavelet function
after detail enhancement, SA represents the wavelet function
after threshold processing,H represents the gain factor, and f
represents the offset.

2.6. Statistical Methods. Data processing adopted SPSS19.0
version statistical software analysis, measurement data
conformed to normal distribution were recorded in the form
of mean± standard deviation (x ± s), and count data were
recorded as percentage (%). +e surgery time, length of stay,
dosage, pain VAS score, and PONV scores of two groups
were all analyzed by variance. +e difference was consid-
erable at P< 0.05.

3. Results

3.1. Statistics of General Information of Patients. +ere was
no considerable difference in the average age, average
weight, average height, and ASA classification results be-
tween the two groups (P> 0.05) (Figure 2). +e GLS surgery
received by the two groups of patients included ovarian cyst
removal, hysteromyoma removal, and subtotal hysterec-
tomy. Among them, of the majority of patients undergoing
ovarian cyst removal, no notable difference was shown
within or between groups (P> 0.05) (Figure 3).

3.2. Ultrasound Image of Gynecological Abdominal Cavity
during Perioperative Period. +ere was a huge cystic mass in
the peritoneal cavity of the ovarian cyst, with multiple
compartments and compartments inside, large intra-atrial
sound transmission difference, and dense spot echo. Other
parts showed multiple vesicle-like aggregation. Ultraso-
nography showed a large amount of effusion in the ab-
dominal cavity, with poor sound transmission, which was
manifested as dense punctate echo. Original abdominal mass

PP1 PQ1

QP1 QQ1

A (u,v)

PP2

PQ1

QP1 QQ1

PQ2

QP2QP2

Figure 1: Schematic diagram of two-dimensional wavelet
transform.
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and whole volume manifestation were confined to the lower
abdomen and pelvic cavity (Figure 4).

Uterine fibroids showed that the original lesion still had
an echo mass with a diameter similar to that of the original
lesion. +is was the result of inflammatory response edema
in local tissues after lesion coagulation. When ultrasound
imaging was adopted for inspection, it can be seen that the
original lesion still had echogenic light mass, and the di-
ameter of the echogenic light group was generally signifi-
cantly smaller than that of the original lesion, with irregular
boundary and blood vessels piercing into it. +is was the
result of solidification of a fibroid or adenomyoma into scar
tissue, which was a normal phenomenon (Figure 5).

3.3. Distribution of Blocking Planes. +e anterior abdominal
skin, muscles, and parietal peritoneum were innervated by
T9∼L1 anterior spinal nerves. After these spinal nerves left
the intervertebral foramen, the anterior branch passed
through the lateral abdominal wall muscles and run along
the transverse abdominal muscle plane to innervate the
anterior abdominal muscles and skin. +e T9∼T12 anterior
branch entered the TAP layer from the inside of the anterior

axillary line. Local anesthetics combined with TAP block
were received by the two groups of patients, and no con-
siderable difference in the block distribution was found after
half an hour of surgery, as shown in Figure 6 (P> 0.05), and
the block effect of the two groups was ideal.

3.4. Propofol Dosage during Surgery. +e dosage of propofol
in the block group (313.23± 19.67mg) was substantially
lower than that of the infiltration group (377.67± 21.56mg)
(P< 0.05) (Figure 7). In terms of surgery time, no evident
differences between the two groups were found (P> 0.05)

(Figure 8). +e hospitalization time of patients in the block
group (2.14± 0.18 days) was significantly shorter relative to
the infiltrating group (3.23± 0.27 days) (P< 0.05) (Figure 9).

3.5. VAS Score and PONV Score for Postoperative Pain.
3h, 6h, and 12h after the operation, the VAS scores (3.82±1.58
points, 2.97±1.53 points, and 1.38±0.57 points) of the infil-
trating group were greatly superior to the block group
(2.31±1.46 points, 1.06±1.28 points, and 0.95±0.43 points)
(P< 0.05) (Figure 10); PONV score of the infiltrating group
(1.84±0.65, 1.53±0.82, and 1.16±0.36) was notably less than
the block group (2.37±0.46, 1.94±0.52, and 1.57±0.42)
(P< 0.05) (Figure 11).

3.6. Tramadol Used for Postoperative Salvage Analgesia. 3
hours after the operation, 2 patients in the block group used
tramadol for salvage analgesia. 6 hours after the operation, 1
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Figure 2: Contrast of general conditions of the two groups of
patients.
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Removal of ovarian cysts
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Subtotal hysterectomy

Figure 3: +e proportion of ovarian cyst removal, hysteromyoma
removal, and subtotal hysterectomy.

Figure 4: Ultrasound image of ovarian cyst of a female patient who
underwent GLS (38 years old).

Figure 5: Ultrasound image of uterine fibroids of a female patient
who underwent GLS (35 years old).
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patient in the block group used tramadol. 12 hours after the
operation, one patient in the block group was treated with
tramadol. 3 hours after the operation, 9 patients in the
infiltration group used tramadol. 6 hours after the operation,
7 patients in the infiltration group used tramadol. 12 hours
after the operation, 3 patients in the infiltration group re-
ceived tramadol. +e difference between the two groups at
each time point was obvious (P< 0.05) (Figure 12).

4. Discussion

Pain after laparoscopic gynecological surgery includes pain
at the incision site of abdominal surgery, pain in internal
organs around organs, pain caused by phrenic nerve
stimulation, and pain caused by tissue inflammation caused
by surgery. Blanco et al. [10] deemed that the utilization of
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Figure 6: Contrast of block plane distribution.
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Figure 7: Contrast of propofol dosage during surgery between the
two groups. Note: ∗ meant P< 0.05 versus infiltrating group, the
same for Figures 8 and 9.
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Figure 8: Contrast of surgery time between two groups of patients.
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Figure 9: Contrast of length of stay between two groups of patients.
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Figure 10: VAS score of postoperative pain of patients. Note:
∗ meant P< 0.05 versus infiltrating group.
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Figure 11: PONV score of postoperative pain of patients. Note:
∗ meant P< 0.05 versus infiltrating group.
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posterior approach for TAP block had a certain relief effect
on peripheral visceral pain. Öksüz et al. [11] pointed out that
the TAP block method can reduce the pain in the front of the
abdomen, but it cannot reduce the pain in the internal
organs. Studies have reported that intravenous injection of
propofol before surgery can prevent the synthesis of
cyclooxygenase and reduce the prostatic hormone content of
the surgical site, thereby achieving the purpose of analgesia
[12]. +is work revealed that when patients received pro-
pofol combined with TAP block, in contrast to the infil-
trating group, the dose of propofol used in the block group
was greatly reduced during surgery, which can significantly
reduce the pain VAS score after surgery, and the results were
consistent with the above research results.

Previous studies have pointed out that local anesthetics
combined with nerve block can reduce the dosage of opioid
analgesics [13]. +e results showed that the VAS scores and
PONV scores of patients with TAP block decreased evi-
dently at 3 h, 6 h, and 12 h after surgery, and the number of
patients who used tramadol for analgesic remedy after
surgery was reduced, which greatly improved patient sat-
isfaction. +e results were consistent with those of Zhang
et al. [14].

TAP block adopted the water separation method to
separate and diffuse local anesthetics and utilized local
anesthetics to infiltrate the blocked nerves. +e low con-
centration of local anesthetics will make the analgesic effect
insignificant, while the high concentration will increase the
drug concentration in plasma. +erefore, TAP block re-
quires the adoption of appropriate drug concentration and
dosage [14]. In this work, 20mL of 0.375% ropivacaine was
used to observe the block plane distribution between the two
groups within 30 minutes after the TAP block, and the
difference was not considerable (P< 0.05). Sun et al. [15]
performed GLS on women after TAP block, and the con-
centrations of ropivacaine were 0.25%, 0.40%, and 0.45%,
respectively, and the dosage was 40mL. Plasma levels of
ropivacaine in each group were measured after TAP block.
+e results showed that the maximum blood concentration
changed with the injection. Adverse reactions to local an-
esthetics generally occurred within 10 minutes after com-
pletion of TAP block. +e results of this work were different

from those of the above studies, which may be related to the
cases of the patients in this work, and it should further
determine the concentration of ropivacaine in the blood.

5. Conclusion

Wavelet transform was adopted to enhance the ultrasound
images, and it was revealed that the algorithm can enhance
the image contrast, and the denoising effect was very strong.
Ultrasound imaging technology was utilized to intuitively
guide the direction of needle insertion during puncture, and
it was proved that 0.375% ropivacaine can accurately enter
the TAP, maximizing the analgesic effect. It also reduced the
VAS score and PONV score of patients after surgery and
reduced the incidence of postoperative analgesia. Moreover,
the amounts of opioid analgesics during the GLS peri-
operative period and the occurrence of malignant reactions
were also reduced. In contrast to the previous intravenous
analgesia treatment, it greatly improved the comfort and
satisfaction of patients after surgery. +e limitation of this
study is that only the clinical effects of the two groups of
patients were compared, yet the concentration of ropiva-
caine in the blood was not further measured. In conclusion,
local anesthetic combined with TAP block was used in this
work, which provided a good reference for clinical GLS
perioperative period.
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In order to explore the efficacy of using artificial intelligence (AI) algorithm-based ultrasound images to diagnose iliac vein
compression syndrome (IVCS) and assist clinicians in the diagnosis of diseases, the characteristics of vein imaging in patients with
IVCS were summarized. After ultrasound image acquisition, the image data were preprocessed to construct a deep learning model
to realize the position detection of venous compression and the recognition of benign andmalignant lesions. In addition, a dataset
was built for model evaluation. ,e data came from patients with thrombotic chronic venous disease (CVD) and deep vein
thrombosis (DVT) in hospital. ,e image feature group of IVCS extracted by cavity convolution was the artificial intelligence
algorithm imaging group, and the ultrasound images were directly taken as the control group without processing. Digital
subtraction angiography (DSA) was performed to check the patient’s veins one week in advance. ,en, the patients were rolled
into the AI algorithm imaging group and control group, and the correlation between May–,urner syndrome (MTS) and AI
algorithm imaging was analyzed based on DSA and ultrasound results. Satisfaction of intestinal venous stenosis (or occlusion) or
formation of collateral circulation was used as a diagnostic index for MTS. Ultrasound showed that the AI algorithm imaging
group had a higher percentage of good treatment effects than that of the control group. ,e call-up rate of the DMRF-con-
volutional neural network (CNN), precision, and accuracy were all superior to those of the control group. In addition, the degree
of venous swelling of patients in the artificial intelligence algorithm imaging group was weak, the degree of pain relief was high
after treatment, and the difference between the artificial intelligence algorithm imaging group and control group was statistically
considerable (p< 0.005). ,rough grouped experiments, it was found that the construction of the AI imaging model was effective
for the detection and recognition of lower extremity vein lesions in ultrasound images. To sum up, the ultrasound image
evaluation and analysis using AI algorithm during MTS treatment was accurate and efficient, which laid a good foundation for
future research, diagnosis, and treatment.

1. Introduction

Iliac vein compression syndrome (IVCS) is called Cockett
syndrome and May–,urner syndrome. It is a disease of
physiological changes such as changes in the venous pressure
of the lower extremities and venous return disorders caused by
continuous compression of the iliac veins, which is also a
common disease in clinical vascular disease [1]. In the early
1957, May and,urner first proposed the anatomical basis of

IVCS through autopsy research. Since the position of the iliac
vein is different from the usual anatomy, the left common iliac
vein receives the pressure of the bone and the stimulation of
the blood vessels from the right common iliac artery and the
lumbar spine. Compression of the left common iliac vein is the
most common clinical case [2–4]. In addition, other general
factors such as abdominal aorta, bladder disease, local kidney,
pelvic tumor, and other high branches would also put pressure
on the iliac vein [5–7]. ,e most important methods for
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detecting IVCS include ultrasound, computed tomography
(CT), magnetic resonance imaging (MRI), and positron
emission tomography (PET) [8–11]. To save time and money,
ultrasound has become the first choice for IVCS. However, the
iliac vein compression point is combinedwith the surrounding
mechanism in the ultrasound image of IVCS, which is difficult
to distinguish with the naked eye. Due to the various expe-
riences of doctors, needle biopsy, ablation, and other surgical
treatment methods are used for various diagnostic results.
Sometimes when surgery is not needed, it will bring unnec-
essary worry to the patient. ,erefore, the correct detection
and diagnosis of iliac vein disease is very important [12].

With the rapid expansion of AI’s core technology, the in-
depth learning model in the field of medical image diagnosis
has been improved. A deep learning mode was established in
the recognition of iliac vein compression points based on
ultrasound images to realize the classification of the severity
of various lesions and automatically identify the disease and
effectively help doctors to diagnose and treat it. Due to
different compression point sizes, shapes, and textures, the
establishment of an accurate and effective recognition model
is of specific research value and clinical application value.
Since the application of AI in medical treatment, especially
the development of deep learning in images, many deep
learning methods have been applied to medical image
processing. ,e convolutional neural network (CNN) is the
most common network model in image extraction. All ef-
fective networks include networks that provide excellent
results for daily graphics, including the residual neural
network, dense convolutional neural network (DenseNet),
Mobile Net, and the top-ranked ImageNet network [13].
However, vein ultrasound images have higher noise and
higher volatility compared with ordinary images, and the
imaging of the vein end is not obvious. ,e common net-
work limits the extraction of edges and textures. In addition,
the resolution of the traditional convolution kernel gradually
decreases as the number of layers increases, which can re-
duce the acquisition of more detailed position information
[14–16]. Hole convolution has a wider field of view under the
same convolution kernel size compared with traditional
convolution.

A dense multireceptive field convolutional neural net-
work based on AI was proposed in this research. It can detect
iliac vein compression lesions efficiently and accurately and
can evaluate the effectiveness of contrast-enhanced ultra-
sound in the diagnosis of iliac vein compression by different
methods. In addition, a model that can automatically
identify compression points was constructed based on deep
learning methods to reduce the workload of clinicians.

2. Methods

2.1. Research Objects. A total of 280 CVD and DVT inpa-
tients (363 affected limbs) in the hospital from January 2017
to January 2021 were selected as the research objects. ,ere
were 194 patients with nonthrombotic CVD (265 limbs),
including 126 males and 68 females, aged from 25 to 80
years, with an average age of 40.7± 11.24 years. ,ere were
90 patients with DVT (98 limbs), including 45 males and 45

females, aged from 25 to 80 years, with an average age of
60.23± 12.15 years. ,e patient’s general information,
clinical symptoms, history of intravenous treatment, and
thrombus cases were recorded.

Inclusion criteria: (i) clinical inpatients diagnosed with
CVD or DVT after vascular surgery and (ii) ultrasound and
DSA examination of the iliac vein were performed before
surgery or surgical treatment, and no venous related
treatment was performed.

Exclusion criteria: (i) other diseases may lead to varicose
veins (such as Budd–Chiari syndrome), right heart failure,
pelvic tumors, pregnancy, and other lower limb venous
insufficiency; (ii) diseases affecting the amount of blood in
large amounts of chest, ascites, and hypoproteinemia; and
(iii) patients who were allergic to contrast media and cannot
be tested with DSA.

Patients were randomly rolled into the AI algorithm
imaging group and control group according to ultrasound
diagnosis results.

In this study, a total of 284 patients with IVCS met the
above inclusion criteria and exclusion criteria. ,is study
had been approved by the medical ethics committee of the
hospital, and the families of the patients included in the
study had all signed informed consent.

2.2. Data Acquisition and Image Analysis

2.2.1. Ultrasonic Data Acquisition. ,e patient needed to
fast for more than eight hours before the ultrasound ex-
amination of the iliac vein. ,e patient was in a supine
position with his lower extremities slightly eversion. Two-
dimensional ultrasonic imaging (2D-US), color Doppler
flow imaging (CDFI), and color Doppler energy imaging
(CDE) were performed to analyze the energy imaging,
vascular enhancement technology (VET), and pulse wave
(PW).,e abnormal echo of the iliac vein cavity, stenosis, or
dilation was observed, so did the formation of collateral
blood circulation, the reflux and abnormal echo of the in-
ternal bowel veins, and the expansion of the venous cavity of
the lower extremities.

2.2.2. Equipment. A 52000 type Doppler ultrasonic diag-
nostic device was used. ,e 4c1 convex array detection
frequency was 14mHz, and the 9l4 linear array detection
frequency was 4× 9mHz. Philips FD2.0 digital subtraction
angiography machine was employed.

2.3. Experimental Environment

2.3.1. Convolutional Layer Model Construction. CNN real-
izes image point extraction through convolutional layers.
,e convolutional layer requires fewer parameters compared
with the fully connected layer (the number of weights does
not change with the size of the image). In the convolutional
layer, the image convolution operation shares the weight of
the network. ,erefore, the model does not require separate
detectors for the same object, and the network translation is
consistent with the input result. ,e convolution operation
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is between the first layer and the second layer, and the
complete connection operation is between the third layer
and the fourth layer. Figure 1 shows a schematic diagram of a
convolutional layer and a fully connected layer. ,e dense
multireceptive field CNN (DMRF-CNN) was utilized to
extract features from ultrasound images of thyroid nodules.
,e method of multiporosity convolution and dense con-
nection was used to extract the features of the nodules and
transfer the features. “d-x-conv-y” represents the feature
map obtained after this kind of hole convolution, x repre-
sents the size of the hole rate (x ∈ 2, 3, 4{ }), and y represents
the number of convolutional layers. “conv” represents the
feature map after the traditional convolution kernel con-
volution, that is, the convolution kernel with a hole rate of 1,
which is equivalent to “d1conv-y.” “Cx” represents different
cross-layer connections, and different colors represent the
feature maps obtained after convolution kernels with dif-
ferent void ratios. ,is model realizes the fusion of multiple
receptive fields with the help of four convolution kernel
fusion methods with different void ratios, which can not
only achieve the goal but also reduce the parameters and
prevent overfitting to a certain extent. In addition, for each
dilated convolution module (Dilated Conv), the convolution
module of the 0Darknet network was used. A 3× 3 con-
volution kernel was utilized, and then, a batch normalization
layer was employed to normalize the feature map to prevent
the gradient from disappearing, and finally, the LeakyReLU
activation function was used. In the DMRF-CNN, infor-
mation between various layers is exchanged through dense
cross-layer connections. ,e fusion of deep-level feature
maps with shallow-level feature maps can make edge fea-
tures well recognized.

2.3.2. R-CNN. Figure 2 shows the flowchart of the R-CNN
(Region-CNN), which is classified into three stages: gen-
erating regions of interest, feature extraction based on
convolutional neural networks, and classification and
positioning.

Since the R-CNN uses a selective search method to
generate about 2,000 regional feature points for each image,
accurate data points can be selected and the search space can
be reduced in target detection. ,erefore, the AlexNet CNN
is used to extract the features of the image. Because of the
automatic AI of the network, it can learn data processing and
gradually improves the accuracy.

2.3.3. Dataset and Evaluation Criteria. ,e dataset from the
hospital physical examination center was utilized to conduct
the experiment, and finally, 699 vein images were selected,
among which each image contained at least one lesion point.
Venous compression images of 34men and 177 women were
extracted. ,e sample underwent data expansion, and the
process included color dithering, changing saturation, ex-
posure, and color. In particular, the aspect ratio of the lesion
point may interfere with the judgment of the disease, so the
random angle change was not used in this experiment. After
zooming in, 10,377 images were obtained. Figure 3 shows
the detailed number of training sets and test sets.

2.3.4. Deep Learning Mode. In this experiment, the com-
pression site of the vein was first obtained, and then, the vein
ultrasonic image was edited out with the same size, i.e.,
240× 240. Different models were used to categorize data
graphs. In the experiment, the probability gradient descent
algorithmwas used to upgrade the quality and efficiency.,e
learning efficiency at the beginning of the experiment was
0.01, the number of iterations was 600, and the final training
time of the model was about 4 hours. In addition, the rate of
Jitter was set to 0.3 during data amplification. ,e ultrasonic
image was edited and randomly inverted at a rate of 0.3. ,e
chroma and exposure was set to 2.5 and the hue to 0.1 to
represent the random generation of the image in the range of
0.05–0.12 tones. A 3070 graphics card (13Gmemory), 8-core
CPU, and 16G memory were used to implement the model
and Kersa architecture for training as the experimental
environment.

2.4. Treatment Methods

2.4.1. Treatment Measures. ,e patient’s physical data and
the lower extremity venous ultrasound results were recor-
ded. A lateral thigh artery puncture was performed by the
Seldinger method in the supine position, depending on the
polymortem level, which was through the affected vein in
advance of B ultrasound. ,e sheath of 6F was inserted. ,e
degree, location, extent, and collateral circulation of iliac
vein stenosis were determined by angiography. If the skel-
eton has severe narrowing in the vein or occlusion of the
vein, adjuvant treatment can be done through the spinal
canal at the occlusion site. Reconfirming of the angiogram in
the inferior great vein was carried out, and severe stenosis or
occlusion can be found in images with small openings in the
lumen. To open the narrow part of the iliac vein, the loach
guide wire was inserted. A V-18 guide wire was used to pass
through the occlusion without opening.With themajority of
the orbital catheter, the majority of the lesions were detected.
After balloon dilation, the lesion segment of angiogram
intestinal venous stenosis was less than 50%, the vascular
elasticity recovery was reduced to 1/3, or the balloon dilation
was performed after peripheral collateral circulation was
greatly reduced.

2.4.2. Anticoagulation 1erapy and Compression 1erapy.
To prevent puncture bleeding after intracavitary treatment,
sterile gauze and elastic bandage should be used for pressure
protection of puncture site and 12 h clinical observation.
Anticoagulant therapy referred to a subcutaneous injection
of low molecular weight heparin (LMWH) with oral ad-
ministration of Beritol 10mg twice daily for three months.
For patients with high thrombosis risk factors, this may be
extended to six months. Patients needed to wear stretch
socks for six months after discharge.

2.4.3. Diagnostic Criteria and Cure Indicators. Ultrasonic
diagnostic criteria were as follows. During CTvenography of
completely obstructed thrombosis, this segment of blood
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vessel did not develop at all or showed signs of sudden
interruption of contrast medium at a certain level. For in-
complete obstructed thrombosis, CT venography showed
cylindrical or low-density contrast areas with different
lengths in the venous lumen, and the edge of the venous
lumen may have orbit disease caused by the contrast agent

alignment. After mechanization and recanalization, CT
venography showed that the venous lumen was irregular,
narrow, and multibranched, partly dilated, or even twisted.
Collateral circulation was established, and CT venography
showed irregular collateral vein development around the
obstructed vessel. Physical examination of the affected limb
was implemented to assess relief of symptoms associated
with venous hypertension in the lower extremity with a
venous clinical severity score (VCSS). ,e VCSS scale in-
cludes ten clinical symptoms, such as, pain, varicose veins,
venous edema, pigmentation, inflammation, sclerosis,
number of ulcers, duration of ulcers, diameter of ulcers, and
compression treatment. According to the classification of
none, light, medium, and heavy, the corresponding score is
0, 1, 2, and 3. ,e patency rate of the stent was examined by
color Doppler ultrasonography or venography to evaluate
the patency of the venous outflow tract.

2.4.4. Follow-Up after Treatment. Hospitalization or tele-
phone appointments were made at 3 months, 6 months, and
1 year. Patients were required to wear stretch socks and take
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anticoagulants. To assess the VCSS for reducing symptoms
associated with venous hypertension of the lower extremi-
ties, physical examinations of the limbs were performed.,e
VCSS included ten clinical symptoms, such as varicose veins,
edema of veins, pain, pigmentation, inflammation, sclerosis,
number of ulcers, duration of ulcers, and diameter of ulcers.
,e patency rate of the stent was examined by color Doppler
ultrasound or venography, and the smoothness of the ve-
nous outflow path was assessed.

2.5. Statistical Processing. SPSS 20.0 was employed for sta-
tistical analysis. ,e data were expressed as n, and the chi-
square test was used for comparison in the same group. ,e
measurement data were expressed as positive and negative
standard deviations, and the normality test and the variance
homogeneity test were performed before the analysis of the
two sets of measurement data. ,e t-test was used for the
comparison of the average between the normal groups, and
the rank sum test was used to compare the mean between
groups for normality. When p< 0.005, the difference was
statistically significant.

3. Results

3.1. Evaluation of Hole Convolution. Figure 4 shows the
difference comparison of the feature extraction effect of the
hole convolution with four different kinds of hole ratios.
When the hole ratio was two, the effect was ideal. In ad-
dition, the accuracy of vein compression image recognition
can be improved to a certain extent by introducing the hole
ratio. Figure 5 shows the segmentation and lesion identi-
fication of venous compression ultrasound images.

3.2. Comparison between Different Models. Figure 6 shows
the segmentation comparison between different models. In
the traditional feature extraction method, the recall rate was
very high and the accuracy was very low. ,e deep learning
methods improved accuracy compared with traditional
feature extraction methods. However, the recall rate and
accuracy of these methods had changed a lot, and the sta-
bility of model recognition was not good. ,e recall rate and
accuracy of the DMRF-CNNwere not significantly different.
,erefore, the DMRF-CNN had good stability for identi-
fying venous compression points and achieved good accu-
racy. Figure 7 shows the efficiency graph compared with
other feature extraction methods.

3.3. Technical Success Rate. Sixty-six patients in the two
groups successfully completed endovascular treatment for
iliac vein stenosis or occlusion. After endovascular treat-
ment, angiography confirmed different degrees of intestinal
vein stenosis or occlusion, and the pelvic side blood cir-
culation was significantly reduced. Twenty-three patients
with venous flow received a second treatment in the ob-
servation group. Figure 8 shows that there was no statistical
difference in the ratio of venous flow between the two
groups.

3.4. Relief of Intravenous Clinical Symptoms. ,e analgesic
rate of 66 patients in the angiographic group was 88.42% and
that in the control group was 86.3%. Most of the symptoms
of limb swelling disappeared, and the patients’ pain sig-
nificantly reduced. ,e swelling rate of the angiographic
group was 91.1%, and the swelling rate of the control group
was 89.72%. Among patients with compound ulcers, the
ulcer cure rate in the observation group was 83.20% in
groups with different improvement and cure degrees. ,e
average VCSS score at 3 months after treatment was
11.37± 3.12 points, that at 6 months after treatment was
7.98± 3.66, that at 12 months after treatment was 7.33± 2.12,
that at 24 months after treatment was 15.15± 4.57, and that
at 36 months after treatment was 14.33± 2.13. ,e average
VCSS score of each follow-up point was 6.53± 2.33, which
was lower than that before treatment, and there were sta-
tistical differences before and after treatment (p< 0.005).
,erefore, the treatment method of the angiography group
was effective. Figure 9 shows the comparison of pain relief
rates between the two groups.

Comparison of VCSS scores before treatment, 3 months
after treatment, and 6 months after treatment between the
two groups showed that p> 0.005.,ere was no difference in
the severity of intravenous clinical symptoms between the
two groups before treatment. ,e curative effect was
equivalent within 6 months.,e average score of VCSS at 12
months after treatment, 24 months after treatment, and 36
months after treatment was compared, and there were
statistical differences, p< 0.005. ,e average VCSS score of
the angiographic group was significantly lower than that of
the control group, indicating that the angiographic group
had a more significant clinical effect than the control group
in the midterm effect at 12, 24, and 36 months. Figure 10
shows the comparison of VCSS scores between the two
groups at 3, 6, 12, 24, and 36 months after treatment.

,e VCSS scores before treatment, 3 months after
treatment, and 6 months after treatment were compared,
and p> 0.05. ,e severity of intravenous clinical symptoms
was compared between the two groups within 6 months, and
there was no difference between the two groups. ,e average
VCSS score at 12 months after treatment, 24 months after
treatment, and 36 months after treatment was compared,
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Figure 4: ,e influence of four kinds of hole convolutions on the
feature extraction effect (1, 2, 3, and 4 represent four kinds of hole
rate labels).
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and the results showed statistical differences, p< 0.005. ,e
average VCSS score of the control group was significantly
lower than that of the angiographic group. Significant effects
were achieved within 12, 24, and 36months. Figure 10 shows
the comparison of the VCSS scores of the two groups at 3, 6,
12, 24, and 36 months after treatment.

4. Discussion

IVCS is caused by a series of clinical symptoms of pelvic or
venous return disorders due to venous pressure and/or an
unusual bonding structure. ,e main manifestations are

lower extremity skin pigmentation, lower extremity vein
collapse, and spermatic vein flow [17]. MTS was thought to
be a rare disease in the past. With the development of
imaging techniques and improved understanding of MTS, it
has been applied to a variety of lesions; however, the extent
of its use is now overrated. Compression of the right
common iliac vein is rare and is related to anatomical
differences between the bony veins of the two intestines. ,e
high rate of MTS in young women may be related to the

(a) (b)

Figure 6: Traditional extraction method (a) and DMRF-CNN extraction (b) (the red parts are the focus points extracted by the artificial
intelligence algorithm).
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Figure 5: ,e effect of hole convolution on feature extraction (,e red parts are the focus points extracted by the artificial intelligence
algorithm, and the three images are from three randomly selected patients).
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obvious lumbar vertebra physiology of women and the long-
term use of contraceptives in young women. ,e extent of
enteric venous compression stenosis is not well defined.
Collateral circulation may be observed by imaging [18].

With the improvement of people’s living standard and
the progress of medical technology, many people can get a
physical examination at a very low cost. Intravenous
compression examination is one of the most common items
of physical examination. ,is has also led to an increase in
the detection rate of venous compression syndrome. In
addition, the same compression site can be identified with
different results, depending on the clinician’s clinical
judgment. In addition, the gap between urban and rural
medical level also makes it difficult for the county hospitals
to distinguish compression lesions. Experience is likely to
lead to overtreatment of patients [19]. It brings unnecessary
pain and burden to patients. To solve this problem, an ef-
fective deep learning framework was proposed in this re-
search to help doctors identify and judge the disease.

,e general structure flowchart of this method was
proposed and compared with other backbone networks
based on YOLOV3. ,e dataset for comparison was from
our hospital, and 699 ultrasound images of thyroid nodules
were eventually collected. ,e graph features on the test set
and detection time were used to evaluate the validity of the

model. ,en, YOLOV3-DMRF was verified to have the best
detection performance. ,e graph features reached 91.77%
in the dataset collected by myself, and the detection time was
4.2 seconds. In the open dataset, the mapping reached
94.72%, and the detection time was 2.3 seconds. To prove the
feature extraction effect of the DMRF-CNN, the classifica-
tion performance of the DMRF-CNN was compared with
that of other AI networks. Finally, it was proved that the
DMRF-CNN was superior to other CNNs in classification
performance based on different evaluation criteria.

5. Conclusion

,e contrast-enhanced ultrasound images were used in the
treatment of venous compression syndrome. Compared
with the lesion site manually delineated by the doctor on the
angiography image, the method proposed in this study had
little difference in both the therapeutic effect and the con-
venience of operation. ,is method significantly shortened
the time needed for outlining compared with traditional
manual segmentation. In the future, it needs to verify the
performance of our model in more centers, CEUS models,
and more disease types. In addition, to study various pa-
rameters of image formation based on this method, its
clinical diagnosis and prognosis prediction need to be
further studied.
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To analyze the brain CT imaging data of children with cerebral palsy (CP), deep learning-based electronic computed tomography
(CT) imaging information characteristics were used, thereby providing help for the rehabilitation analysis of children with CP and
comorbid epilepsy. *e brain CT imaging data of 73 children with CP were collected, who were outpatients or inpatients in our
hospital. *e images were randomly divided into two groups. One group was the artificial intelligence image group, and hybrid
segmentation network (HSN)model was employed to analyze brain images to help the treatment.*e other group was the control
group, and original images were used to help diagnosis and treatment. *e deep learning-based HSN was used to segment the CT
image of the head of patients and was compared with other CNN methods. It was found that HSN had the highest Dice score
(DSC) among all models. After treatment, six cases in the artificial intelligence image group returned to normal (20.7%), and the
artificial intelligence image group was significantly higher than the control group (X2 � 335191, P< 0.001). *e cerebral he-
modynamic changes were obviously different in the two groups of children before and after treatment. *e VP of the cerebral
artery in the child was (139.68± 15.66) cm/s after treatment, which was significantly faster than (131.84± 15.93) cm/s before
treatment, P< 0.05. To sum up, the deep learning model can effectively segment the CP area, which can measure and assist the
diagnosis of future clinical cases of children with CP. It can also improve medical efficiency and accurately identify the patient’s
focus area, which had great application potential in helping to identify the rehabilitation training results of children with CP.

1. Introduction

Cerebral palsy (CP) is one of the common causes of disability
in children. It is the brain tissue damage caused by the
immature brain (fetal period to within one year of life) due
to congenital malformations or hypoxia, trauma, infection,
and other factors after birth, which further causes a group of
neurological syndromes in children with nonprogressive
movement abnormalities and postural abnormalities as the
main manifestations, accompanied by cognition, sensory,
and communication disorders and other complications [1].
With the continuous development of perinatal medicine and
neonatal life support technology and the improvement of

rescue technology, more and more ultrapremature babies
are able to survive. *ese premature babies are extremely
immature and face severe challenge such as breathing,
nutrition, metabolism, and infection. *eir brain damage
easily occurs, CP is caused, and the risk of disability is in-
creased [2, 3]. Neuroimaging examination is an important
auxiliary examination for central nervous system damage,
which can provide objective basis for changes in tissue
morphology for clinical diagnosis and treatment. *e tra-
ditional cranial CT has been widely used in the cranial
imaging examination of children with CP and has accu-
mulated certain experience [4]. *e other functional im-
aging examinations developed based on traditional
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techniques such as magnetic resonance imaging (MRI),
ultrasound (US), positron emission tomography (PET), and
other devices can assess the function of brain tissue through
local blood flow changes, water molecular activity, and
metabolic status. *e lesions associated with the occurrence
of CP were mapped in more detail to provide evidence of
functional and metabolic abnormalities for some lesions
with insignificant morphological changes. Up to now,
medical imaging is an indispensable part of the clinic, and it
plays an irreplaceable role in diagnosis and treatment.
However, the workload of doctors is huge. Studies showed
that, in some cases, general radiologists must make a di-
agnosis every three to four seconds in an 8-hour working day
to meet the needs of the workload [5]. *e accuracy of
doctors’ diagnosis results will be greatly affected by such a
large work intensity, and misdiagnosis and missed diagnosis
will be caused. However, there are also obvious problems in
the current study. (I) *e commonly used brain images have
millimeter resolution. However, some diseases do not cause
significant structural changes and require high resolution
and small-scale brain imaging techniques. (II) *e sample
data only contains a certain kind of special diseases and
health data. In actual diagnosis, the patient may suffer from
ten related diseases. (III) *e excessive number of extracted
features consumes a large amount of storage space and at the
same time greatly increases the computational complexity
and leads to dimensional disaster. (IV) *e classification
accuracy should be further improved to meet the require-
ments of practical use. (V) *e generalization performance
of the classifier is poor, and the prediction effect of the new
samples is obviously lower than that of the training samples.

With the development of artificial intelligence (AI),
people began to try to use computer technology to assist
doctors in diagnosis, which produced a computer-aided
diagnosis (CAD) [6]. Taking the most widely used mam-
mography CAD screening as an example, more than 74% of
mammograms in the United States were performed with the
aid of the CAD system by 2010 [7]. However, the advantages
of CADwere questionable; several large trials concluded that
there was little benefit from CAD. *e accuracy of radiol-
ogists’ diagnoses was reduced; thus high biopsy rates were
caused. To eliminate the false alarms generated by these
systems, the diagnostic process becomes more complex [8].
At present, diagnosis based onmedical imagingmainly relies
on radiologists’ manual review of images and manual
analysis of radiological images. *is is a very time-con-
suming work, requiring radiologists to consult hundreds of
sections and multiple lesions through three-dimensional CT
scanning equipment [9]. For early detection, detecting le-
sions that are “too small to characterize” is particularly
important, which requires time and effort on the part of the
radiologist. In addition, the increasing huge amount of
image data also brings great challenges for image reading. To
effectively improve the efficiency of medical image reading,
reduce the error rate of diagnosis, and provide effective
auxiliary information for imaging physicians, the auxiliary
diagnostic technology based on intelligent image analysis is
becoming more and more important. In recent years,
computer-aided diagnosis based on intelligent image

analysis has gradually become a research hotspot in the
medical field. Artificial intelligence algorithms have been
used in the field of medical image data analysis and pro-
cessing. By integrating these algorithms into clinical prac-
tice, effective and accurate diagnostic results are obtained.
*e traditional method of intelligent imaging diagnosis
compares the automatically labeled or segmented area with
the predefined benchmark template, but it still needs the
imaging expert to give the final diagnosis result. In the ap-
plication of disease diagnosis, abdominal CT imaging is the
most important imaging means in the clinical diagnosis and
follow-up of tumor diseases, which is widely used in the
detection, segmentation, and diagnosis of lesions. Since dif-
ferent types of lesions correspond to different characteristics,
how to separate the lesion area from the image is the key to the
success of the high-precision diagnosis system [10]. To im-
prove the accuracy of the automatic diagnosis system, the
medical image assisted diagnosis system based on artificial
intelligence mainly includes four aspects as follows: (I) image
preprocessing, which improves the image quality and en-
hances the contrast of lesions; (II) detection and segmentation
of the region of interest (ROI), which reduces the influence of
interference background on the system; (III) feature extrac-
tion, selection, and classification, which improve the char-
acterization ability of the target; (IV) the semantic
segmentation of tumor, which can obtain the semantic fea-
tures of lesions and improve the accuracy of recognition. *e
extraction of efficient features in the four key steps of the
auxiliary diagnosis system is the core technology of the
system. At present, the performance of medical image aided
diagnosis system based on shallow learning completely de-
pends on the characterization ability of features and the
generalization performance of classification diagnosis model.

In short, the development of AI technology has provided
new ideas to solve such medical problems. In particular,
multidisciplinary knowledge such as radiology and com-
puter science was integrated by imaging omics. High-
throughput features can be mined from medical images and
modeled and analyzed to provide clinical decision support
for rehabilitation training for children with CP.

2. Methods

2.1. ResearchObject. Childrenwith CPwhowere outpatient or
hospitalized in our hospital from June 2017 to June 2020 were
taken as research subjects. A total of 73 cases met the re-
quirements; 44 were males and 29 were females. *e age range
was 1 to 14 years and the average age was 47.7±37.2 months.

*e classification was carried out according to the gross
motor function classification system (GMFCS) [11]. *ere
were 8 cases of GMFCS I (4 males, 4 females), 21 cases of
GMFCS II (12 males, 9 females), 23 cases of GMFCS III (13
males, 10 females), 11 cases of GMFCS IV (8males, 3 females),
and 10 cases of GMFCS V (7 males, 3 females).

2.1.1. Inclusion Criteria. *e abovementioned children met
the diagnostic criteria for CP and must meet the following
four necessary conditions: (a) nonprogressive aggravating
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dysfunction that persisted, which was caused by central
nervous system damage; children with complications such as
muscle damage and joint deformation as the course of CP
was prolonged; (b) children with deviations in motor de-
velopment and abnormal postures (motor development was
included or not included); (c) the original reflex not dis-
appearing or the erection reflex and balance response
delayed or absent, which may be accompanied by a positive
pathological reflex; (d) children with abnormal muscle tone
and strength. In addition, there were two reference condi-
tions whether it met the diagnosis of CP: (a) children with a
history or risk factors that cause CP; (b) children with cranial
imaging evidence.

2.1.2. Exclusion Criteria. *e exclusion criteria included (a)
the diagnosis of abnormal motor development in children
that was consistent with general developmental retardation
and developmental coordination disorder; (b) children with
induced epileptic seizures caused by acute ketoacidosis,
water and electrolyte disorders, acute brain injury, febrile
convulsions, hypoglycemia, and drug poisoning, etc.; (c)
children with metal implants or other contraindications for
CTexamination; (d) children with abnormal motor function
caused by other genetic metabolic reasons; (e) children with
motor dysfunction and epileptic seizures caused by tumors,
peripheral neuropathy, and genetic metabolic diseases, etc.

A total of 73 children with CP met the above inclusion
criteria and were included in the research. *e research had
been approved by the medical ethics committee of X hos-
pital, and the informed consent form had been signed by the
families of the children involved in the research.

2.2. Experimental Equipment. 74 contrast-enhanced CT
samples constituted the dataset of the research. *e Philips
Brilliance 1281 CTscanner (Philips Healthcare, Amsterdam,
Netherlands) was used. *e tube voltage and current were
120 kV and 220mA, respectively, the size of the collimator
was 64× 0.625mm, and the Fov was 20× 20 cm. *e
512× 512 size imaging matrix was used, the pixel size range
was 0.58 to 0.98mm, and the reconstruction interval was
5mm. All scans were manually segmented by two radiol-
ogists using Itk snap software (version 3.4; http://www.
itksnap.org), and the segmentation differences were re-
solved through discussion until a consensus was reached.
*e data set was randomly divided into three subsets, and 84,
20, and 30 samples were included for training, verification,
and testing, respectively.

2.3. Experimental Environment

2.3.1. CNN Model. *e proposed CNN model is shown in
Figure 1, which was similar to 3D U-NET. *e image fea-
tures can be extracted layer by layer by the encoder, and the
segmentation map can be generated by the decoder. *e 3D
U-Net was modified to be suitable for this task. In the
original 3D U-Net, there were two 3× 3× 3 convolutions
included in each level, which was replaced by two modules.

To reduce the size of the feature map, the step S3D con-
volution was used to replace the pooling operation. *e goal
of the decoder was generating high resolution feature maps.
First, the feature graph was upsampled, and then the
upsampled feature graph was cascaded with the feature
graph from the corresponding level of the encoder. After
cascading, the MSC module was used to adjust the number
of feature graphs. *e lightweight 3D CNN had fewer pa-
rameters and computational costs compared to the original
3D U-NET.

2.3.2. Deep Learning Mode. *e Python deep learning
framework was used to write code, which was trained on
NVIDIA GeForce GTX 1080TIGPU. *ere were 100
training cycles and the training time was about 12 hours.*e
Adam optimizer was used with an initial learning rate of
0.001. *e GDL loss function similar to the previous chapter
was used to optimize network parameters. If the validation
set loss was not decreased in the last 20 training cycles, the
learning rate was reduced to 1/5 of the original.*e rotation,
scaling, deformation, mirroring, and other data were not
used to enhance technology to focus on the impact of
network structure. *e LeakyReLU was used as the acti-
vation function. *e negative part of the feature information
can be retained by LeakyReLU to prevent falling into a local
minimum compared with the standard ReLU. For 2D CNN,
batch normalization was used to reduce internal covariant
offset problems. For 3D CNN, a number of criteria were
calculated using instance normalization as performance
indicators to quantify the segmentation results, including
DSC, sensitivity, and positive predictive value (PPV).

2.4. Comparative Test with 3DCNNMethod. Compared with
the 3D CNN method, each CT was first resampled to
256× 256× 64 to maximize the utilization of 11GB of GPU
memory. In the decoder, each layer was composed of a
trilinear upsampling layer with a factor of two, followed by
two 3× 3× 3 convolutions, and instance normalization and
LeakyReLU were used to activate each layer. *e jump
connection was used to provide the decoder with spatial
information from the encoder. Finally, the nearest neighbor
sampling was used to upsample the segmentation result to
the size of 512× 512× 64.

2.5. Treatment Methods. *e physical therapy (PT), occu-
pational therapy (OT), and speech therapy (ST) were used as
the main treatment methods. *e selected method was
Bobath’s method to suppress the abnormal posture, ab-
normal posture reflex, and abnormal movement patterns of
children with CP. *e facilitating techniques were used to
promote cervical erection, sitting erection, standing erec-
tion, and static and dynamic balance in children with CP.
*e German Voyt method was selected to perform reflex
movement of the body to promote normal motor devel-
opment and induce training with reflex turning over and
reflex abdominal crawling. According to the child’s condi-
tion, one-to-one rehabilitation training was carried out by
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the rehabilitation therapist. *e training was one to two
hours a day, and 90 days was a course of treatment. *e
rehabilitation training for children with mild CP was one to
two courses, and the rehabilitation training for children with
severe CP was three to four courses.

2.6. Observation Indicators. Before and after treatment, the
cerebral artery blood flow velocity (VP) and the vascular
pulse index (PI) of the children in both groups were ex-
amined by Libong CBC-II transcranial doppler (TCD) ce-
rebrovascular ultrasound to understand the recovery of
cerebral blood circulation. *e routine EEG and single
photon emission cranial computed tomography (SPELT)
were performed before and after treatment to assess cerebral
perfusion and neuronal functional status. *e CT scans of
the head were performed after three to six months of
treatment to observe the morphological and structural re-
covery of the brain. *e development quotient (DQ) of the
children was assessed using the Geisel method to assess the
children’s social adaptability, personal social ability, lan-
guage ability, general motor, and fine motor recovery before
and after treatment.

2.7. Statistical Analysis. SPSS 20.0 was used for statistical
analysis of the data. Measurement data such as body weight
and scores were expressed as mean± standard deviation, and
t-test was used to compare the data of normal distribution
between the two groups. When three groups or more were

compared, analysis of variance was carried out first, and then
pairwise comparison was made. Enumeration data were
expressed as percentage (%), and comparison between two
groups was performed by χ2 test or corrected χ2 test. P< 0.05
was considered statistically significant.

3. Results

3.1.ComparativeTestwith2DCNNMethod. It was compared
with 2D CNNmethod.*e 2Dmodels allowed larger images
as input than 3D models (Figure 2). *erefore, full-reso-
lution CT slices were used to collect detailed contextual
information. *e 2D CNN similar to 3D CNN was con-
structed, and the difference was that 3D convolution was
replaced with 2D convolution. *e 3D trilinear upsampling
layer was replaced with 2D bilinear upsampling layer, and
batch normalization was used in convolution.

3.2. Segmentation Results in Different Ways. Figures 3 and 4
show the segmentation results of 2D CNN and 3DCNN on
the test set, respectively. *e blue represented the gold
standard for segmentation, and the red represented the
result of automatic segmentation. *ese segmentation re-
sults indicated that 3D CNN can segment cancer regions
more accurately than 2DCNN.

3.3. Comparative Experiment of Loss Correspondence
Teaching. *e choice of loss function was crucial to obtain
accurate segmentation results when dealing with serious

NSC
S3D conv

126 × 16 × 16

32 × 16 × 16 32 × 16 × 16

16 × 16 × 16

16 × 16 × 16

1 × 1 × 1
conv

Figure 1: CNN model.
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category imbalance.*e GDL loss function was used to solve
the class imbalance problem in CT images. Since many
works proved that Dice loss can obtain more reliable results
than cross-direction loss, there was a performance difference
between Dice loss and GDL loss. Figures 5 and 6 show the
average DSC on the validation set, and the loss of the model
trained with GDL was smaller than the loss of the model

trained with Dice. *e DSC curve of the model’s validation
set was smoother when GDL was used for training, which
indicated that GDL was more stable for CT image
segmentation.

3.4. Quantitative Results of the Test Set. Figure 7 shows the
quantitative results of the test set. *e model with Dice loss
training had lower DSC, lower PPV, and higher sensitivity
compared with HSN, but all the deviations were large. *e
results showed that the problem of category imbalance can
be effectively solved by GDL.

3.5. SpatialConvolutionContrastExperiment. *e goal of 2D
CNN was providing fine-grained semantic information
about smaller and less salient objects for accurate seg-
mentation. *erefore, the high spatial resolution must be
retained in the output featuremap. A simple reduction of the
pooled or stepped convolution layer resulted in a reduction
of the receptive field. *erefore, the cavity convolution was
proposed to enlarge the receptive field and the resolution of
the feature map was maintained. To study whether the hole
convolution helped to learn fine-grained semantic infor-
mation, it was compared with the standard 2D convolution
version (HSN-N). *e standard 2D convolution version
(HSN-N) had the same architecture as HSN, but all 2D
convolution layers did not use hole convolution. *e con-
volution kernels with large void ratios may be too sparse to
capture local features, which led to the “grid problem.” To
investigate the effect of large void rate on segmentation
performance, another HSN model (2D HSN-L) with larger
void rate was evaluated. *e void rate of the original HSN
was increased from three to five by this model. Figure 8
shows the qualitative segmentation results of different ex-
periments on the test set. *e blue represented the gold
standard, and red represented the result of automatic
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segmentation. *ese segmentation results showed that HSN
performed well in segmenting lung cancer even in a small
area. *is was because the model can learn remote 3D
context information and fine-grained 2D semantic
information.

3.6. Results of Children’s Rehabilitation Data. *e SPECT
examination showed hypoperfusion of cerebral blood flow
and decreased functional activity of neurons in the treatment
group before treatment, and 27 cases returned to normal
after treatment (96.4%). *ere were 29 cases of
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hypoperfusion of cerebral blood flow and decreased func-
tional activity of neurons in the control group before
treatment, and 6 cases returned to normal after treatment
(20.7%). *e return to normal rate of SPECT in the treat-
ment group was significantly higher than that in the control
group (XPINGFANG� 33 5191, P< 0.001). *e cerebral
hemodynamic changes of the two groups of children before
and after treatment showed that VP of the cerebral artery in
children was (139.68± 15.66) cm/s after treatment, which
was significantly faster than that before treatment
(131.84± 15.93) cm/s, P< 0.05. *e cerebral artery PI of the
children was 0.91± 0.19 after treatment, which was signifi-
cantly lower than that of 1.18± 0.24 before treatment,
P< 0.05. However, in the control group, the cerebral artery
VP and PI of the children had no significant difference
before and after treatment, P> 0.5. After treatment, there
were significant differences in VP and PI between groups
(P< 0.05). *e changes in DQ of the two groups of children
before and after treatment are shown in Figure 9. *e dif-
ference of GM FM scale scores before and after treatment in
the two groups of children is shown in Figure 10.

4. Discussion

A large amount of image data was generated in the process of
diagnosis and treatment of CP lesions. *ese data were
usually subjectively evaluated by doctors based on experi-
ence, and then the corresponding diagnosis and treatment
plan were made. However, the features observed by doctors
with only naked eyes from image data were very limited, and
the potential of image data was often not fully utilized. For
many years, the quantitative information that was not
available to the human eye was extracted by many scholars
with the help of complex mathematical and statistical al-
gorithms, based on which the corresponding diagnosis and
treatment plan were carried out, and even the progress of the
disease was predicted.*e image omics came into being with
the development of AI technology. *e machine learning
algorithms were used to mine high-throughput features
from medical images and perform modeling analysis [12].
More and more evidence showed that imaging omics can be
used for the quantitative characterization of CP lesions for
the diagnosis, treatment planning, and prognosis of the

disease. *us, an important research direction of AI tech-
nology in the field of medical applications was constituted
[13–17].

In recent years, with the rise of deep learning technology
and computer vision technology, it has become more and
more urgent to develop automatic segmentation algorithms
with high accuracy and high stability [9]. *e problem of CT
image segmentation was studied based on the brainMRI and
lung CT images and the use of deep learning technology. In

(a) (b) (c)

Figure 8: Qualitative segmentation results of different experiments on the test set (red was the artificial segmentation area, and blue was the
model segmentation area). (a) HSN; (b) HSN-Dice; (c) HSN-S3D.
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addition, for the grading of brain lesions, the impact of deep
learning segmentation results and manual segmentation
results on imaging omics research was compared in the
research. For the prediction of chemotherapy outcomes in
patients with CP, imaging omics models were also con-
structed and analyzed in combination with clinical features.
*e reproducibility of imaging omics research was still an
unresolved problem, and the clinical application of imaging
omics was greatly affected by this problem. Studies showed
that more than 90% of research had not undergone rigorous
external verification and lacked multicenter diversity data
[18, 19]. A hybrid segmentation network based on deep
learning (HSN) was used for CT brain image segmentation
and the accuracy of image analysis of brain cell function in
children with CP can be improved. *e language function,
motor function, cognitive function, language quotient, great
motor development quotient, fine motor development
quotient, personal social, and social adaptation development
of the brain of children with CP in the HSN group were
significantly improved after treatment compared to before
treatment.

In this research, a hybrid segmentation network HSN
based on deep learning was proposed for CT brain tissue
image segmentation. CT images often have higher resolution
than MRI images. How to segment CT images effectively is
always a difficult problem. HSN can effectively solve this
problem. HSN includes a lightweight 3D CNN and a refined
2D CNN. 3D CNN uses desampled images and spatio-
temporal separable 3D convolution to reduce memory re-
quirements and computational costs. 2D CNN can learn
fine-grained semantic information while maintaining a high
spatial resolution. A hybrid feature fusion module was
proposed to effectively integrate 2D and 3D features. *is
network structure combines the advantages of 3D CNN
learning long-range contextual information and 2D CNN
learning semantic information. *e results showed that this
model can segment CP lesion area accurately on CT images.
*e development of deep learning and imaging omics has
promoted the progress of medical imaging. Radiology using
artificial intelligence can automate certain clinical tasks to
some extent. In addition, it can reduce the heavy workload of
doctors and improve the diagnostic efficiency, so as to
optimize the allocation of social medical resources. How-
ever, there are still some shortcomings, which need to be
further strengthened in the future. For example, traditional
image omics feature extraction methods have certain limi-
tations without adoption of deep learning in feature ex-
traction. Deep learning methods, especially CNNs, can learn
rich texture information from medical images in a hierar-
chical manner. Deep features have a more powerful feature
representation than hand-designed features. In the future
work, we will carry out related studies on feature extraction
based on deep learning to further explore the potential of
image data.

5. Conclusion

In this study, a hybrid segmentation network HSN based on
deep learning was proposed for CT brain tissue image

segmentation. After treatment, six patients in the artificial
intelligence group returned to normal (20.7%), which was
significantly higher than the control group (X2 � 335191,
P< 0.001). Cerebral hemodynamic changes were obvious in
both groups before and after treatment. VP of the cerebral
artery was (139.68± 15.66) cm/s after treatment, which was
greatly faster than that before treatment (131.84± 15.93) cm/
s, P< 0.05. In general, the deep learning model can effec-
tively segment the CP area and assist in the clinical case
measurement and diagnosis of future CP children. In ad-
dition, the deep learning model can improve medical effi-
ciency and accurately identify patients’ focal areas, which has
great application potential in helping to identify the reha-
bilitation training results of children with CP.
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*e objective of this study was to explore the diagnosis of severe sepsis complicated with acute kidney injury (AKI) by ultrasonic
image information based on the artificial intelligence pulse coupled neural network (PCNN) algorithm. In this study, an algorithm
of ultrasonic image information enhancement based on the artificial intelligence PCNN was constructed and compared with the
histogram equalization algorithm and linear transformation algorithm. After that, it was applied to the ultrasonic image diagnosis
of 20 cases of severe sepsis combined with AKI in hospital. *e condition of each patient was diagnosed by ultrasound image
performance, change of renal resistance index (RRI), ultrasound score, and receiver operator characteristic curve (ROC) analysis.
It was found that the histogram distribution of this algorithm was relatively uniform, and the information of each gray level was
obviously retained and enhanced, which had the best effect in this algorithm; there was a marked individual difference in the
values of RRI. Overall, the values of RRI showed a slight upward trend after admission to the intensive care unit (ICU). *e RRI
was taken as the dependent variable, time as the fixed-effect model, and patients as the random effect; the parameter value of time
was between 0.012 and 0.015, p � 0.000< 0.05. Besides, there was no huge difference in the ultrasonic score among different time
measurements (t� 1.348 and p � 0.128> 0.05). *e area under the ROC curve of the RRI for the diagnosis of AKI at the 2nd day,
4th day, and 6th day was 0.758, 0.841, and 0.856, respectively, which was all greater than 0.5 (p< 0.05). In conclusion, the proposed
algorithm in this study could significantly enhance the amount of information in ultrasound images. In addition, the change of
RRI values measured by ultrasound images based on the artificial intelligence PCNN was associated with AKI.

1. Introduction

Acute kidney injury (AKI) refers to a clinical syndrome
caused by a rapid decline in renal function within a short
period that led to various etiologies. It can occur in people
without previous kidney disease or in patients with existing
chronic kidney disease [1]. AKI is a common emergency and
critical illness, and its prevalence in ordinary hospitalized
patients is 3–5%. Moreover, the prevalence of AKI is as high
as 30–50% in the intensive care unit (ICU) [2]. Although
blood purification technology is constantly being updated,
the mortality rate of patients with AKI has not been
markedly reduced, which is an acute and critical disease in
kidney disease [3]. *e early course of AKI is reversible, but

its treatment window is narrow. Once the injury period is
entered, the incidence of death or uremia will exceed 30%
[4]. *erefore, the early diagnosis of AKI, the improvement
of the treatment effect of AKI, and the reduction of the
mortality rate of AKI have a very critical scientific value and
clinical significance.

In patients with AKI, Doppler ultrasound (DU) is
often adopted to determine the renal resistance index
(RRI) of the renal interlobular artery [5]. Bragato et al. [6]
reported that RRI could assess the renal function of pa-
tients with AKI. Most importantly, RRI is correlated with
renal vascular resistance, renal vascular compliance, renal
blood flow, oxygen partial pressure, renal interstitial
pressure, and other aspects, most of which are risk factors
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for AKI, so it can be used to effectively evaluate AKI [7]. In
recent years, Kim et al. [8] have shown that DU can be
used for the early diagnosis of kidney injury in patients
with severe sepsis. DU can evaluate the ultrasound score
of patients in a semiquantitative manner, and the oper-
ation is simple. However, there are few reports on the
application of DU to evaluate the renal function of pa-
tients with severe sepsis and AKI [9].

*e artificial intelligence pulse coupled neural network
(PCNN) algorithm can construct neuron mapping into a
phase-based model, which carries information not only the
pulse frequency but also a sign of the transmission channel
[10]. *e artificial intelligence PCNN makes the way of
selecting communication routes and the construction of
computers simpler and more effective. Compared with other
neural network models, the PCNN is more practical. *e
artificial intelligence PCNN uses a single-layer neural net-
work model, which can be directly applied to image seg-
mentation, pattern recognition, and image fusion without
training [11]. Lotfinejad et al. [12] have adopted the artificial
intelligence PCNN to image processing, finding that the
PCNN had the advantages of constant signal strength,
constant rotation, and constant scale under weak connection
conditions.

In this study, the artificial intelligence PCNN algo-
rithm was compared with the histogram equalization
algorithm and linear transformation algorithm. *en,
they were applied to the ultrasound images of 20 patients
with severe sepsis combined with AKI, aiming to explore
the ultrasound image characteristics of severe sepsis
combined with AKI. *erefore, it could provide a reliable
reference basis for early diagnosis and early treatment of
clinical AKI patients.

2. Materials and Methods

2.1. Research Objects. In this study, 20 patients diagnosed
with severe sepsis and AKI in the hospital from December
2018 to October 2019 were selected as the research objects.
Besides, all of them underwent ultrasound examinations.
*ere were 13 males and 7 females, with an average age of
48.69± 12.47 years. *is study had been approved by the
ethics committee of the hospital, and the research objects
included in this study and their family members signed the
informed consent forms.

*e criteria for inclusion were defined to include patients
who met the diagnostic criteria for severe sepsis, with tissue
hypoperfusion and renal dysfunction caused by sepsis, can
undergo the assisted breathing treatment through a venti-
lator, and were 18–75 years old.

*e criteria for exclusion were defined to include pa-
tients who were younger than 18 years old, were in the
recovery period of AKI, were accompanied with obstructive
renal failure, intraabdominal hypertension, arrhythmia, and
other diseases that would affect the value of RRI, suffered
from chronic renal insufficiency, and were combined with
heart, spleen, and cardiovascular and cerebrovascular
diseases.

2.2. Construction of Ultrasound Images Based on Artificial
Intelligence Pulse Coupled Neural Network Algorithm.
Figure 1 shows the artificial intelligence PCNN algorithm
model. When the PCNN processed the images, it was a
single-layer two-dimensional network. *e number of
neurons was consistent with the number of pixels in the
output image.*e pixel intensity of the gray-scale image was
the excitation condition of the neuron. *e surrounding
input neurons connected with each output neuron to form
an image processing system based on the PCNN algorithm.
In this study, a threshold Fi,j was constructed to represent
the Mach band effect. *e Laplacian operator

L �

−1 −1 −1
−1 6 −1
−1 −1 −1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ was convolved with the gray-scale image

of the input excitation, so that the size of the threshold Fi,j

was redefined as follows.

Fi,j(0) � BPG − CPGi,j. (1)

In equation (1), BPG represents the gray value of the
brightest pixel of the original image input, and CPGi,j

represents the gray value of the neuron (i, j) point image
after convolution processing. *e network output of the
PCNN was transformed into the gray-scale excitation value
perceived by the network to obtain the final enhanced image.
Besides, the equation was as follows.

EIG � In(BPG) − τ(S(i, j) − 1). (2)

In equation (2), EIG represents the gray value of the
enhanced image, BPG represents the brightest pixel gray
value of the original image input, S(i, j) represents the ig-
nition timing of the neuron (i, j), and τ represents the at-
tenuation constant.

*e specific steps of the PCNN algorithm included the
following.

Step 1: first, the parameters of the PCNN were set, and
the number of cycles was set as M, so that all neurons
were in the inhibited state. *e gray value of the PCNN
algorithm image was calculated to construct the matrix
S of neuron ignition time and determine the threshold
Fi,j. *e specific algorithm flow steps were expressed in
the following equations.

Fi,j[m] � Si,j[m], (3)

Ri,j[m] � WL  VY[m], (4)

U[m] � Fi.j[m] 1 + αRi,j[m] , (5)

Yi,j[m] � 1, if U[m]>Fi,j[m] or otherwise, (6)

Fi,j[m] � exp(−τ) × F(i, j) + WE × Y(i, j). (7)

In the above equations, the PCNN parameters
α � 0.2, τ � 0.7, WL � 1, WF � 278, Fi,j represents the
dynamic threshold, m represents the number of
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iterations, S(i, j) represents the ignition timing of the
neuron (i, j), Ri,j[m] represents the feedback input of
the neuron (i, j)’s mth iteration, Yi,j[m] represents the
feedback output of the neuron (i, j)’s mth iteration, α
represents the strength constant of links between
synapses, U[m] represents the internal activity item,
WL represents the amplitude constant of Fi,j[m], and
WF represents the threshold decay time coefficient.
Step 2: the neuron ignited at a certain moment and
could output a pulse to record the ignition moment in
S. *e threshold of the neuron was taken as the
maximum value to inhibit the occurrence of reignition.
What is more, the equations are given as follows:

Si,j[m] � m, if Ei,j[m] � 1, marki,j[m] � 0, (8)

marki,j[m] �∞i, if Ei,j[m] � 1, otherwise 0, (9)

Ei,j[m] �∞, if Yi,j[m] � 1. (10)

Step 3: if one of the neurons ignited, the final output
value was 1, and the gray value of the image could be
enhanced according to equation (2).
Step 4: all gray values were processed, so it would be
ended; otherwise, return to Step 2.

2.3. Ultrasound Scoring Standards for Severe Sepsis Patients
Combined with Kidney Injury. *e diagnostic criteria of
severe sepsis combined with AKI in this study referred to the
diagnostic criteria of severe sepsis in the 2012 Scientific
Steering Committee (SSC) guidelines [13]. *e patients
received the DU examinations, and their ultrasound images
were saved in ultrasound equipment, which was scored (DU
scoring) by 3 physicians who were specially trained in
emergency and critical ultrasound. Using a 0–3 semi-
quantitative scoring standard, the ultrasound scoring was as
follows. 0 point indicated that no renal blood vessels could
be detected, 1 point meant that a few blood vessels could be
observed in the renal hilum, 2 points showed that

interlobular blood vessels could be observed in the renal
parenchyma, and 3 points presented that the renal arcuate
artery level could be found in the kidney.

2.4. Renal Ultrasound Examination. Within 24 hours of
entering ICU, each patient was given with renal ultrasound
examination when the hemodynamics was stable. *e pa-
tients were detected through ultrasound once a day for 7
consecutive days until they left the ICU. Besides, the ul-
trasound examinations were conducted by the physicians
who were specially trained in emergency and critical ul-
trasound and were not involved in the treatment.*e Vivid i
portable Doppler ultrasound (produced by GE, USA) was
employed to explore the kidneys on both sides of the patient,
and a 5Hz ultrasound probe was adopted to observe whether
the kidneys had contusions or hematomas and whether there
was damage to the bilateral renal arteries. Finally, RRI was
measured, first on the right kidney and then on the left.

*e measurement of RRI was as follows. First, the
protruding probe was used for the detection of the patient’s
abdomen, and the long axial section of the kidney was
intercepted from the posterolateral position of the two-di-
mensional ultrasound. Doppler was applied to identify the
renal vessels to locate an interlobular artery. *en, the
minimum Doppler sampling gate 3–6mm and minimum
pulse repetition frequency (PRF) where graphics did not
overlap were set to obtain 4–6 consecutive similar spectra.
Moreover, statistical measurements of the peak systolic
velocity (SV) and the minimum diastolic velocity (DV) were
made to calculate the RRI of each spectrum. In addition, the
RRI for each spectrum could be calculated by the following
equation.

RRI �
(SV − DV)

SV
. (11)

In equation (11), SV represents the peak flow velocity in
the systolic period and DV represents the lowest diastolic
flow rate. Furthermore, the average value of the RRI was
taken after 4–6 measurements.

2.5. StatisticalMethods. *e test data processing was carried
out using SPSS20.0 statistical software. *e measurement
data were expressed as the mean± standard deviation (x± s),
and the t-test was used for the comparison of the average
values between each group.*e count data were represented
by the percentage (%), and the χ2 test was used. *e RRI at
different time points was used as the diagnostic evaluation
test to draw the ROC and determine the optimal critical
value of RRI for the diagnosis of AKI. What is more, the
AUC of ROC was compared between each time point. In
addition, p< 0.05 indicated that the difference was statis-
tically substantial.

3. Results

3.1. Ultrasound Image Quality Evaluation Results Based on
Artificial Intelligence Pulse Coupled Neural Network
Algorithm. Figure 2 shows the ultrasound images of

F

Yi,j [m]

U [m] Fi,j [m]

1 + αR

Si,j [m] Yi,j [m] Fi,j [m] 

Figure 1: Artificial intelligence PCNN algorithm model.
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equalization, linear transformation algorithm, and arti-
ficial intelligence PCNN algorithm. *e results showed
that histogram equalization was a global image en-
hancement algorithm that could extend the gray scale of
low-brightness ultrasound images, and eventually, over-
enhancement occurred. *e transformation function
adopted by the linear transformation algorithm was rel-
atively simple, and the final imaging effect was not ideal.
*e artificial intelligence PCNN algorithm proposed in
this study not only considered the global information but
also enhanced the local information. After enhancement,
the gray value of the ultrasound image was evenly dis-
tributed near the gray value sensitive to the human eye,
and the overall image effect was suitable for direct ob-
servation with naked eyes.

*e histograms of AKI, histogram equalization, linear
transformation algorithm, and artificial intelligence PCNN
algorithm are shown in Figure 3. To verify the effectiveness
of the artificial intelligence PCNN algorithm, it was com-
pared with the equalization method and the linear trans-
formation algorithm. It was found that the histogram of the
equalization method was mainly concentrated in a large area
and the distribution was relatively uniform, but there was the
enhancement after the image was enhanced, and the overall
image effect was not very good. *e linear transformation
algorithm was mainly concentrated in the darker area, the
enhancement was not obvious, and the overall effect was not

good. *e histogram of the artificial intelligence PCNN
algorithm was relatively evenly distributed, and each gray
level was retained, with significantly enhanced ultrasound
image information, which was convenient for the medical
diagnosis of AKI. *erefore, it showed that the artificial
intelligence PCNN algorithm was the best among the three
algorithms in enhancing the information content of the
ultrasonic images.

3.2. General Information of Patients with Severe Sepsis
Combined with Acute Kidney Injury. Figure 4 shows the
general data of patients with severe sepsis combined with
AKI. In this study, there were a total of 20 severe sepsis
patients with AKI, including 13 males (65%) and 7 females
(35%), with an average age of 48.69± 12.47 years. *e pa-
tient’s injury severity score (ISS) was 32.5± 8.9 points, and
the acute physiology and chronic health status score II
(APACHE II score) was 16.2± 9.4 points. Among them, 7
cases (35%) were injured by road traffic accidents, followed
by 4 cases (20%) injured by falling from a height, 3 cases
(15%) injured by heavy objects, 2 cases (10%) injured by
beatings, 3 cases (15%) with machine strangulation injuries,
and 1 case (5%) with explosion injury. Finally, 3 cases died, 1
case died of hemorrhage at the trauma site, 1 case died of
severe sepsis, and 1 case died of multiple organ failure after
severe head injury.

(a) (b)

(c)

Figure 2: *e ultrasound images of (a) histogram equalization, (b) linear transformation algorithm, and (c) artificial intelligence PCNN
algorithm.
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3.3. Ultrasound Image Performance Characteristics Based on
Artificial Intelligence Pulse Coupled Neural Network
Algorithm. *e ultrasound images based on the artificial
intelligence PCNN algorithm are shown in Figure 5. Ul-
trasound is an important method for diagnosing AKI and
judging the prognosis. Whether it was glomerular sclerosis,
renal tubular atrophy, interstitial fibrosis, or inflammation,

ultrasound imaging showed enhanced cortical echo. *e
cortex became thinner and the echo was enhanced; the renal
cortex and the medulla echo were not demarcated; the focal
cortex was thinned; the echo was enhanced, with the uni-
form structure, and the renal parenchyma and the renal
sinus could not be distinguished by naked eyes; the cortical
echo was enhanced, and the upper pole of the kidney was
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Figure 3: *e histograms of (a) severe sepsis with AKI, (b) histogram equalization, (c) linear transformation method, and (d) artificial
intelligence PCNN algorithm.
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Figure 4: General data of patients with severe sepsis combined with AKI. (a) Ratio of male to female in severe sepsis patients with AKI.
(b) Types of injury in severe sepsis patients with AKI.
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unclear; the cortex echoes enhanced, and the kidneys en-
larged; the lower pole of the kidney was lacerated, and the
subcapsular fluid was accumulated.

3.4. Changes in Ultrasound Renal Resistance Index in Severe
Sepsis Patients Combined with Acute Kidney Injury.
Figure 6 includes the two graphs showing the changing trend of
ultrasound RRI in patients with severe sepsis combined with
AKI. According to the changing trend in the figure, there were
obvious individual differences in RRI; on the whole, RRI in-
dicated a slight upward trend after the patient entered ICU.

*e analysis results of the linear mixed model of RRI and
time are presented in Table 1. *e RRI was used as the
dependent variable, time was used as a fixed-effect model,
and the patient was treated as a random effect. *e pa-
rameter value of time was 0.012–0.015, p< 0.001, which
verified that RRI would increase over time. Among them, 2
patients had AKI after entering ICU, 1 patient had a marked
increase in RRI after AKI, and 1 patient showed a significant
downward trend.

3.5.Ultrasound Scores of Severe Sepsis Patients Combinedwith
Acute Kidney Injury. *e ultrasound scores of patients with
severe sepsis and AKI are shown in Figure 7. Over time, the
ultrasound scores of patients with severe sepsis and AKI
were mainly distributed in 2 points.

Table 2 reveals the analysis results of the linear mixed
model of RRI and time.*e ultrasound score was used as the
dependent variable, time was a fixed-effect, patient time was

used as a fixed-effect model, and the patient was taken as a
random effect. *e parameter value of time was 0.001–0.015,
p � 0.128> 0.05, indicating that there was no substantial
difference in the ultrasound scores of patients with severe
sepsis complicated with AKI (t� 1.348 and
p � 0.128> 0.05).

3.6. ROCCurveAnalysis of Renal Resistance Index atDifferent
TimePoints in theDiagnosis of Severe SepsiswithAcuteKidney
Injury. Figure 8 shows the ROC curves of the RRI for the
diagnosis of AKI on the 2nd day, 4th day, and 6th day after
entering the ICU. Besides, the AUC values of ROC for RRI
diagnosis of AKI at different time points were analyzed, and
the analysis results are given in Table 3.*e patient with AKI
was defined as a positive index as 1, and the ROC of RRI on
the 2nd day, 4th day, and 6th day after entering ICU was
drawn to the diagnosis of AKI. Furthermore, the values of
AUC were 0.758, 0.841, and 0.856 in turn, which were all
greater than 0.5 (p< 0.05).

4. Discussion

AKI is a complication of traumatic diseases, and the com-
mon risk factors for its occurrence include the severity of the
trauma, the degree of bleeding, shock, traumatic inflam-
mation, and severe sepsis [14]. In this study, 20 patients with
severe sepsis combined with AKI were included, and there
were no marked differences in gender, age, and ISS.

(a) (b)

(c) (d)

Figure 5: Ultrasound images based on artificial intelligence PCNN algorithm. (a) Ultrasound image of renal cortex thinning and echo
enhancement. (b) Ultrasound image of renal cortex and medulla echo being unclear. (c) Cortical echo enhancement and an ultrasound
image of renal enlargement. (d) Ultrasound image of renal inferior pole laceration and subcapsular effusion.
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DU has the advantages of high reproducibility and
noninvasiveness, which is extensively applied in the field of
acute and critical illness and has shown a good diagnostic
value in the assessment of renal trauma [15–17]. DU can
quantitatively determine the resistance index of renal in-
terlobular arteries. Xia et al. [18] confirmed that RRI could
predict the occurrence of AKI in the state of severe sepsis.
According to the changing trend of the RRI within 1–7 days

after entering the ICU, there were obvious individual dif-
ferences in RRI [19]. On the whole, the RRI had a slight
upward trend after entering the ICU. *e RRI, time, and the
patient were taken as the dependent variable, a fixed-effect
model, and a random effect, respectively. *e parameter
value of time was 0.012–0.015, p< 0.001, verifying that RRI
would rise over time.

*e AUC of ROC for the diagnosis of AKI was drawn on
the 2nd day, 4th day, and 6th day of entering the ICU [20].*e
patient with AKI was defined as a positive index as 1, and the
ROC curves of RRI on the 2nd day, 4th day, and 6th day after
entering the ICU were drawn to the diagnosis of AKI. What
is more, the values of AUC were 0.758, 0.841, and 0.856 in
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Figure 6: Trend chart of ultrasound RRI changes in severe sepsis patients combined with AKI. (a) *e changing trend of RRI of randomly
selected cases. (b) *e changing trend of average RRI of patients on ultrasound.

Table 1: Analysis of the linear mixed model of RRI and time effect.

Parameters Standard error 95% CI t P

Time 0.002 0.012–0.015 12.348 <0.001
Intercept 0.007 0.638–0.758 64.854 <0.001
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Figure 7: Ultrasound scores of severe sepsis patients combined
with AKI. ∗Compared to DU� 2 points, p< 0.05.

Table 2: Linear mixed model analysis of ultrasound scores and
time effect.

Parameters Standard error 95% CI t P

Time 0.003 0.001–0.015 1.348 0.128
Intercept 1.225 1.126–2.154 13.238 <0.001
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Figure 8: *e ROC curves of the RRI on the 2nd day, 4th day, and
6th day after entering the ICU for the diagnosis of AKI. *e AUC
values were 0.758, 0.841, and 0.856, respectively, which were all
greater than 0.5 (p< 0.05).

Table 3: Analysis of the AUC of the ROC curves of RRI at different
time points in the diagnosis of AKI.

Time AUC 95% CI Standard error P value
*e 2nd day 0.758 0.526–0.974 0.148 1.241
*e 4th day 0.841 0.540–0.985 0.134 1.126
*e 6th day 0.8526 0.623–1.000 0.012 1.364
Note. *e P value was compared with the value of AUC (0.5).
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sequence, all greater than 0.5 (p< 0.05), suggesting that the
AUC of ROC drawn in this study had high accuracy. *us,
RRI could be used as a predictive index of AKI.

5. Conclusion

*e artificial intelligence PCNN algorithm in this study was
compared with histogram equalization algorithm and linear
transformation algorithm, which were adopted for the ul-
trasound images of 20 patients with severe sepsis and AKI.
*e results disclosed that the artificial intelligence PCNN
algorithm proposed in this study not only considered the
global information of ultrasound images but also enhanced
the local information of ultrasound images. In addition, the
changes in RRI measured by ultrasound images were related
to AKI. *e shortcomings of this study are that the time is
limited, the number of samples collected is small, and the
patient observation time is only about 1 week. It is im-
possible to observe the changes of RRI before and after
kidney injury and during the recovery period of AKI.
Further research is needed in the later period. All in all, the
artificial intelligence PCNN algorithm has a significant effect
on ultrasound image enhancement, thereby providing a
reference theoretical basis for the diagnosis of severe sepsis
with AKI.
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+e lncRNA small nucleolar host gene 3 (SNHG3) was discovered to play an important role in the occurrence and development of
lung adenocarcinoma (LUAD). However, the underlying molecular mechanism of SNHG3 in LUAD remains unclear. In the
present study, SNHG3 expression levels in LUAD tissues and cell lines were analyzed using reverse transcription-quantitative
PCR. +e effects of SNHG3 on the proliferation, apoptosis, migration, and invasion of LUAD cells were determined using Cell
Counting Kit-8, colony formation, flow cytometry, wound healing, and Transwell chamber assays, respectively. +e specific
underlying mechanism of SNHG3 in LUAD was investigated using bioinformatics analysis and a dual luciferase reporter assay.
+e results revealed that SNHG3 expression levels were downregulated in LUAD tissues and cell lines. Functionally, SNHG3
overexpression suppressed the proliferation, migration, and invasion of LUAD cells, while promoting apoptosis. Mechanistically,
microRNA- (miR-) 890 was identified as a potential target of SNHG3, and its expression was negatively regulated by SNHG3.
Notably, SNHG3 was found to promote LUAD progression by targeting miR-890. In conclusion, the findings of the present study
revealed that lncRNA SNHG3 promoted the occurrence and progression of LUAD by regulating miR-890 expression.

1. Introduction

Lung cancer is a common type of cancer with high incidence
and mortality rates worldwide [1]. Non-small-cell lung
cancer (NSCLC) represents ∼85% of all lung cancer types
and has a mortality rate of ∼50%. Lung adenocarcinoma
(LUAD), a leading cause of cancer-related mortality, ac-
counts for ∼40% of NSCLCs and has a 5-year survival rate of
only 15% [2]. At present, patients with LUAD are usually
diagnosed at the terminal stage or following metastasis due
to the lack of effective biomarkers and obvious early
symptoms [3, 4]. For more than half a century, even with the
significant progress and development made in molecular
biology, oncology, and medicinal technology, the treatment
of LUAD has been and remains ineffective [5]. In addition,
although a large number of molecular biology studies have
focused on investigating the mechanisms underlying LUAD,
the exact molecular mechanism of LUAD remains unclear.
+us, further investigations to identify LUAD-associated

pathogenic genes and the underlying molecular mechanisms
of LUAD are required.

Long noncoding RNAs (lncRNAs), which are functional
transcripts of >200 nucleotides in length, have been dis-
covered to serve important roles in modulating the path-
ological and physiological progression of numerous cancer
types [6–9]. Accumulating studies have reported that the
abnormal expression of lncRNAs was associated with the
progression of different malignant tumor types, including
breast cancer [9], prostate cancer [10], liver cancer [11], and
LUAD [12, 13]. Numerous lncRNAs, such as metastasis-
associated lung adenocarcinoma transcript 1 [12], long
intergenic non-protein-coding RNA 1512 [13], MIR31 host
gene [14], FEZ family zinc finger 1 antisense RNA 1 [15], and
urothelial cancer associated 1 [16], were found to be closely
associated with LUAD occurrence and development. In
addition, the lncRNA DiGeorge syndrome critical region
gene 5 was reported to promote the progression of LUAD by
downregulating microRNA- (miRNA/miR-) 22-3p
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expression [17]. +e lncRNA small nucleolar host gene
3(SNHG3) is a long noncoding RNA. At present, its po-
tential role and mechanism in lung adenocarcinoma have
not been reported. SNHG3, also known as the host gene of
U17 (U17HG), is located in band 6 in region 3 of the short
arm of chromosome 1. +e lncRNA small nucleolar host
gene 3 (SNHG3) has been demonstrated to serve a role in
multiple types of cancer. In fact, an increasing number of
studies have revealed that the expression levels of SNHG3
were upregulated in numerous tumor types, and SNHG3
upregulation markedly promoted tumor cell proliferation,
migration, and invasion, thereby indicating that SNHG3
may represent a novel oncogenic lncRNA [18]. For example,
SNHG3 promoted the migration and invasion of osteo-
sarcoma cells by regulating the miR-151a-3p/RAB22A,
member RAS oncogene family axis [19]. In NSCLC, SNHG3
promoted the proliferation, migration, and invasion of
NSCLC cells by activating the TGF-β and IL-6/JAK2/STAT3
signaling pathways [20]. +ese studies suggested that
SNHG3 may serve a role as a novel oncogene in numerous
cancer types. Nevertheless, the specific regulatory mecha-
nism of SNHG3 in LUAD requires further study.

+e current study hypothesized that SNHG3 may pro-
mote LUAD occurrence and development by targeting miR-
890 expression. +us, the expression levels of SNHG3 and
miR-890 in LUAD tissues and cell lines were analyzed. +e
potential functions of SNHG3 and its association with miR-
890 were also investigated in vitro. +e results of the present
study may provide a novel insight into potential targets for
the treatment of LUAD.

2. Materials and Methods

2.1. Patient Studies. LUAD and adjacent normal tissues were
obtained from 66 patients with LUAD (men and women
account for 50%, respectively) who were diagnosed at
Weifang Yidu Central Hospital (China). Included patients
had neither received surgery nor chemotherapy prior to
sample collection. +e present study was approved by the
Ethics Committee of Weifang Yidu Central Hospital, and all
enrolled patients provided written informed consent. All
tissues were stored at –80°C before use.

2.2. Cell Lines and Culture. +e human normal lung epi-
thelial cell line, 16HBE, and human LUAD cell lines (A549,
H1299, and H1975) were obtained from the Cell Bank of
Type Culture Collection of the Chinese Academy of Sci-
ences. All cells were cultured in DMEM (Nanjing KeyGen
Biotech Co., Ltd.) and maintained in a humidified atmo-
sphere with 5% CO2 at 37°C.

2.3. Cell Transfection. +e pcDNA 3.1 and pcDNA3.1
SNHG3 plasmids, negative control (NC) inhibitor, miR-890
inhibitor, NC mimic, and miR-890 mimic were purchased
from Invitrogen;+ermo Fisher Scientific, Inc.+e synthetic
oligonucleotides or plasmids were transfected into cells
using Lipofectamine® 2000 (Invitrogen; +ermo Fisher
Scientific, Inc.).

2.4. Cell CountingKit-8 (CCK-8)Assay. +e cells were gently
seeded at a density of 1× 106 cells/well into 96-well plates by
the experimenter. Following 24, 48, 72, 96, or 120 h of
culture, the CCK-8 reagent (Beyotime Institute of Bio-
technology) was added to each well. +e cell density was
measured at a wavelength of 450 nm.

2.5. Colony Formation Assay. +e transfected cells were
seeded into a 6-well plate and cultured for 14 days; during
this process, the medium was replaced every 2 days. Fol-
lowing the incubation, the formed colonies were fixed with
4% formaldehyde and stained with crystal violet (Sangon
Biotech Co., Ltd.) for 3min to visualize the colonies, which
were defined as >50 cells. +e colony formation rate was
calculated using the following equation: colony formation
rate (%)� (number of colonies/number of seeded cells)×

100.

2.6. Reverse Transcription-Quantitative PCR (RT-qPCR).
Total RNAwas extracted fromLUADcell lines and tissues using
TRIzol® reagent (Invitrogen; +ermo Fisher Scientific, Inc.).
Total RNA was reverse transcribed into cDNA using a Pri-
meScript RTreagent kit (Qiagen, Inc.). qPCR was subsequently
performed using SYBR Green (Takara Bio, Inc.), with U6 as the
control gene. +e following primer pairs were used for the
qPCR: SNHG3 forward, 5′-TTCAAGCGATTCTCGTGCC-3′
and reverse, 5′-AAGATTGTCAAACCCTCCCTGT-3′; miR-
890 forward, 5′-CGGCTTCCTGTGCTAAGCGT-3′ and re-
verse, 5′- AACGCTTCACGAATTTGCGT-3′; and U6 for-
ward, 5′-CTCGCTTTCGGCAGCACA-3′ and reverse, 5′-
AACGCTTCACGAAATTTGCGT-3′.

2.7. Cell Apoptosis Assay. Following trypsinization and
centrifugation, 1× 106 cells were collected and incubated
with 500 μl buffering agent containing Annexin V-FITC and
PI in the dark for 30min. +e cell apoptotic rate was an-
alyzed using flow cytometry (Beckman Coulter, Inc.).

2.8. Wound Healing Assay. +e migratory ability of LUAD
cells was analyzed using a wound healing assay. Briefly,
1× 106 transfected cells were cultured for 24 h, and upon
reaching confluence, a straight line was scratched into the
cell monolayer to generate an artificial wound. +e area of
the scratch was visualized under a microscope at 0 and 48 h
and analyzed using an image analysis and detection system.

2.9.Cell InvasionAssay. +e invasive ability of LUADcells was
measured using Transwell plates (8.0µm pores; Nanjing Key-
Gen Biotech Co., Ltd.). Briefly, 1× 106 cells/well were seeded
into the upper chamber of the Transwell plates. Following 48h
of incubation, the invasive cells were fixed and stained with
crystal violet. Stained cells were visualized and semiquantified
using a microscope (Nikon Corporation).

2.10. Dual Luciferase Reporter Assay. Wild-type (WT) or
mutant (Mut) SNHG3 3′-untranslated region (UTR)
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fragments containing the miR-890 binding sites were syn-
thesized and inserted into the pGL3-basic plasmid (Promega
Corporation) to construct SNHG3-WT or SNHG3-Mut
reporter vectors, respectively. LUAD cells were cotrans-
fected with the aforementioned reporter vectors and miR-
890 inhibitor or NC inhibitor. Following 48 h of transfec-
tion, the relative luciferase activity was measured using a
Dual Luciferase Reporter assay system (Promega
Corporation).

2.11. Statistical Analysis. Statistical analysis was performed
using SPSS 19.0 software (IBM Corp.), and data are pre-
sented as the mean± SD. Statistical differences between two
or more groups were performed using Student’s t-test or
one-way ANOVA, respectively. Kaplan–Meier survival
analysis was used to evaluate the association between the
overall survival of patients with LUAD and SNHG3 ex-
pression levels. +e Gene Expression Profiling Interactive
Analysis (GEPIA) database was used to analyze the survival
of patients with either low or high expression of SNHG3.
P< 0.05 was considered to indicate a statistically significant
difference.

3. Results

3.1. SNHG3 Expression Levels Are Downregulated in LUAD
Tissues andCell Lines. To determine the potential regulatory
roles of SNHG3 in LUAD, RT-qPCR analysis was per-
formed. +e clinicopathological characteristics of patients
are shown in Table 1. SNHG3 expression levels were
downregulated in LUAD tissues compared with adjacent
normal tissues (Figure 1(a)). +e results of the
Kaplan–Meier analysis revealed that patients with low
SNHG3 expression levels had a shorter overall survival
compared with those with high SNHG3 expression levels
(Figure 1(b)). Similar to the patient studies, SNHG3 ex-
pression levels were also found to be markedly down-
regulated in LUAD cell lines (A549, H1299, and H1975)
compared with 16HBE cells (Figure 1(c)). +e expression
levels of SNHG3 were downregulated to the greatest extent
in A549 and H1299 cells; therefore, these two cell lines were
selected for use in subsequent experiments. +ese results
indicated that SNHG3 expression levels may be significantly
downregulated in LUAD tissues and cells.

3.2. SNHG3 Overexpression Inhibits the Proliferation, Mi-
gration, and Invasion, and Promotes the Apoptosis, of LUAD
Cells. To determine the function of SNHG3 in LUAD,
pcDNA3.1 SNHG3 vectors were transfected into A549 and
H1299 cells. Following transfection, SNHG3 expression
levels were markedly upregulated (Figure 2(a)). +e results
of the CCK-8 and colony formation assays demonstrated
that SNHG3 overexpression inhibited the proliferation of
LUAD cells (Figures 2(b) and 2(c)). In addition, flow
cytometric analysis found that SNHG3 overexpression in-
duced the apoptosis of LUAD cells (Figure 2(d)). To in-
vestigate the effects of SNHG3 on the migration and
invasion of A549 and H1299 cells, wound healing and

Transwell invasion assays were performed. +e results of the
wound healing assay revealed that the migration was de-
creased following the overexpression of SNHG3 in LUAD
cells (Figure 2(e)). Similarly, the results of the Transwell
assay demonstrated that SNHG3 overexpression inhibited
the invasive abilities of LUAD cells (Figure 2(f)). +ese
findings suggested that SNHG3 overexpression may inhibit
the proliferation, migration, and invasion and promote the
apoptosis of LUAD cells.

3.3. SNHG3 Directly Binds to miR-890 and Downregulates
miR-890 Expression. To identify specific miRNAs modu-
lated by SNHG3 in LUAD, downstream genes of SNHG3
were searched for using bioinformatics analysis. Data from
+e Cancer Genome Atlas database identified a potential
binding site between SNHG3 and miR-890 (Figure 3(a)).
Furthermore, a dual luciferase reporter assay was performed,
and the results found that the cotransfection with the miR-
890 inhibitor increased the relative luciferase activity of the
SNHG3-Wt reporter vector compared with the cotrans-
fection with the NC inhibitor. However, no significant
differences were observed in the relative luciferase activity of
the SNHG3-Mut reporter vectors between cells cotrans-
fected with the miR-890 inhibitor or NC inhibitor
(Figure 3(b)). In addition, SNHG3 overexpression was
found to downregulate miR-890 expression (Figure 3(c)).
+us, the expression levels of miR-890 in LUAD tissues and
cell lines were further analyzed. RT-qPCR analysis revealed
that the expression levels of miR-890 were upregulated in
LUAD tissues and cell lines (Figures 3(d) and 3(e)). +ese
results indicated that miR-890 may be a target of SNHG3
and be negatively regulated by SNHG3.

3.4. SNHG3 Exerts Its Effects in LUAD by Regulating miR-890
Expression. To determine whether miR-890 was involved in
promoting the effects of SNHG3 in LUAD, a miR-890 mimic
was transfected into A549 and H1299 cells following the
overexpression of SNHG3. +e transfection efficiencies of
the miR-890 mimic transfection and cotransfection of the
miR-890 mimic and SNHG3 overexpression plasmid are
presented in Figure 4(a). +e expression levels of miR-890
were upregulated following the overexpression of miR-890,
while the expression levels of miR-890 were downregulated
following the overexpression of SNHG3. +e results of the
CCK-8 and colony formation assays demonstrated that miR-
890 overexpression increased the proliferation of LUAD
cells, while the SNHG3-overexpression-induced inhibition
of LUAD cell proliferation was impaired following miR-890
overexpression (Figures 4(b) and 4(c)). Flow cytometric
analysis showed that miR-890 overexpression inhibited the
apoptosis of LUAD cells. Conversely, the increased apo-
ptotic rate following SNHG3 overexpression was weakened
following miR-890 overexpression (Figure 4(d)). +e results
of the wound healing and Transwell chamber assays showed
that the migratory and invasive abilities of LUAD cells were
increased following the overexpression of miR-890, while
the inhibitory effects of SNHG3 overexpression on migra-
tion and invasion were partially antagonized by miR-890
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overexpression (Figures 4(e) and 4(f )). +erefore, miR-890
overexpression promoted the progression of LUAD. SNHG3
activated LUAD progression by regulating miR-890.

4. Discussion

LUAD is one of the most common types of malignancy
worldwide, accounting for highmortality rates [1, 2].+erefore,
determining the specific underlying mechanisms of LUAD
remains a priority for the development of effective treatments
for patients with LUAD. Currently, numerous studies have
reported roles for and determined the underlying mechanisms
of lncRNAs in LUAD [12–17]. In particular, the lncRNA
SNHG3 was discovered to serve as a competing endogenous
RNA to regulate the progression of various cancer types
[18–20]. For example, SNHG3 promoted hepatocellular

tumorigenesis by regulating miR-326 expression [21], and
SNHG3 modulated the miR-384/WEE1 G2 checkpoint kinase
axis to regulate laryngeal carcinoma cell proliferation and
migration [22]. In addition, the lncRNA SNHG3 was reported
to play a vital role in LUAD progression [23, 24]. However, to
the best of our knowledge, the tumorigenic properties and
underlying mechanism of action of SNHG3 in LUAD pro-
gression remain to the determined. +e present study char-
acterized the expression pattern and molecular mechanism of
SNHG3 in LUAD.+e expression levels of SNHG3 were found
to be downregulated in both clinical samples from patients with
LUAD and LUAD cell lines. Furthermore, SNHG3 over-
expression inhibited the proliferation, migration, and invasion
and promoted the apoptosis of LUAD cells, which indicated
that SNHG3 may regulate the malignant behavior of LUAD
cells by serving as an oncogene in LUAD. Mechanistically,

Table 1:+e expression of SNHG3 and clinicopathological features in 66 lung adenocarcinoma. ∗P values are calculated with the chi-square
test.

Clinicopathological features Cases (n� 66) SNHG3 expression
P value∗38 high (%) 28 low (%)

Gender
Male 34 20 (58.8) 14 (41.2) 0.833
Female 32 18 (56.3) 14 (43.8)

Age (years)
≤60 33 17 (51.5) 16 (48.5) 0.319
>60 33 21 (63.6) 12 (36.4)

Tumor size (mm)
≤5.0 39 24 (61.5) 15 (38.5) 0.434
>5.0 27 14 (51.9) 13 (48.1)

TNM stage
I-II 38 27 (71.1) 11 (28.9) 0.010∗
III-IV 28 11 (39.3) 17 (60.7)

Lymph node metastasis
0–2 41 29 (70.7) 12 (29.3) 0.014∗
>2 25 11 (40.7) 16 (59.3)
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Figure 1: +e SNHG3 expression is downregulated in LUAD tissues and cell lines. (a) Relative expression levels of lncRNA SNHG3 in
LUAD tissues and normal tissues were detected by RT-qPCR. ∗P< 0.05 vs. the normal tissue. (b) +e GEPIA database was used to evaluate
the relationship between SNHG3 expression and the prognosis of LUAD patients with overall survival (OS). (c) Relative expression levels of
lncRNA SNHG3 in different LUAD cell lines were detected by RT-qPCR. ∗P< 0.05, ∗∗P< 0.01 vs. the normal tissue the 16HBE cell line.
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Figure 2: SNHG3 overexpression inhibits the progression of LUAD cells. (a) +e transfection efficiency of pcDNA3.1 SNHG3 was verified
by RT-qPCR assay. (b) Cell viability was detected by CCK-8 assay. (c) Cell proliferation was detected by clone formation assay. (d) Cell
apoptosis was determined by flow cytometry assay. (e) Cell migration was detected by wound scratch assay. (f ) Cell invasion was detected by
transwell chamber assay. #P< 0.05, ∗∗P< 0.01 vs. blank and pcDNA3.1.
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Figure 3: SNHG3 directly binds to miR-890 and downregulates the miR-890 expression. (a)+e putative miR-890 binding sites for SNHG3.
(b) Luciferase reporter assay was applied to assess the relationship between SNHG3 and miR-890. ∗P< 0.05 vs. blank and NC-inhibitor. (c)
Relative mRNA expression level of miR-890 was detected by RT-qPCR when cells were transfected with pcDNA3.1 SNHG3. ∗P< 0.05 vs.
blank and pcDNA3.1. (d) Relative expression levels of miR-890 in LUAD tissues and normal tissues were detected by RT-qPCR. ∗∗P< 0.01
vs. the normal tissue. (e) Relative expression levels of lncRNA SNHG3 in different LUAD cell lines were detected by RT-qPCR. ∗P< 0.05,
∗∗P< 0.01 vs. the normal tissue the 16HBE cell line.
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Figure 4: Continued.
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SNHG3 promoted LUAD progression by regulating miR-890
expression.

An increasing number of studies have demonstrated that
miRNAs exert both tumor suppressive and oncogenic roles
in tumorigenesis, and the expression of lncRNAs can reg-
ulate the activities of miRNAs [25, 26]. +erefore, miRNAs
have shown promise as potential clinical biomarkers and
therapeutic targets for the treatment of patients with LUAD
[27–29]. To date, numerous studies have revealed that miR-
890 was associated with the progression of a large number of
cancer types [30, 31]. For instance, miR-890 repressed the
proliferation and invasion and induced apoptosis in breast
cancer cells by regulating CD147 expression [32]. Never-
theless, to the best of our knowledge, the functional role of
miR-890 in the evaluation of LUAD status remains unclear.
Based on the results of a previous study, the present study
further investigated the function of miR-890 in LUAD
development. Using bioinformatics analysis and a dual lu-
ciferase reporter assay, SNHG3 was predicted to directly
bind to miR-890. Moreover, miR-890 expression was neg-
atively regulated by SNHG3, and miR-890 expression levels
were found to be upregulated in both LUAD tissues and cell
lines. In addition, miR-890 overexpression promoted the
proliferation, migration, and invasion and inhibited the
apoptosis of LUAD cells. +us, miR-890 overexpression
abrogated the effects of SNHG3 overexpression on LUAD
cells. +us, it is suggested that SNHG3 may promote the
occurrence and progression of LUAD by regulating miR-890
expression.

Nonetheless, there are several limitations to the present
study. First, although there are a large number of lncRNAs,
the current study only determined the role of lncRNA
SNHG3 and miR-890 in LUAD. Second, the study did not
investigate the association between other lncRNAs and lung
cancer and any other potential interactions between genes.
+erefore, future studies will focus on the interactions be-
tween lncRNAs.

In conclusion, to the best of our knowledge, the current
study was the first to report the function and regulatory
mechanism of the lncRNA SNHG3 in LUAD. +e findings
suggested that SNHG3 may function as an oncogene in
LUAD by modulating the expression levels of miR-890.
+erefore, lncRNA SNHG3 and miR-890 may serve as novel
biomarkers or potential targets for the treatment of LUAD.
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Figure 4: SNHG3 promotes the progression of LUAD by regulating miR-890. (a) +e relative expression level of miR-890 in A549 and
H1299 cells transfected with miR-890 mimic and pcDNA3.1 SNHG3+miR-216a-3p mimic was measured by RT-qPCR. (b) Cell viability was
detected by CCK-8 assay. (c) Cell proliferation was detected by clone formation assay. (d) Cell apoptosis was determined by flow cytometry
assay. (e) Cell migration was determined by wound healing assay. (f ) Cell invasion was determined by transwell chamber assay. ∗P< 0.05,
∗∗P< 0.01 vs. blank and NC mimic.
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In order to provide theoretical support for clinical diagnosis, the diagnostic value of the optimized fuzzy C-means (FCM)
algorithm combined with coronal magnetic resonance imaging (MRI) scan was investigated in the diagnosis of tracheal foreign
bodies in children. )e anisotropic filtering was applied to optimize the traditional FCM algorithm, so as to construct a new MRI
image segmentation algorithm, namely, AFFCM algorithm. )en, the traditional FCM algorithm, the FCM algorithm based on
the kernel function (KFCM), and the FCM algorithm based on the spatial neighborhood information (RFCM) were introduced for
comparison with the AFFCM. 28 children diagnosed with foreign bodies in the trachea were selected for MRI diagnosis, and
AFFCM was used for segmentation. )e partition coefficient, segmentation entropy, and the correlation degree between classes
after fuzzy division of the four algorithms were recorded, and the location and distribution of foreign bodies in the trachea and the
types of foreign bodies were also collected. Besides, the MRI scanning and chest X-rays of the children with foreign bodies in the
trachea should also be recorded in terms of the positive rate, diagnosis rate, and indirect signs. )e class division coefficient and
interclass correlation degree after fuzzy division of AFFCM were markedly greater than those of FCM, KFCM, and RFCM
(P< 0.05), while the segmentation entropy of AFFCM was less sharp than the entropies of FCM, KFCM, and RFCM (P< 0.05).
Among the 28 children, there were 5 cases with foreign bodies in the trachea (17.86%), 10 cases in the left bronchus (35.71%), and
13 cases in the right bronchus (46.43%). Among the foreign body types, there were 10 cases of melon seeds (35.71%), 6 cases of
peanuts (21.43%), and 5 cases of beans (17.86%). )e positive rate (89.29%) and diagnosis rate (96.43%) of MRI for bronchial
foreign bodies increased obviously in contrast to the rates of X-ray chest radiographs (57.14% and 67.86%) (P< 0.05).)erefore, it
was indicated that AFFCM showed higher partition coefficient value, lower segmentation entropy, larger similarity among classes,
and better image segmentation effect. Furthermore, AFFCM-based coronal MRI scan had a higher positive rate and diagnosis rate
for children’s tracheal foreign bodies, and the main signs were emphysema and atelectasis.

1. Introduction

Tracheal foreign bodies in children refer to foreign bodies
entering the airway, causing airway blockage. In mild cases,
it can result in lung damage, and, in severe cases, suffocation
death is more common in children below 5 years of age [1].
)e most common manifestations of foreign bodies in the
trachea of children are severe coughing, suffocation, nausea,
excessive phlegm, and difficulty breathing [2]. If it is not
treated in time, it will easily lead to suffocation, atelectasis,

recurrent pneumonia, which will not heal for a long time,
and even death in severe cases.)erefore, timely diagnosis of
foreign bodies in the trachea of children is necessary. )e
clinical diagnosis methods for foreign bodies in the trachea
of children mainly include X-ray, ordinary computed to-
mography (CT), and multislice spiral CT [3, 4]. When di-
agnosing atypical foreign bodies in the trachea of infants and
young children, it is necessary to use X-rays for chest plain
radiographs and fluoroscopy to determine the presence of
foreign bodies through indirect signs. However, when the
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imaging manifestations such as pulmonary obstruction,
pulmonary block shadows, and atelectasis occur, it is easy to
be misdiagnosed as bronchial pneumonia, bronchial lung
cancer, bronchial asthma, and other diseases, and the
misdiagnosis rate is high [5]. Ordinary CT axial images
increase the detection rate of foreign bodies, and the display
clarity of indirect lung signs is better than X-ray, but it has
the disadvantages of slow scanning speed, only presenting
axial images, and easy to miss small foreign bodies. Mul-
tislice spiral CT is developed based on common CT tech-
nology, which greatly shortens the scanning time, and has
higher resolution and image clarity, but it does not perform
well in soft tissue display and needs further improvement.
MRI examination is an auxiliary examination method that is
extensively applied in clinical practice. It is different from
X-ray film, CT, and other methods, which can accurately
locate the lesion andmake qualitative diagnosis of the lesion.
It is mainly suitable for soft tissues, bones and joints, nervous
system, and chest and abdomen [6, 7].

Due to the uncertainty of the gray scale and geometric
shape of the digital image, it is quite difficult to use the digital
image. )erefore, it is necessary to apply fuzzy theory and
robust algorithm to process these digital images [8]. Among
them, fuzzy C-means (FCM) is the most widely used objective
function-based fuzzy clustering method in daily life applica-
tions. It occupies a key position in the field of image seg-
mentation and can be used for gray image or color image
segmentation [9]. FCM can obtain the minimum value of the
objective function through an iterative optimization method,
thereby updating the membership of the elements in the
sample set and finally obtaining the optimal cluster center
[10, 11]. However, FCM also has some inherent shortcomings.
For example, FCM will become very sensitive and affect the
accuracy of the segmentation results when some sample images
with natural noise are encountered. Based on this, the intro-
duction of anisotropic filtering was considered in this study to
optimize the FCM algorithm and apply it to the sagittal MRI
image processing of pediatric bronchial foreign bodies.

To sum up, the application of mathematical algorithms
and magnetic resonance imaging (MRI) images in the field
of medical diagnosis is the focus of the current research. On
this basis, anisotropic filtering was employed to optimize the
traditional fuzzy clustering method, and a new MRI image
segmentation algorithm was constructed in this study. In
addition, the traditional fuzzy clustering algorithm, the FCM
algorithm based on the kernel function (KFCM), and the
rough FCM (RFCM) were also introduced, which were
compared with the fuzzy clustering algorithm. 28 pediatric
patients diagnosed with foreign bodies in the trachea were
selected for MRI diagnosis, and AFFCM was used for
segmentation to comprehensively evaluate the diagnostic
value of modified FCM combined with coronal MRI
scanning in children with foreign bodies in the trachea.

2. Materials and Methods

2.1. Research Objects. 28 child patients, who were hospi-
talized with foreign bodies in the trachea in the hospital from
October 2019 to November 2020, were selected as the

research objects in this study. )ere were 17 males and 11
females, with the age ranging from 5months to 10 years, and
the history of foreign body inhalation ranged from 5 hours to
32 days. )is study had been approved by the ethics com-
mittee of the hospital, and the family members of the child
patients included in the study were known and signed the
informed consent forms.

)e inclusion criteria were defined to include child
patients who were diagnosed with foreign bodies in the
trachea, signed the informed consent forms, and had no
contraindications to MRI scanning.

)e exclusion criteria were defined to include child
patients who had received relevant treatment, withdrew
from the experiment halfway, and had other lung diseases.

2.2.CoronaryMRIandX-RayScanning. )e requirements of
MRI scanning were as follows: A 3.0 T superconducting
magnetic resonance MAGNETOM Skyra imaging system
(produced by Siemens, Germany) was adopted in this study
to scan the child patients. First, each child patient was placed
in a supine position and underwent the cross-sectional and
sagittal positioning scanning. Besides, a coronal scanning
was performed with the child’s trachea and bronchus bi-
furcation as the center to obtain the coronal T1-weighted
imagining (T1WI) of the self-cyclotron wave sequence. )e
scanning parameters included repetition time (TR) of
400ms, echo time (TE) of 15ms, and layer thickness of
5mm.

)e requirements of chest X-ray were shown in the
following. In this study, PHILIPS DR machine (produced by
Royal Philips, Netherlands) was used for X-ray examination,
and each child patient was placed in a supine position,
inhaled, and taken X-ray after the chest was in the center.

2.3. FCM Based on Anisotropic Filtering Optimization.
FCM can minimize the objective function through the it-
erative calculation of the membership matrix and clustering
center, and then the data sample set is partitioned by
defuzzing operation according to the membership matrix
[4]. When FCM is applied to image segmentation, all pixels
on the image to be segmented are the sample set of data, and
its objective function can be expressed as follows:

Gα(W, Z) � 
n

i�1


s

j�1
wji 

α
l
2

xi, z( , (1)



s

j�1
wji  � 1. (2)

In equations (1) and (2), s represents the number of
clusters, n stands for the number of pixels, W expresses the
value of the membership function, S � (wji)s×n, Z indicates
the central value of all clusters, Z � (z1, z2, . . . zn), xi means
the gray value of the image pixel, α represents the fuzzy
weighted index, and l2(xi, z) indicates the square of the error
within the class. )en, the Lagrangian multiplier method is
introduced to solve equations (1) and (2):
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H � 

s

j�1
wji 

α
l
2
ji + β 1 − 

s

j�1
wji

⎛⎝ ⎞⎠. (3)

In equation (3), H represents the Lagrangian multiplier
solution, and α and β stand for the parameters. )en, the
necessary conditions for the optimization of the Lagrangian
equation should be the following:

zH

zβ
� 1 − 

s

j�1
wji � 0, (4)

zH

zwji

� α wji 
α− 1

lji 
2

− β � 0. (5)

From equation (4), the following equation can be
obtained:

wji �
β

α lji 
2

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

(1/α− 1)

. (6)

Equation (5) is substituted into equation (2), so as to
obtain the two following equations:



s

j�1
wji �

β
α

 

1/α− 1



s

j�1

1

lji 
2

1/α− 1
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
� 1, (7)

β
α

 

1/α−1

�
1


s
j�1 1/ lji 

2
 

1/α− 1. (8)

Equation (9) can be obtained by substituting equation
(8) into equation (5).

wji �
1


s
p�1 lji/ljp 

2/α− 1. (9)

)en, Gα(W, Z) is made to be the minimum mem-
bership function value, which can be shown in the following
equation:

wji �
β

α lji 
2

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

1/α− 1

. (10)

In the same way, Gα(W, Z) is made to be the smallest
cluster center value, as shown in the following equation:

Zi �


n
i�1 wji 

α
xi


n
i�1 wji 

α . (11)

)erefore, the cluster center and the best classification
matrix can be determined by equations (10) and (11)
according to the number of cluster categories of the data
sample set and the specified sample fuzzy weight. What is
more, the defuzzy algorithm [12] is applied to operate the
membership matrix to complete the partition effect of
samples. However, the standard FCM algorithm does not
consider the association of the neighboring pixels of each
element when performing image segmentation, which
makes the algorithm very sensitive to images with noise.
)erefore, the anisotropic filtering method was introduced
in this study to denoise the image by anisotropic filtering,
and its objective function can be updated as follows:

G
∗

� 
s

j�1


T−1

t�0
fx(t)w

α
jt Φ xt(  −Φ zj 

�����

�����
2

+ κ
s

j�1


T−1

t�0
fy(t)w

α
jt Φ yt(  −Φ zj 

�����

�����
2
.

(12)

In equation (12), t stands for the gray level in the image,
T represents the highest gray level in the image, f(t) means
the gray domain histogram statistical function of the image
before and after processing, κ indicates the coefficient of
fuzzy weight correction, y represents the gray value of the
postprocessing image, and Φ(x) represents the kernel
function. Φ(x) is set as the Gaussian kernel function ([K]),
so the following equations can be gotten:

Φ xi(  −Φ zj 
�����

�����
2

� K(x, x) + K(y, y) − 2K(x, y), (13)

K(x, y) � exp −
‖x − y‖

2

θ2
 . (14)

From equations (13) and (14), the following equation can
be obtained:

Φ xi(  −Φ zj 
�����

�����
2

� 2 1 − K xi, zj  . (15)

)us, the objective function can be updated as follows:

G
∗

� 
s

j�1


T−1

t�0
fx(t)w

α
jt 1 − K xi, zj  

+ κ

s

j�1


T−1

t�0
fy(t)w

α
jt 1 − K yi, zj  .

(16)

)e same can be solved to make G∗ (W, Z) the mini-
mum membership function value and cluster center value,
which can be expressed in the two following equations:
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s
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α
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)erefore, an optimized FCM algorithm based on an-
isotropic filtering can be obtained, which is set as AFFCM.
)e calculation process is shown in Figure 1. First, the FCM
algorithm’s parameters are initialized, the image is pre-
processed by anisotropic filtering, and the histogram
function of the original image and the filtered image is
obtained. )en, the membership matrix and clustering
center are calculated and updated. If t≤T, the algorithm
ends. Otherwise, the above steps are repeated. Finally, the
image is deblurred to judge the categories of image elements.

2.4. Evaluation Criteria for Image Segmentation. )e tradi-
tional FCM algorithm, KFCM [13], and RFCM [14] were
introduced for comparison with AFFCM constructed in this
study. Moreover, the results of image segmentation were
evaluated by using three indicators of correlation degree
between classes after fuzzy, partition coefficient, and seg-
mentation entropy, which could be calculated as follows:

Qpc �


s
i�1 

n
j�1 w

2
ij

n
. (19)

Qpe � −


s
i�1 

n
j�1 wijlog wij 

n
. (20)

Qda � −


s
j�1 

n
j�1 wij xj − zi

�����

�����
2

n min i≠ k zk − zi

����
���� 

. (21)

In equations (19), (20), and (21), Qpc represented the
partition coefficient, Qpe stood for the segmentation en-
tropy, Qda meant the correlation degree between classes after
fuzzy, and the other letters had the same meaning as
above. When performing image segmentation, the larger the
value Qpc, the better the segmentation effect; the smaller
the valueQpe, the better the segmentation effect; the smaller the
value Qda, the better the segmentation effect.

2.5. Observation Indicators. )ree indicators of AFFCM,
FCM, KFCM, and RFCM needed to be recorded, which were
the partition coefficient, segmentation entropy, and the
correlation degree between classes after fuzzy. )en, the
location and distribution of foreign bodies in the trachea and
the types of foreign bodies should be collected. MRI scan-
ning and chest X-ray were recorded for the diagnosis of
tracheal foreign body (positive and negative), and the
positive rate of diagnosis was calculated. In addition, the
indirect signs of tracheal foreign bodies in the children were
recorded by MRI scanning and chest X-ray.

2.6. Statistical Methods. SPSS 19.0 statistical software was
used for test data processing, the measurement data were
expressed as the mean± standard deviation (x± s), the count
data were represented by percentage (%), and the AFFCM,
FCM, KFCM, and RFCM were compared by one-way
analysis of variance (ANOVA). Furthermore, MRI scanning
and X-ray chest radiographs adopted t-test to compare the
positive rate and the diagnosis rate of tracheal foreign bodies
in children, and P< 0.05 indicated that the difference was
statistically marked.

3. Results

3.1.Comparison on the SegmentationPerformance ofDifferent
Algorithms. Figure 2 reveals that the partition coefficient
and the correlation degree between classes after fuzziness of
AFFCM increased greatly in contrast to those of FCM,
KFCM, and RFCM, with a statistically marked difference
(P< 0.05). )e segmentation entropy of AFFCM (0.137) was
smaller steeply than the entropies of FCM (0.447), KFCM
(0.322), and RFCM (0.275), and there was a statistically
obvious difference (P< 0.05). )e partition coefficient and
the correlation degree between classes after fuzziness of
KFCM (0.347) and RFCM (0.406) were markedly greater
than those of FCM (0.288) (P< 0.05), while the segmenta-
tion entropies of KFCM and RFCM were both hugely
smaller than that of FCM (P< 0.05).

Figure 3 shows the comparison of MRI images processed
by different algorithms. It was found that the original image
map had poor clarity and more artifacts and noises, and the
observation of image features was not clear enough, with
poor quality. After the four algorithms, the sharpness of the
image was improved to a certain extent, and the noise was
correspondingly reduced. Among them, the sharpness of the
image processed by AFFCM was the highest, with less noise
and artifacts, and the quality was improved hugely.

3.2. X-Ray andMRI Imaging Evaluation of One Child Patient.
Figure 4 shows the X-ray and MRI image evaluation of one
case (male, 2 years old). X-ray film revealed that the
transmittance of the left lung field decreased, the medias-
tinum moved to the left, the transmittance of the right lung
field increased, the air content rose, and there were obvious
manifestations of emphysema. Considering the valve
function of the foreign body, the volume of air inhaled was
more than the volume of air exhaled, resulting in the in-
creased volume of air in the right lung and emphysema, so he
was diagnosed as a right bronchial foreign body. )e right
lung emphysema could be observed from theMRI image, the
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T1-weighted image was an iso-signal shadow, and the T2-
weighted image was a high-intensity shadow. )us, the
diagnosis was a vegetative bronchial foreign body.

3.3.9e Situation of ForeignBodies in the Bronchus of 28Child
Patients. Figure 5 reveals that there were 5 cases of foreign
bodies in the trachea (17.86%), 10 cases of foreign bodies in
the left bronchus (35.71%), and 13 cases of foreign bodies in
the right bronchus (46.43%) among the 28 child patients.

As for the types of foreign bodies, 10 cases were melon
seeds (35.71%), 6 cases were peanuts (21.43%), 5 cases were
beans (17.86%), 3 cases were pistachios (10.71%), 3 cases
were plastic (10.71%), 1 case was fish bone (3.57%), most of
which were plant-based foreign bodies, as shown in Figure 6.

3.4. Comparison on Positive Rate and Diagnosis Rate of MRI
and X-Ray Diagnosis of Bronchial Foreign Bodies.
Figure 7 discloses the comparison results of the positive rates
of MRI and X-ray diagnosis of bronchial foreign bodies. It
was found that MRI diagnosis of bronchial foreign bodies was
positive in 25 cases and negative in 3 cases; chest X-ray di-
agnosis of bronchial foreign bodies was positive in 16 cases
and negative in 12 cases.)e positive rate of MRI diagnosis of
bronchial foreign bodies (89.29%) rose substantially com-
pared with X-ray chest radiograph (57.14%), and the dif-
ference was obvious (P< 0.05). Besides, the negative rate of
MRI diagnosis of bronchial foreign bodies (10.71%) dropped
sharply in contrast to the rate of X-ray chest radiograph
(42.86%), showing a statistically huge difference (P< 0.05).

)e diagnosis rates of MRI and X-ray diagnosis of
tracheal foreign bodies were compared, and the results are
presented in Figure 8. It shows that the diagnosis rate of
tracheal foreign bodies diagnosed by MRI (96.43%) elevated
obviously compared with chest X-ray (67.96%) (P< 0.05).
However, the negative diagnosis rate of tracheal foreign
bodies diagnosed by MRI (3.57%) reduced steeply in con-
trast to the rate of chest X-ray (32.14%) (P< 0.05).

3.5. MRI and X-Ray Diagnosis of Tracheal Foreign Body Signs.
Figure 9 displays the signs of foreign bodies in trachea di-
agnosed by MRI and X-ray. It reveals that the X-ray diag-
nosis of bronchial foreign body signs included emphysema,
atelectasis, limited obstruction, and mediastinal displace-
ment. Among them, 21 child patients suffered from em-
physema, 8 child patients had atelectasis, 1 child patient
suffered from limited obstruction, and 2 child patients
showed mediastinal displacement; thus emphysema >
atelectasis>mediastinal displacement> limited obstruction.
)e bronchial foreign body signs diagnosed through MRI
were emphysema, atelectasis, mediastinal swing, limited
obstruction, mediastinal displacement, and pulmonary in-
fection. Among them, there were 25 cases with emphysema,
22 cases with atelectasis, 17 cases with mediastinal swing, 10
cases with limited obstruction, 3 cases with mediastinal
displacement, and 19 cases with pulmonary infection, so
emphysema> atelectasis> pulmonary infection>mediasti-
nal swing> limited obstruction>mediastinal displacement.

4. Discussion

Tracheal and bronchial foreign bodies refer to the symptoms
of coughing, wheezing, and dyspnea caused by foreign
bodies entering the respiratory tract through inhalation,
ingestion, suffocation, and so forth. Kozaci et al. (2019) [15]
found that when a foreign body entered the human airway, it
would stimulate the airway mucosa and cause mucosal
edema. If it stayed in the airway for too long, it would also
lead to pneumonia and lung abscess. )erefore, it is nec-
essary to choose an accurate way to diagnose and treat
airway foreign bodies. MRI, as an imaging method exten-
sively used in the field of medical diagnosis in recent years,
has very prominent advantages, but it is rarely applied in the
diagnosis of foreign bodies in the trachea. In this study, the
traditional FCM algorithm was first optimized based on
anisotropic filtering (AFFCM), which was compared with
FCM, KFCM, and RFCM. )e result indicated that the
partition coefficient and the correlation degree between
classes after fuzziness of AFFCM were hugely greater than
those of FCM, KFCM, and RFCM, but the segmentation
entropy of AFFCM was obviously smaller than those of
FCM, KFCM, and RFCM (P< 0.05). )is was similar to the
research findings of Tamiru et al. (2012) [16], which showed
that, compared with the traditional algorithm, the proposed
algorithm AFFCM had higher segmentation coefficient
value, lower segmentation entropy, higher similarity be-
tween classes, and better image segmentation effect [17].

Start

Initialization
parameters

Anisotropic
filtering

Image histogram 
function

Update membership 
matrix

Update cluster 
center

De-
fuzzification EndIf t > = T

Yes

No

Figure 1: Algorithm’s flow chart.
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Figure 2: Comparison on partition coefficients, segmentation entropy, and the correlation degree between classes after fuzziness of different
algorithms: (a) the partition coefficient; (b) the segmentation entropy; (c) the correlation degree between classes after fuzziness. ∗ indicates
P< 0.05 compared with AFFCM; # indicates P< 0.05 compared with FCM.
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Figure 3: Continued.
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(d) (e)

Figure 3: Comparison on the segmentation performance of different algorithms: (a) the original image; (b) the image processed by FCM;
(c) the image processed by KFCM; (d) the image processed by RFCM; and (e) the image processed by AFFCM constructed in this study.

(a) (b)

Figure 4: X-ray and MRI image evaluation of a male case (2 years old): (a) a chest X-ray; (b) an MRI image.
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Right bronchus

35.71

46.43
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Figure 5: )e distribution of foreign bodies in the bronchus of 28
child patients: 1: the foreign bodies in the trachea; 2: the foreign
bodies in the left bronchus; 3: the foreign bodies in the right
bronchus.
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Figure 6: Types of bronchial foreign bodies in 28 child patients.
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Based on the processed MRI images, AFFCM could over-
come noise and improve image quality.

In this study, MRI and X-ray scanning based on AFFCM
were performed on 28 children who were diagnosed with
tracheal foreign bodies and admitted to the hospital from
October 2019 to November 2020. It was found that there

were 5 cases (17.86%) of tracheal foreign bodies, 10 cases
(35.71%) of left bronchial foreign bodies, and 13 cases
(46.43%) of right bronchial foreign bodies in the 28 children,
which was consistent with previous studies, showing that the
right bronchial foreign body was the most common site.
Among the 28 cases of foreign bodies, 10 cases were melon
seeds (35.71%), 6 cases were peanuts (21.43%), 5 cases were
beans (17.86%), and other types were few, most of which
were plant foreign bodies. )is may be due to the fact that
melon seeds are always available in every family. When
children are frightened, crying, and naughty, and there are
other predisposing factors, it is easy to accidentally choke
into the airway [18].)e positive rate (89.29%) and diagnosis
rate (96.43%) of bronchial foreign body diagnosed by MRI
were substantially higher than the rates of chest X-ray
(57.14% and 67.86%) (P< 0.05), which was similar to the
research findings of Gao et al. (2015) [19], indicating that the
diagnostic level of coronal MRI for airway foreign bodies
was better than that of chest X-ray film. What is more, it
could clearly show the size, shape, and type of foreign bodies
as well as the complications caused to the lungs, and it was
easier to identify the related diseases. )e bronchial foreign
body signs through MRI diagnosis were emphysema>
atelectasis> lung infection>mediastinal swing> limited
obstruction>mediastinal displacement, in which emphy-
sema and atelectasis were the most common cases, sug-
gesting that emphysema and atelectasis could be the main
signs of bronchial foreign body in MRI diagnosis. In the
X-ray diagnosis of bronchial foreign body signs,
emphysema> atelectasis>mediastinal displacement> limited
obstruction, where the number of emphysema cases was the
largest, which indicated that emphysema could be used as
the primary sign of X-ray diagnosis of bronchial foreign
bodies.

5. Conclusion

In this study, the traditional FCM algorithm was optimized
based on anisotropic filtering to obtain AFFCM, and it was
compared with FCM, KFCM, and RFCM, which was also
applied to 28 cases of pediatric tracheal foreign body MRI
diagnosis. It was found that AFFCM had a relatively high
partition coefficient value, a lower segmentation entropy,
and a greater degree of similarity between classes, with better
image segmentation effect. MRI based on AFFCM also had a
higher positive rate and diagnosis rate for children with
foreign bodies in the trachea, and the main signs were
emphysema and atelectasis. However, the selection of
children’s samples is small in this study, and more detailed
group discussions are not possible. Further consideration is
given to the selection of more children to further explore the
characteristics of tracheal foreign body in MRI images of
child patients. All in all, the results of this study can provide a
good theoretical basis for the clinical diagnosis of foreign
bodies in the trachea of children.
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To study and explore the adoption value of magnetic resonance imaging (MRI) in the diagnosis of anterior cruciate ligament
(ACL) injuries, a multimodal feature fusion model based on deep learning was proposed for MRI diagnosis. After the related
performance of the proposed algorithm was evaluated, it was utilized in the diagnosis of knee joint injuries. (irty patients with
knee joint injuries who came to our hospital for treatment were selected, and all patients were diagnosed with MRI based on deep
learning multimodal feature fusion model (MRI group) and arthroscopy (arthroscopy group). (e results showed that deep
learning-based MRI sagittal plane detection had a great advantage and a high accuracy of 96.28% in the prediction task of ACL
tearing. (e sensitivity, specificity, and accuracy of MRI in the diagnosis of ACL injury was 96.78%, 90.62%, and 92.17%, re-
spectively, and there was no considerable difference in contrast to the results obtained through arthroscopy (P> 0.05).(e positive
rate of acute ACL patients with bone contusion and medial collateral ligament injury was substantially superior to that of chronic
injury. Moreover, the incidence of chronic injury ACL injury with meniscus tear and cartilage injury was notably higher than that
of acute injury, with remarkable differences (P< 0.05). In summary, MRI images based on deep learning improved the sensitivity,
specificity, and accuracy of ACL injury diagnosis and can accurately determined the type of ACL injury. In addition, it can provide
reference information for clinical treatment plan selection and surgery and can be applied and promoted in clinical diagnosis.

1. Introduction

(e knee joint is a very important compound joint in the
human body, which not only undertakes frequent and
complex movements but also is the most important weight-
bearing joint of the human body [1].(erefore, knee injuries
are inevitable in life. Most knee injuries are caused by high-
intensity exercises, sports competitions, and falls from high
altitudes. (e most common knee injuries include anterior
cruciate ligament (ACL) injury and meniscus injury, and the
combination of the two injuries is also common. According
to reports, the incidence of ACL injury with meniscus injury
was more than 85%, which may cause joint swelling, pain,
and movement inconvenience in patients, thus substantially
affecting the life and work of patients [2, 3]. In the case of
knee injury, timely and accurate assessment of ACL injury is
helpful to select the best treatment plan and effectively

evaluate the prognosis of patients. It is of great clinical
significance for patients to recover the normal stability and
normal motor function of knee joint and to avoid or reduce
the secondary injury of other knee joint structures [4].
Clinically, complete tears and partial tears are often taken as
the basis for judging ACL damage [5]. All in all, the early and
correct diagnosis after ACL injury is of great significance for
the choice of clinical treatment plan and prognosis [6, 7].

(e commonly used methods for diagnosing ACL injury
are roughly classified into three categories, clinical stability
examinations, such as anterior drawer test and axis shift test,
imaging examinations such as ultrasound diagnosis, CT
diagnosis, and MRI diagnosis, and arthroscopy [8]. Ultra-
sound examination and CT examination require high op-
erational experience of medical staff. Arthroscopic diagnosis
is an effective standard for ACL injury, but the inspection
method is limited to the case of trauma [9]. (erefore,
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clinical stability check is an important method for doctors to
check ACL injury. Due to the good tissue resolution and
high spatial resolution, MRI can not only objectively eval-
uate knee joint injuries but also evaluate knee joint injuries
such as meniscus injuries and cartilage injuries [10].

Since MRI examinations show high clinical diagnosis
accuracy of ACL tears and meniscus, knee MRI has be-
come the first choice for the diagnosis of knee joint in-
juries in recent years. (e deep learning approaches can
automatically learn multilayer features, which are very
suitable for the auxiliary diagnosis of medical images [11].
At present, deep learning approaches have surpassed
traditional medical image analysis methods and have
made great progress in the field of knee MRI. Mayo et al.
[12] developed a fully automatic knee joint magnetic
resonance cartilage damage detection system based on
deep learning. (e system consisted of two CNN net-
works. (e first CNN network was utilized for the rapid
segmentation of cartilage and bone, while the second
CNN network evaluated the structural abnormalities of
articular cartilage. (e total accuracy of the experiment
reached 98.37%. (erefore, the deep learning-based MRI
cartilage injury detection system of the knee joint shows a
high diagnostic accuracy, can quickly analyze images,
significantly saves the diagnostic time, and improves the
diagnostic efficiency. (is diagnosis method is worthy of
promotion and adoption.

In summary, the knee joint injury patients were taken as
the research object in this research. MRI images of patients
were optimized based on deep learning algorithms, which
were then applied to the diagnosis of knee joint injury
patients, and the adoption value of MRI image diagnosis in
ACL injury was evaluated.

2. Materials and Methods

2.1. Research Objects and Grouping. (irty patients with
knee joint injuries diagnosed in our Hospital fromMay 2019
to March 2020 were selected as the research objects. All
patients underwent MRI and the results were compared with
those obtained by arthroscopy. (ere were 21 males and 9
females. (e age range of the patients was 18–75 years, and
the average age was (37.82± 5.18) years. (e patients were
rolled into two groups according to diagnosis methods. One
group was MRI diagnose and the other group was arthro-
scopic diagnose, and they were compared within the groups.
(e experimental process had been approved by the ethics
committee of the hospital, and all subjects included in the
study had signed the informed consent forms.

Inclusion criteria: (i) clinical symptoms were joint pain,
swelling, joint instability, etc.; (ii) physical examination
methods (anterior drawer test, Lachman test, etc.) showed at
least one positive sign; (iii) those who aged 18–75 years old.

Exclusion criteria: (i) patients with a previous history of
knee joints, such as tuberculosis arthritis and rheumatoid
arthritis; (ii) the patient’s joints were found to have tumors
or tumor-like lesions through examination; (iii) patients
with a history of knee surgery; (iv) patients whose age was
under 18.

2.2. MRI Examination. (e patient’s original image was sent
to a postprocessing workstation. (ree associate chief doctors
withmore than five years of experience inMRI diagnosis in the
radiology department performed oblique coronal and cross-
sectionalmultiplane recombination.(e thickness was 0.4mm,
and there was no spacing between the layers. (e three-di-
mensional reconstructed ACL and its surrounding structures
were observed, and consensus was reached and recorded
through consultation. At the same time, the MRI scan se-
quences (T2WI-SPAIR sagittal images, T2WI cross-sectional
images, etc.) were observed and analyzed, and the corre-
sponding diagnostic opinions were recorded. According to the
characteristics, continuity, edge, shape, and signal of ACL
damage, whether ACL was damaged and the extent of damage
were judged. According to the comprehensive literature, MRI
diagnostic criteria of ACL injury were established, and theMRI
signs of ACL injury were classified into four categories [13] as
follows. Grade 0: no abnormalities in initial profile, walk, and
signal. Grade I: the ligament continuity was still good, the
contour was still intact, the ligament was not thickened or
slightly thickened and expanded, small patches or streaks of
signal can be seen, and damage area was less than 50%. Grade
II: ligamentous continuity was poor, but some continuous
fibers were still visible; locally thickened or diffused ligaments
were visible; incomplete orwell-defined edges were at the site of
ligament injury, or there were locally notched areas; abnor-
mally high signal can be seen, with damage area greater than or
equal to 50%. Grade III: there was intact rupture of the liga-
ment, characterized by broken continuity of the ligament,
displacement of the bent or broken end, clumpy ligament,
increased signal, and unclear boundary.

After the patient’s medical history and MRI results were
provided, radiologists would observe and analyze the knee
images of the patient to determine whether there was a tear
in the ACL of the knee and the degree of the tear. If there was
a difference of opinion, the three experts could reach a
conclusion after consultation.

2.3. Arthroscopy Examination. Arthroscopy with a diameter
of 4.0mm and a wide angle of 30 degrees from Stryker and
Smith & Nephew were utilized. (e arthroscopy was per-
formed by two joint surgeons. A detailed medical history was
taken before surgery, and a physical examination was per-
formed in combination with X-rays and MRI. (e knee ACL
was carefully examined during surgery. If there was a partial
injury, a detailed examination with a probe was performed to
avoid misdiagnosis. If a ligament injury was found arthro-
scopically, the physician could take further appropriate
treatment and recorded the surgical plan and procedure. MRI
findings and arthroscopic findings were studied and analyzed.

2.4. Deep Learning Model Construction Based onMultimodal
Feature Fusion

2.4.1. Deep Feature Extraction. At present, convolutional
neural networks are more and more widely used in the field
of medical image diagnosis and have made good progress.
(e mechanism of convolutional neural network refers to
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automatically performing the feature extraction of the image
through the convolution operation of the image, and such
feature has advanced semantic information and is more
robust [14]. Since the deep learning model can only achieve
ideal results when trained on annotated images, transfer
learning is adopted to directly use the second to fifth
convolution blocks of the pretrained VGG16 [15]. (e
feature map of the last layer of each convolution block is
extracted, which is H(g), g � 1, 2, 3, 4, 5. After the up-
sampling K(g − 1) of H(g − 1) was obtained, the result
image after 2∗2 convolution processing is pixel fused, and
then, 5∗5 convolution kernel is used again to correct the
fused image, which can eliminate the aliasing effect used
above and obtain a new feature map H(g − 1). (e pyramid
fusion equation is as follows:

K(g − 1) � y2×2(H(g − 1)),

H(g − 1) � y5×5(H(g) + H(g − 1)).
(1)

After the last layer H(2) is acquired, it passes through
the batch normalization (BN) layer, the adaptive maximum
pooling layer, and the fully connected layer in turn. (e BN
layer can speed up the convergence speed and classification
effect of the model. y(n) is set as the nth dimension feature of
H(2), the BN layer is H(2) introduced with the parameters
z(n) and D(n), and the indifference estimation is conducted
to output the nth dimension feature as follows:
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In the above equation, equation (3) is the average value
of batch size q, and equation (4) is the variance of batch
size q.

When nonlinear factors are added to the ReLU layer, the
expression ability of the increased model will be weakened.
(e activation function of ReLU is as follows:

f(m) � max 0, m{ }. (5)

(e main difference between the adaptive maximum
pooling layer and the standard Max Pooling is that the
former will control the output size (Out) according to the
input size (In), and stride and kernel size are as follows:

stride � floor
In
Out

 ,

kernel size � In − (Out − 1) × stride,

Padding � 0.

(6)

(e fully connected layer can be regarded as the full-scale
convolution of s × u; s and u are the output size of the
previous layer, and finally, 1026-dimensional features
extracted by the convolutional neural network can be
obtained:

h � h1, h2, h3, . . . , h1026( . (7)

2.4.2. Multimodal Feature Adaptive Fusion. Due to the
different features of different modalities [16], a deep learning
model of multimodal feature fusion is constructed to retain
the correlation of multimodality. (e model contains a
hidden layer with a number of neurons less than the feature
dimension and a Sigmoid layer.(e entire network is trained
by maximizing the energy proportion of the feature layer.
(e Sigmoid layer can map the feature interval after feature
fusion to (0, 1), which is the prediction probability. (e
feature vector m� (c, o), and the forward propagation
equation is as follows:

pe � si + ti( ϑie + βe, (8)

W � z 
a

l�1
si + ti( ϑie + βe

⎛⎝ ⎞⎠. (9)

In the above equations, z(k) � 1/1 + n− k, ti is the de-
viation of the visible layer, βe is the deviation of the hidden
layer, and pe is the hidden layer vector. To obtain the optimal
fittingmultimodal feature, the energymodel is used to adjust
the parameters, and the energy function is as follows:

H(x, y|ℓ) � − 
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i

e�1
tiϑieyi. (10)

In equation (9), ℓ � (ti, ϑie, yi), H(x, y|ℓ) represents the
total energy of the module.

(e marginal probability distribution is defined as
follows:

p(x|ℓ) �
1

Z(ℓ)


e

r
− k(x,y|ℓ)

, (11)

p(y|ℓ) �
1

Z(ℓ)


i

r
− k(x,y|ℓ)

. (12)

In equations (10) and (11), Z(ℓ) � 
il

r− k(x,y|ℓ), and the

optimization function is defined as follows:

ℓnm � argmax
ℓ



o

j�1
lgP xj|ℓ . (13)

In equation (12), o is the number of samples. When the
function ℓ takes the maximum value, the energy proportion
of the characteristic layer is high, and the energy of the
hidden layer is small. When data is transmitted within the
network, the direction of the data flow is also the direction of
energy dissipation. After many iterations, the network en-
ergy shows a decay trend, the network tends to be ordered,
or the probability distribution tends to be concentrated.
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2.5. Evaluation Index. (e performances of different models
were quantitatively evaluated regarding the Accuracy, Re-
call, and AUC.

Accuracy refers to the proportion of the correct samples
predicted by the model to the total samples, which is cal-
culated as follows:

Accuracy �
TP + TN

TP + FN + TN + FP
,

Recall �
TP

TP + FN
.

(14)

In the above equations, TP (true positive) means that
the segmentation result and the gold standard result are
both true, that is, true positive. FP (false positive) means
that the segmentation result is false, and the gold standard
results are all true. FN (false negative)) indicates that the
segmentation result is true, and the gold standard results
are all false.

(e AUC value is defined as the area under the ROC
curve enclosed by the coordinate axis. Since the ROC curve
is generally above the line y� x, the value range of AUC is
between 0.5 and 1. (e closer the AUC is to 1.0, the higher
the authenticity of the detection method is.

(e observation of concomitant injury of ACL mainly
included common combined injuries such as meniscus tear,
bone contusion, medial and lateral collateral ligament injury,
cartilage injury, and joint effusion.

2.6. Statistical Methods. SPSS 19.0 was employed for data
statistics and analysis. Mean± standard deviation (x± s) was
how measurement data were expressed, and the comparison
of the mean between each group was performed by t test.
Percentage (%) was how count data were expressed, and the
χ2 test was used. (e difference was statistically considerable
with P< 0.05.

3. Results

3.1. Analysis of the Results of ACLDamageDiagnosis Based on
Deep Learning Algorithms. (e results of ACL damage di-
agnosis based on deep learning algorithms were analyzed.
Figure 1 showed that, after fusion of traditional features and
deep learning features, the performance indicators of MRI
were improved to a certain extent, especially in accuracy and
AUC value. (e accuracy was up to 90%, and the highest
AUC value was 0.9726. (e detection rate of this model for
general positive samples was higher than 92%, and the
detection rate for positive samples of ACL tear and meniscus
tear was high, which was of great significance to assist
physicians in diagnosing high-risk patients.

From the results in Figure 1, the sagittal plane detection
had a great advantage and a high accuracy of 96.28% in the
task of ACL tear prediction. (e prediction accuracy of
meniscus tear was low, which was 75.37% (Figure 1(a)). In
the prediction of recall rate, the prediction of ACL tear was
the best on the horizontal axis, the recall rate was 89.56%
(Figure 1(b)), and the AUC value was 0.9726. In the

prediction of meniscus tear, the sagittal plane was the best,
with a recall rate of 90.57% and an AUC value of 0.923
(Figure 1(c)).

Since each prediction task had only two cases of positive
and negative, the prediction probability of the model
greater than or equal to 0.5 was deemed as a positive
patient, and the prediction probability less than 0.5 was
deemed as a negative patient, so as to better show the
prediction effect of the model. (e test results of ACL tear
and meniscus tear were shown in Figure 2. (e results
showed that this prediction model had good performance
for ACL tear and meniscus tear predictions, especially for
ACL prediction accuracy and recall rate, and the maximum
AUC value was above 0.96. It indicated that the prediction
model based on deep learning used in this study can be used
as a basis for diagnosing knee joint injuries and had certain
value in clinical adoptions.

3.2. MRI Features of Patients with Knee Joint Injury Based on
Deep Learning. Figure 3 was the schematic diagram of a 55-
year-old male patient with bone contusion (axial displace-
ment sign). In Figure 3(a), once the ACL was torn, the tibia
wouldmove forward relative to the femur, causing the lateral
femoral condyle to collide with the outer and posterior tibia.
Both sides had edema, and the degree of knee flexion de-
termined the location of the femoral condyle. Figures 3(b)
and 3(c) were images of ACL tears observed at different
positions.

Figure 4 showed MRI images of some patients with
knee injuries. Figure 4(a) showed ligament discontinuity.
(ere was a low signal of the ligament, but the inter-
ruption was discontinuous, the path was low and flat, and
the ligament was curled in a clumpy or wavy shape, which
was generally seen in fresh injuries. In Figure 4(b), there
was abnormal direction of ligament injury (ACL ptosis).
(ere was a relatively intact ligament with low signal, but
the direction was abnormal and pendulous, which was
usually seen in the old injury of the femoral attachment,
where the damaged ACL dropped and adhered to the PCL.
In Figure 4(c), the ACL was absent. (e intercondylar
fossa was empty and there was no ligament signal. (e
symptoms were mainly present in prolonged injuries,
where the damaged ACL tear was heavy and horse-tailed,
did not enclose synovium, and was gradually corroded by
enzymes in the joint.

In Figure 5(a), MRI T2WI showed a tear in the posterior
horn of the medial meniscus of the knee. In Figure 5(b), MRI
T2WI plain scan showed the high signal shadow within the
low signal of the posterior cruciate ligament. (e arrow
indicated a partial rupture with hyperintensity bleeding
around the rupture. (e MRI diagnosis was an incomplete
rupture of the right posterior cruciate ligament.

3.3. MRI Manifestations of ACL Injury. (ere are 60 knee
joints in 30 patients with knee joint injury. In the exami-
nation results, the MRI examination showed that there were
34 cases of ACL grade III injury, 10 cases of grade II injury,
10 cases of grade I injury, and 6 cases of grade 0 injury.

4 Journal of Healthcare Engineering



Arthroscopy showed that there were 34 cases of ACL grade
III injury, 13 cases of grade II injury, 11 cases of grade I
injury, and 2 cases of grade 0 injury. Compared with the
results of arthroscopy, 3 cases were misdiagnosed as intact
ligaments, 3 cases were misdiagnosed as grade II ligament
injuries, 1 case was misdiagnosed as grade I ligament in-
juries, 4 cases were misdiagnosed as grade 0 injuries, and 2
cases were missed (Figure 6).

Figure 7 showed that the sensitivity, specificity, and
accuracy of MRI in the diagnosis of ACL injury was 96.78%,
90.62%, and 92.17%, respectively, with no substantial dif-
ference from the results of arthroscopy (P< 0.05), which
showed that MRI can accurately diagnose ACL injury.

3.4. ACL Injury Classification and Concomitant Injury. In
this research project, there were 34 cases of ACL grade III
injury, including 10 cases of chronic injury and 24 cases of
acute injury, 10 cases of grade II injury, 4 cases of chronic
injury, and 6 cases of acute injury. Among grade I and grade
0 injuries, chronic injuries accounted for 3 cases and acute
injuries accounted for 13 cases. (ere were 43 cases of acute
injury and 17 cases of chronic injury.

Among the types of ACL injuries, there were meniscus
tears, bone contusions, internal and external collateral lig-
ament injuries, cartilage injuries, joint effusions, etc. (e
common concomitant injury was the torn meniscus. (ere
were 30 patients with acute injury in concomitant injury and
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Figure 1: Analysis of diagnosis results of ACL injury based on deep learning algorithm. Accuracy comparison of transverse plane, coronal
plane, and sagittal plane (a); recall rate comparison of transverse plane, coronal plane, and sagittal plane (b); AUC comparison of transverse
plane, coronal plane, and sagittal plane (c). ∗indicated that the accuracy, recall rate, and AUC of ACL injury were statistically different from
that of meniscus injury (P< 0.05).
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Figure 2: Performance comparison of regression models: (a) comparison of accuracy and recall rate of ACL and meniscus tear;
(b) comparison of AUC of ACL and meniscus tear. ∗indicated that ACL injury was dramatically different versus meniscus injury (P< 0.05).

(a) (b) (c)

Figure 3: Schematic diagram of ACL injury. (a)(e ACL tear, the arrow indicated the site of the ligament injury, (b) the coronal diagram of
the ligament tear, and (c) the sagittal diagram of the ligament tear.

(a) (b) (c)

Figure 4: MRI images of the patients. (a) ACL discontinuity (49-year-old female patient), (b) ACL drooping sign (58-year-oldmale patient),
and (c) ACL disappearance (55-year-old male patient).
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meniscus injury. In addition, there were 20 patients with
internal collateral ligament injury, 13 patients with lateral
collateral ligament injury, 15 patients with cartilage injury,
and 10 patients with bone contusion. Among chronic ACL
injuries, 12 patients were accompanied by meniscus tears. In
addition, there were 7 patients with collateral ligament in-
jury, 5 patients with lateral collateral ligament injury, 7
patients with cartilage injury, and 3 patients with bone
contusion. Figure 8 shows the positive rate of ACL con-
comitant injury.(e positive rate of acute ACL patients with
bone contusion and medial collateral ligament injury was
considerably higher than that of the chronic patients.
However, the incidence of ACL injury with meniscus tear
and cartilage injury in the chronic group was substantially
higher than that in the acute group, and there was a re-
markable difference between the two (P< 0.05).

4. Discussion

(e main function of the ACL is limiting the overdevel-
opment of the tibial plateau and the rotation of the knee
joint. During the bending movement of the knee joint, the
fiber bundles in the knee joint obtain the stability of the knee
joint through various stretching modes. When the knee joint
is straightened, the posterolateral branch (PLB) is in tension,
and the anteromedial branch (AMB) is slightly relaxed.
When the knee joint is bent, AMB is in tension and PLB is in
a relaxed state.When an external force acts on the knee joint,
resulting in excessive extension or rotation (for example,
excessive internal and external rotation), it is easy to cause
ACL damage or even fracture. MRI has become the most
ideal examination method for the diagnosis of knee cruciate
ligament injuries due to its advantages of high contrast, high
resolution, noninvasive, and multipart imaging. MRI can
not only clearly show the normal form of ACL but also show
the location, extent, fracture, tear of meniscus, and other
knee joint injuries of injured ACL. In this work, a

(a) (b)

Figure 5: MRI T2WI images of the patients (male, 61 years old). (a) Tear of posterior corner of medial meniscus of knee joint (the arrow was
the tear site); (b) MRI T2WI plain scan of posterior cruciate ligament (the arrow indicated a partial rupture of the ligament).
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multimodal feature fusionmodel based on deep learning was
proposed for imaging diagnosis based on MRI. First, the
knee joint MRI image was preprocessed, and the multimodal
features of knee joint injury were extracted based on both
traditional and deep learning. (en, the multilayer neural
network was adopted to perform correlation fusion of the
features. (e results showed that the sagittal plane detection
has a great advantage and a high accuracy rate of 96.28% in
the task of ACL tear prediction. (e prediction accuracy of
meniscus tear was low, which was 75.37%. In the prediction
of recall rate, the prediction of ACL tear was the best on the
horizontal axis, the recall rate was 89.56%, and the AUC
value was 0.9726. In the prediction of meniscus tear, the
sagittal plane was the best, with a recall rate of 90.57% and an
AUC value of 0.923. (is prediction model showed good
prediction performance for ACL tear and meniscus tear. In
particular, the prediction accuracy and recall rate of ACL
were relatively better, and the maximum AUC value was
above 0.96. (e results were similar to the conclusions of
Miyaji et al. [17] and both showed that the prediction model
based on deep learning used in this study can be used as a
basis for diagnosing knee joint injuries and had certain value
in clinical applications.

(e model was applied to the MRI diagnosis of ACL
injury. (e MRI examination results showed that there were
34 cases of ACL grade III injury, 10 cases of grade II injury,
10 cases of grade I injury, and 6 cases of grade 0 injury.
Arthroscopy showed that there were 34 cases of ACL grade
III injury, 13 cases of grade II injury, 11 cases of grade I
injury, and 2 cases of grade 0 injury. Compared with the
results of arthroscopy, 3 cases were misdiagnosed as intact
ligaments, 3 cases were misdiagnosed as grade II ligament
injuries, 1 case was misdiagnosed as grade I ligament in-
juries, 4 cases were misdiagnosed as grade 0 injuries, and 2
cases were missed. (e sensitivity, specificity, and accuracy
of MRI in the diagnosis of ACL injury was 96.78%, 90.62%,
and 92.17%, respectively, and there was no great difference

from the results of arthroscopy (P> 0.05). Namiri et al. [18]
found that the indirect signs of ACL tear had high specificity
(91%∼100%) and sensitivity in a retrospective study of the
correlation between MRI imaging and arthroscopy in 100
patients. (erefore, these signs can determine whether the
patient had an ACL tear, which was similar to the conclusion
of this study, indicating that MRI can accurately diagnose
ACL injury. (e positive rate of acute ACL patients with
bone contusion and medial collateral ligament injury was
notably superior to the chronic group. However, the inci-
dence of ACL injury with meniscus tear and cartilage injury
in the chronic group was substantially higher than that in the
acute group, with substantial differences (P< 0.05). Pedoia
et al. [19] reported a high incidence of combined articular
cartilage damage. However, the literature did not separate
statistics on acute and chronic injuries. In this research topic,
a clear analysis of the types of concomitant damage was
carried out, and the results also provided a certain reference
for the diagnosis of ACL concomitant damage.

5. Conclusion

A multimodal feature fusion deep learning model based on
deep learning algorithms was established in this work and
applied to the diagnosis of ACL injury patients, to explore
the value of MRI based on deep learning in the diagnosis of
ACL injury. (e results revealed that deep learning-based
MRI substantially improved the ability to diagnose ACL
damage and increased the sensitivity, specificity, and ac-
curacy of the diagnosis of ligament damage. However, this
study still has some shortcomings. (e number of patient
samples selected is small, there is a lack of disease diversity
research, and the scope of adoption of the research results
has certain limitations. In the future work, the research area
and research samples will be further expanded to ensure the
universality of research results. In summary, the ability to
diagnose ACL injuries in MRI images based on deep
learning is improved, which provides a reference for the
diagnosis and treatment of patients with knee joint injuries.
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Prostatic cancer (PCa) is a prevalent form of malignancy based on its high associated levels of mortality and morbidity across the
world. MicroRNAs (miRNAs) are significant in the advancement of prostatic cancer. *e current study is aimed at exploring the
potential roles of miR-373 in PCa. In turn, the study conducted a qRT-PCR test to determine the levels of mRNA. A western blot
test was also executed in determining the protein level. *e processes of transwell assay and wound healing were integrated in the
detection of the potential for PCa cells to invade and migrate. *e integration of dual luciferase reporter assay is critical in
determining the levels of luciferase activity among prostatic cancer cells.*en, the results showed a net decrease of miR-373 within
prostatic cancer cells and tissues. Upregulated miR-373 reduced the invasion and migration potential of PCa cells. Moreover,
overexpressed miR-373 increased the levels of E-cadherin and FSP1 as epithelial cell markers. Similarly, the overregulation of
miR-373 brought about the upregulation of mesenchymal markers (N-cadherin, Snail, and vimentin). *e study predicted runt-
related transcription factor 2 (RUNX2) to be a target of miR-373. *e luciferase activity of PCa cells was decreased after the
cotransfection with miR-373 mimics and RUNX2 3′ untranslated region (3′UTR) wild type (WT). Moreover, RUNX2 became
upregulated in PCa cells and tissues. *e upregulation of miR-373 decreased the mRNA and protein level of RUNX2. However,
overexpressed RUNX2 abated the roles of miR-373 in the intrusion and migration of PCa cells and in regulating the expression of
epithelial cell markers and mesenchymal markers. In short, miR-373 may regulate the EMTof PCa cells via targeting RUNX2.*e
miR-373/RUNX2 axis provides a therapeutic target for PCa.

1. Introduction

PCa, characterized with high mortality and morbidity, is one
of the most malignant tumors worldwide [1, 2]. *e past
years saw an increase of morbidity and mortality of PCa
patients [3, 4]. *e PCa-related deaths in 2012 reached
300,000 [5]. Additionally, the mortality of PCa increased from
3/100,000 to 30/100,000 in Asia [6]. Although prestigious
breakthroughs have been realized in the management of PCa,
the overall rates of survival in PCa are still unsatisfactory. In
part, the diagnosis of patients at advanced stages is responsible

for the low survival rates. *e average survival rate over 5
years is 90% at early stage, while it is no more than 15% at
advanced metastatic stage [7]. Lymph node metastasis and
bone metastasis are the main challenges in the treatment of
prostate cancer [8]. Epithelial-mesenchymal transition (EMT)
remodels cell-cell and cell-extracellular matrix interactions,
which induces the initiation and metastasis of cancer [9].
*erefore, to suppress the metastasis of PCa may be a
promising therapy for the management of PCa.

MicroRNAs (miRNAs) are small endogenous noncoding
RNAs, which play a crucial role in post-transcription [10].
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Besides, miRNAs degrade gene level through their potential
to bind to the 3′ untranslated region (3′UTR) within the
target genes [11]. Intensive bodies of evidence have reported
that miRNAs participate in multiple biological processes,
including proliferation, cell differentiation, invasion, apo-
ptosis, and migration, and epithelial-mesenchymal transi-
tion [12, 13]. Moreover, the aberrant expressed miRNAs are
significant in facilitating the progression and emergence of
cancer, including PCa. For instance, miR-373 is down-
regulated in non-small cell lung cancer (NSCLC), while
overexpressed miR-373 suppresses EMT of NSCLC cells
[14]. Upregulated miR-373 promotes EMT of tongue
squamous cell carcinoma. MiR-373 is decreased in human
epithelial ovarian cancer (EOC), while its overexpression
suppresses the invasion and EMTof EOC cells [15]. MiR-373
inhibits the invasion of progression of PCa [16]. However,
the underlying mechanisms is still unclear.

Still, RUNX2 is firstly reported to participate in the
skeletal embryogenesis. In recent years, its oncogenic
properties have been attracting increasing attention. RUNX2
is involved the initiation and progression of numerous
cancers [17–19]. RUNX2 acts as an oncogene and regulates
the apoptosis, migration, proliferation, invasion, and ETM
of malignant cells via unchecked signaling pathways [18, 19].
In PCa, overexpressed RUNX2 is associated with high-grade
prostatic intraepithelial neoplasia (HGPIN), cancerous le-
sions, and prostate tumorigenesis [20]. However, the pos-
sible roles of RUNX2 in EMT of PCa have not been
elucidated.

In this study, transwell assay and wound healing were
applied to examine the implications of overexpressed miR-
373 on the processes of invasion and migration among PCa
cells. *e concept of luciferase assay has the potential of
providing novel therapeutic target and was thus used in
verifying whether RUNX2 was a target of miR-373. In
summary, the study was based on the purpose of investi-
gating the potential roles of miR-373 in the EMTof PCa and
the underlying molecular mechanisms.

2. Methods

2.1. Clinical Samples. Tissue samples from the PCa as well as
normal tissues in adjacent locations were selected from 30
patients diagnosed with PCa. Besides, the control population
entailed patients that had benign prostatic hyperplasia
(BPH) during August, 2017, to January, 2019, at *e Af-
filiated Weihai Second Municipal Hospital of Qingdao
University. *e samples were immediately placed at a
temperature of −80°C following the surgery. Besides, the
participants have not received chemotherapy or radiother-
apy prior to this study. *e supervision of the research was
conducted by the Institutional Review Board within the
sponsoring institution. However, all participants were re-
quired to sign and provide informed consent.

2.2. Cell Culture. *e researchers purchased their cell cul-
ture from ATCC and included normal prostate epithelia cell
line alongside LNCaP, and DU145. Similarly, human PCa

cell lines PC3 were also sourced from the cell culture in
ATCC. Cells were incubated in a basal medium with 10%
concentration of FBS and Penicillin-Streptomycin at 1%.
Moreover, the temperature of the incubator was controlled
at 37°C with 5% CO2. *e cells were subjected to a con-
fluence of 80% through the process of being passaged.

2.3. Transfection. *e transfection of PC3 cells was achieved
using 50 nM of miR-373 mimics (Mimics) or miR-NC
mimics (NC mimics) using Lipofectamine 2000 (Invitrogen,
USA) for 48 h. pcDNA3.1 and pcDNA3.1-RUNX2 were
synthesized and provided by GenePharma (Shanghai,
China). *e transfection of the cells was achieved using
either pcDNA3.1-RUNX2 or pcDNA3.1 based on the
manufacturer’s protocols that use lipofectamine 2000.

2.4. qRT-PCR. *e choice of reagent for isolating total RNA
from the localized cells and tissues was TRIzol. *e collected
RNA was then transcribed into cDNA with PrimeScript RT
kit (Takara, Japan) based on the manufacturer’s instructions.
*e PCR was conducted using SYBR® Premix ExTaq™ II Kit
(Takara, Japan) under the prescribed thermo cycling con-
dition. Particularly, it was exposed to five minutes at 95°C,
and 40 more cycles averaging 30 seconds at a temperature of
95°C. Finally, it was subjected to further cycles of 45 sec at
60°C. *en, a calculation of the expression level was made
using 2−∆∆CT method. In turn, U6 was regularized to the
prescribed levels of miRNA and GAPDH to mRNA.

2.5. Western Blot. Cells or tissues were lysed. Total protein
was collected with RIPA buffer (Sigma-Aldrich, USA). *e
concentration of the protein was calculated with BCA kit
(Pierce, USA). *en, total protein was isolated with 12%
SDS-PAGE. Afterwards, the protein was moved onto PVDF
membranes, which was then blocked with milk that pos-
sessed nonfat attributes. *e membranes would then be
incubated over the night by relying on primary antibodies
and being put in temperatures of 4°C in shade and then with
secondary antibodies. Subsequently, the protein was visu-
alized, and the relative protein level was calculated.

2.6. Wound Healing Assay. After 48 h transfection, cells
became cultured with a 6-well plate (3×104 cells/well)
overnight till the cells reached 80–90% confluency. *en, a
pipette tip was applied to make a scratch.*e cell movement
was pictured and analyzed.

2.7. Transwell Assay. *e cells were placed into a 24-well
plate (2×103 cells/well) and then incubated in the upper
chamber containing Matrigel and serum-free DMEM. In-
herently, the bottom chamber was treated with 10% FBS.
Within a day, the noninvasive cells were removed. Next, the
invaded cells were corrected with 4% methanol while crystal
violet was used for staining. Finally, the cells were captured
before being calculated.
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2.8. Dual Luciferase Reporter Assay. *e online database
across TargetScan 7.2 (https://www.targetscan.org/vert_72/)
was utilized to forecast the target of miR-373. *e 3′ un-
translated region (3′UTR) sequences containing the po-
tential target of miR-373 were synthesized and cloned into
reporter gene plasmid vector pGL3 to build RUNX2 3′UTR
wild type and RUNX2 3′UTR Mutant (MUT) plasmids.
*en, the transfection of the cells is achieved using either
miR-373 NC or the same variant with an accompanying
Lipofectamine 2000 at 37°C with 5%CO2.*e determination
of the cell luciferase activity was consistent with the Dual-
Luciferase Reporter Assay System (Promega, USA).

2.9. Statistical Analysis. Data collected in the study was
analyzed with SPSS22.0 software and represented through
calculations of mean± standard deviation (mean± SD). *e
variances between the two groups were considered using
Student’s t-test, while the variances in multigroups were
evaluated with one-way ANOVA.*e statistical significance
was set at P< 0.05.

3. Results

3.1.MiR-373 IsDownregulated inPCaTissues. qRT-PCR was
executed to identify the manifestation of miR-373 in PCa
tissues as well as the normal tissues adjacent to themalignant
cells. As shown in Figure 1, the expression of miR-373 was
downregulated in PCa tissues relative to the normal tissues
in adjacent locations, thereby suggesting that miR-373 may
be an antitumor miRNA in PCa.

3.2.MiR-373 IsDecreased inPCaCells. In exploring the roles
of miR-373 in PCa, we also detected the expression of miR-
373 in PCa cells.*e findings also portrayed a decrease in the
volume of miR-373 in PCa cell lines, such as PC3, LNCaP,
and DU145, compared with prostate epithelial cell line
RWPE-1, which was more potent in PC3 (Figure 2(a)).*en,
PC3 cells were used in the following experiment. Moreover,
the manifestation of miR-373 in PC3 cells that were
transfected with miR-373 mimics was upregulated in
comparison with control populations, which suggested PC3
were successfully transfected (Figure 2(b)).

3.3. MiR-373 Inhibits the EMTof PCa Cells. *e processes of
transwell assay and wound healing were executed to test the
implications of miR-373 on the intrusion and migration of
PCa cells. As shown in Figure 3(a), the scratch width of the
miR-373 mimics transfected cells showed no significant
difference. In turn, the healing rate was significantly de-
creased, suggesting that miR-373 inhibited the potential for
PCa cells to migrate. Moreover, the ability of PCa cells to
invade is significantly inhibited when transfected with miR-
373 mimics, relative to the control group (Figure 3(b)).
Meanwhile, overexpressed miR-373 downregulated N-cad-
herin, Snail, and vimentin and upregulated E-cadherin and
FSP1, suggesting miR-373 played an inhibitory role in the
EMT of PCa cells (Figure 3(c)).

3.4. MiR-373 Directly Targets RUNX2. *e research pre-
dicted RUNX2 as a target of miR-373 (https://www.
targetscan.org/vert_72/). *e binding locations between
miR-373 and RUNX2 are shown in Figure 4(a). *e findings
from the luciferase assay portrayed the fact that the luciferase
activity of PCa cells was transfected along with miR-373
mimics and RUNX 3′UTR WT was considerably decreased
compared with NC mimics group (Figure 4(b)). *e protein
rates of RUNX2 were upregulated in PCa cells and tissues
(Figures 4(c) and 4(d)). However, the mRNA of RUNX2 was
also downregulated following its transfection with miR-373
mimics, which was paralleled with the protein level
(Figures 4(e) and 4(f )).

3.5. Overexpressed RUNX2 Alleviates Inhibition of EMT In-
duced by MiR-373 Mimics in PCa. Rescue assay was per-
formed to examine the roles of RUNX2 in the EMT of PCa
cells. As shown in Figures 5(a) and 5(b), upregulated miR-
373 reduced the potential for invasion and migration among
PCa cells when compared with NC mimics, which was re-
versed by the overexpression of RUNX2. Moreover, the
regulatory role of miR-373 in the depiction of EMT-related
genes (such as N-cadherin, Snail, vimentin, E-cadherin and
FSP1) was alleviated by RUNX2, where upregulated RUNX2
alleviated the effects of miR-373 on the EMT of PCa cells
(Figure 5(c)).

4. Discussion

Augmenting bodies of evidence have revealed miRNAs have
a significant role in the initiation and sustenance of PCa
[16, 21, 22]. *e aberrant expressed miRNAs suppress the
identified tumors in PCa. For instance, downregulated miR-
129-3p is associated with TNM staging, differentiation of
PCA tumor, and lymph node metastasis, while its over-
expression inhibited the spread and invasion of PCa cells
[23]. miR-601 functions as an oncogene in PCa. As such, it
alleviates the potential for migration, invasion, and pro-
gression of PCa cells [24]. Meanwhile, Qiu et al. demon-
strated that the downregulation of miR-373-3p induces the
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Figure 1: MiR-373 was downregulated in PCa tissues.*e evidence
of miR-373 was identified by qRT-PCR. ∗∗P< 0.01 vs. normal
tissues.
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Figure 2: MiR-373 is decreased in PCa cells. (a) *e manifestation of miR-373 in PCa cells. (b) *e transfection efficacy of PCa cells
determined by qRT-PCR. ∗∗P< 0.01 vs. RWPE-1 cells or even control populations.
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Figure 3: MiR-373 inhibits the EMTof PCa cells. (a) *e potential for migration in PCa cells determined by wound healing assay. (b) *e
potential for invasion in PCa cells examined through transwell assay. (c)*e protein level of N-cadherin, Snail, and vimentin and E-cadherin
and FSP1 measured by western blot. ∗∗P< 0.01 vs. control group.
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Figure 4: MiR-373 directly targets RUNX2. (a) *e binding sites of miR-373 on RUNX2. (b) *e activity of luciferase within PCa cells was
established through Dual luciferase reporter assay. (c) *e levels of protein in RUNX2 of PCa tissues determined by western blot. (d) *e
levels of protein of RUNX2 in PCa cells were identified by western blot. (e) *e level of mRNA of RUNX2 in PCa cells calculated with qRT-
PCR. (f ) *e level of protein in RUNX2 measured by western blot. ∗∗P< 0.01 vs. normal tissues, RWPE-1 cells, or control group.
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metastasis of PCa, and the silence of testicular nuclear re-
ceptor 4 (TR4) or the upregulation of miR-373-3p may be a
likely target for PCa [25]. *ere was a reduction of miR-373
in PCa cells and tissues, thereby suggesting that miR-373
serves as an antitumor gene in PCa. *ese results are
consistent with Qiu et al.’s study [25]. However, the possible
mechanism that miR-373 regulated the progression of PCa is
still unclear.

Epithelial-mesenchymal transition (EMT) is a compli-
cated progress involved in the metastasis, stemness, and
drug resistance of PCa [26]. EMTprogresses with the loss of
epithelial functions and acquisition of mesenchymal features
[27]. *is degradation from cuboidal to spindle-shaped in
cell phenotype is accompanied with the downregulation of
epithelial cell markers (E-cadherin, occludins, and FSP1).
Similarly, mesenchymal markers such as vimentin and
N-cadherin have been upregulated and further activating the
master regulator of EMT, such as Snail and Twist [28, 29].
*ence, to explore the expected molecular mechanisms
involved in the EMTof PCa cells to inhibit the metastasis is
of vital importance. Still, miRNAs contribute to the initia-
tion and sustenance of cancers via regulating multiple bi-
ological processes including EMT [12, 13]. In this study,
upregulated miR-373 reduced the potential for invasion and
migration among PCa cells. Moreover, its overexpression
decreased the expression of mesenchymal markers
(vimentin and N-cadherin) and the master regulator of EMT
(Snail) and enhanced the manifestation of epithelial cell
markers (E-cadherin and FSP1), which suggested the
upregulation of miR-373 repressed the loss of epithelial
functions and acquirement of mesenchymal features, and
therefore inhibited the progression of EMT of PCa cells.
However, the underlying mechanisms is still unknown.

miRNAs regulate biological functions through provision
of bonds to the 3′UTR of the identified genes [11]. Runt-
related transcription factor 2 (RUNX2) was predicted and
proved to be a target of miR-373. Increasing studies have
reported the upregulation of RUNX2 derived from epithelial
tissues induces the progression of multitype cancers [17–19].
RUNX2, as a linage specific transcription factor, collectively
participates in EMT and promotes the maturation of

mesenchymal markers via interacting with specific pathways
related to these pathophysiological processes [30, 31]. In
PCa, the abnormal upregulation of RUNX2 contributes to
EMT of PCa cells and PCa to bone metastasis [32]. In the
current study, RUNX3 was upregulated in PCa cells and
tissues. Interestingly, overexpressed RUNX2 reversed the
alleviation of PCa invasion and migration and abrogated the
upregulation of epithelial markers and the downregulation
of mesenchymal markers in induced by miR-373. *e
findings suggested the regulatory role of miR-373 in PCa
EMT was alleviated by RUNX2. *erefore, miR-373 may
inhibit the EMT of PCa cells via targeting RUNX2.

In conclusion, miR-373 was downregulated in PCa cells
and tissues. Overexpressed miR-373 inhibited the transition
from epithelial to mesenchymal state for PCa through tar-
geting PCa. In turn, the inhibition of this transition provides
a significant strategy in the treatment of prostate cancer
(PCa).

However, the present study has some limitations. Firstly,
more patients are needed to make the results more con-
vincing. Secondly, a miRNAmay have more than one target,
which may be targeted by various miRNAs. *erefore, the
underlying mechanisms that miR-373 regulates the EMT of
PCa need further research. Furthermore, this study needs to
be combined with other hospitals for multicenter research in
the future to promote the basic treatment of liver cancer.
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Figure 5: Overexpressed RUNX2 alleviates inhibition of EMT induced by miR-373 mimics in PCa. (a) *e potential for migration in PCa
cells is established through wound healing assay after miR-373 mimics transfection and pcDNA3.1 RUNX2. (b)*e potential for invasion of
PCa cells examined by transwell assay after miR-373 mimics transfection and pcDNA3.1 RUNX2. (c)*e protein level of N-cadherin, Snail,
and vimentin and E-cadherin and FSP1 determined by western blot after miR-373 mimics transfection and/or pcDNA3.1 RUNX2. ∗P< 0.01
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Introduction. Health monitoring and remote diagnosis can be realized through Smart Healthcare. In view of the existing problems
such as simple measurement parameters of wearable devices, huge computing pressure of cloud servers, and lack of individ-
ualization of diagnosis, a novel Cloud-Internet of )ings (C-IOT) framework for medical monitoring is put forward. Methods.
Smart phones are adopted as gateway devices to achieve data standardization and preprocess to generate health gray-scale map
uploaded to the cloud server. )e cloud server realizes the business logic processing and uses the deep learning model to carry out
the gray-scale map calculation of health parameters. A deep learning model based on the convolution neural network (CNN) is
constructed, in which six volunteers are selected to participate in the experiment, and their health data are marked by private
doctors to generate initial data set. Results. Experimental results show the feasibility of the proposed framework.)e test data set is
used to test the CNN model after training; the forecast accuracy is over 77.6%. Conclusion. )e CNN model performs well in the
recognition of health status. Collectively, this Smart Healthcare System is expected to assist doctors by improving the diagnosis of
health status in clinical practice.

1. Introduction

By the end of 2015, there were about 220 million people
aged 60 or above in China, accounting for 16.1% of the
total population. Among them, 140 million were over 65
years old, accounting for 10.5% of the total population. In
this context, healthcare for the elderly has increasingly
aroused social concern [1]. )e rapid development of
wearable devices, IOT, and cloud computing has brought
about significant development opportunities and affected
every aspect of people’s lives. In the field of healthcare,
the adoption of IOT can bring us health monitoring all
the time [2]. With the popularity of smart phones, smart
bracelets, and other devices, a variety of sensors can
monitor health indicators timely and accurately [3–5].
Deep learning is an implementation method of machine
learning, which is different from the traditional shallow
models such as artificial neural network. Deep learning
usually has a deeper model structure with five or six layers
or even over ten layers or more hidden layers [6]. In

addition, the importance of feature learning is high-
lighted [7, 8]. )e feature representation of samples in the
original space is transformed into a new feature space by
means of feature transformation layer by layer. Deep
learning is widely used in image and voice processing and
develops rapidly in the medical and health field [8–10].
)e study in [11] proposed a human fall early warning
algorithm based on RNN and compared it with tradi-
tional machine learning algorithms such as SVM to verify
its excellent performance. )e study in [12] compared
and studied the application of CNN, RNN, LSTM, and
other deep learning models in the evaluation of sleep
quality.

With the increase of the number of IOT devices and
sensors, medical IOT system also highlights more problems
in the development process, mainly including the following:

(1) )e measurement parameters of existing wearable
health monitoring devices are relatively simple, such
as pedometers and intelligent sphygmomanometers.
)e common pedometer devices can connect with
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smart phones via Bluetooth and other communi-
cation means, and upload data to the cloud server, so
it is possible to view data such as exercise amount
and sports assessment report through the phone
APPs. Various forms of wearable health monitoring
devices fail to share data due to different manufac-
turers and communication protocols.

(2) Limited by memory capacity and computing power,
wearable devices may upload the collected data to the
cloud server through smart phones or home gate-
ways. )e cloud server needs to store and process a
large amount of collected data. )e server and
network have great transmission pressure, which
reduces the real-time processing capacity.

(3) At present, many telemedicine monitoring systems
based on IOTcarry out certain disease early warning
according to a set of diagnostic schemes, and it is
difficult to develop personalized diagnosis and
treatment schemes according to individual physio-
logical characteristics and historical parameter
changes.

(4) Intelligent diagnosis methods based on the uploaded
data of health monitoring devices mainly include
system-based diagnosis methods of experts and in-
telligent diagnosis methods based on sample data.
Back Propagation (BP) neural network algorithm
[13] and Support Vector Machines (SVM) algorithm
have been applied to the classification of diagnosis
results. Although deep learning algorithm has been
applied in sleep quality and other fields [12], the
application of intelligent diagnosis algorithm based
on deep learning is rarely seen.

In view of the above problems, a healthcare monitoring
system based on Cloud-Internet of)ings (C-IOT) and deep
learning is proposed, and the major work includes the
following aspects:

(1) A health data acquisition system is designed based on
C-IOT and the acquisition of parameters such as
human blood pressure, body temperature, body
weight/fat, and exercise amount is realized. )e
shortcoming that the acquisition of simple physio-
logical parameters fails to evaluate and diagnose the
user’s health effectively is avoided.

(2) Data preprocessing of each acquisition device is
realized locally to eliminate noise interference. By
communicating with the user’s smart phones
through Bluetooth, the smart phones may display the
collected data in real time, preprocess the data of
each device, and upload them to the cloud server.
)e processing and integration of local data can
reduce the computing pressure of cloud server and
transmission pressure of network.

(3) )e private doctor evaluates the user’s health con-
dition according to the data on the cloud server and
establishes the initial data set. )e cloud server uses
the deep learning algorithm (CNN) to train the user
health evaluation model according to the initial data

set. )e newly uploaded data are calculated by a
depth model to automatically give health assessment
results. )e model is a process of dynamic change.
)e private doctor will manually evaluate the user’s
health status and update the user data set on a regular
basis as well as the parameter values of the depth
model. )e model can realize personalized health
assessment.

2. Materials and Methods

2.1. System Architecture. Figure 1 indicates the architecture
of health monitoring system based on C-IOT and deep
learning proposed in this paper. It is improved from the
traditional three-layer architecture of the IOT, and described
from the perspective of system implementation and data
flow, including data collection layer, data preprocessing and
net layer, data processing, and application layer.

Data collection layer is responsible for the acquisition of
physiological parameters of health, which is mainly com-
posed of a number of Internet-connected or wearable de-
vices. Temperature, body fat/weight, blood pressure
parameters, and exercise parameters are measured. In
general, data collection layer devices have small data storage
capacity and low computing capacity [14–16]. In order to
reduce data redundancy, network transmission pressure,
and power consumption, the data denoising, digital filtering,
and power management based on rules can be realized
locally. High-frequency noise is eliminated by digital low-
pass filter and band-pass filter. In addition, the special value
in the collected data is removed based on rules. )e data
collection layer device may be connected to smart phones or
other mobile intelligent terminals through Bluetooth.

)e data preprocessing and net layer are mainly com-
posed of smart phones and other intelligent mobile termi-
nals. Smart phone devices not only serve as network layer
devices to realize data communication function of medical
IOT gateway, but also install application layer APP software
to realize local data preprocessing, parameter display, and
device control. )e smart phone connects to the data col-
lection layer device through Bluetooth to receive mea-
surement information reported by the blood pressure meter,
weight/fat meter, pedometer, thermometer, and other data
acquisition devices, and display the real-time information on
the mobile APPs. Preprocessing data are uploaded to the
cloud server through Wifi, 4G, and other communication
means. Data preprocessing includes data normalization,
data dimension transformation, data fusion, and other
functions to generate images of health parameters. In terms
of data normalization, body weight, body temperature, and
other measurement parameters are normalized according to
the grade to the gray value ranging from 0 to 255. In terms of
data dimension transformation, original measurement pa-
rameters are extended in dimension, such as heart rate,
systolic pressure and diastolic blood pressure measured by
sphygmomanometer extended to ambulatory pulse pressure
(APP), mean arterial pressure (MAP), and ambulatory rate-
pressure product (ARPP), which are often used to diagnose
cardiovascular diseases more effectively. )e application
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software of mobile phones can also fuse the physiological
parameter measurement data after normalization of gray
value and dimension expansion into the image of health
parameters, upload them to the cloud server in the form of
two-dimensional image, and use the deep learning model to
solve the health parameter image to give the health index
report. )e users may receive and display the health report
issued by the cloud server through smart phones. Making
full use of the computing power of intelligent equipment for
data preprocessing can effectively reduce the transmission
pressure of database and network. With the rapid im-
provement of the computing power of intelligent terminal
equipment, more andmore data processing functions will be
completed directly in the intelligent terminals.

)e data processing and application layer mainly includes
database and distributed server, web server, and deep learning
model engine. )e database stores and manages users’ per-
sonal information/health monitoring data, personal doctor
information, equipment information, etc., the distributed
server realizes various business processing logic, and the web
server provides users and personal doctors with friendly web
interface for background operation. )e deep learning model
engine is used to train the deep learning model, and the

trained deep learning model is used to solve the health pa-
rameter image. With the increase of user data, private doctors
can annotate the data, enrich the personal health data set, and
retrain and update the deep learning model.

2.2. Measurement of Blood Pressure. For blood pressure
acquisition nodes, the oscillometric method is used to
measure blood pressure [17], and the pressure value of the
pressure sensor is filtered by low-pass filter and band-pass
filter to obtain the static pressure value and the dynamic
pressure value. In the measurement process, the dynamic
pressure value amplitude increases gradually and then de-
creases. When the dynamic pressure value amplitude is
multiplied by the normalized coefficients (Ks and Kd), the
dynamic pressure value amplitude corresponding to the
systolic pressure and the diastolic pressure can be obtained,
respectively, and the human blood pressure value can be
obtained by reverse check, as shown in Figure 2. According
to the conclusions of Mauro’s mathematical model, the
normalized coefficient Ks was 0.46–0.64, and the normalized
coefficient Kd was 0.43–0.73 [18]. In this paper, the am-
plitude coefficients commonly used in clinical medicine are
Ks� 0.48 and Kd� 0.58 [19].
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In order to obtain the optimal pulse oscillation ampli-
tude envelope, Gaussian fitting method is used for data

fitting: a set of sample data (xi, yi)(i � 1, 2, 3 . . . N) can be
described by Gaussian functions as shown in the following
equation:

yi � ymax ∗ exp −
xi − xmax( 

2

s
 . (1)

Take the logarithm of both sides of this equation:

ln yi � ln ymax −
xi − xmax( 
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Taking all sample data into consideration, equation (2) is
converted into a matrix as follows:
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It is simplified as

Z � XB. (5)

According to the principle of least squares, the gener-
alized solution of least squares for matrix B is

B � X
T
X 

− 1
X

T
Z. (6)

)en, the estimated parameters (b0, b1, b2) are
substituted into equation (1) to obtain the fitted Gaussian
function. Both the measuring speed and accuracy are im-
proved by using Gaussian fitting function.

2.3. Data Preprocessing. After the human physiological
parameter monitoring equipment transmits the measure-
ment results to a smart phone via Bluetooth, data

preprocessing shall be conducted through the application
software installed in the smart phone, which mainly includes
dimensional transformation of data, data standardization,
and generation of two-dimensional gray image for human
health.

In order to optimize the input vector, the measurement
data uploaded by monitoring equipment need to be
transformed into a certain dimension. )e measured data
including heart rate (HR), systolic blood pressure (SP), and
diastolic blood pressure (DP) are converted into three pa-
rameters, namely, mean arterial pressure (MAP), ambula-
tory pulse pressure (APP), and ambulatory rate-pressure
product (ARPP).

APP � F1(SP,DP) � SP − DP,

MAP � F2(SP,DP) �
DP +(SP − DP)

3
,

ARPP � F3(HR, SP) � HR∗ SP.

(7)

Step number, motion distance, fast motion time, fast
motion distance, length of sleeping, and length of awakening
are obtained according to the step number and time mea-
sured by the pedometer after dimension expansion. Data
standardization converts the data of each index into the gray
value ranged from 0 to 255 according to the scaling, so as to
facilitate the synthesis of health status matrix for uploading
to the cloud server for processing. )e corresponding range
relationship between the measured value of each index and
the standardized value is shown in Table 1.

In this paper, the deep learning method is adopted to
evaluate the human health status. )e input data of the deep
learning model are the measured values after the stan-
dardization of each physiological parameter of human body
in a day. In order to better serve as the input of CNN, the
standardized data need to be processed in two dimensions to
generate the health status matrix. )e health status matrix is

PcPs Pd

Kd = Ad/Amax
Ks = As/Amax

Pt

At

Figure 2: Blood pressure measurement method.
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organized into 2D images. As required, the subjects shall
have their blood pressure and body temperature measured
once every morning and every evening, have their weight/fat
measured once every day, and wear a pedometer 24 hours a
day. On the smart phone side, 36-pixel 2D images of human
health are generated every day, as shown in Table 2. Figure 3
is an example 2D image of health status matrix according to
Table 2.

2.4.CollectionofDataSet. )e training of deep learningmodel
shall be supported by a certain amount of labeled data set. In this
study, the gray-scale chart of health monitoring parameters in
one day is obtained by combining measurement and con-
struction. Six volunteers are selected, including 3 males and 3
females (including 2 adolescents, 2 middle-aged, and 2 elderly).
)e volunteers are required to test the blood pressure each
morning and evening, the body temperature once, and the
weight/fat once. )ey are also required to wear a pedometer
device for 24 hours and upload data to the cloud server at 6
o’clock each morning through the phone APP. )en, private
doctors will grade their health status according to the uploaded
data and user information such as age and gender and then
divide them into three types: health, sub-health, and illness.)e
initial data set is generated by continuously tracking and an-
notating the user’s data for 100 days. In addition, the initial data
set of each user constructed and annotated by private doctors
according to the user’s historical data information is 3,000, and
these three types account for 1/3. 80% of the extended initial
data set is selected as the training sample to train the user’s
personalized deep learning model, and 20% is used as the test
sample to test the model’s performance.

2.5. Deep Learning Model. Deep learning model is con-
structed and trained in the cloud server, and CNN is the
most commonly used deep learning model, which has
been widely used in the field of image processing. )e
classic LeNet-5 [20] CNN model is adopted and modified
to simplify a pooling layer. )e CNN model constructed
is shown in Figure 4, which contains two convolution
layers, a pooling layer, and a full connection layer. )e
CNNs have 2 × 2 kernels for the convolutional layers with

3 and 9 filters, respectively, and a scaling of 2 for the max-
pooling layers. )e output layer outputs the health as-
sessment results, including health, sub-health, and
illness.

3. Results and Discussion

3.1.Measurement and Test of Blood Pressure. )e method of
using medical blood pressure meter and blood pressure
measurement node at the same time for the same subject
is used for comparative verification. A health monitor
(PM-900S, Biocare Technology Co. Ltd., Shenzhen,
China) is selected as the comparison device. )e verifi-
cation results are shown in Table 3, and the measurement
results indicate that the relative error is within the range
of 6%. Figure 5(a) is the photo of blood pressure mea-
surement node device.

Also, the method of wearing commercial pedometer
and step monitoring node is used for comparative ver-
ification. A sports bracelet (Honor 3, HUAWEI Tech-
nology Co. LTD, Shenzhen, China) is selected as the
comparison experiment device. )e test subjects wear
sports bracelets and step monitoring nodes at the same
time. )e measured data of the previous day is read after
the subjects get up at 6 o’clock in the morning. )e
verification results are shown in Table 4, and the mea-
surement results indicate that the relative error is within
the range of 9%. Figure 5(b) is the photo of step moni-
toring node.

3.2. Evaluation of Deep Learning Algorithm and Model.
For each subject, the accuracy of average recognition of
the three health states is studied. Apart from that, recall
and precision and F1_score are used for model evaluation
in respect of each category [21]. )e data of test set in data
set are used as model input. TP denotes number of true
positive (labeled correctly). FP denotes number of false
positive (other activity labeled as the sub-health and
illness). Furthermore, TN denotes number of true neg-
atives (correct rejection), and FN denotes number of false
negatives (missed detections).

Table 1: Data standardization.

Index Range of measurement value Range of standard value
Weight 0–150 kg 0–255
Fat 0%–50% 0–255
SP 0–250mmHg 0–255
DP 0–250mmHg 0–255
HR 0–200 bpm 0–255
APP 0–200mmHg 0–255
MAP 0–300mmHg 0–255
ARPP 0–50000 0–255
Step num 0–30000 0–255
Distance 0–20 km 0–255
Fast motion time 0–24 h 0–255
Fast motion distance 0–20 km 0–255
Length of sleeping 0–24 h 0–255
Length of awakening 0–24 h 0–255
Body temperature 30–45°C 0–255
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Accuracy �
TP + TN

TP + FP + FN + TN
,

recall �
TP

TP + FN
,

precision �
TP

TP + FP
,

F1 score �
2precision∗ recall
precision + recall

.

(8)

Figure 6 exhibits the accuracy of the average classi-
fication of each subject. Error bars display the standard
deviation of the recognition accuracy of the three health
categories for each subject. As can be seen from the figure,
the results of different subjects are of obvious differences.
)e highest recognition accuracy of CNN model is 84.2%

(S4) and the lowest is 68.5% (S3). )e standard deviation
of recognition accuracy is all within 15 and the maximum
is 14.94 (S5). For 6 subjects, the average accuracy of CNN
model is 77.61%.

Figure 7 indicates the confusion matrices of 6 subjects
acquired by CNN model. It can be revealed that the rec-
ognition performance of the model for health categories is
obviously superior to the other two categories. In 200
samples, the highest recognition accuracy is 182 (S6). )e
capability to recognize sub-health categories is relatively
poor, and S5 can only recognize 110 out of 200 samples
correctly.

Figure 8 shows the precision, recall, and F1-score of 6
subjects in three categories acquired by CNN model. It
can be seen that CNN model boasts higher precision for
disease recognition than other two categories, except S2.
Nevertheless, the value of recall is higher than that of

Table 2: Human health map.
1 2 3 4 5 6

1 SP1 DP1 HR1 APP1 MAP1 ARPP1
2 SP2 DP2 HR2 APP2 MAP2 ARPP2
3 Weight Fat
4 Step num Distance Fast motion time Fast motion distance Length of sleeping Length of awakening
5 Body temperature1
6 Body temperature2

0
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3

2

1

0

1 2 3 4 5
0

50

100

150

200
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Figure 3: 2D images of human health.

C1: 4 × 4@9

C1: 5 × 5@3
S1: 2 × 2@9

Convolution layer
Kernel size: 2 × 2
Filter number: 3
Stride length: 1

Convolution layer
Kernel size: 2 × 2
Filter number: 9
Stride length: 1

Subsampling layer
Max pooling: 2 × 2

Full connection
layer

So�max

0

5
4
3
2
1
0

1 2 3 4 5
0
50
100
150
200
250

Figure 4: CNN model architecture.
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Table 3: Blood pressure measurement verification results.

SP (mmHg) (PM-900S) SP (mmHg) (test node) Error (%) DP (mmHg) (PM-900S) DP (mmHg) (test node) Error (%)
1 120 123 2.5 83 86 3.6
2 107 112 4.7 78 82 5.1
3 124 130 4.8 89 86 3.4
4 109 105 3.7 78 81 3.8
5 140 145 3.6 95 99 4.2

(a) (b)

Figure 5: (a) Blood pressure measurement node device. (b) Step monitoring node device.

Table 4: Step monitoring node verification results.

Step num (honor3) Step num (test node) Error (%) Amount of sleep (h) (honor3) Amount of sleep (h) (test node) Error (%)
1 5600 5743 2.6 6.5 6.3 3.1
2 8212 7920 3.6 7.4 7.0 5.4
3 15401 16280 5.7 8.2 7.7 6.1
4 7231 7102 1.8 7.1 6.6 7.0
5 11005 10098 8.2 9.4 9.0 4.3

S1
0

20

40

CNN

60

80

100

Ac
cu

ra
cy

 (%
)

S2 S3 S4 S5 S6 AVG

Figure 6: Classification accuracy of each subject. Each bar and the corresponding error bar show the average classification accuracy with
standard deviation of three health patterns.
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precision except S2. F1_score is a comprehensive index
reflecting the performance of the model. By observing the
F1_score curve of 6 subjects, the recognition performance
of the model for sub-health is worse than the other two
categories, with a minimum of 61.8% (S5).

)e current research suggests that it is feasible to
recognize and intelligently diagnose the preprocessed
data of the underlying devices of the medical Internet of
)ings with CNN model. In comparison with traditional
machine learning methods such as SVM [22] and LDA
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Figure 8: Precision, recall, and F1-score obtained by the CNN model. (a–f) )e result curves of S1–S6.
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Figure 7: Confusion matrices acquired by the CNN model. (a–f) )e confusion matrix of S1–S6.
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[23], the depth learning method for intelligent diagnosis
does not require manual selection of data feature values.
)e depth model can automatically extract features and
perform high-level abstraction. For different subjects, the
optimal parameters of the model can be automatically
acquired through training, which is more flexible and
robust compared with traditional machine learning
methods. )e intelligent health management system ar-
chitecture based on deep learning proposed in the current
research can make the data set continuously grow under
the condition of user data accumulation, and cooperate
with doctors’ manual annotation, and can optimize
model training from time to time to achieve better rec-
ognition and diagnosis effects. Pretreatment of health
data at the bottom layer of Internet of )ings equipment
enhances the robustness of data and can tremendously
lower the computing pressure of servers.

For each subject, the accuracy of average recognition of
the three health states is studied. Apart from that, recall and
precision and F1_score are used for model evaluation in
respect of each category.

4. Conclusions

In view of the existing problems in the existing IOT medical
system, a new IOT architecture for medical monitoring is
proposed in this paper, in which smart phones are used as
gateway devices to realize data preprocessing of measurement
node devices, thus greatly reducing the computing pressure of
cloud servers and transmission pressure of network. Based on
the data sets generated from such data annotated by private
doctors, a CNN health recognition model is constructed to
realize personalized diagnosis and treatment of human health.
Six subjects are selected to wear wearable measuring devices for
a long time and physiological parameters are measured as
required. )e test sample set is input into the deep learning
model for identification, with a prediction accuracy of over 77%.
In the future work, the measurement types of human health
parameters will be added, such as ECG and EEG signals, etc. In
addition, the scale of the data set will be expanded, and the
training depth learning model will be updated continuously to
improve the prediction accuracy.
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Parkinson’s disease (PD) is a neurodegenerative disorder characterized by progressive neuronal loss in different brain regions,
including the dopaminergic (DA) neurons of the substantia nigra pars compacta (SNc). (e aggregation of α-synuclein (α-Syn)
plays an essential role in the progression of PD-related neuron toxicity. In this study, bioinformatic analysis was used to confirm
differentially expressed genes between patients with PD and healthy donors. Immunofluorescence was used to study the ag-
gregation of α-Syn. Flow cytometry was used to confirm the apoptosis of neurons. Western blot was used to investigate the
underlying mechanism. Coimmunoprecipitation (co-IP) was used to verify the interaction between proteins. Luciferase activity
assay was used to confirm the target gene of miRNA. In vitro protein ubiquitination assay was used to ascertain the role of S-phase
kinase-associated protein 1 (SKP1) on the ubiquitination processes of polo-like kinase 2 (PLK2). (e result indicated that miR-
101-3p was overexpressed in the substantia nigra of the postmortem brains of patients with PD. (e underlying role was in-
vestigated in the SH-SY5Y cell line. (e overexpression of α-Syn did not result in toxicity or aggregation. However, the co-
overexpression of miR-101-3p and α-Syn promoted aggregation and neuron toxicity. Luciferase activity assay indicated that SKP1
is a target gene of miR-101-3p. (e co-IP experiment confirmed that SKP1 could directly interact with PLK2. In vitro protein
ubiquitination assay confirmed that SKP1 could promote the ubiquitination and subsequent protein degradation of PLK2. We
also observed that the cotransfection of short hairpin RNA that targets PLK2 and α-Syn overexpression plasmid results in the
endoplasmic reticulum stress of neurons. Our results collectively provide evidence that miR-101-3p contributes to α-Syn ag-
gregation in neurons through the miR-101-3p/SKP1/PLK2 pathway.

1. Introduction

PD is the most common severe movement disorder globally
and affects about 1% of adults older than 60 years [1, 2]. (e
disease is attributed to the selective loss of neurons in the
substantia nigra. Its cause is enigmatic in most individuals;
PD is characterized by motor and nonmotor symptoms;
patients with PD classically display rest tremor, rigidity,
bradykinesia, and stooping posture [3–5]. PD can also be
associated with neurobehavioral disorders (depression and
anxiety), cognitive impairment (dementia), and autonomic
dysfunction (e.g., orthostasis and hyperhidrosis) [6, 7].
α-Synuclein (α-Syn) plays a role in rare familial forms of PD
and sporadic PD [8]. Human α-Syn is a protein with a
molecular mass of ∼14 kDa (containing 140 amino acid

residues) and is highly expressed in the brain [8, 9]. (e
accelerated fibrillation of α-Synmay worsen the pathology of
PD. Increased α-Syn protein levels in the neurons may fa-
cilitate its abnormal aggregation, which results in toxicity
and diseased condition [10–12].

MicroRNAs (miRNAs) are small noncoding RNAs that
are transcribed from miRNA genes and intronic sequences
as primary miRNAs (pri-miRNAs) and stem-loop precursor
miRNAs (pre-miRNAs), respectively [13].(e dysregulation
of miRNAs may contribute to the development of various
diseases, including brain disorder. Several studies have
shown that miRNAs contribute to the progression or onset
of PD [14].

A study showed that polo-like kinase 2 (PLK2) ex-
pression increased in aged monkeys. PLK2 might play an
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essential role in the modulation of α-Syn [15]. Abid Oueslati
et al. reported that PLK2 could interact with α-Syn and
subsequently promote the autophagic degradation of α-Syn
[15, 16].

Ubiquitination, which is the process of tagging a protein
with ubiquitin, is one of the most versatile cellular regulatory
mechanisms [17]. Ubiquitination also participates in mul-
tiple cellular processes, including gene transcription and cell
cycle progression; ubiquitin degrades protein via the
ubiquitin-proteasome system or by selective autophagy
[18, 19].

A comprehensive understanding of the association be-
tween PD and α-Syn is essential to prevent PD progression.
In the present study, bioinformatic analysis was used to
confirm the differential expression of miR-101-3p in patients
with PD and healthy donors. (e overexpression of α-Syn
did not result in toxicity or aggregation, whereas the co-
overexpression of miR-101-3p and α-Syn promoted aggre-
gation and neuron toxicity. We also found that S-phase
kinase-associated protein 1 (SKP1) is a target gene of miR-
101-3p and could directly interact with PLK2. We also in-
vestigated the underlying mechanisms that contributed to
these effects.

2. Materials and Methods

2.1.CellCultureandTreatment. Cell line SH-SY5Y cells were
purchased from American Type Culture Collection (Man-
assas, Virginia). (e cells were incubated in RPMI-1640
medium ((ermo Fisher Scientific, Inc., Waltham, Massa-
chusetts) supplemented with 10% fetal bovine serum (Gibco,
USA) and 100 μg/mL penicillin-streptomycin (Sigma-
Aldrich Co, St. Louis, Missouri) and cultured in a humidified
atmosphere of 5% CO2 in air at 37°C.

2.2. Transfection. Short hairpin RNAs (shRNAs) for PLK2
and SKP1, overexpression plasmids for PLK2 and α-Syn
(pcDNA3.1-α-Syn), and corresponding negative controls
were purchased from Shanghai GenePharma Co., Ltd.
(Shanghai, China). miR-101-3p mimic, inhibitor, and neg-
ative control were purchased from RiboBio (Guangzhou,
China). Transfection was conducted according to the in-
struction of the manufacturer.

2.3. Coimmunoprecipitation (Co-IP). Cells were lysed with
lysis buffer. (e lysates were centrifuged and purified by
incubation with protein A/G magnetic beads at 4°C for 1 h.
(e precleared supernatant was then immunoprecipitated
with the primary antibody Flag at 4°C overnight. (e
complexes were subjected to 1 h of incubation at 4°C using
protein A/G magnetic beads and subsequently analyzed by
Western blot. Of course, we repeated the experiment three
times, and the results were recorded.

2.4.WesternBlot. Western blot was carried out according to
the standard protocols described previously. We used pri-
mary antibodies against GAPDH (1 : 500; Santa Cruz

Biotechnology, CA, USA), α-Syn (1 :1000; #2642), SKP1 (1 :
1000; # 2156S), PLK2 (1 :1000; # 14812S), eIF2α (1 :1000;
#9722), P-eIF2α (1 :1000; #9721), ERK (1 : 500), and P-ERK
(1 : 500; Cell Signaling Technology, MA, USA). Goat anti-
mouse and anti-rabbit antibodies conjugated with horse-
radish peroxidase were used as secondary antibodies (1 :
2000; Jackson ImmunoResearch, PA, USA).We detected the
blots using enhanced chemiluminescence (Dura, Pierce, NJ,
USA). We repeated the experiment three times.

2.5. Flow Cytometry. Cell apoptosis was measured by flow
cytometry. (e cells were harvested and washed with PBS
after 24 h of incubation with 1-methyl-4-phenyl-pyridinium
(MPP+). (en, the cells were resuspended and incubated
with 5 μL of Annexin V-fluorescein isothiocyanate and 5 μL
of propidium iodide (PI). Apoptosis percentage, including
early apoptosis (Annexin V+/PI−) and late apoptosis
(Annexin V+/PI+), was calculated. Experiments were re-
peated three times to ensure reproducibility. (e labeled
cells were analyzed using the BD FACSverse flow cytometer
(BD, Bioscience), and the data were processed by the FlowJo
software (Treestar).

2.6. Immunofluorescence Staining. SH-SY5Y cells were fixed
with 4% paraformaldehyde for 10min and permeabilized
with PBS containing 0.1% Triton X-100 for 10min after 72 h
of transfection. (e cells were blocked in 10% goat serum
and incubated overnight with primary antibodies against
α-Syn (1 : 500; Cell Signaling Technology, MA, USA) at 4°C.
(e cells were washed with PBS and incubated with fluo-
rescent secondary antibody conjugated with Alexa Flu-
or®594 for 1 h. Subsequently, the cells were counterstained
with 4’,6-diamidino-2-phenylindole and imaged with a
fluorescence microscope. Fluorescent intensities were
measured using the ImageJ software.

2.7. Statistical Analysis. All statistical analyses in this study
were performed using GraphPad Prism 5 forWindows. Data
were expressed as mean± standard deviation (SD) and were
compared using a one-way analysis of variance (ANOVA)
followed by Tukey’s multiple-comparison test.(e SPSS 21.0
software was used to analyze the experimental data. A value
of P< 0.05 was considered statistically significant.

3. Results

3.1.miR-101-3pandα-SynCo-OverexpressionPromotesα-Syn
Aggregation and Neurotoxicity. Initially, the Gene Expres-
sion Omnibus (GEO) database was used to predict the
difference in the expression between patients with PD and
healthy donors. Figures 1(a) and 1(b) show that the ex-
pression of 30 genes considerably changed. Among which,
seven genes were upregulated and 24 genes were down-
regulated in patients with PD. miR-101-3p was the most
considerably upregulated among the genes; therefore, miR-
101-3p was used in the subsequent study.
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Figure 1: Co-overexpression of miR-101-3p and α-synuclein promotes α-Syn aggregation and neurotoxicity. (a) Heatmap of gene ex-
pression between substantia nigra from postmortem brains of patients with Parkinson’s disease and health donors. (b) Volcano map of gene
expression between substantia nigra from postmortem brains of patients with Parkinson’s disease and health donors. (c) Western blot
analysis of SH-SY5Y after transfection of α-synuclein overexpression plasmid. (d) Immunofluorescence of α-synuclein aggregation. (e) Flow
cytometry analysis of cell apoptosis. Error bars represent mean± SD. ∗∗P< 0.01. n.s., not significant, by the paired two-sided Student’s t-test.
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(e abnormal aggregation of α-Syn can promote PD
progression and result in neuron toxicity. We confirmed this
conclusion by constructing an α-Syn overexpression plas-
mid. (e effect of the overexpression was confirmed by
Western blot. As shown in Figure 1(c), α-Syn was overex-
pressed successfully. (e impact of α-Syn overexpression on
α-Syn aggregation was confirmed by immunofluorescence.
Figure 1(c) demonstrates that no remarkable accumulation
in SH-SY5Y cells after α-Syn was overexpressed. However,
the cotransfection of miR-101-3p and α-Syn overexpression
plasmid resulted in a considerable aggregation of α-Syn.
Flow cytometry also confirmed that the cell apoptosis rate
increased after the co-overexpression of miR-101-3p and
α-Syn. (is finding indicated that the co-overexpression
caused substantial neurotoxicity.

Our result indicated that the co-overexpression of miR-
101-3p and α-Syn promotes α-Syn aggregation and
neurotoxicity.

3.2. miR-101-3p Binds to SKP1 mRNA and Suppresses SKP1
Expression. (e public online dataset TargetScan was used
to predict the possible target gene of miR-101-3p and
confirm the downstream signal pathway of miR-101-3p. We
found that SKP1 might serve as the target gene of miR-101-
3p. Western blot was performed to confirm this prediction.
As shown in Figure 2(a), SKP1 was downregulated after the
transfection of miR-101-3p mimic and was upregulated after
the transfection of the inhibitor. (is result indicated that a
regulation relationship might exist between SKP1 and miR-
101-3p. Luciferase reporter assay was performed to further
confirm their relationship. As shown in Figure 2(b), the 3’-
untranslated regions (UTRs) in the predicted binding site of
wild-type and mutated SKP1 were constructed, and cDNA
was cloned into the luciferase reporter plasmid. (e result
confirmed that the transfection of miR-101-3p caused a
substantial suppression of luciferase activity but did not
substantially change the luciferase activity in the luciferase
reporter plasmid with mutated UTR. (is work demon-
strated that miR-101-3p could directly bind to SKP1 mRNA
and subsequently suppress SKP1 expression.

SKP1 is an essential component of the ubiquitin ligase
complex. (erefore, the downstream signal of SKP1 was
investigated. As shown in Figure 2(c), the STRING online
dataset indicated that SKP1 could interact with PLK2. As
shown in Figure 2(d), molecular docking confirmed that
PLK2 might directly interact with SKP1. A co-IP experiment
was performed based on the evidence. Figure 2(e) shows that
PLK2 precipitated with SKP1; hence, PLK2 could directly
interact with SKP1.

Our result confirmed that miR-101-3p targets SKP1 and
SKP1 could interact with PLK2.

3.3. SKP1 Interactswith PLK2andPromotesUbiquitination of
PLK2. SKP1 is an essential component of the ubiquitin
ligase complex. (erefore, we speculated the interaction
between SKP1 and PLK2 might influence the ubiquitination
processes of PLK2. To confirm this hypothesis, shRNA
targeting SKP1 was constructed, as shown in Figure 3(a);

Western blot demonstrated that SKP1 was knocked down
successfully, and we select shRNA#3 for subsequent study, as
shown in Figure 3(b), after treatment of cycloheximide, a
protein synthesis inhibitor, the half-life of PLK1 study. (e
result confirmed that after downregulation of SKP1, the half-
life of PLK2 significantly increased, indicating that down-
regulation of SKP1 stabilized PLK2 and suppressed the
protein degradation processes of PLK2.

To confirm whether SKP1 can influence the ubiq-
uitination processes of PLK2, in vitro protein ubiquitination
assay was performed. As shown in Figure 3(c), ubiq-
uitination of PLK2 was enhanced significantly after over-
expression of SKP1.

We next investigated the role played by PLK2 in neu-
rotoxicity. To answer this question, PLK2 overexpression
vector was constructed, as shown in Figure 3(d); Western
blot indicated that PLK2 was overexpressed successfully
after transfection of PLK2 overexpression vector.

Neurotoxin MPP+ is a classical neurotoxin that is used
to generate a cell model of Parkinson’s disease. As shown in
Figure 3(e), the apoptosis rate increased after MPP+ treated
neuron cells. However, the apoptosis rate was partly reduced
after overexpression of PLK2. (e result confirmed that
PLK2 could partially alleviate neurotoxicity.

Our result confirmed that SKP1 interacts with PLK2 and
promotes ubiquitination of PLK2, and PLK2 can partly
alleviate neurotoxicity.

3.4. <e Cotransfection of PLK2-Targeting shRNA and α-Syn
Overexpression Plasmid Promotes Endoplasmic Reticulum
(ER) Stress in Nerve Cells. PLK2 can interact with α-Syn and
subsequently promote the autophagic degradation of α-Syn.
Co-IP was performed to confirm this conclusion. Figure 4(a)
shows that PLK2 could interact with α-Syn. To further in-
vestigate the role played by PLK2 in aggregation processes of
α-syn, shRNA targeting PLK2 was constructed, as shown in
Figure 4(b); Western blot indicated that PLK2 was knocked
down successfully, and we select shRNA#1 for subsequently
study. As shown in Figure 4(c), after cotransfection of PLK2-
targeted shRNA and α-synuclein overexpression plasmid,
P-ERK and eIF2α were overexpressed significantly, indi-
cating that cotransfection of PLK2-targeted shRNA and
α-synuclein overexpression plasmid promotes ER stress.

Flow cytometry was used to confirm our conclusion
further. As shown in Figure 4(d), α-synuclein over-
expression alone does not increase the apoptosis rate.
However, cotransfection of PLK2-targeted shRNA and
α-synuclein overexpression plasmid significantly enhanced
apoptosis rate.

Taken together, our result confirmed that cotransfection
of PLK2-targeted shRNA and α-synuclein overexpression
plasmid promotes ER stress in nerve cells.

4. Discussion

PD is a severe neurological disease that results from the
progressive degeneration of dopaminergic neurons located
in the substantia nigra. PD influences about seven million
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people worldwide and occur among older adults; its prev-
alence increases from 1% in people aged more than 60 to 4%
in those older than 80 [20–22].

MiRNAs with vast regulatory potential have been re-
cently proposed as biomarkers or possible therapeutic
targets for PD. MiRNAs are small (about 20–24 nucleotides
long), endogenous noncoding RNAs that play a profound
role in numerous biological processes in health and disease.
Most miRNAs suppress gene expression through the
promotion of mRNA degradation and translation inhibi-
tion [23]. Previous studies have revealed that miRNAs are
implicated in neurodegeneration, and miRNA pathways
are affected in almost all neurodegenerative disorders. In
this study, the GEO database was used to predict the
difference in expression between patients with PD and
healthy donors [24]. We found that the expression of 30
genes considerably changed. Among which, seven genes
were upregulated and 24 genes were downregulated in
patients with PD. miR-101-3p was the most upregulated
among the miRNAs. (erefore, miR-101-3p was used for
subsequent study [25].

α-Syn is a 140-residue natively unfolded protein that is
abundantly expressed at the presynaptic terminals. α-Syn
participates in the regulation of synaptic transmission and
dopamine biosynthesis; the overexpression and misfolding
of α-Syn play an essential role in the progression of neu-
rodegenerative disorders [26, 27]. In the present study,
immunofluorescence was used to confirm α-Syn aggrega-
tion. No remarkable accumulation was observed in SH-
SY5Y cells after α-Syn was overexpressed [28]. However, the
cotransfection of miR-101-3p and α-Syn overexpression
plasmid resulted in substantial α-Syn aggregation. Flow
cytometry also confirmed that cell apoptosis rate increased
after the co-overexpression of miR-101-3p and α-Syn. (e
results indicated that the co-overexpression caused con-
siderable neurotoxicity.

SKP1 is an essential component of the ubiquitin ligase
complex. In this study, we confirmed that SKP1 can bind to
PLK2 and subsequently promote the ubiquitination of
PLK2.

PLK2 can bind directly to α-Syn and regulate α-Syn
clearance [29–31]. In the current study, we confirmed that
α-Syn could directly interact with PLK2, and the over-
expression of PLK2 can partly alleviate the neurotoxicity
induced by MPP+. (e binding between PLK2 and α-Syn is
needed for α-Syn clearance.

Based on our result, miR-101-3p overexpression in
neurons may suppress the expression of SKP1. SKP1
downregulation limited the clearance of α-Syn and subse-
quently caused the abnormal accumulation and aggregation
of α-Syn.

Our result provides evidence that miR-101-3p contrib-
utes to α-Syn aggregation in neurons through the miR-101-
3p/SKP1/PLK2 pathway.
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Background. Portal vein (PV) thrombosis (PVT) is a common complication of liver cirrhosis and can refer to thrombosis within
the PV that can extend to its left or right branches and in some cases to the superior mesenteric vein or the splenic vein (Chawla
and Bodh, 2015). For severe PVT patients, there are possibilities of increasing PV resistance and reduction of the blood flow
though PV towards liver, which exacerbate liver function damage meanwhile elevating the gastrointestinal variceal bleeding risk.
Endoscopic Variceal band ligation (EVL) is often used to prevent esophageal variceal bleeding; postoperative complications such
as severe gastrointestinal bleeding and bleeding-related death, fever, retrosternal pain, and esophageal stenosis may appear. (ere
was absence of the research which evaluated the impact of PVT in liver cirrhosis on the complication of endoscopic Variceal band
ligation for now.We herein aimed to compare cirrhosis patients with and without PVTof recent complications after EVL.Method.
We established the retrospective investigation on 144 consecutive cirrhosis patients (excluding patients with hepatocellular
carcinoma and who received portal vein-systemic circulation devascularization or shunt surgery, splenectomy, hepatectomy, liver
transplantation, transjugular intrahepatic portal vein stent shunt (TIPS), endoscopic varices Variceal ligation, or sclerotherapy
before) who have received first endoscopic esophageal varices band ligation in Gastrointestinal Endoscopy Center of the First
Affiliated Hospital, College of Medicine, ZheJiang University, between January 2014 and December 2017. Portal vein Doppler
ultrasonography, liver computerized tomography (CT), and angiography or liver-enhanced magnetic resonance imaging (MRI)
were applied to evaluate the portal vein thrombosis of each patient before EVL.(ere were 18 patients confirmed with portal vein
thrombosis while the other 126 patients without PVT. (e primary end point for this research is the upper gastrointestinal
hemorrhage and related death occurred from the date of ligation until leaving hospital, and the secondary end point is the
appearance of postoperative fever and retrosternal pain. Results. (ere are no significant differences of gastrointestinal bleeding,
bleeding-related death, fever, or retrosternal pain after EVL and the length of hospital stays between cirrhotic patients with or
without PVT (P � 0.34, 0.51, 0.58, 0.61, 0.88).Conclusion. Liver cirrhosis with portal vein thrombosis did not increase incidence of
recent complications of the endoscopic Variceal band ligation.

1. Introduction

(e studies of the epidemiology of portal vein thrombosis
(PVT) in cirrhosis are mainly established on liver transplant
patients [1]. One study evaluated 41 indexes of the secondary
PVTfor liver transplant patients and finally reported that the
prevalence of PVT is about 10% (2%–23%). A prospective
cross section study established by 43 Italian research centers
found that the prevalence of PVTfor liver transplant patients
is 7% [2]. According to the reports, PVTaffects 0.6%–26% of

liver cirrhosis patients, while the prevalence of PVT in
healthy people is ∼0.7–1/100000 [3].

As we know, different factors can drive risk of throm-
bosis including endothelial injury, hypercoagulability, and
static blood flow from the PH [4]. Routine ultrasound is the
most common means of incidentally detecting PVT in
cirrhosis. (e majority of the thrombus of portal vein is
asymptomatic and chronic, but patients with acute PVTand
hepatic decompensation may suffer from pain in the ab-
domen and/or worsening ascites. Follow-up imaging is
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generally necessary after ultrasound in order to confirm PVT
diagnosis and exclude the possibility of tumor-related
thrombosis, with MRI and CT being the primary imaging
modalities used for this purpose.

(e classification of PVT in early stage is mainly
according to the anatomy position of thrombus. In 2002, a
widespread application of classification standard raised by
Yerdel and other scholars [5] has four different types and
only defined by the anatomy position. (e classification
standard in the most recent guidance (from European As-
sociation for the Study of the Liver, EASL, and American
Association for the Study of Liver Diseases, AASLD) has
comprehensively gathered the past nomenclature (such as
“acute” and “chronic”). At present, another “Anatomical-
Functional Classification System”(Supplementary Table 1)
has been indicated, which combined the anatomy position of
thrombus, the duration of thrombosis formation, and the re-
lationshipwith clinical outcomes [6]; this classification system is
more capable to describe the disparity of different PVT types
and provided a good standard for further clinical study.

(e common treatments of PVT are anticoagulation,
intravenous thrombolysis, and TIPS. However, considering
the risk of gastrointestinal bleeding, the anticoagulant using
is still controversial.

Endoscopic Variceal band ligation (EVL) is a frequently
used treatment for the esophageal variceal bleeding, which is
recommended by the Chinese guidance of the prevention
and treatment of gastroesophageal variceal bleeding [7] and
also 2016 Practice Guidance by AASLD as primary pre-
vention for moderate to severe esophageal varices and
secondary prevention for all severity of esophageal varices
[8]. Common postoperative complications include ulcer-
related bleeding after the ligation （which can cause fatal
haemorrhage), fever, and retrosternal pain.

(ere was absence of the research which evaluated the
impact of PVT in liver cirrhosis on the complication of
endoscopic Variceal band ligation for now. Alessandra et al.
made a retrospective research to assess the impact of PVT in
the eradication effect of endoscopic ligation for esophageal
varices. (e results showed that the portal vein thrombosis
will not elevate the incidence of gastrointestinal bleeding
events of the group of PVT patients who received EVL
during follow-up [9]. However, they did not evaluate the
other complications of EVL. (erefore, we designed a ret-
rospective cohort study, with detailed instruction as follows.

2. Method

2.1. Patients. We established retrospective investigation on
144 consecutive cirrhotic patients receiving endoscopic
Variceal band ligation (EVL) in first time in Gastrointestinal
Endoscopy Center of the First Affiliated Hospital, College of
Medicine, Zhejiang University, from January 2014 to De-
cember 2017. (is study was approved by the First Affiliated
Hospital Ethics Committee of Zhejiang University College of
Medicine.

Inclusion Criteria. First, the diagnosis of liver cirrhosis is
based on the clinical history, laboratory inspection, and

imageological examination. (e etiology is separated into
viral, alcoholic, and other reasons. Second, endoscopic
esophageal varices were diagnosed by upper gastrointestinal
endoscopy; meanwhile, the severity of esophageal varices
was classified according to the endoscopic behaviors. Based
on the form of the varices and whether had red signs with
high risk of bleeding, the severity was separated into 3 types
as follows: mild (G1): the appearance of endoscopic
esophageal varices is linear or slightly tortuous and no red
signs; moderate (G2): the appearance of endoscopic
esophageal varices is linear or slightly tortuous and red sign
appears or the appearance of endoscopic esophageal varices
is serpentine, tortuously uplifted; severe (G3): the appear-
ance of endoscopic esophageal varices is serpentine, tortu-
ously uplifted along with red signs or the appearance of
endoscopic esophageal varices is bead, nodular, or tuber-
culiform (no matter the red signs appeared or not).

Exclusion Criteria. First, patients who combined with he-
patocellular carcinoma or once had hepatocellular carci-
noma and treated by surgery are excluded. Second, patients
who received endoscopic Variceal band ligation or scle-
rotherapy, TIPS, portal vein-systemic circulation devascu-
larization or shunt surgery, splenectomy, and liver
transplantation due to esophageal variceal bleeding are
excluded. Patients selection is as shown in Figure 1.

2.2. Clinical Data Collection. Age, gender, etiology of liver
cirrhosis, hemoglobin (HGB, g/dL), blood platelet count
(PLT, 1000/mm3), serum total bilirubin (mg/dl), pro-
thrombin time (PT, s), serum creatinine (mg/dl), interna-
tional normalized ratio (INR), D-dimmer (μg/L), serum
albumin (g/dL), severity of ascites, severity of hepatic en-
cephalopathy, and status of portal thrombosis are collected
retrospectively.

(e Child-Pugh-Turcotte score (Table 1) and classifi-
cation of patients and grade the model for end-stage liver
disease (MELD) are calculated.

For primary biliary cirrhosis (PBC) or primary scle-
rosing cholangitis (PSC) patients, serum total bilirubin
(umol/L) should be modified as follows: 17–68 as 1 point,
68–170 as 2 points, and＞170 as 3 points.

Child-Pugh-Turcotte classification is as follows:

(i) Class A： 5-6 points, low risk, the best prognosis
(ii) Class B： 7–9 points, moderate risk
(iii) Class C： ≥10 points, high risk, the worst prognosis

Computational formula of MELD score is as follows:
R� 3.8ln [bilirubin (mg/dl)] + 11.2ln (INR) + 9.6ln

[creatinine (mg/dl)] + 6.4 (etiology: biliary or alcoholic� 0,
others� 1). (Results in round numbers).

2.3. �e Diagnosis and Evaluation Method for Portal Vein
�rombosis. Portal vein Doppler ultrasound is implemented
for preliminary screening for all patients, the diagnosis is
confirmed through liver-enhanced CT scan or liver CT
angiography or liver-enhanced MRI, and the range of
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thrombus, portal vein occlusion degree, and whether portal
vein cavernous transformation appeared are evaluated.

2.4. �e Implementation and Used Equipment of Endoscopic
Variceal Band Ligation (EVL). All the endoscopic esopha-
geal varices ligation (EVL) was operated by senior gastro-
enterologist. Type of applied endoscopy is as follows: Gif-
Q260 J, Olympus Corporation, Japan. Type of ligation device
is as follows: MBL-6-F, Wilson Cook Medical, America (Six
Shooter Saeed Multi-Band Ligator, Wilson Cook Medical
Inc. Winston-Salem, NC).

2.5. Endpoints

(a) Post-EVL gastrointestinal bleeding: hematemesis,
melena, or HGB reduction greater than 2 g/dL
during the period after EVL until patient leaving
hospital

(b) Bleeding-related death: death caused by massive
gastrointestinal hemorrhage after the EVL, which are
judged by the clinician

(c) Post-EVL fever: body temperature greater than
37.5°C after the EVL

(d) Post-EVL retrosternal pain: pain behind the sternum
after the EVL

2.6. Data Collection and Analyze. Data are analyzed with
SPSS 17.0 software; statistical methods such as chi-square
test or one-way analysis of variance will be implemented for
analyzing influence factor of interblock or intraclass. P value
less than 0.05 will be admitted as statistical significance.

3. Results

3.1. Baseline Characteristics. 144 patients were enrolled in
the study in total, 67.46% men with the mean age of
54.79± 11.15 years. Study population characteristics are
counted statistically. (ere were no significant difference
between cirrhotic patients with or without PVT of etiology,
prophylaxis level, Child-Pugh class, Child-Pugh score,
MELD score, severity of esophageal varices, hemoglobin,
platelets count, creatinine, PT, INR, albumin, bilirubin, and
NSBB use. (e D-dimer level of the PVT group is signifi-
cantly higher than that of non-PVT group
(P< 0.001)(Table 2).

We made a further analysis of the 18 cirrhosis patients
with PVT classified by the anatomical-functional classifi-
cation of PVT (Table 3). All the patients’ portal vein
thrombus is asymptomatic chronic thrombus, including 8
(44.4%) cases of Type 1, 3 (16.7%) cases of Type 2, and 7
(38.9%) cases of Type 3. (ere are 5 (27.8%) cases with
superior mesenteric vein thrombosis and 2 (11.1%) cases
with splenic vein thrombosis. Only 1 (5.6%) case was oc-
clusive with cavernous transformation of portal vein, while
the other 17 (94.4%) cases were nonocclusive.(e chi-square
test shows that the site of portal vein thrombus is signifi-
cantly correlated to the severity of esophageal varices
(P � 0.004). It seems that the trunk of portal vein involved
patients has more severe esophageal varices. Besides, there

Assessed for eligibility
(N = 248)

Excluded (N = 104):

Combined hepatocellular carcinoma (n = 52)

Received endoscopic therapy (n = 26)

Received TIPS (n = 10)

Received surgery (n = 13)

Received liver transplantation

Patients without PVT
(N = 126)

Patients with PVT
(N = 18)

Retrospectively analyzed
(N = 144)

Figure 1: Patients enrollment and screening.

Table 1: (e standards of Child-Pugh-Turcotte score.

Clinical biochemical
indicators

1
point

2
points

3
points

Hepatic encephalopathy
(stage) Non 1–2 3–4

Ascites Non Mild Moderate or
severe

Serum total bilirubin (umol/L) ＜34 34–51 ＞51
Serum albumin (g/L) ＞35 28–35 ＜28
Prolonged PT (s) ＜4 4–6 ＞6
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are no significant correlation between extension or degree of
PVT and the severity of esophageal varices (P � 0.49, 0.72)
(Table 4).

3.2. Primary End Points: Gastrointestinal Bleeding after EVL
and Bleeding-Related Death. (e chi-square test shows that
the prevalence of gastrointestinal bleeding and bleeding-
related death of the cirrhosis patients with or without PVT

has no significant difference (0/18 versus 6/126, P � 0.34; 0/
18 versus 3/126, P � 0.51) (Table 5).

3.3. Secondary End Points: Post-EVL Fever and Retrosternal
Pain. (e chi-square test shows that the prevalence of post-
EVL fever and retrosternal pain of the cirrhosis patients with
or without PVT has no significant difference (1/18 versus 12/
126, P � 0.58; 1/18 versus 4/126, P � 0.61). One-way
analysis of variance shows that the length of hospital stays of
the two groups has no significant differences (20.61± 6.66
versus 20.87± 6.82; P � 0.88) (Table 5).

4. Discussion

Endoscopic ligation is often employed for treating patients
with high risk of bleeding or rebleeding from esophageal
varices, and its possible complications include gastrointes-
tinal bleeding, fever, and retrosternal pain after ligation.
PVT can worsen portal vein hypertension, can result in
esophageal varices aggravated, and may finally raise the risk
of gastrointestinal bleeding after ligation. Past studies have
assessed the impact of PVT in the eradication effect of
endoscopic ligation for esophageal varices. (e results
showed that the portal vein thrombosis will delay the time to
eradicate esophageal varices but not increase the incidence

Table 2: Patients baseline characteristics.

Cirrhosis without PVT （N%） Cirrhosis with PVT （N%） P value
N 126 18
Age (year) 54.79± 11.15 53.39± 12.61 0.63
Male gender 85 (67.46) 12 (66.67) 0.95
Etiology
Viral 76 (60.32) 7 (38.89) 0.05
Alcoholic 21 (16.67) 2 (11.11)
Other 29 (23.02) 9 (50.00)
Prophylaxis
Primary 7 (5.47) 0 0.31
Secondary 119 (92.97) 18 (100)
Child-Pugh class
A 79 (62.70) 12 (66.67) 0.74
B 47 (37.30) 6 (33.33)
C 0 0
Child-Pugh score 6.20± 1.11 6.10± 1.02 0.75
MELD score 9.53± 2.11 9.67± 1.91 0.80
Esophageal varices
G1 0 0 0.74
G2 11 (8.73) 2 (11.11)
G3 115 (91.27) 16 (88.89)
NSBB use 23 (18.25) 3 (16.67) 0.87
Hemoglobin (g/dl) 9.29± 2.40 8.48± 2.42 0.19
Platelets (×1000/mm3) 68.14± 38.18 66.83± 33.85 0.89
Creatinine (mg/dl) 0.80± 0.21 0.85± 0.19 0.33
PT (s) 13.85± 1.59 13.91± 1.67 0.90
INR 1.21± 0.14 1.23± 0.16 0.72
Albumin (g/dl) 3.66± 0.54 3.78± 0.45 0.36
Bilirubin (mg/dl) 1.15± 0.76 1.10± 0.54 0.78
D-dimer (μg/L) 1539.72± 1659.62 3513.61± 4370.17 <0.001
None of the patients with PVTare given anticoagulant therapy. PVT: portal vein thrombosis; MELD: themodel for end-stage liver disease; NSBB: nonselective
beta blockers; PT: prothrombin time; INR: international normalized ratio.

Table 3: (e classification of PVT.

Site + extent Frequency (N) Percentage (%)
Type 1 6 33.3
Type 1+M 1 5.6
Type 1+S 1 5.6
Type 2 3 16.7
Type 3 2 11.1
Type 3+M 4 22.2
Type 3+S 1 5.6
Total 18 100.0
Degree
NO 17 94.4
O 1 5.6
Total 18 100.0
All cases accord with symptomatic chronic thrombus. O: occlusive; NO:
nonocclusive; S: splenic vein; M: mesenteric vein.
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of recurrence of esophageal varices. (e gastrointestinal
bleeding events of the group of PVTpatients during follow-
up had not significantly increased [9]. (is study aimed to
evaluate the impact of cirrhosis with PVT on postoperative
complications of endoscopic Variceal band ligation.

Despite the past study suggested the anticoagulant
therapy in cirrhotic patients with PVT is safe [10], as all the
PVTcases were clinically asymptomatic chronic thrombosis,
according to the American association of liver disease
recommendations [11], meanwhile, considering the risk of
GI bleeding after EVL, none of the patients with PVT were
given anticoagulant therapy.

(e results of our study revealed no significant differ-
ences in postoperative gastrointestinal bleeding events,
bleeding-related death events, fever, and retrosternal pain in
cirrhotic patients with PVT compared with those without
PVT. It suggests that endoscopic band ligation is still a safe
treatment option for cirrhotic patients with PVT. Further
analysis of the patients in the PVTgroup showed that the site
of PVT was significantly associated with the severity of
esophageal varices (P � 0.004), among which the degree of
esophageal varices in the patients with the trunk of portal
vein involvement was more serious, while the extension site
and the degree of obstruction were not significantly cor-
related with the severity of esophageal varices. (is result
reveals the importance of classification of PVT, and further
attention should be paid to the effect of different types of
PVT on patient prognosis and endoscopic treatment in
clinical practice and future studies. Considering this is a
retrospective study, it has certain limitations. For one,

inclusion bias cannot be ruled out since people experienced
death threatening gastrointestinal bleedingmay choose TIPS
or surgery as the first treatment option rather than EVL,
leaving only low-risk patients in the study cohort, such as
Child-Pugh class A or class B patients. Second, this study
included a limited number of cirrhotic patients with PVT,
which might not be enough for statistical purposes. Hence,
caution is required to interpret these conclusions, and we are
looking forward a further scale up prospective research
which could confirm the impact of PVT on EVL. (ird,
considering the risk of gastrointestinal hemorrhage, none
of the patients with PVT were treated with anticoagulants;
thus, we could not evaluate the impact of anticoagulants on
PVT and EVL. Fourth, there was absence of the data of
follow-up because of the poor treatment compliance of the
patients. We are forward to promote prospective cohort
study and find out a best strategy for the prevention of
esophageal variceal bleeding of the cirrhotic patients with
PVT.

In summary, endoscopic band ligation is an effective and
safe treatment for cirrhotic patients without or with PVT.
(e incidence of GI bleeding and bleeding-related death
after EVL is relatively low and does not get impacted by the
presence of PVT and so does the incidence of fever and
retrosternal pain after EVL.

Data Availability

(e data used to support the findings of this study are
available from the corresponding author upon request.

Table 4: (e site\extension\degree of PVT with esophageal varices.

Esophageal varices
P value

G2 G3
N 2 16
Site of PVT
Type 1 0 8 0.004
Type 2 2 1
Type 3 0 7
Extension of PV system
PV alone 2 9 0.49
M 0 5
S 0 2
Degreen of PVT
NO 2 15 0.72
O 0 1
PV: portal vein; PVT: portal vein thrombosis; O: occlusive; NO: nonocclusive; S: splenic vein; M: mesenteric vein.

Table 5: Complications of EVL and the length of hospital stay.

Cirrhosis without PVT （N%） Cirrhosis with PVT （N%） P value
N 126 18
Post-EVL gastrointestinal bleeding 6 (4.76) 0 0.34
Bleeding-related death 3 (2.38) 0 0.51
Post-EVL fever 12 (9.52) 1 (5.56) 0.58
Post-EVL retrosternal pain 4 (3.17) 1 (5.56) 0.61
(e length of hospital stays 20.87± 6.82 20.61± 6.66 0.88
PVT: portal vein thrombosis; EVL: endoscopic Variceal band ligation.

Journal of Healthcare Engineering 5



Conflicts of Interest

(e author declares that there are no conflicts of interest.

Supplementary Materials

Supplementary Table 1: anatomical-functional classification
of portal vein thrombosis in cirrhosis. (Supplementary
Materials)

References

[1] Y. K. Chawla and V. Bodh, “Portal vein thrombosis,” Journal
of Clinical and Experimental Hepatology, vol. 5, no. 1,
pp. 22–40, 2015.

[2] C. Francoz, J. Belghiti, V. Vilgrain et al., “Splanchnic vein
thrombosis in candidates for liver transplantation: usefulness
of screening and anticoagulation,” Gut, vol. 54, no. 5,
pp. 691–697, 2005.

[3] I. Gı̂rleanu, A. Trifan, C. Stanciu, and C. Sfarti, “Portal vein
thrombosis in cirrhotic patients - it is always the small pieces
that make the big picture,”World Journal of Gastroenterology,
vol. 24, no. 39, pp. 4419–4427, 2018.

[4] N. M. Intagliata, S. H. Caldwell, and A. Tripodi, “Diagnosis,
development, and treatment of portal vein thrombosis in
patients with and without cirrhosis,” Gastroenterology,
vol. 156, no. 6, pp. 1582–1599, 2019.

[5] M. A. Gunson and B. Mirza, “Portal vein thrombosis in adults
undergoing liver transplantation,” Transplantation, vol. 69,
no. 9, pp. 1873–1881, 2000.

[6] S. K. Sarin, C. A. Philips, P. S. Kamath et al., “Toward a
comprehensive new classification of portal vein thrombosis in
patients with cirrhosis,” Gastroenterology, vol. 151, no. 4,
pp. 574–577, 2016.

[7] Hepatology Society of Chinese Medical Association, “Gas-
troenterology society of Chinese medical association, gas-
trointestinal endoscopy society of Chinese medical
association, guideline for the diagnosis and treatment of
esophageal and gastric variceal bleeding in cirrhotic portal
hypertension,” Chinese Journal of Internal Medicine, vol. 55,
no. 1, pp. 57–72, 2016.

[8] G. Garcia-Tsao and J. G. Abraldes, “Portal hypertensive
bleeding in cirrhosis: risk stratification, diagnosis, and
management: 2016 practice guidance by the American asso-
ciation for the study of liver diseases,” Hepatology, vol. 65,
no. 1, pp. 311–335, 2017.

[9] A. Dell’Era, F. Iannuzzi, F. M. Fabris et al., “Impact of portal
vein thrombosis on the efficacy of endoscopic variceal band
ligation,” Digestive and Liver Disease, vol. 46, pp. 152–156,
2014.

[10] C. N. Ferreira, D. Reis, H. Cortez-Pinto et al., “Anti-
coagulation in cirrhosis and portal vein thrombosis is safe and
improves prognosis in advanced cirrhosis,” Digestive Diseases
and Sciences, vol. 64, pp. 2671–2683, 2019.

[11] J. G. O’Leary and S. Charles, “AGA clinical practice update:
coagulation in cirrhosis,” Gastroenterology, vol. 157, pp. 34–
43, 2019.

6 Journal of Healthcare Engineering

https://downloads.hindawi.com/journals/jhe/2021/9929333.f1.doc
https://downloads.hindawi.com/journals/jhe/2021/9929333.f1.doc

