
Mathematical Problems in Engineering

Mathematical Methods for IoT-
based Signal and Image Processing
Applications

Lead Guest Editor: Savita Gupta
Guest Editors: Neelam Goel, Yanhui Guo, and Yu-Chen Hu

 



Mathematical Methods for IoT-based Signal
and Image Processing Applications



Mathematical Problems in Engineering

Mathematical Methods for IoT-
based Signal and Image Processing
Applications

Lead Guest Editor: Savita Gupta
Guest Editors: Neelam Goel, Yanhui Guo, and Yu-
Chen Hu



Copyright © 2023 Hindawi Limited. All rights reserved.

is is a special issue published in “Mathematical Problems in Engineering.” All articles are open access articles distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor
Guangming Xie  , China

Academic Editors
Kumaravel A  , India
Waqas Abbasi, Pakistan
Mohamed Abd El Aziz  , Egypt
Mahmoud Abdel-Aty  , Egypt
Mohammed S. Abdo, Yemen
Mohammad Yaghoub Abdollahzadeh
Jamalabadi  , Republic of Korea
Rahib Abiyev  , Turkey
Leonardo Acho  , Spain
Daniela Addessi  , Italy
Arooj Adeel  , Pakistan
Waleed Adel  , Egypt
Ramesh Agarwal  , USA
Francesco Aggogeri  , Italy
Ricardo Aguilar-Lopez  , Mexico
Afaq Ahmad  , Pakistan
Naveed Ahmed  , Pakistan
Elias Aifantis  , USA
Akif Akgul  , Turkey
Tareq Al-shami  , Yemen
Guido Ala, Italy
Andrea Alaimo  , Italy
Reza Alam, USA
Osamah Albahri  , Malaysia
Nicholas Alexander  , United Kingdom
Salvatore Alfonzetti, Italy
Ghous Ali  , Pakistan
Nouman Ali  , Pakistan
Mohammad D. Aliyu  , Canada
Juan A. Almendral  , Spain
A.K. Alomari, Jordan
José Domingo Álvarez  , Spain
Cláudio Alves  , Portugal
Juan P. Amezquita-Sanchez, Mexico
Mukherjee Amitava, India
Lionel Amodeo, France
Sebastian Anita, Romania
Costanza Arico  , Italy
Sabri Arik, Turkey
Fausto Arpino  , Italy
Rashad Asharabi  , Saudi Arabia
Farhad Aslani  , Australia
Mohsen Asle Zaeem  , USA

Andrea Avanzini  , Italy
Richard I. Avery  , USA
Viktor Avrutin  , Germany
Mohammed A. Awadallah  , Malaysia
Francesco Aymerich  , Italy
Sajad Azizi  , Belgium
Michele Bacciocchi  , Italy
Seungik Baek  , USA
Khaled Bahlali, France
M.V.A Raju Bahubalendruni, India
Pedro Balaguer  , Spain
P. Balasubramaniam, India
Stefan Balint  , Romania
Ines Tejado Balsera  , Spain
Alfonso Banos  , Spain
Jerzy Baranowski  , Poland
Tudor Barbu  , Romania
Andrzej Bartoszewicz  , Poland
Sergio Baselga  , Spain
S. Caglar Baslamisli  , Turkey
David Bassir  , France
Chiara Bedon  , Italy
Azeddine Beghdadi, France
Andriette Bekker  , South Africa
Francisco Beltran-Carbajal  , Mexico
Abdellatif Ben Makhlouf  , Saudi Arabia
Denis Benasciutti  , Italy
Ivano Benedetti  , Italy
Rosa M. Benito  , Spain
Elena Benvenuti  , Italy
Giovanni Berselli, Italy
Michele Betti  , Italy
Pietro Bia  , Italy
Carlo Bianca  , France
Simone Bianco  , Italy
Vincenzo Bianco, Italy
Vittorio Bianco, Italy
David Bigaud  , France
Sardar Muhammad Bilal  , Pakistan
Antonio Bilotta  , Italy
Sylvio R. Bistafa, Brazil
Chiara Boccaletti  , Italy
Rodolfo Bontempo  , Italy
Alberto Borboni  , Italy
Marco Bortolini, Italy

https://orcid.org/0000-0001-6504-0087
https://orcid.org/0000-0002-7624-9748
https://orcid.org/0000-0002-2062-4801
https://orcid.org/0000-0001-8841-3165
https://orcid.org/0000-0002-6567-8109
https://orcid.org/0000-0002-2682-7474
https://orcid.org/0000-0002-4965-1133
https://orcid.org/0000-0003-0580-3200
https://orcid.org/0000-0003-1951-2148
https://orcid.org/0000-0002-0557-8536
https://orcid.org/0000-0002-9642-1023
https://orcid.org/0000-0001-9414-3763
https://orcid.org/0000-0003-2697-3153
https://orcid.org/0000-0001-9427-4296
https://orcid.org/0000-0002-5020-199X
https://orcid.org/0000-0002-6846-5686
https://orcid.org/0000-0001-9151-3052
https://orcid.org/%200000-0002-8074-1102
https://orcid.org/0000-0002-6691-6965
https://orcid.org/0000-0002-7844-3990
https://orcid.org/0000-0002-6837-5330
https://orcid.org/0000-0001-5316-3063
https://orcid.org/0000-0002-0721-201X
https://orcid.org/0000-0002-6417-841X
https://orcid.org/0000-0003-1100-7446
https://orcid.org/0000-0003-2791-8105
https://orcid.org/0000-0002-4017-1184
https://orcid.org/0000-0001-7173-0981
https://orcid.org/0000-0002-3987-5555
https://orcid.org/0000-0002-6616-2008
https://orcid.org/0000-0002-0505-6068
https://orcid.org/0000-0002-5164-6122
https://orcid.org/0000-0002-7188-7687
https://orcid.org/0000-0002-2270-2527
https://orcid.org/0000-0001-7931-8844
https://orcid.org/0000-0002-7815-8946
https://orcid.org/0000-0003-3474-4684
https://orcid.org/0000-0001-9953-7657
https://orcid.org/0000-0002-1152-2336
https://orcid.org/0000-0003-2007-339X
https://orcid.org/0000-0002-4082-2944
https://orcid.org/0000-0003-4573-9338
https://orcid.org/0000-0001-5542-348X
https://orcid.org/0000-0003-2711-4385
https://orcid.org/0000-0003-3313-581X
https://orcid.org/0000-0001-9684-8417
https://orcid.org/0000-0002-1271-8488
https://orcid.org/0000-0002-0492-4003
https://orcid.org/0000-0002-7476-2257
https://orcid.org/0000-0002-5364-9992
https://orcid.org/0000-0003-3875-2817
https://orcid.org/0000-0003-4793-5674
https://orcid.org/0000-0001-5244-5587
https://orcid.org/0000-0001-7142-7026
https://orcid.org/0000-0001-5999-5629
https://orcid.org/0000-0003-3755-2768
https://orcid.org/0000-0003-3949-8232
https://orcid.org/0000-0002-4888-4904
https://orcid.org/0000-0002-8389-3355
https://orcid.org/0000-0003-3598-2182
https://orcid.org/0000-0003-1122-7510
https://orcid.org/0000-0002-7070-1545
https://orcid.org/0000-0001-8474-2885
https://orcid.org/0000-0002-7803-9218
https://orcid.org/0000-0003-1873-4670
https://orcid.org/0000-0003-3548-5741
https://orcid.org/0000-0001-8087-5111
https://orcid.org/0000-0001-7069-1095


Paolo Boscariol, Italy
Daniela Boso  , Italy
Guillermo Botella-Juan, Spain
Abdesselem Boulkroune  , Algeria
Boulaïd Boulkroune, Belgium
Fabio Bovenga  , Italy
Francesco Braghin  , Italy
Ricardo Branco, Portugal
Julien Bruchon  , France
Matteo Bruggi  , Italy
Michele Brun  , Italy
Maria Elena Bruni, Italy
Maria Angela Butturi  , Italy
Bartłomiej Błachowski  , Poland
Dhanamjayulu C  , India
Raquel Caballero-Águila  , Spain
Filippo Cacace  , Italy
Salvatore Caddemi  , Italy
Zuowei Cai  , China
Roberto Caldelli  , Italy
Francesco Cannizzaro  , Italy
Maosen Cao  , China
Ana Carpio, Spain
Rodrigo Carvajal  , Chile
Caterina Casavola, Italy
Sara Casciati, Italy
Federica Caselli  , Italy
Carmen Castillo  , Spain
Inmaculada T. Castro  , Spain
Miguel Castro  , Portugal
Giuseppe Catalanotti  , United Kingdom
Alberto Cavallo  , Italy
Gabriele Cazzulani  , Italy
Fatih Vehbi Celebi, Turkey
Miguel Cerrolaza  , Venezuela
Gregory Chagnon  , France
Ching-Ter Chang  , Taiwan
Kuei-Lun Chang  , Taiwan
Qing Chang  , USA
Xiaoheng Chang  , China
Prasenjit Chatterjee  , Lithuania
Kacem Chehdi, France
Peter N. Cheimets, USA
Chih-Chiang Chen  , Taiwan
He Chen  , China

Kebing Chen  , China
Mengxin Chen  , China
Shyi-Ming Chen  , Taiwan
Xizhong Chen  , Ireland
Xue-Bo Chen  , China
Zhiwen Chen  , China
Qiang Cheng, USA
Zeyang Cheng, China
Luca Chiapponi  , Italy
Francisco Chicano  , Spain
Tirivanhu Chinyoka  , South Africa
Adrian Chmielewski  , Poland
Seongim Choi  , USA
Gautam Choubey  , India
Hung-Yuan Chung  , Taiwan
Yusheng Ci, China
Simone Cinquemani  , Italy
Roberto G. Citarella  , Italy
Joaquim Ciurana  , Spain
John D. Clayton  , USA
Piero Colajanni  , Italy
Giuseppina Colicchio, Italy
Vassilios Constantoudis  , Greece
Enrico Conte, Italy
Alessandro Contento  , USA
Mario Cools  , Belgium
Gino Cortellessa, Italy
Carlo Cosentino  , Italy
Paolo Crippa  , Italy
Erik Cuevas  , Mexico
Guozeng Cui  , China
Mehmet Cunkas  , Turkey
Giuseppe D'Aniello  , Italy
Peter Dabnichki, Australia
Weizhong Dai  , USA
Zhifeng Dai  , China
Purushothaman Damodaran  , USA
Sergey Dashkovskiy, Germany
Adiel T. De Almeida-Filho  , Brazil
Fabio De Angelis  , Italy
Samuele De Bartolo  , Italy
Stefano De Miranda  , Italy
Filippo De Monte  , Italy

https://orcid.org/0000-0001-6511-4998
https://orcid.org/0000-0002-1392-6932
https://orcid.org/0000-0001-5602-9919
https://orcid.org/0000-0002-0476-4118
https://orcid.org/0000-0001-5867-5842
https://orcid.org/0000-0003-3403-6127
https://orcid.org/0000-0002-4760-9062
https://orcid.org/0000-0003-1639-6065
https://orcid.org/0000-0001-6021-0374
https://orcid.org/0000-0001-9958-754X
https://orcid.org/0000-0001-7659-7649
https://orcid.org/0000-0003-1060-744X
https://orcid.org/0000-0002-2438-2395
https://orcid.org/0000-0003-4470-7107
https://orcid.org/0000-0003-3471-1196
https://orcid.org/0000-0001-8698-1329
https://orcid.org/0000-0001-6640-1905
https://orcid.org/0000-0002-3336-8683
https://orcid.org/0000-0001-6663-8603
https://orcid.org/0000-0003-2614-9084
https://orcid.org/0000-0002-2590-8379
https://orcid.org/0000-0001-9732-9969
https://orcid.org/0000-0001-9326-9575
https://orcid.org/0000-0002-7985-7722
https://orcid.org/0000-0002-2447-7570
https://orcid.org/0000-0003-0415-0666
https://orcid.org/0000-0002-9386-7046
https://orcid.org/0000-0001-8137-8838
https://orcid.org/0000-0001-6426-7327
https://orcid.org/0000-0003-3744-1371
https://orcid.org/0000-0002-6197-1623
https://orcid.org/0000-0002-7994-4252
https://orcid.org/0000-0002-2254-723X
https://orcid.org/0000-0001-6356-1655
https://orcid.org/0000-0003-2072-7592
https://orcid.org/0000-0002-9122-4493
https://orcid.org/0000-0001-8648-631X
https://orcid.org/0000-0001-8073-5741
https://orcid.org/0000-0001-6799-7667
https://orcid.org/0000-0002-4759-0904
https://orcid.org/0000-0002-0621-788X
https://orcid.org/0000-0003-1259-2990
https://orcid.org/0000-0001-7782-2043
https://orcid.org/0000-0002-2049-578X
https://orcid.org/0000-0002-2068-170X
https://orcid.org/0000-0003-4266-6356
https://orcid.org/0000-0002-1787-173X
https://orcid.org/0000-0001-9296-0874
https://orcid.org/0000-0003-3167-019X
https://orcid.org/0000-0002-6574-5551
https://orcid.org/0000-0003-4107-6282
https://orcid.org/0000-0003-0562-8596
https://orcid.org/0000-0003-3164-977X
https://orcid.org/0000-0003-3811-8074
https://orcid.org/0000-0003-3098-2693
https://orcid.org/0000-0001-5768-1829
https://orcid.org/0000-0003-4504-7550
https://orcid.org/0000-0002-0358-6049
https://orcid.org/0000-0001-6880-4361
https://orcid.org/0000-0002-5031-7618
https://orcid.org/0000-0002-8687-9348
https://orcid.org/0000-0002-3194-7710
https://orcid.org/0000-0002-7912-1280
https://orcid.org/0000-0002-6925-8486
https://orcid.org/0000-0001-6069-3601
https://orcid.org/0000-0002-2745-6396
https://orcid.org/0000-0002-6158-6055
https://orcid.org/0000-0002-9624-651X
https://orcid.org/0000-0003-0174-6990


José António Fonseca De Oliveira
Correia  , Portugal
Jose Renato De Sousa  , Brazil
Michael Defoort, France
Alessandro Della Corte, Italy
Laurent Dewasme  , Belgium
Sanku Dey  , India
Gianpaolo Di Bona  , Italy
Roberta Di Pace  , Italy
Francesca Di Puccio  , Italy
Ramón I. Diego  , Spain
Yannis Dimakopoulos  , Greece
Hasan Dinçer  , Turkey
José M. Domínguez  , Spain
Georgios Dounias, Greece
Bo Du  , China
Emil Dumic, Croatia
Madalina Dumitriu  , United Kingdom
Premraj Durairaj  , India
Saeed Eekhar Azam, USA
Said El Kaali  , Morocco
Antonio Elipe  , Spain
R. Emre Erkmen, Canada
John Escobar  , Colombia
Leandro F. F. Miguel  , Brazil
FRANCESCO FOTI  , Italy
Andrea L. Facci  , Italy
Shahla Faisal  , Pakistan
Giovanni Falsone  , Italy
Hua Fan, China
Jianguang Fang, Australia
Nicholas Fantuzzi  , Italy
Muhammad Shahid Farid  , Pakistan
Hamed Faroqi, Iran
Yann Favennec, France
Fiorenzo A. Fazzolari  , United Kingdom
Giuseppe Fedele  , Italy
Roberto Fedele  , Italy
Baowei Feng  , China
Mohammad Ferdows  , Bangladesh
Arturo J. Fernández  , Spain
Jesus M. Fernandez Oro, Spain
Francesco Ferrise, Italy
Eric Feulvarch  , France
ierry Floquet, France

Eric Florentin  , France
Gerardo Flores, Mexico
Antonio Forcina  , Italy
Alessandro Formisano, Italy
Francesco Franco  , Italy
Elisa Francomano  , Italy
Juan Frausto-Solis, Mexico
Shujun Fu  , China
Juan C. G. Prada  , Spain
HECTOR GOMEZ  , Chile
Matteo Gaeta  , Italy
Mauro Gaggero  , Italy
Zoran Gajic  , USA
Jaime Gallardo-Alvarado  , Mexico
Mosè Gallo  , Italy
Akemi Gálvez  , Spain
Maria L. Gandarias  , Spain
Hao Gao  , Hong Kong
Xingbao Gao  , China
Yan Gao  , China
Zhiwei Gao  , United Kingdom
Giovanni Garcea  , Italy
José García  , Chile
Harish Garg  , India
Alessandro Gasparetto  , Italy
Stylianos Georgantzinos, Greece
Fotios Georgiades  , India
Parviz Ghadimi  , Iran
Ștefan Cristian Gherghina  , Romania
Georgios I. Giannopoulos  , Greece
Agathoklis Giaralis  , United Kingdom
Anna M. Gil-Lafuente  , Spain
Ivan Giorgio  , Italy
Gaetano Giunta  , Luxembourg
Jefferson L.M.A. Gomes  , United
Kingdom
Emilio Gómez-Déniz  , Spain
Antonio M. Gonçalves de Lima  , Brazil
Qunxi Gong  , China
Chris Goodrich, USA
Rama S. R. Gorla, USA
Veena Goswami  , India
Xunjie Gou  , Spain
Jakub Grabski  , Poland

https://orcid.org/0000-0002-4148-9426
https://orcid.org/0000-0001-7132-1264
https://orcid.org/0000-0002-1688-167X
https://orcid.org/0000-0001-8523-8189
https://orcid.org/0000-0001-9567-5534
https://orcid.org/0000-0001-7589-8570
https://orcid.org/0000-0003-4558-1497
https://orcid.org/0000-0002-8531-6383
https://orcid.org/0000-0002-8671-0657
https://orcid.org/0000-0002-8072-031X
https://orcid.org/0000-0002-2586-5081
https://orcid.org/0000-0002-4484-8789
https://orcid.org/0000-0002-9978-9499
https://orcid.org/0000-0002-3965-3362
https://orcid.org/0000-0001-9282-5154
https://orcid.org/0000-0001-5208-4494
https://orcid.org/0000-0001-6175-9553
https://orcid.org/0000-0002-7881-1642
https://orcid.org/0000-0002-0339-4653
https://orcid.org/0000-0002-0344-7508
https://orcid.org/0000-0002-6303-5986
https://orcid.org/0000-0003-2668-5100
https://orcid.org/0000-0002-8406-4882
https://orcid.org/0000-0002-8384-2830
https://orcid.org/0000-0002-7321-6772
https://orcid.org/0000-0003-0273-780X
https://orcid.org/0000-0003-1057-9581
https://orcid.org/0000-0003-4507-8170
https://orcid.org/0000-0002-8696-9116
https://orcid.org/0000-0003-2646-0905
https://orcid.org/0000-0003-2055-3764
https://orcid.org/0000-0003-1192-6733
https://orcid.org/0000-0002-8831-8309
https://orcid.org/0000-0002-9869-2820
https://orcid.org/0000-0003-0438-5115
https://orcid.org/0000-0002-6776-465X
https://orcid.org/0000-0002-7793-8625
https://orcid.org/0000-0003-3726-5507
https://orcid.org/0000-0001-7209-3355
https://orcid.org/0000-0002-5048-4141
https://orcid.org/0000-0002-0187-6181
https://orcid.org/0000-0002-8208-0432
https://orcid.org/0000-0002-9023-0752
https://orcid.org/0000-0002-2100-2289
https://orcid.org/0000-0001-8604-8272
https://orcid.org/0000-0003-0148-3713
https://orcid.org/0000-0002-3253-7529
https://orcid.org/0000-0002-1889-399X
https://orcid.org/0000-0001-5464-3288
https://orcid.org/0000-0002-0842-3521
https://orcid.org/0000-0003-3126-8352
https://orcid.org/0000-0001-9099-8422
https://orcid.org/0000-0001-9902-9783
https://orcid.org/0000-0002-2784-6976
https://orcid.org/0000-0002-9315-5428
https://orcid.org/0000-0003-2911-6480
https://orcid.org/0000-0002-0004-8421
https://orcid.org/0000-0002-2952-1171
https://orcid.org/0000-0003-0905-3929
https://orcid.org/0000-0002-0044-9188
https://orcid.org/0000-0003-1694-5132
https://orcid.org/0000-0003-0845-2274
https://orcid.org/0000-0002-5072-7908
https://orcid.org/0000-0003-0170-6083
https://orcid.org/0000-0001-9076-0537
https://orcid.org/0000-0002-4260-4721
https://orcid.org/0000-0003-1963-0451
https://orcid.org/0000-0002-0553-1084


Antoine Grall  , France
George A. Gravvanis  , Greece
Fabrizio Greco  , Italy
David Greiner  , Spain
Jason Gu  , Canada
Federico Guarracino  , Italy
Michele Guida  , Italy
Muhammet Gul  , Turkey
Dong-Sheng Guo  , China
Hu Guo  , China
Zhaoxia Guo, China
Yusuf Gurefe, Turkey
Salim HEDDAM  , Algeria
ABID HUSSANAN, China
Quang Phuc Ha, Australia
Li Haitao  , China
Petr Hájek  , Czech Republic
Mohamed Hamdy  , Egypt
Muhammad Hamid  , United Kingdom
Renke Han  , United Kingdom
Weimin Han  , USA
Xingsi Han, China
Zhen-Lai Han  , China
omas Hanne  , Switzerland
Xinan Hao  , China
Mohammad A. Hariri-Ardebili  , USA
Khalid Hattaf  , Morocco
Defeng He  , China
Xiao-Qiao He, China
Yanchao He, China
Yu-Ling He  , China
Ramdane Hedjar  , Saudi Arabia
Jude Hemanth  , India
Reza Hemmati, Iran
Nicolae Herisanu  , Romania
Alfredo G. Hernández-Diaz  , Spain
M.I. Herreros  , Spain
Eckhard Hitzer  , Japan
Paul Honeine  , France
Jaromir Horacek  , Czech Republic
Lei Hou  , China
Yingkun Hou  , China
Yu-Chen Hu  , Taiwan
Yunfeng Hu, China

Can Huang  , China
Gordon Huang  , Canada
Linsheng Huo  , China
Sajid Hussain, Canada
Asier Ibeas  , Spain
Orest V. Iime  , e Netherlands
Przemyslaw Ignaciuk  , Poland
Giacomo Innocenti  , Italy
Emilio Insfran Pelozo  , Spain
Azeem Irshad, Pakistan
Alessio Ishizaka, France
Benjamin Ivorra  , Spain
Breno Jacob  , Brazil
Reema Jain  , India
Tushar Jain  , India
Amin Jajarmi  , Iran
Chiranjibe Jana  , India
Łukasz Jankowski  , Poland
Samuel N. Jator  , USA
Juan Carlos Jáuregui-Correa  , Mexico
Kandasamy Jayakrishna, India
Reza Jazar, Australia
Khalide Jbilou, France
Isabel S. Jesus  , Portugal
Chao Ji  , China
Qing-Chao Jiang  , China
Peng-fei Jiao  , China
Ricardo Fabricio Escobar Jiménez  , Mexico
Emilio Jiménez Macías  , Spain
Maolin Jin, Republic of Korea
Zhuo Jin, Australia
Ramash Kumar K  , India
BHABEN KALITA  , USA
MOHAMMAD REZA KHEDMATI  , Iran
Viacheslav Kalashnikov  , Mexico
Mathiyalagan Kalidass  , India
Tamas Kalmar-Nagy  , Hungary
Rajesh Kaluri  , India
Jyotheeswara Reddy Kalvakurthi, India
Zhao Kang  , China
Ramani Kannan  , Malaysia
Tomasz Kapitaniak  , Poland
Julius Kaplunov, United Kingdom
Konstantinos Karamanos, Belgium
Michal Kawulok, Poland

https://orcid.org/0000-0002-6900-7951
https://orcid.org/0000-0003-1562-3633
https://orcid.org/0000-0001-9423-4964
https://orcid.org/0000-0002-4132-7144
https://orcid.org/0000-0002-7626-1077
https://orcid.org/0000-0001-7017-5170
https://orcid.org/0000-0002-4116-5624
https://orcid.org/0000-0002-5319-4289
https://orcid.org/0000-0002-8304-2788
https://orcid.org/0000-0002-7273-0446
https://orcid.org/0000-0002-8055-8463
https://orcid.org/0000-0001-5322-5375
https://orcid.org/0000-0001-5579-1215
https://orcid.org/0000-0002-6248-0439
https://orcid.org/0000-0002-1607-8262
https://orcid.org/0000-0002-7239-9546
https://orcid.org/0000-0002-0960-2281
https://orcid.org/0000-0002-0794-0797
https://orcid.org/0000-0002-5636-1660
https://orcid.org/0000-0002-1716-7718
https://orcid.org/0000-0001-6772-1468
https://orcid.org/0000-0002-5032-3639
https://orcid.org/0000-0002-8183-2372
https://orcid.org/0000-0003-2719-8128
https://orcid.org/0000-0002-4648-1554
https://orcid.org/0000-0002-6091-1880
https://orcid.org/0000-0003-2968-5309
https://orcid.org/0000-0002-2392-3786
https://orcid.org/0000-0001-5284-8060
https://orcid.org/0000-0002-5587-6750
https://orcid.org/0000-0002-3042-183X
https://orcid.org/0000-0001-7045-3070
https://orcid.org/0000-0003-0271-7323
https://orcid.org/0000-0003-2153-9040
https://orcid.org/0000-0002-5055-3645
https://orcid.org/0000-0001-7128-6964
https://orcid.org/0000-0002-4737-7601
https://orcid.org/0000-0002-3044-2630
https://orcid.org/0000-0001-5094-3152
https://orcid.org/0000-0002-2867-9524
https://orcid.org/0000-0003-4420-9941
https://orcid.org/0000-0002-2110-826X
https://orcid.org/0000-0003-0855-5564
https://orcid.org/0000-0002-0536-7149
https://orcid.org/0000-0001-9446-1825
https://orcid.org/0000-0001-9983-247X
https://orcid.org/0000-0003-2300-1375
https://orcid.org/0000-0003-2768-840X
https://orcid.org/0000-0002-0252-9712
https://orcid.org/0000-0002-9773-0688
https://orcid.org/0000-0001-8167-731X
https://orcid.org/0000-0002-8961-103X
https://orcid.org/0000-0002-7545-5822
https://orcid.org/0000-0002-2657-0509
https://orcid.org/0000-0002-3402-9018
https://orcid.org/0000-0003-1049-1002
https://orcid.org/0000-0003-3367-6552
https://orcid.org/0000-0001-6749-4592
https://orcid.org/0000-0003-4554-520X
https://orcid.org/0000-0001-8361-9308
https://orcid.org/0000-0001-6228-4916
https://orcid.org/0000-0001-6747-580X
https://orcid.org/0000-0003-2323-3328
https://orcid.org/0000-0003-1374-2620
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0003-4103-0954
https://orcid.org/0000-0001-5672-7055
https://orcid.org/0000-0001-9651-752X


Irfan Kaymaz  , Turkey
Vahid Kayvanfar  , Qatar
Krzysztof Kecik  , Poland
Mohamed Khader  , Egypt
Chaudry M. Khalique  , South Africa
Mukhtaj Khan  , Pakistan
Shahid Khan  , Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev  ,
Russia
P.V.V Kishore  , India
Jan Koci  , Czech Republic
Ioannis Kostavelis  , Greece
Sotiris B. Kotsiantis  , Greece
Frederic Kratz  , France
Vamsi Krishna  , India
Edyta Kucharska, Poland
Krzysztof S. Kulpa  , Poland
Kamal Kumar, India
Prof. Ashwani Kumar  , India
Michal Kunicki  , Poland
Cedrick A. K. Kwuimy  , USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei  , Ukraine
Márcio J. Lacerda  , Brazil
Eduardo Lalla  , e Netherlands
Giovanni Lancioni  , Italy
Jaroslaw Latalski  , Poland
Hervé Laurent  , France
Agostino Lauria  , Italy
Aimé Lay-Ekuakille  , Italy
Nicolas J. Leconte  , France
Kun-Chou Lee  , Taiwan
Dimitri Lefebvre  , France
Eric Lefevre  , France
Marek Lefik, Poland
Yaguo Lei  , China
Kauko Leiviskä  , Finland
Ervin Lenzi  , Brazil
ChenFeng Li  , China
Jian Li  , USA
Jun Li  , China
Yueyang Li  , China
Zhao Li  , China

Zhen Li  , China
En-Qiang Lin, USA
Jian Lin  , China
Qibin Lin, China
Yao-Jin Lin, China
Zhiyun Lin  , China
Bin Liu  , China
Bo Liu  , China
Heng Liu  , China
Jianxu Liu  , ailand
Lei Liu  , China
Sixin Liu  , China
Wanquan Liu  , China
Yu Liu  , China
Yuanchang Liu  , United Kingdom
Bonifacio Llamazares  , Spain
Alessandro Lo Schiavo  , Italy
Jean Jacques Loiseau  , France
Francesco Lolli  , Italy
Paolo Lonetti  , Italy
António M. Lopes  , Portugal
Sebastian López, Spain
Luis M. López-Ochoa  , Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito  , Italy
Zhiguo Luo  , China
Gabriel Luque  , Spain
Valentin Lychagin, Norway
YUE MEI, China
Junwei Ma  , China
Xuanlong Ma  , China
Antonio Madeo  , Italy
Alessandro Magnani  , Belgium
Toqeer Mahmood  , Pakistan
Fazal M. Mahomed  , South Africa
Arunava Majumder  , India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi  , Italy
Adnan Maqsood  , Pakistan
Muazzam Maqsood, Pakistan
Giuseppe Carlo Marano  , Italy
Damijan Markovic, France
Filipe J. Marques  , Portugal
Luca Martinelli  , Italy
Denizar Cruz Martins, Brazil

https://orcid.org/0000-0002-9391-7218
https://orcid.org/0000-0001-8268-9873
https://orcid.org/0000-0001-8293-6977
https://orcid.org/0000-0003-2436-0927
https://orcid.org/0000-0002-1986-4859
https://orcid.org/0000-0002-4933-6192
https://orcid.org/0000-0003-0361-4887
https://orcid.org/0000-0003-1635-4746
https://orcid.org/0000-0002-3247-3043
https://orcid.org/0000-0001-5425-3108
https://orcid.org/0000-0003-2882-2914
https://orcid.org/0000-0002-2247-3082
https://orcid.org/0000-0003-2620-803X
https://orcid.org/0000-0003-2192-3018
https://orcid.org/0000-0001-5357-142X
https://orcid.org/0000-0002-2100-900X
https://orcid.org/0000-0003-4281-0127
https://orcid.org/0000-0002-2949-3000
https://orcid.org/0000-0001-8426-0026
https://orcid.org/0000-0001-8487-3535
https://orcid.org/0000-0002-7286-9501
https://orcid.org/0000-0003-2189-9820
https://orcid.org/0000-0001-7745-4391
https://orcid.org/0000-0002-7275-0076
https://orcid.org/0000-0003-4608-3684
https://orcid.org/0000-0002-1762-419X
https://orcid.org/0000-0002-5607-256X
https://orcid.org/0000-0002-7867-4860
https://orcid.org/0000-0001-7060-756X
https://orcid.org/0000-0002-0038-8872
https://orcid.org/0000-0002-5167-1459
https://orcid.org/0000-0003-4447-9861
https://orcid.org/0000-0003-3853-1790
https://orcid.org/0000-0002-6461-4381
https://orcid.org/0000-0003-3439-7539
https://orcid.org/0000-0003-3465-1621
https://orcid.org/0000-0002-1614-0302
https://orcid.org/0000-0002-2502-5330
https://orcid.org/0000-0003-1166-9482
https://orcid.org/0000-0003-4959-2329
https://orcid.org/0000-0002-5523-4467
https://orcid.org/0000-0003-2291-7592
https://orcid.org/0000-0003-4082-9692
https://orcid.org/0000-0003-3923-7526
https://orcid.org/0000-0002-2128-6015
https://orcid.org/0000-0003-3724-0596
https://orcid.org/0000-0002-6660-6780
https://orcid.org/0000-0003-4910-353X
https://orcid.org/0000-0003-2211-3535
https://orcid.org/0000-0001-9306-297X
https://orcid.org/0000-0002-7538-4833
https://orcid.org/0000-0003-3335-4182
https://orcid.org/0000-0003-4853-3861
https://orcid.org/0000-0003-3967-091X
https://orcid.org/0000-0003-0678-6860
https://orcid.org/0000-0001-7359-4370
https://orcid.org/0000-0001-5883-8832
https://orcid.org/0000-0001-7987-0487
https://orcid.org/0000-0002-8669-372X
https://orcid.org/0000-0001-7909-1416
https://orcid.org/0000-0001-8408-2821
https://orcid.org/0000-0003-3263-0616
https://orcid.org/0000-0001-5693-8848
https://orcid.org/0000-0001-6719-7467
https://orcid.org/0000-0003-3125-2430
https://orcid.org/0000-0002-6995-5820
https://orcid.org/0000-0001-7315-7381
https://orcid.org/0000-0002-0574-8945
https://orcid.org/0000-0003-0406-9438
https://orcid.org/0000-0001-8472-2956
https://orcid.org/0000-0001-6453-6558
https://orcid.org/0000-0002-0491-3363


Francisco J. Martos  , Spain
Elio Masciari  , Italy
Paolo Massioni  , France
Alessandro Mauro  , Italy
Jonathan Mayo-Maldonado  , Mexico
Pier Luigi Mazzeo  , Italy
Laura Mazzola, Italy
Driss Mehdi  , France
Zahid Mehmood  , Pakistan
Roderick Melnik  , Canada
Xiangyu Meng  , USA
Jose Merodio  , Spain
Alessio Merola  , Italy
Mahmoud Mesbah  , Iran
Luciano Mescia  , Italy
Laurent Mevel  , France
Constantine Michailides  , Cyprus
Mariusz Michta  , Poland
Prankul Middha, Norway
Aki Mikkola  , Finland
Giovanni Minafò  , Italy
Edmondo Minisci  , United Kingdom
Hiroyuki Mino  , Japan
Dimitrios Mitsotakis  , New Zealand
Ardashir Mohammadzadeh  , Iran
Francisco J. Montáns  , Spain
Francesco Montefusco  , Italy
Gisele Mophou  , France
Rafael Morales  , Spain
Marco Morandini  , Italy
Javier Moreno-Valenzuela  , Mexico
Simone Morganti  , Italy
Caroline Mota  , Brazil
Aziz Moukrim  , France
Shen Mouquan  , China
Dimitris Mourtzis  , Greece
Emiliano Mucchi  , Italy
Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee  , India
Josefa Mula  , Spain
Jose J. Muñoz  , Spain
Giuseppe Muscolino, Italy
Marco Mussetta  , Italy

Hariharan Muthusamy, India
Alessandro Naddeo  , Italy
Raj Nandkeolyar, India
Keivan Navaie  , United Kingdom
Soumya Nayak, India
Adrian Neagu  , USA
Erivelton Geraldo Nepomuceno  , Brazil
AMA Neves, Portugal
Ha Quang inh Ngo  , Vietnam
Nhon Nguyen-anh, Singapore
Papakostas Nikolaos  , Ireland
Jelena Nikolic  , Serbia
Tatsushi Nishi, Japan
Shanzhou Niu  , China
Ben T. Nohara  , Japan
Mohammed Nouari  , France
Mustapha Nourelfath, Canada
Kazem Nouri  , Iran
Ciro Núñez-Gutiérrez  , Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France
Krzysztof Okarma  , Poland
Mitsuhiro Okayasu, Japan
Murat Olgun  , Turkey
Diego Oliva, Mexico
Alberto Olivares  , Spain
Enrique Onieva  , Spain
Calogero Orlando  , Italy
Susana Ortega-Cisneros  , Mexico
Sergio Ortobelli, Italy
Naohisa Otsuka  , Japan
Sid Ahmed Ould Ahmed Mahmoud  ,
Saudi Arabia
Taoreed Owolabi  , Nigeria
EUGENIA PETROPOULOU  , Greece
Arturo Pagano, Italy
Madhumangal Pal, India
Pasquale Palumbo  , Italy
Dragan Pamučar, Serbia
Weifeng Pan  , China
Chandan Pandey, India
Rui Pang, United Kingdom
Jürgen Pannek  , Germany
Elena Panteley, France
Achille Paolone, Italy

https://orcid.org/0000-0002-7655-2915
https://orcid.org/0000-0002-1778-5321
https://orcid.org/0000-0001-8620-9507
https://orcid.org/0000-0001-8778-7237
https://orcid.org/0000-0003-2513-2395
https://orcid.org/0000-0002-7552-2394
https://orcid.org/0000-0002-0045-7364
https://orcid.org/0000-0003-4888-2594
https://orcid.org/0000-0002-1560-6684
https://orcid.org/0000-0003-3381-6690
https://orcid.org/0000-0001-5602-4659
https://orcid.org/0000-0002-8728-2084
https://orcid.org/0000-0002-3344-1350
https://orcid.org/0000-0002-2339-1214
https://orcid.org/0000-0001-8913-7393
https://orcid.org/0000-0002-2016-9079
https://orcid.org/0000-0003-1743-799X
https://orcid.org/0000-0003-2762-8503
https://orcid.org/0000-0003-1331-9080
https://orcid.org/0000-0001-9951-8528
https://orcid.org/0000-0002-9601-628X
https://orcid.org/0000-0003-2700-6093
https://orcid.org/0000-0001-5173-4563
https://orcid.org/0000-0002-0046-6084
https://orcid.org/0000-0002-3264-9686
https://orcid.org/0000-0001-7949-8152
https://orcid.org/0000-0002-9327-8030
https://orcid.org/0000-0002-1992-9077
https://orcid.org/0000-0003-0670-5979
https://orcid.org/0000-0003-0116-9118
https://orcid.org/0000-0001-9617-5726
https://orcid.org/0000-0003-4354-0085
https://orcid.org/0000-0003-0765-6646
https://orcid.org/0000-0002-7923-7363
https://orcid.org/0000-0002-1875-9205
https://orcid.org/0000-0001-7462-3217
https://orcid.org/0000-0002-8447-3387
https://orcid.org/0000-0002-0083-3673
https://orcid.org/0000-0002-1005-3224
https://orcid.org/0000-0001-7728-4046
https://orcid.org/0000-0002-4399-6472
https://orcid.org/0000-0003-3871-2188
https://orcid.org/0000-0002-5841-2193
https://orcid.org/0000-0002-7898-1107
https://orcid.org/0000-0002-0443-221X
https://orcid.org/0000-0002-3552-7211
https://orcid.org/0000-0002-4554-7371
https://orcid.org/0000-0003-3018-6638
https://orcid.org/0000-0001-7746-9331
https://orcid.org/0000-0002-7922-5848
https://orcid.org/0000-0003-2451-421X
https://orcid.org/0000-0002-6721-3241
https://orcid.org/0000-0002-8660-5435
https://orcid.org/0000-0002-0491-0883
https://orcid.org/0000-0001-9581-1823
https://orcid.org/0000-0002-6525-2941
https://orcid.org/0000-0001-6646-1529
https://orcid.org/0000-0003-2127-1160
https://orcid.org/0000-0002-6891-7849
https://orcid.org/0000-0002-6666-1755
https://orcid.org/0000-0003-1098-6216
https://orcid.org/0000-0002-9371-2802
https://orcid.org/0000-0001-6355-1385
https://orcid.org/0000-0001-6993-2429


George A. Papakostas  , Greece
Xosé M. Pardo  , Spain
You-Jin Park, Taiwan
Manuel Pastor, Spain
Pubudu N. Pathirana  , Australia
Surajit Kumar Paul  , India
Luis Payá  , Spain
Igor Pažanin  , Croatia
Libor Pekař  , Czech Republic
Francesco Pellicano  , Italy
Marcello Pellicciari  , Italy
Jian Peng  , China
Mingshu Peng, China
Xiang Peng  , China
Xindong Peng, China
Yuexing Peng, China
Marzio Pennisi  , Italy
Maria Patrizia Pera  , Italy
Matjaz Perc  , Slovenia
A. M. Bastos Pereira  , Portugal
Wesley Peres, Brazil
F. Javier Pérez-Pinal  , Mexico
Michele Perrella, Italy
Francesco Pesavento  , Italy
Francesco Petrini  , Italy
Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka  , Poland
Dario Piga  , Switzerland
Marco Pizzarelli  , Italy
Javier Plaza  , Spain
Goutam Pohit  , India
Dragan Poljak  , Croatia
Jorge Pomares  , Spain
Hiram Ponce  , Mexico
Sébastien Poncet  , Canada
Volodymyr Ponomaryov  , Mexico
Jean-Christophe Ponsart  , France
Mauro Pontani  , Italy
Sivakumar Poruran, India
Francesc Pozo  , Spain
Aditya Rio Prabowo  , Indonesia
Anchasa Pramuanjaroenkij  , ailand
Leonardo Primavera  , Italy
B Rajanarayan Prusty, India

Krzysztof Puszynski  , Poland
Chuan Qin  , China
Dongdong Qin, China
Jianlong Qiu  , China
Giuseppe Quaranta  , Italy
DR. RITU RAJ  , India
Vitomir Racic  , Italy
Carlo Rainieri  , Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani  , USA
Angel Manuel Ramos  , Spain
Higinio Ramos  , Spain
Muhammad Afzal Rana  , Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India
Alessandro Rasulo  , Italy
S.S. Ravindran  , USA
Abdolrahman Razani  , Iran
Alessandro Reali  , Italy
Jose A. Reinoso  , Spain
Oscar Reinoso  , Spain
Haijun Ren  , China
Carlo Renno  , Italy
Fabrizio Renno  , Italy
Shahram Rezapour  , Iran
Ricardo Riaza  , Spain
Francesco Riganti-Fulginei  , Italy
Gerasimos Rigatos  , Greece
Francesco Ripamonti  , Italy
Jorge Rivera  , Mexico
Eugenio Roanes-Lozano  , Spain
Ana Maria A. C. Rocha  , Portugal
Luigi Rodino  , Italy
Francisco Rodríguez  , Spain
Rosana Rodríguez López, Spain
Francisco Rossomando  , Argentina
Jose de Jesus Rubio  , Mexico
Weiguo Rui  , China
Rubén Ruiz  , Spain
Ivan D. Rukhlenko  , Australia
Dr. Eswaramoorthi S.  , India
Weichao SHI  , United Kingdom
Chaman Lal Sabharwal  , USA
Andrés Sáez  , Spain

https://orcid.org/0000-0001-5545-1499
https://orcid.org/0000-0002-3997-5150
https://orcid.org/0000-0001-8014-7798
https://orcid.org/0000-0003-4000-7373
https://orcid.org/0000-0002-3045-4316
https://orcid.org/0000-0003-3384-5184
https://orcid.org/0000-0002-2401-5886
https://orcid.org/0000-0003-2465-6584
https://orcid.org/0000-0003-2578-4123
https://orcid.org/0000-0003-0104-522X
https://orcid.org/0000-0002-8244-2202
https://orcid.org/0000-0003-0231-7653
https://orcid.org/0000-0003-2667-8875
https://orcid.org/0000-0002-3087-541X
https://orcid.org/0000-0001-8342-5116
https://orcid.org/0000-0002-6116-6464
https://orcid.org/0000-0001-5660-9382
https://orcid.org/0000-0002-9477-110X
https://orcid.org/0000-0003-3623-3984
https://orcid.org/0000-0001-7691-4886
https://orcid.org/0000-0003-2930-8706
https://orcid.org/0000-0002-2384-9141
https://orcid.org/0000-0001-6253-7418
https://orcid.org/0000-0003-1205-4842
https://orcid.org/0000-0002-7523-9118
https://orcid.org/0000-0002-6559-7501
https://orcid.org/0000-0001-7795-6092
https://orcid.org/0000-0003-4477-4676
https://orcid.org/0000-0003-1610-2418
https://orcid.org/0000-0003-3095-7391
https://orcid.org/0000-0001-8958-6789
https://orcid.org/0000-0001-5217-5943
https://orcid.org/0000-0001-9288-7224
https://orcid.org/0000-0001-7004-789X
https://orcid.org/0000-0002-5546-4916
https://orcid.org/0000-0002-0370-4623
https://orcid.org/0000-0002-9886-3570
https://orcid.org/0000-0001-8295-0912
https://orcid.org/0000-0002-9727-5048
https://orcid.org/0000-0002-3523-411X
https://orcid.org/0000-0003-4854-0850
https://orcid.org/0000-0002-6887-1086
https://orcid.org/0000-0002-7882-0725
https://orcid.org/0000-0003-2791-6230
https://orcid.org/0000-0002-2077-4906
https://orcid.org/0000-0003-4911-1812
https://orcid.org/0000-0002-8099-8389
https://orcid.org/0000-0002-3092-3530
https://orcid.org/0000-0002-0639-7067
https://orcid.org/0000-0001-5469-3736
https://orcid.org/0000-0002-1065-8944
https://orcid.org/0000-0002-8211-3820
https://orcid.org/0000-0002-7498-0561
https://orcid.org/0000-0002-2529-4434
https://orcid.org/0000-0003-3463-2607
https://orcid.org/0000-0003-0868-4446
https://orcid.org/0000-0001-8824-3776
https://orcid.org/0000-0002-2972-7030
https://orcid.org/0000-0002-0867-5091
https://orcid.org/0000-0003-0978-2224
https://orcid.org/0000-0002-0880-6610
https://orcid.org/0000-0001-8679-2886
https://orcid.org/0000-0002-6222-964X
https://orcid.org/0000-0002-0753-7826
https://orcid.org/0000-0002-7792-8101
https://orcid.org/0000-0002-2005-5979
https://orcid.org/0000-0003-4472-0811
https://orcid.org/0000-0003-3295-3888
https://orcid.org/0000-0003-2255-1017
https://orcid.org/0000-0003-0528-3591
https://orcid.org/0000-0001-9730-7313
https://orcid.org/0000-0001-5095-8290
https://orcid.org/0000-0001-5734-6238


Bekir Sahin, Turkey
Laxminarayan Sahoo  , India
John S. Sakellariou  , Greece
Michael Sakellariou  , Greece
Salvatore Salamone, USA
Jose Vicente Salcedo  , Spain
Alejandro Salcido  , Mexico
Alejandro Salcido, Mexico
Nunzio Salerno  , Italy
Rohit Salgotra  , India
Miguel A. Salido  , Spain
Sinan Salih  , Iraq
Alessandro Salvini  , Italy
Abdus Samad  , India
Sovan Samanta, India
Nikolaos Samaras  , Greece
Ramon Sancibrian  , Spain
Giuseppe Sanfilippo  , Italy
Omar-Jacobo Santos, Mexico
J Santos-Reyes  , Mexico
José A. Sanz-Herrera  , Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi  , Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik  , Poland
Roberta Sburlati, Italy
Gustavo Scaglia  , Argentina
omas Schuster  , Germany
Hamid M. Sedighi  , Iran
Mijanur Rahaman Seikh, India
Tapan Senapati  , China
Lotfi Senhadji  , France
Junwon Seo, USA
Michele Serpilli, Italy
Silvestar Šesnić  , Croatia
Gerardo Severino, Italy
Ruben Sevilla  , United Kingdom
Stefano Sfarra  , Italy
Dr. Ismail Shah  , Pakistan
Leonid Shaikhet  , Israel
Vimal Shanmuganathan  , India
Prayas Sharma, India
Bo Shen  , Germany
Hang Shen, China

Xin Pu Shen, China
Dimitri O. Shepelsky, Ukraine
Jian Shi  , China
Amin Shokrollahi, Australia
Suzanne M. Shontz  , USA
Babak Shotorban  , USA
Zhan Shu  , Canada
Angelo Sifaleras  , Greece
Nuno Simões  , Portugal
Mehakpreet Singh  , Ireland
Piyush Pratap Singh  , India
Rajiv Singh, India
Seralathan Sivamani  , India
S. Sivasankaran  , Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri  , Greece
Neale R. Smith  , Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.  , Brazil
Alba Sofi  , Italy
Francesco Soldovieri  , Italy
Raffaele Solimene  , Italy
Yang Song  , Norway
Jussi Sopanen  , Finland
Marco Spadini  , Italy
Paolo Spagnolo  , Italy
Ruben Specogna  , Italy
Vasilios Spitas  , Greece
Ivanka Stamova  , USA
Rafał Stanisławski  , Poland
Miladin Stefanović  , Serbia
Salvatore Strano  , Italy
Yakov Strelniker, Israel
Kangkang Sun  , China
Qiuqin Sun  , China
Shuaishuai Sun, Australia
Yanchao Sun  , China
Zong-Yao Sun  , China
Kumarasamy Suresh  , India
Sergey A. Suslov  , Australia
D.L. Suthar, Ethiopia
D.L. Suthar  , Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes  , Hungary
Kumar K. Tamma, USA

https://orcid.org/0000-0001-7464-451X
https://orcid.org/0000-0003-3027-8284
https://orcid.org/0000-0002-7276-2368
https://orcid.org/0000-0003-1577-5039
https://orcid.org/0000-0002-7485-3802
https://orcid.org/0000-0002-7203-1725
https://orcid.org/0000-0002-3282-1810
https://orcid.org/0000-0002-4835-4057
https://orcid.org/0000-0003-0717-7506
https://orcid.org/0000-0002-5825-1019
https://orcid.org/0000-0002-0343-2234
https://orcid.org/0000-0001-8201-7081
https://orcid.org/0000-0001-7467-2801
https://orcid.org/0000-0002-0657-3833
https://orcid.org/0000-0002-3758-9862
https://orcid.org/0000-0001-8371-3820
https://orcid.org/0000-0001-5454-5995
https://orcid.org/0000-0002-6054-550X
https://orcid.org/0000-0002-0188-0017
https://orcid.org/0000-0002-2667-8691
https://orcid.org/0000-0002-3852-5473
https://orcid.org/0000-0003-0399-7486
https://orcid.org/0000-0001-9434-6341
https://orcid.org/0000-0002-0485-4893
https://orcid.org/0000-0002-0061-6214
https://orcid.org/0000-0002-9354-4650
https://orcid.org/0000-0001-5005-6991
https://orcid.org/0000-0001-7354-1383
https://orcid.org/0000-0002-1467-1206
https://orcid.org/0000-0001-9074-3411
https://orcid.org/0000-0002-3604-545X
https://orcid.org/0000-0002-4874-0812
https://orcid.org/0000-0001-6838-7297
https://orcid.org/0000-0002-5933-254X
https://orcid.org/0000-0002-5696-7021
https://orcid.org/0000-0003-3418-0030
https://orcid.org/0000-0002-6392-6068
https://orcid.org/0000-0002-4450-1208
https://orcid.org/0000-0001-6636-7794
https://orcid.org/0000-0001-9443-7091
https://orcid.org/0000-0002-2596-1188
https://orcid.org/0000-0002-1477-8388
https://orcid.org/0000-0002-5756-9359
https://orcid.org/0000-0002-3575-2451
https://orcid.org/0000-0002-0377-3127
https://orcid.org/0000-0003-1808-4671
https://orcid.org/0000-0002-7699-5855
https://orcid.org/0000-0003-4371-1606
https://orcid.org/0000-0003-1720-8134
https://orcid.org/0000-0001-9129-9375
https://orcid.org/0000-0001-9278-7178
https://orcid.org/0000-0003-3999-7752
https://orcid.org/0000-0001-6723-2699
https://orcid.org/0000-0002-6014-3682
https://orcid.org/0000-0002-2681-0875
https://orcid.org/0000-0003-2697-2273
https://orcid.org/0000-0002-2017-0029
https://orcid.org/0000-0003-0732-5126
https://orcid.org/0000-0001-7392-4472
https://orcid.org/0000-0002-2102-9588
https://orcid.org/0000-0001-5618-2278
https://orcid.org/0000-0002-0998-2712
https://orcid.org/0000-0001-9978-2177
https://orcid.org/0000-0002-2018-4471


Yong (Aaron) Tan, United Kingdom
Marco Antonio Taneco-Hernández  ,
Mexico
Lu Tang  , China
Tianyou Tao, China
Hafez Tari  , USA
Alessandro Tasora  , Italy
Sergio Teggi  , Italy
Adriana del Carmen Téllez-Anguiano  ,
Mexico
Ana C. Teodoro  , Portugal
Efstathios E. eotokoglou  , Greece
Jing-Feng Tian, China
Alexander Timokha  , Norway
Stefania Tomasiello  , Italy
Gisella Tomasini  , Italy
Isabella Torcicollo  , Italy
Francesco Tornabene  , Italy
Mariano Torrisi  , Italy
ang nguyen Trung, Vietnam
George Tsiatas  , Greece
Le Anh Tuan  , Vietnam
Nerio Tullini  , Italy
Emilio Turco  , Italy
Ilhan Tuzcu  , USA
Efstratios Tzirtzilakis  , Greece
FRANCISCO UREÑA  , Spain
Filippo Ubertini  , Italy
Mohammad Uddin  , Australia
Mohammad Safi Ullah  , Bangladesh
Serdar Ulubeyli  , Turkey
Mati Ur Rahman  , Pakistan
Panayiotis Vafeas  , Greece
Giuseppe Vairo  , Italy
Jesus Valdez-Resendiz  , Mexico
Eusebio Valero, Spain
Stefano Valvano  , Italy
Carlos-Renato Vázquez  , Mexico
Martin Velasco Villa  , Mexico
Franck J. Vernerey, USA
Georgios Veronis  , USA
Vincenzo Vespri  , Italy
Renato Vidoni  , Italy
Venkatesh Vijayaraghavan, Australia

Anna Vila, Spain
Francisco R. Villatoro  , Spain
Francesca Vipiana  , Italy
Stanislav Vítek  , Czech Republic
Jan Vorel  , Czech Republic
Michael Vynnycky  , Sweden
Mohammad W. Alomari, Jordan
Roman Wan-Wendner  , Austria
Bingchang Wang, China
C. H. Wang  , Taiwan
Dagang Wang, China
Guoqiang Wang  , China
Huaiyu Wang, China
Hui Wang  , China
J.G. Wang, China
Ji Wang  , China
Kang-Jia Wang  , China
Lei Wang  , China
Qiang Wang, China
Qingling Wang  , China
Weiwei Wang  , China
Xinyu Wang  , China
Yong Wang  , China
Yung-Chung Wang  , Taiwan
Zhenbo Wang  , USA
Zhibo Wang, China
Waldemar T. Wójcik, Poland
Chi Wu  , Australia
Qiuhong Wu, China
Yuqiang Wu, China
Zhibin Wu  , China
Zhizheng Wu  , China
Michalis Xenos  , Greece
Hao Xiao  , China
Xiao Ping Xie  , China
Qingzheng Xu  , China
Binghan Xue  , China
Yi Xue  , China
Joseph J. Yame  , France
Chuanliang Yan  , China
Xinggang Yan  , United Kingdom
Hongtai Yang  , China
Jixiang Yang  , China
Mijia Yang, USA
Ray-Yeng Yang, Taiwan

https://orcid.org/0000-0001-6650-1105
https://orcid.org/0000-0002-5051-8364
https://orcid.org/0000-0003-4809-3843
https://orcid.org/0000-0002-2664-7895
https://orcid.org/0000-0001-7375-0599
https://orcid.org/0000-0002-0945-2076
https://orcid.org/0000-0002-8043-6431
https://orcid.org/0000-0001-5770-5878
https://orcid.org/0000-0002-6750-4727
https://orcid.org/0000-0003-2830-7525
https://orcid.org/0000-0002-7431-7073
https://orcid.org/0000-0001-6374-4371
https://orcid.org/0000-0002-5968-3382
https://orcid.org/0000-0003-0386-6216
https://orcid.org/0000-0003-4808-7881
https://orcid.org/0000-0003-0208-9478
https://orcid.org/0000-0003-2378-5691
https://orcid.org/0000-0002-8263-7034
https://orcid.org/0000-0003-1075-8192
https://orcid.org/0000-0002-5598-564X
https://orcid.org/0000-0003-0258-8525
https://orcid.org/0000-0002-5044-8482
https://orcid.org/0000-0001-9171-5594
https://orcid.org/0000-0002-8889-7865
https://orcid.org/0000-0003-0871-7391
https://orcid.org/0000-0002-4166-2006
https://orcid.org/0000-0002-0896-4168
https://orcid.org/0000-0003-2597-6985
https://orcid.org/0000-0002-1889-1353
https://orcid.org/0000-0003-4349-1092
https://orcid.org/0000-0003-4191-4143
https://orcid.org/0000-0003-2953-0964
https://orcid.org/0000-0002-3274-3947
https://orcid.org/0000-0002-2684-8646
https://orcid.org/0000-0002-7429-0974
https://orcid.org/0000-0003-4314-6213
https://orcid.org/0000-0002-0791-9269
https://orcid.org/0000-0002-3185-1495
https://orcid.org/0000-0002-0733-4420
https://orcid.org/0000-0002-8318-1251
https://orcid.org/0000-0003-3616-5694
https://orcid.org/0000-0002-4066-2602
https://orcid.org/0000-0003-2979-3510
https://orcid.org/0000-0001-8213-1626
https://orcid.org/0000-0002-0724-7538
https://orcid.org/0000-0002-3905-0844
https://orcid.org/0000-0002-7014-2149
https://orcid.org/0000-0003-2045-2920
https://orcid.org/0000-0002-6985-2784
https://orcid.org/0000-0002-3019-1181
https://orcid.org/0000-0002-3166-8025
https://orcid.org/0000-0003-1405-2496
https://orcid.org/0000-0002-8979-9765
https://orcid.org/0000-0001-6438-4902
https://orcid.org/0000-0002-9372-0992
https://orcid.org/0000-0001-5427-2528
https://orcid.org/0000-0001-8441-1306
https://orcid.org/0000-0002-9368-1495
https://orcid.org/0000-0001-5592-177X
https://orcid.org/0000-0001-8212-1073
https://orcid.org/0000-0001-7409-2233
https://orcid.org/0000-0001-7728-1531
https://orcid.org/0000-0002-4349-6240
https://orcid.org/0000-0002-5184-5391
https://orcid.org/0000-0003-2217-8398
https://orcid.org/0000-0002-3608-1936
https://orcid.org/0000-0002-9631-2046


Zaoli Yang  , China
Jun Ye  , China
Min Ye  , China
Luis J. Yebra  , Spain
Peng-Yeng Yin  , Taiwan
Muhammad Haroon Yousaf  , Pakistan
Yuan Yuan, United Kingdom
Qin Yuming, China
Elena Zaitseva  , Slovakia
Arkadiusz Zak  , Poland
Mohammad Zakwan  , India
Ernesto Zambrano-Serrano  , Mexico
Francesco Zammori  , Italy
Jessica Zangari  , Italy
Rafal Zdunek  , Poland
Ibrahim Zeid, USA
Nianyin Zeng  , China
Junyong Zhai  , China
Hao Zhang  , China
Haopeng Zhang  , USA
Jian Zhang  , China
Kai Zhang, China
Lingfan Zhang  , China
Mingjie Zhang  , Norway
Qian Zhang  , China
Tianwei Zhang  , China
Tongqian Zhang  , China
Wenyu Zhang  , China
Xianming Zhang  , Australia
Xuping Zhang  , Denmark
Yinyan Zhang, China
Yifan Zhao  , United Kingdom
Debao Zhou, USA
Heng Zhou  , China
Jian G. Zhou  , United Kingdom
Junyong Zhou  , China
Xueqian Zhou  , United Kingdom
Zhe Zhou  , China
Wu-Le Zhu, China
Gaetano Zizzo  , Italy
Mingcheng Zuo, China

https://orcid.org/0000-0002-5157-8967
https://orcid.org/0000-0003-2841-6529
https://orcid.org/0000-0002-8301-5843
https://orcid.org/0000-0003-4267-6124
https://orcid.org/0000-0002-2835-9002
https://orcid.org/0000-0001-8255-1145
https://orcid.org/0000-0002-9087-0311
https://orcid.org/0000-0003-3015-1355
https://orcid.org/0000-0003-4295-004X
https://orcid.org/0000-0002-2115-0097
https://orcid.org/0000-0003-4931-5540
https://orcid.org/0000-0002-6418-7711
https://orcid.org/0000-0003-3323-6717
https://orcid.org/0000-0002-6957-2942
https://orcid.org/0000-0001-5122-3819
https://orcid.org/0000-0002-8821-8535
https://orcid.org/0000-0002-7898-8907
https://orcid.org/0000-0002-2432-8612
https://orcid.org/0000-0002-7584-4887
https://orcid.org/0000-0001-6872-7482
https://orcid.org/0000-0001-7210-654X
https://orcid.org/0000-0001-6777-1668
https://orcid.org/0000-0001-9603-3867
https://orcid.org/0000-0001-7350-0805
https://orcid.org/0000-0003-0691-5386
https://orcid.org/0000-0002-7498-495X
https://orcid.org/0000-0003-2383-5724
https://orcid.org/0000-0002-3742-3926
https://orcid.org/0000-0002-4262-1898
https://orcid.org/0000-0001-7417-583X
https://orcid.org/0000-0003-1583-414X
https://orcid.org/0000-0002-0445-2560
https://orcid.org/0000-0003-4413-4855


Contents

Retracted: �e Use of Artificial Intelligence for Smart Decision-Making in Smart Cities: A Moderated
Mediated Model of Technology Anxiety and Internal �reats of IoT
Mathematical Problems in Engineering
Retraction (1 page), Article ID 9790673, Volume 2023 (2023)

Maximize the Security for Image Processing Using an Improved Watermarking Approach
Manoj Kumar Tyagi, Cuddapah Anitha, R. Ramyadevi, Sunita Pachar, Ravi Kumar Tata, Preetam Suman,
and Fardin Ahmadi 

Research Article (11 pages), Article ID 5060564, Volume 2023 (2023)

Retracted: Mathematical Methods for Sensitive Information Mining Method of News Communication
Platform Based on Big Data IOT Analysis
Mathematical Problems in Engineering
Retraction (1 page), Article ID 9862510, Volume 2023 (2023)

Retracted: Retinex Algorithm and Mathematical Methods Based Texture Detail Enhancement Method
for Panoramic Images
Mathematical Problems in Engineering
Retraction (1 page), Article ID 9818565, Volume 2023 (2023)

Transfer and Deep Learning-Based Gurmukhi Handwritten Word Classification Model
Tajinder Pal Singh  , Sheifali Gupta  , Meenu Garg  , Amit Verma  , V. V. Hung, H. H. ien  , and
Md Khairul Islam 

Research Article (20 pages), Article ID 4768630, Volume 2023 (2023)

Research on the Relationship between Motion Performance and User Experience of Golf Virtual
Simulation Putting Simulator
Qihua Zhang, Zhihui Li  , and Mingjun Liu
Research Article (10 pages), Article ID 1616636, Volume 2022 (2022)

An Internet of �ings (IoT) Based Image Process Screening to Prevent COVID-19 in Public
Gatherings
Suhail H. Serbaya 

Research Article (9 pages), Article ID 2752443, Volume 2022 (2022)

Computer Vision and the IoT-Based Intelligent Road Lane Detection System
R. Shashidhar  , B. N. Arunakumari  , A. S. Manjunath, Neelu Jyoti Ahuja, Vinh Truong Hoang  , Kiet
Tran-Trung  , and Assaye Belay 

Research Article (8 pages), Article ID 4755113, Volume 2022 (2022)

[Retracted] �e Use of Artificial Intelligence for Smart Decision-Making in Smart Cities: A
Moderated Mediated Model of Technology Anxiety and Internal �reats of IoT
Abdelmenem Alloulbi  , Tolga Öz  , and Ahmad Alzubi 

Research Article (12 pages), Article ID 6707431, Volume 2022 (2022)

https://orcid.org/0000-0001-9122-1711
https://orcid.org/0009-0006-9013-8549
https://orcid.org/0000-0001-5692-418X
https://orcid.org/0000-0003-4867-6360
https://orcid.org/0000-0003-1254-2870
https://orcid.org/0000-0003-0536-7314
https://orcid.org/0000-0002-9125-9573
https://orcid.org/0000-0002-5901-4824
https://orcid.org/0000-0003-0541-0511
https://orcid.org/0000-0002-3737-7819
https://orcid.org/0000-0001-7600-2502
https://orcid.org/0000-0002-3464-3894
https://orcid.org/0000-0003-0492-676X
https://orcid.org/0000-0001-7315-9141
https://orcid.org/0000-0003-0779-0191
https://orcid.org/0000-0002-3608-2090
https://orcid.org/0000-0002-0082-9922


[Retracted] Retinex Algorithm and Mathematical Methods Based Texture Detail Enhancement Method
for Panoramic Images
Yingxi Kang 

Research Article (8 pages), Article ID 6490393, Volume 2022 (2022)

Mathematical Methods for IoT-Based Annotating Object Datasets with Bounding Boxes
Abdelhamid Zaidi 

Research Article (16 pages), Article ID 3001939, Volume 2022 (2022)

[Retracted] Mathematical Methods for Sensitive Information Mining Method of News Communication
Platform Based on Big Data IOT Analysis
Chao Jiang   and ZhiXian Yang
Research Article (7 pages), Article ID 1606183, Volume 2022 (2022)

https://orcid.org/0000-0001-8682-3224
https://orcid.org/0000-0003-1305-4959
https://orcid.org/0000-0001-6481-5143


Retraction
Retracted: The Use of Artificial Intelligence for Smart
Decision-Making in Smart Cities: A Moderated Mediated
Model of Technology Anxiety and Internal Threats of IoT

Mathematical Problems in Engineering

Received 31 October 2023; Accepted 31 October 2023; Published 1 November 2023

Copyright © 2023 Mathematical Problems in Engineering. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] A. Alloulbi, T.Öz, and A. Alzubi, “The Use of Artificial Intelligence
for Smart Decision-Making in Smart Cities: AModeratedMediated
Model of Technology Anxiety and Internal Threats of IoT,”
Mathematical Problems in Engineering, vol. 2022, Article ID
6707431, 12 pages, 2022.

Hindawi
Mathematical Problems in Engineering
Volume 2023, Article ID 9790673, 1 page
https://doi.org/10.1155/2023/9790673

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9790673


Research Article
Maximize the Security for Image Processing Using an
Improved Watermarking Approach

Manoj Kumar Tyagi,1 Cuddapah Anitha,2 R. Ramyadevi,3 Sunita Pachar,4 Ravi Kumar Tata,5

Preetam Suman,6 and Fardin Ahmadi 7

1Computer Science and Information Technology, KIET Group of Institutions, Delhi-NCR, Muradnagar, Ghaziabad,
Uttar Pradesh, India
2School of Computing, Computer Science and Engineering, Mohan Babu University (Erstwhile Sree Vidyaniketan Engineering College),
Tirupati 517102, Andhra Pradesh, India
3Department of Computer Science and Engineering, Saveetha Engineering College, Chennai, India
4IBM Department, GLA University, Mathura, Uttar Pradesh, India
5Department of Computer Science and Engineering, Koneru Lakshmaiah Education Foundation, Vaddeswaram,
Andhra Pradesh, India
6School of Computing Science and Engineering, VIT Bhopal University, Bhopal-Indore Highway, Kothrikalan, Sehore,
Madhya Pradesh 466114, India
7Rana University, Kabul, Afghanistan

Correspondence should be addressed to Fardin Ahmadi; fardin.ahmadi@bcs.ru.edu.af

Received 31 July 2022; Revised 29 September 2022; Accepted 24 November 2022; Published 27 September 2023

Academic Editor: Savita Gupta

Copyright © 2023 Manoj Kumar Tyagi et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Creating a dependable and effective digital image watermarking (WM) method necessitates balancing imperceptibility, resilience,
capacity, and security. Several studies have combined spatial and transform domains to meet these needs. We investigated the
current state of hybrid digital image WM. When developing a hybrid WM strategy, it is critical to consider software compatibility.
Following a brief review of the literature, we used a table to analyse and evaluate current hybrid approaches. Furthermore, the
limitations and possibilities of these approaches are discussed. We investigated the limitations of current research methodologies
and proposed new research directions. The internet’s role in distributing digital material has resulted in more digitalisation and
more complex copyright concerns. Copyright breaches are being reduced through the deployment of innovative digital WM
techniques. As a result of this research, a WM system capable of dealing with a wide range of threats is being developed. The goal of
this study is to maximise security while maintaining visibility and resilience. Discrete wavelets transform (DWT) and singular value
decomposition (SVD) were used to investigate covert operations; DWT was used to isolate each level of the host image, which was
then processed using SVD. At the time, normalized correlation was the best method for measuring watermarked images. In
research, DWT–SVD was more accurate in detecting assaults; it shows structural similarity index and normalized correlation are
98.4 and 98.35, respectively. Watermarked images can withstand a variety of assaults due to their invisibility and resilience; this
system repels assaults that alter pixel values better than traditional methods.

1. Introduction

The following sections summarise the main points, every
day, multimedia advances without sacrificing quality, digital
images can be instantly modified, copied, reproduced, and
transmitted over local networks and the Internet. The multi-
media revolution has an impact on image security and privacy.
Digital image watermarking (WM) has become an important

way to protect multimedia content and determine who
owns its use in recent years. The watermark information is
implanted in a media item (text, image, sound, and video),
then recovered or recognised to approve the item’s genuineness
[1]. An eavesdropper cannot change or replace the watermark
data in the host data, thus protecting it. By using this strategy,
you can be confident that the content you are using is genuine,
that its integrity has been verified, and that your images have
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been safeguarded. A watermark safeguards the image quality
and aesthetic appeal of the cover. Several spatial or transform-
based approaches have been developed in recent years. The
study made the following contributions: we exposed flaws in
existing hybrid digital image WM methods. The protection of
sensitive electronic information has been and will continue to
be one of the most important problems facing research in the
scientific community. Because of the proliferation of Internet-
connected gadgets, it is now simpler to make unauthorised
copies of digital information, authenticate it, and distribute it
to third parties. These applications include broadcasting and
tracking. Since electronic information has been widely pub-
lished and distributed via the Internet, there has been an
increase in the frequency of various violations of copyright,
including unauthorised use and copying, as well as theft of
online content. The Internet is the distinguishing technology
of the information age, just like the electrical engine was the
push for technical growth during the industrial age. Users may
engage in a wide range of communications in several ways from
any location on Earth due to the linked structure of these net-
works and the fact that the bulk of them are backed by tech-
nology that allows wireless transmission. This immediately
affects a user’s ability to connect to the internet. The Internet
is the distinguishing technology of the information age, just like
the electrical engine was the push for technical growth during
the industrial age. Users may engage in a wide range of com-
munications in several ways from any location on Earth due to
the linked structure of these networks and the fact that the bulk
of them are backed by technology that allows wireless trans-
mission. This immediately affects a user’s ability to connect to
the internet. If digital images are ever going to be worth a
significant amount of money in the future, it is imperative
that their intellectual property rights be safeguarded. It is pos-
sible to safeguard these images by utilising the cutting-edge
method of digital WM [2, 3], which is not only efficient but
also feasible using the WM approach; any data belonging to
the owner that is going to be preserved or shared over the
internet may be encrypted. The demonstration of ownership
may be accomplished by the acquisition of encoded watermark
data at the appropriate time using a variety of technologies,
application domains, and many other online platform-based
systems. There have been very few investigations exploring the
use of digital WM as a technique of protecting images that
were captured with a digital camera. Over the course of the
past several years, several various alternative WM techniques
have been created and implemented. The WM of a digital
image may be extracted with the use of algorithms, which
can then be modified [3–6]. In the context of WM in general,
attacks that seek to erase or otherwise damage encoded water-
mark data could be a real possibility. These kinds of attacks
might be a concern. There is a possibility that theWM process
might be affected inadvertently by actions that are essential to
the maintenance or distribution of the content. The word
“unintentional” could be used to describe attacks of this
kind. This may be achieved in one of two ways: either compu-
tationally or physically. Both approaches are viable options.
However, to extract WM, it is necessary to fulfil several addi-
tional prerequisite requirements. Both intentional and

accidental assaults have the potential to corrupt the data
kept on the host as well as the data that is encoded in WM.
Therefore, it’s possible that taking a statistical approach will
produce better results than trying to extract WM in an orga-
nised and planned method.

To create a form of semisequence that may be used to
integrate many watermark images into one, a cryptographic
approach that uses pseudorandom data may be utilised to
build the sequence. As a watermark, you have the option of
using either a monochromatic or two-color image [7–11].
Approaches for the protection of digital material can be
implemented in WM methods. Two examples of these tech-
niques are scatter-spectral (SS) and quantisation index
manipulation (QIM). The abbreviations SS and QIM refer
to the procedures of SS manipulation and QIM, respectively.
Both alternative and cumulative methods are referred to in a
manner that is virtually equivalent when they are referred to
in this manner. Spatial domain watermarking (STDM) is a
procedure that takes both the dependability of SS and the
efficiency of QIM and combines them. Systems for WM
anything need to have a payload in addition to being reliable
and valid. Images that were processed in the spatial domain
utilising filtering techniques such as brightness, softness, and
noise reduction are substantially more trustworthy than
those that were processed using discrete cosine transform
(DCT). The ability of discrete wavelets transform (DWT)
to edit digital images that have been watermarked has con-
tributed to the broad use of the tool. An initial set of pro-
cesses will work their way down, beginning with the DWT
domain [12–15], going from the domain with the highest
resolution all the way down to the domain with the lowest
resolution. When creating digital images, it is important to
make sure that the intensity of the watermark masking is
raised throughout the process. This ensures that the product
will last for a longer period. Currently, the use of singular
value decomposition (SVD) as a method for adding a water-
mark to digital images is already regarded to be standard
practise. Even if the user is attacked in a variety of ways while
SVD is running, the concealed image will not be corrupted
since it will still be protected. Companies are already utilising
testing platforms to develop algorithms that can interact with
their surroundings in a manner that is more helpful and to
glean insights that have never been discovered before.

The removal of noise and an enhancement in the image’s
overall clarity are two examples of how digital image proces-
sing may enhance the overall quality of an image. The use of
neural networks to construct mappings between clear and
distorted images to enhance deblurring has been increasingly
popular in recent years [16, 17]. To improve the effectiveness
of the deblurring process, this step has been taken. The
images that were sharp and clear were contrasted with those
that were fuzzy or otherwise misleading in some other way.
Convolutional neural network (CNN) has the potential to
offer excellent results in image denoising because of its vast
modelling capacity as well as major network and architec-
tural advancements. CNN makes use of a deep structure
model, which can make greater use of visual information
in both its training and its noise reduction processes. To
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do this, the use of a CNN is necessary; batch normalisation
and the rectified linear unit, both of which have witnessed
significant advancements in recent years, are currently con-
sidered to be two of the most essential learning approaches to
produce CNNs, as well as the teaching of those methodolo-
gies. It is dangerous to employ this method of reducing noise
on an image that has a watermark since the watermark itself
is nothing more than a string of noise. Digitized watermark
images, particularly those whose level of noise has been
increased or lowered, offer a lot of room for attack [18–20].
This is especially true for images in which the noise level has
been altered. Because of this, the starting value of each pixel in
an image is the same for both procedures. An image is com-
posed of a very large number of individual dots called pixels.
Researchers conducted tests using Fully Convolutional Neural
Networks (FCNNs) to see whether the FCNNs could recog-
nise watermarks in images that already included watermarks.
In the course of this study, a noteworthy discovery emerged:
the normalization of denoising could potentially serve as an
independent avenue for launching attacks when implement-
ing computerized digital WM on images.

Images that have been digitally watermarked are suscep-
tible to a broad variety of different attacks. These assaults
make use of a range of tactics, some of which include back-
drop removal, geometric alteration, loss compression, and
additive noise. Any one of these methods will do the trick
in removing watermarks from digital images. The properties
of the noise include both salt-and-pepper noise as well as
multiplicative noise. The most common type of attack used
against digital WM images is one that involves the introduc-
tion of Gaussian noise. The use of salt-and-pepper sounds
may take a greyscale image with 8 bits that appear to be white
and white. The build-up of Gaussian noise results
in a decline in both the image’s quality and its look. Image
filtering methods such as averaging, Wiener, median, and
Gaussian filtration can be utilised to remove a watermark
from a digital image. Other techniques of image filtration,
such as median and Gaussian filtration, are also available.
The median filter is an adaptive nonlinear filtering method
that may be utilised to retain the borders of the image while
simultaneously minimising the amount of noise that is pres-
ent in the image. The Wiener filter is widely utilised as a
means of reducing the overall impression of blur in the
images they capture. When an averaging filter is used, the
value of each pixel is replaced with a weighted average of
the values of its near neighbours as well as itself. This new
value is then used to represent the pixel. As a direct conse-
quence of this, there is less variation in the brightness of
individual pixels. It is usual practise to blur images, as doing
so lessens both the intensity of the image and the amount of
distortion it includes when using a Gaussian filter to process
the image. Image modification techniques such as scaling,
rotating, clipping, and translating may be used to change
images that were created using geometric assaults [21, 22].
Other image modification techniques that can be used
include skewing and blurring. It is possible to speak about
“local” geometric assaults while referring to both “local” and

“global” attacks. Attackers armed with chainsaws are only
able to completely wipe off a small area of the final image.

To produce a wavelet tree quantisation-based blind image
that is more resistant to geometric distortions like rotation,
scaling, or cutting, stenographic techniques were utilised in
the creation process. This method was developed to address
the challenges using this strategy; it is simple to avoid being
caught by cropping and rotating assaults. A method of image
WM that is immune to several forms of cryptographic
assaults, such as translation and rotation [23]. His method
is described in more detail in the reference. Together with
his colleagues, he came up with a method for mathematically
sound image WM [24] that was founded on the change of
histograms. This method was mathematically sound. This
method considers the image’s translations as part of the total
transformation, in addition to rotation, cropping, and scaling,
which are the other components of the transformation. In
order to protect their images from being stolen using geomet-
rical approaches [25], a method of WM for persistent images.
It is not necessary to use DCT to embed a host image; in fact,
you can choose from a variety of different methods. There are
two othermethods formodifying watermark information that
may be used in addition to the JPEG compression strategy and
the continuous gain attack (CGA). CGA attack settings were
utilised to adjust the levels of brightness and darkness in
digital images that had been watermarked. By utilising a
model that considers the user’s point of view [26] were able
to make the STDM WM approach more resistant to JPEG
compression. Other researchers [27] have demonstrated how
they improved a JPEG compression approach [28] that is uti-
lised in imageWM systems. The findings of this research were
presented in a report that was published in Computer Gra-
phics Forum. In the previous few years, the utilisation of CNNs
has become an increasingly crucial component in the process
of the generation of an image prior to [29] designed the
method known as deep network CNN (DnCNN) with the
intention of removing noise from images. In this framework,
you should make use of the convolutional kernels that are
utilised in the process of identifying attacks on image water-
marks. To construct a network with this level of complexity, it
is required to use a broad array of architecture and many
convolutional layers. Since they are all components of the
hidden layer, Convolution, BatchNorm, and Relu are all uti-
lised in the last phase of the downsampling process. The net-
work was taught to perform blinded denoising in conjunction
with cumulative Gaussian denoising. With the use of these
methods, it is conceivable that the identification of attacks
that make use of images with watermarks might be signifi-
cantly enhanced [30] FFDNet. This apparatus can function
normally in a broad variety of loud environments, including
those with exceptionally high noise levels. FFDNet utilises a
CNN model that is superior in both speed and accuracy com-
pared to that of DnCNN, which uses a CNN model that is
equal to FFDNet’s. When it comes to precisely detecting spe-
cific sounds, this approach falls short, even though it is often
believed to be accurate. These images can be utilised in CNN
layers. To be able to see images that have been watermarked,
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one must first come to terms with the fact that watermarks are
both imperceptible and permanent over the course of time
[31]. Researchers have investigated the concept of a trade-off
or compromise to develop a solution that satisfies both the
need for invisibility and the requirement for resistance. Among
the numerous important results and discoveries that came out
of this research are the following: by employing a hybridmodel
that can recognise a broad variety of attacks on watermarked
images, the WM approach was given an increased level of
protection. Through the utilisation of a scaling factor, we
were successful in locating a medium between the invisibility
and robustness linkages. If this capability is developed, con-
trolling images that have been watermarked may become
much simpler. This paper discusses the challenges and poten-
tial solutions for future researchers. Part 2 looks at the litera-
ture review part. Section 3 shows the proposed hybrid method
for the digital WM of images. Section 4 goes into detail about
the results, the conclusion is shared in Section 5.

2. Literature Review

The study proposes a copyright-protecting digital image
WM approach based on DWTs and DCTs. Watermark
images are encrypted using the Arnold transform; the image
is more aesthetically pleasing after the system computes
DWT LL sub-band block-based DCT. In this situation, a
watermark created from the DCT coefficient midfrequency
is used. After the host image has been processed with a 2L
DWT subband, the watermark is added to the unique values
recorded in the HL/LH format. The DWT–SVD digital WM
approach can be built using DWT and SVD wavelet fusion
techniques. It enables them to do more with less resources
while limiting their exposure. The watermark can be under-
stood even if the original image is lost. WM techniques, such
as DWT–SVD hybrid WM [32–34], can be utilised to suc-
cessfully integrate data into an image. Images with water-
marks have noticeable changes in their diagonal singular
value coefficients. When DWT–DCT–SVD was made, both
the privacy of medical imaging and the protection of intel-
lectual property rights were considered. To improve the
approach’s performance, the proposedWMmethod employs
discrete wavelet transforms, DCTs, and SVDs. The DWT
improves the accuracy of potentially uncovered crucial data
by basing its analysis on aspects of the human visual system.
This is because the DWT based its analysis on these char-
acteristics. As a result, it is easier to select solutions that are
beneficial to you. The DCT will remain unknown for an
extended period. Finally, the major advantage of employing
this technique is that it assures the SVD’s single values are
accurate. When a small amount of data, known as perturba-
tions, is introduced to an image, it indicates that the values of
the individual pixels do not fluctuate much. Several indepen-
dent analyses have proved that the approach we describe is
effective. It is not only easy to add a substantial amount of
information without sacrificing image quality (using a
512× 512 watermark), but it is also resistant to a wide range
of various forms of attacks. As a result, employing this
method to safeguard sensitive information is a wise decision.

WM can be used to increase the signal-to-noise ratio (PSNR)
of an image; steps for WM are shown in Figure 1. There are
no scaling, filtering, cropping, or rotating issues with the
approach provided. Another study suggests a method for
preserving telemedicine medical data. To safely transmit
medical data over a network, this study employs both DWT
and DCT. In this medical host scenario, the region of interest
(ROI) and non-region of interest (NROI) are distinct con-
cepts (the ROI). In ROI and NROI, the image has both image
and text watermarks. To add security before embedding a text
watermark, the Rivest–Shamir–Adleman method is used.
When adding a watermark, this hybrid method has no effect
on the image’s visual quality. A hybrid DCT–DWT technique
with auto thresholding is another option. Before DWT, the
host image is DCT-transformed. DWT and DCT can be com-
bined to create a robust and unnoticed method [35]. The
watermark is embedded in this study using DWT–DCT coef-
ficients. This method is illustrative. According to studies, this
method is resistant to histogram equalisation, compression,
cropping, and noise addition. DWT combines DWT, DCT,
and SVD to improve the safety of medical images. This
medical image contains a hidden watermark. The medical
host image has been 3L DWT. Finally, the host image is
DCT and SVD transformed. The system reduces the visibility
and resilience of Gaussian, salt-and-pepper, andWiener noise
addition, as well as Wiener, average, and median filtering.
Edge detection replaces older methods for determining the
best location to include a watermark [36]. To balance imper-
ceptibility and resilience, particle swarm optimisation is used.
If you require more storage, consider [37], which describes a
frequency domain DCT–SVD hybrid technique. Arnold is
used in this method to texture the watermark logo. Both
watermark logo symbol vector decomposition and host image

Host
image

Embedding procedure

Watermarked image

Attacks

Extraction procedure

Extraction watermark

Evaluate metrics
PSNR, SSIM, NC

Watermark

FIGURE 1: Watermarking procedure.

4 Mathematical Problems in Engineering



DCT processing are completed at this stage. Weights are cho-
sen based on the host image’s lowered singular values for the
best results and the least distortion. To protect copyrighted
material, this method [38] employs DFT and DCT. The dem-
onstration demonstrates that the watermarked and host
images are identical. The system can withstand more severe
attacks. The newmethod improved imperceptibility and resil-
ience. Another study employs DCT and DWT to secure
watermark colour images. A three-component RGB host
image must be split into red, blue, and green before DCT
and DWT can be applied. Arnold secures the watermarked
image. The encrypted watermark’s DCT coefficient is calcu-
lated after it has been divided into equal-sized subsets. The
system is more imperceptible than other methods. WM tech-
nologies that are blind and nonblind are recommended, with
the former used on the inside and the latter on the outside. In
2020, researchers published a watermark reinforcement
learning approach. Q learning and matrix factorisation were
used. To determine which host blocks to integrate,Q learning
employs trial-and-error learning. It is more resilient and
undetectable than random embedding. It lacks the ability to
withstand repeated attacks. Another paper [39] employs a
genetic algorithm and SVM to select relevant regions and
generate low-frequency regions; fuzzy entropy is used to
improve the performance. A genetic algorithm is used to
optimise the watermark strength in this case [40]. To find
the best embedding function or block, use a genetic algorithm,
ant colony optimisation, or the firefly algorithm. Machine
learning and neural networks are more popular than ever
[41, 42], and we present a less time-consuming DWT-based
Spiking Neural Network (SNN). Extraction is viewed as an
SNN-solvable optimisation problem by this network. Con-
tourlet transforms, Kurtosis coefficients, and YCbCr spaces
have all been implemented using neural networks.

Figure 2 depicts embedded watermarking process, to
apply a watermark to an image, you must first do the follow-
ing steps: a personalised watermark for your work might be
created using this approach. After that, the watermark will be
applied.

3. Hybrid Method for the Digital
Watermarking of Images

One way for securing multimedia material is to use digital
watermarks, which can obscure the data’s original source
[28]. Everything works out in the end, using an embedding
strategy and a secret key, a watermark has been imprinted on
the host’s image. Following that, folks will swap watermarked
images to remove the watermark image from the system; a
certain technique and key must be used, Figure 3 depicts the
hybrid method.

Procedures in space are vulnerable to attacks and manip-
ulation [29]; as a result, transform domain solutions for
multimedia security have gained traction [30]. Because of
the payload limitations of transform domain methods [31],
hybrid domain approaches have emerged. Two ormore photo
changes are required for hybrid domain WM, and transfor-
mation domain methods benefit from hybrid domain strate-
gies [32]. These approaches are most used to protect
copyrights and multimedia content, but there are other appli-
cations available. An image will first go through the DCT,
DFT, DWT, and SVD editing stages before commencing
the hybrid digital image WM process. It is most likely the
consequence of some form of hybridisation. The n-blocks
are then split down into a lower number of bits once the
watermark image has been encrypted [43, 44]. Following
this, a watermark image is encrypted using a block-based
watermark that can be found dispersed across the image in
entirely random areas. Each chunk has N bytes at this point,
and the previously specified watermark will be applied to the
image. Reverse the process to remove the watermark, and the
hybrid watermark embedding scheme is depicted in Figure 4.

When working with watermarked images, having a mech-
anism for extracting features is critical. It is critical to extract
characteristics from the watermarked image to determine
which elements are the most important. When discussing
watermarked images, it is customary to refer to both the
image-maker and the result. Figure 5 depicts the steps that
must be taken to remove watermarks from previously water-
marked images.

WM images makes it more difficult to sell or share them
since they cannot be modified or removed after capture. This
method can help to avoid data theft and unauthorised use,
both transforms and steganographic approaches must be
used for hybrid WM to operate. Standards for digital image
WM in hybrid systems because of the confluence of multi-
media and the Internet, digital images may now be printed,
transferred, and published over a private network or the
Internet. WM digital images are accomplished by adding
extra data to the host medium. This allows you to limit
who can see a piece of information, and it is critical that
the system works properly. The hybrid digital image WM
technique can only be carried out effectively if certain
parameters are met. It is critical that the system stays undis-
covered while being robust, scalable, and secure. We have
included a graphic illustration of their components in
Figure 6 for your consideration.

Input image

DWT

Watermarking image

DWT

Output

SVD + watermark embedding and extraction

Analysis

FIGURE 2: The watermark embedding procedure.
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The performance of hybrid digital image WM solutions is
evaluated using imperceptibility. The watermarked and host
images look identical. Human eyes cannot distinguish between
dimmed brightness and contrast [28–33]. Because of the dura-
bility of the watermark, the watermarked image may still be

traceable to its owner after standard image processing. Using
this method aids in the retention of the watermark. In addition
to “robustness,” the word “fragility” and “semi-fragility” can be
used to denote it. The amount of data that may be stored inside
an image is known as its payload capacity. A host image can
only store so much data. It may be challenging to incorporate
more watermark bits into the image being stored. Each one of
these conditions must be met before the fingerprinting proce-
dure can begin. As a preventive step, the image containing the
watermark has been encrypted. Images containing watermarks
can be hidden in a variety of ways.

When it comes to digital photo WM, you may choose
between a spatial or transformational watermark technique
that can be used simultaneously. These approaches are classi-
fied as spatial domain techniques and include patchwork,
LSB, and ISB. DCT, DFT, DWT, and SVD are a few
transformation-domain techniques that may be employed
in this sector. The hybrid approach to domains integrates a
variety of approaches within its overarching framework.
Algorithms of this type include DCT/DFT/DWT/SVD. As
seen in Figure 7, there are several techniques for WM images.

The efficacy of assaults like imagemanipulation and sharp-
ening are greatly decreased when hybrid digital photo WM
technologies are utilised. These various techniques are getting
increasingly computationally intensive (time and space). It is
physically impossible for them to have all these attributes at the
same time. Concerns about users’ capacity to retain their pri-
vacy have directly resulted from the introduction of this tech-
nology. Computers, on the other hand, rely on more complex

Key Key

Watermark
image

Watermarked image Watermarked extracting
algorithm

Watermark image

Watermark embedding
algorithmHost images

FIGURE 3: Watermark embedding and extraction is a two-step technique.

Watermark image

Encryption

Watermarked image

Inverse DWT

Divide encrypted
image into n blocks

Host image

Watermarking embedding
for n random place

DWT

FIGURE 4: Digital image watermark embedding framework for hybrid
techniques.

Watermarking host image

DWT

Inverse DWT

Extracted watermarking

Improved SVD

Extraction

FIGURE 5: Feature extracting procedure.

Imperceptibility

Security Capacity

Robustness

Design requirements of
hybrid methods of digital

image watermarking

FIGURE 6: Specifications necessity for hybrid watermarking approach.
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algorithms for security, whereas internet-connected devices
use simpler approaches. The Internet of Things (IoT) necessi-
tates less storage space and processing power [36]. Blockchain
technology allows for decentralised authentication. A block-
chain is a decentralised digital ledger made up of encrypted,
linked data chunks that are protected by encryption. The digi-
tal signature of the host photo is saved using blockchain tech-
nology. An attacker cannot alter the host’s appearance. The
updated area and host image can be validated using the block-
chain signature. Near-field communication can be used to
authenticate pharmaceuticals on the IoT [38]. ROR is used
to secure session keys (real-or-random). This model saves
money on computers and transmission. Content-based image
retrieval does not require information about cloud servers.
Photos in this demo are feature vectors, not bitmaps. The fea-
ture vector is protected by k-neighbors. LBRAPS, a lightweight
authentication technique for RFID data based on blockchain,
will benefit 5G mobile supply chains. The method defends
against multiple attackers [40]. Outsiders can examine cloud
server data from here. Cloud server and smart metre authenti-
cation allow for the secure exchange of cloud server data. Bit-
wise XOR and cryptographic hash algorithms have been shown
in experiments to make the procedure more secure.

4. Results

It is required to use a range of sizes when computing the
scaling factor, and this information must subsequently be

provided to optimal edge detection. Using watermarked
images within the suggested framework allows for the man-
agement of image invisibility and the strengthening of
images against various forms of assaults. Lions, just like film-
makers, have certain requirements when it comes to the size
of their images and the values of their important qualities; we
are aware of both requirements due to our familiarity with
each of these professions. By keeping an eye on this connec-
tion, one can gain control over image invisibility and dura-
bility. The normalized correlation measure is used to show
the relative importance of a variety of unique elements in
connection to assaults (Figure 8).

For example, it was revealed that motion blur and aver-
age filters had exceptionally low PSNR values. The PSNR
values that have been measured are shown on an axis. All
the attack scale variables are presented along the labelled
axis, which reads. Most of the watermark images that we
looked at displayed symptoms associated with a wide range
of diseases. These techniques were used to address difficulties
such as motion blur, spherical noise compression, and histo-
gram equivalency. These criteria were used to assess the
watermark image’s resilience to a variety of attacks. Using
this approach, you may assess how resistant the watermark
image is to various assaults. An assault was carried out on the
watermark images to establish how well they would survive
the normalized correlation measure.

Figure 9 summarises the experiment’s findings because of
technological developments; the screening procedure for

Digital image
watermarking

Spatial domain Transform domain

Hybrid domain

DCT + DFT

DCT + DWT

DCT + SVD

DFT + DWT

DFT + SVD

DWT + SVD

DCT + DFT + DWT

Others

FIGURE 7: Watermarking hybrid domain possibilities.
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averting various forms of assaults proceeded quite successfully.
Following the assaults, watermarked images were gathered and
analysed usingDWT–SVD. Table 1 depicts the study’s findings;
the values offered by NC are superior to the bulk of attacks.

The researchers used a total of six distinct procedures,
some of which were rather difficult and included the use of

techniques such as Gaussian filtering and median filtering.
As a direct result of the investigation, the quality of previ-
ously wrecked images has greatly improved. Multiple attacks
revealed that the proposed strategy was significantly more
successful than the present one. According to the study’s
findings, this strategy had a considerable influence on the
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desired objectives. When analysing watermarked photos, Struc-
tural Similarity Index (SSIM) and PSNR were used to deter-
mine their invisibility, whereas normalized correlation was
utilised to determine their resistance to the assaults that
were employed. The study’s empirical data revealed that nor-
malized correlation performed admirably in analysing each of
the assaults used.When the suggested systemwas compared to
those currently in existence, it was discovered to have greater
performance. This approachmay help digital imageWM since
it allows unfettered mobility of theWM information as well as
WM on the host image without causing any damage to either
of them.

5. Conclusion

Images are included in multimedia data sets. Image authen-
tication becomes difficult due to Internet traffic. IoT technol-
ogies and interactive multimedia data transfer make it easier
to copy and distribute information. Making the system invis-
ible, resilient, and data-embedding capable is just as impor-
tant as ensuring the privacy of image data. Keep these
difficulties in mind when WM digital images. To address
these challenges, we concluded that existing hybrid techni-
ques must be improved. Because of the dynamic nature of
digital multimedia data transmission, it is now possible to
easily regenerate information. The DWT–SVD approach will

be used in this study to investigate a range of watermark
assaults. We used scaling variables to study the relationship
between being invisible and having a resilient character.
Watermarks were expected to be implanted and removed
in a manner that was both undetectable and resistant to
numerous attacks for the purposes of the study. The follow-
ing are some of the study’s most notable findings: the
DWT–SVD technique was utilised to extract a wide range
of relevant data to identify all watermark attacks. To put the
proposed approach to the test, hybrid DWT–SVD was
applied to watermarked images. The SSIM, PSNR, and nor-
malized correlation data were used to evaluate the proposed
system’s efficacy. When analysing watermarked photos,
SSIM and PSNR were used to determine their invisibility,
whereas normalized correlation was utilised to determine
their resistance to the assaults that were employed. The
study’s empirical data revealed that normalized correlation
performed admirably in analysing each of the assaults used.
When the suggested system was compared to those currently
in existence, it was discovered to have greater performance.
This approach may help digital image WM since it allows
unfettered mobility of the WM information as well as WM
on the host image without causing any damage to either of
them. Using the suggested approach, invisibility and resil-
ience may be increased and regulated, allowing the system to
respond to a wide range of threats at its best. Our aim is to
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FIGURE 9: Performance evaluation of the proposed method.

TABLE 1: Performance evaluation of the proposed method with traditional methods.

Attacks or noises
Proposed system Existing system

Normalized correlation Structural similarity index Normalized correlation Structural similarity index

Motion blur 96.90 98.2 94.4 86.7
Gaussian noise 98.35 98.4 88.9 62.3
Speckle noise 91.71 97.7 83.1 42.9
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perfect this technology to the point where there is scarcely
any quality loss in the watermarked image, and the restored
watermark is almost immaculate. Watermark extraction
accuracy should improve dramatically with the addition of
this additional information. If the massive over dictionary
was the primary focus of the investigation, other feature
learning methodologies or training models might be used in
possible future research paths.

Data Availability

ImageNet data is publicly available at the following URL:
https://www.image-net.org/.
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Te world is having a vast collection of text with abandon of knowledge. However, it is a difcult and time-taking process to
manually read and recognize the text written in numerous regional scripts. Te task becomes more critical with Gurmukhi script
due to complex structure of characters motivated from the challenges in designing an error-free and accurate classifcation model
of Gurmukhi characters. In this paper, the author has customized the convolutional neural network model to classify handwritten
Gurmukhi words. Furthermore, dataset has been prepared with 24000 handwritten Gurmukhi word images with 12 classes
representing the month’s names. Te dataset has been collected from 500 users of heterogeneous profession and age group. Te
dataset has been simulated using the proposed CNNmodel as well as various pretrained models named as ResNet 50, VGG19, and
VGG16 at 100 epochs and 40 batch sizes. Te proposed CNN model has obtained the best accuracy value of 0.9973, whereas the
ResNet50 model has obtained the accuracy of 0.4015, VGG19 has obtained the accuracy of 0.7758, and the VGG16 model has
obtained value accuracy of 0.8056.With the current accuracy rate, noncomplex architectural pattern, and prowess gained through
learning using diferent writing styles, the proposed CNN model will be of great beneft to the researchers working in this area to
use it in other ImageNet-based classifcation problems.

1. Introduction

In the application of natural language processing, hand-
written text recognition is used on records for data analysis
and recognition. Trough data analysis and recognition, it
provides an interface for the improvement of communi-
cation between humans and computers. Nowadays, this
process become more popular for regional applications as
most of the information has got digitized everywhere.
However, as compared to non-Indian scripts, handwritten
text recognition for Indian regional scripts has not achieved
expected perfection due to the complex structure of scripts
such as Gurmukhi. Hence, it remains an active research area
till now.

Generally, handwritten text recognition systems are
developed based on an analytical word recognition approach
or a holistic word recognition approach. Handwritten text
recognition based on analytical word recognition performs
character level segmentation of a word before text recog-
nition. On the other hand, text recognition based on holistic
word recognition is a segmentation-free approach in which
the whole word is recognized at once using its contour or
shape information. Hence, holistic word recognition tech-
nique is very common for error-free results on documents
comprising of overlapped or touched characters as there is
no need of word segmentation. In the present work, the
authors have also employed a holistic approach to hand-
written Gurmukhi word recognition.
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Furthermore, handwritten text recognition systems that
have been developed are based on machine learning algo-
rithms or deep learning algorithms. Mostly, machine
learning algorithms based on handwritten text recognition
systems approach to manual features’ extraction for text
recognition, in which low-level or high-level character-level
features have been extracted for interpreting the text ac-
curately. For example, both [1, 2] have employed machine
learning to recognize the online handwritten Gurmukhi
characters using manual extracted low-level and high-level
features of Gurmukhi characters and have achieved a 90.08%
recognition efciency. In order to extract the moment-based
invariant features of 52 bilingual (Roman and Gurmukhi)
characters for recognition, Dhir [3] applied various mo-
ments such as Zernike moments, pseudo-Zernike moments,
and orthogonal Fourier–Mellin moments. Out of these,
pseudo-Zernike moments outperformed the other mo-
ments. Kumar et al. [4] employed machine learning to
compare the handwriting of various writers in Gurmukhi.
For this, the authors have prepared a feature set of manually
extracted zoning, directional, and diagonal features. Te
classifcation results of this article show that writer 6 has
achieved the best accuracy. Kumar et al. [5] employed
machine learning-based classifcation techniques for text
recognition on manual extracted features of Gurmukhi
characters that are parabola curve ftting-based features and
power curve ftting-based features. Te author has achieved
an accuracy rate of up to 98.10% using this approach in the
recognition of ofine handwritten Gurmukhi characters.
Both [6, 7] have developed online handwritten Gurmukhi
character recognition systems based on various machine
learning-based classifcation techniques and 64-points fea-
ture set extracted from online handwritten Gurmukhi
characters. Similarly, Kumar et al. [8] have also developed an
ofine handwritten Gurmukhi character recognition system
using machine learning classifers and various trans-
formation techniques such as discrete wavelet trans-
formations (DWT2), discrete cosine transformations
(DCT2), fast Fourier transformations, and fan beam
transformations that were used for Gurmukhi character’s
feature extraction.

Singh et al. [9] have used machine learning for online
handwritten Gurmukhi script recognition based on points
feature, discrete Fourier transformation features, and di-
rectional features. Te proposed approach has achieved
recognition accuracy of 97.07%. Both [10, 11], for developing
writer identifcation systems in Gurmukhi text, have used
machine learning-based classifcation techniques and feature
sets comprising of zoning, transitions, peak extent, centroid,
parabola curve ftting, and power curve ftting-based fea-
tures. An accuracy of 89.85% and an average of 81.75% have
been achieved using this approach. Kumar et al. [12] have
proposed an optical character recognition system that has
been developed using machine learning classifers and
manual extracted features such as zoning, discrete cosine
transformations, and gradient feature extraction. Te pro-
posed optical character recognition system has been trained
on the 18th to 20th century’s mediaeval handwritten doc-
uments and achieved a 95.91% accuracy rate in the

recognition of works written by distinct writers. On de-
graded handwritten Gurmukhi characters, Garg et al. [13]
have achieved recognition accuracy of 96.03% using ma-
chine learning classifers and zoning, diagonal, shadow, and
peak extent-based features. In order to evaluate the per-
formance of character recognition systems based on ma-
chine learning algorithms, Kumar et al. [14] have
experimented on a dataset of handwritten Gurmukhi
characters and numerals. Te system’s accuracy of up to
87.9% has been achieved when peak extent diagonal and
centroid kinds of features were extracted from characters
and numbers.

In contrast to handwritten text recognition systems
based on machine learning algorithms, a handwritten text
recognition system based on deep learning can be developed
through customized convolution neural networks or pre-
trained transfer learning models. Both customized convo-
lution neural networks and pretrained models work on
automatically extracting features from handwritten text.
Specifcally, pretrained models, in the context of deep
learning, are themethods that use the features that have been
learned by a network on a given problem to solve a diferent
set of problems in the same domain. Previously, various
authors have used pretrained models for handwritten text
recognition. For example, Ganji et al. [15] employed
a transfer learning model named “VGG16” to recognize the
multivariant handwritten Telugu character. Te proposed
approach by the authors in this article is the alternative to the
already existing optical character recognition systems, which
were not capable of recognizing the variant handwritten
Telugu characters due to the availability of a limited dataset.
A maximum accuracy of 92% has been achieved using this
method. In order to recognize the handwritten words using
a holistic approach, Pramanik and Bag [16] used AlexNet,
VGG-16, VGG-19, ResNet50, and GoogleNet on a dataset of
Bangla city names. Te author has achieved a maximum
accuracy of 98.86% with ResNet50 in this experiment.
Similarly, Pramanik et al. [17] have performed experi-
mentation for the recognition of Bangla handwritten pin
codes on postal letters as a part of practical application using
an already available pretrained CNNmodel on various Indic
scripts, including Bangla, Devanagari, Oriya, and Telugu.
When tested on 28 postcards and 168 total digits, the
pertained models, AlexNet and VGG16, achieved maximum
efciency of 94.26% and 92.21%, respectively, in this ex-
perimentation. As the pretrained model has been used for
developing a handwritten text recognition system based on
deep learning, researchers have also employed customized
convolution neural networks to develop the same. For ex-
ample, [18] customized a convolution neural network with
two convolutional layers and two max-pooling layers to
recognize 3500 Gurmukhi characters. Te results show that
the customized convolution neural network in this article
has achieved 98.32% accuracy on the training set and 74.66%
on the texting set data. To efectively recognize the ofine
handwritten text, a sequence-to-sequence method based on
CNN-RNN models has been developed by [19]. Te sug-
gested model demonstrated competitive word recognition
accuracy when tested on the IAM and RIMES handwritten
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datasets. Furthermore, in order to recognize online Gur-
mukhi words, [20] customized a convolution neural network
with seven convolutional layers and three maximum pooling
layers that gives 97% accuracy. Similarly, [21] have a cus-
tomized convolution neural network with 1 convolution and
three capsule layers, [22] customized the binary neural
network, [23] customized the deep neural network based on
ResNet 50 called CORNet, and [24] customized the con-
volutional neural network with 19 layers including 6 con-
volutional, 3 max-pooling, 4 dropout layers, 3 batch
normalization layers, 1 fatten layer, and 2 dense layers.

Pretrained models somehow give numerous benefts of
using it, such as saving computational time and being very
useful on small datasets, but it may face some critical issues
for solving diferent problems in the same domain where it is
trained, such as negative transfer and inaccuracy in iden-
tifying decision boundaries among multiple classes in the
dataset of the target domain. Tis will result in making it
unsuitable for real-time applications such as automated
month’s name recognition. Hence, it is recommended to
build a custom convolution neural network whose learning
will be initialized from scratch for the purpose of efective
performance in such applications of automated text rec-
ognition systems.

With the objective of proposing a design for an auto-
mated month’s name recognition system in the Gurmukhi
language, the authors have customized a convolutional
neural network with 5 convolutional and 3 pooling layers
from scratch. For the present classifcation problem, the
weights of a customized convolution neural network are
initialized from the beginning and updated through learning
the problem, irrespective of utilizing the frozen weights of
pretrained models. Tis leads to better identifcation of
decision boundaries among the 24 classes on a given dataset
in the target domain using a customized convolution neural
network. As a result of this, the proposed CNN model has
shown better performance than the pretrained model on
a custom dataset in terms of training results as well as results
for confusion matrix parameters.

Temajor contribution in terms of novelty of the present
research work in the target domain has been well explained
in the following points:

(1) A convolutional neural network has been custom-
ized from scratch with 5 convolutional and 3 pooling
layers for an automated month’s name recognition
system in the Gurmukhi language for regional ap-
plications. Te proposed CNN design in term of its
architectural pattern is less complex and less prone to
over ftting when compared to various transfer
learning models used for image classifcation task in
the given context. Hence, the proposed CNN model
is suitable for portable automated text recognition
systems.

(2) Te performance of customized convolutional
neural network for handwritten text recognition
system has been tested on custom dataset of hand-
written words that has been prepared from 500
distinct writers from various professions and age

groups. Hence, the proposed CNN model is
a prowess model through the learning of diferent
writing styles.

(3) Furthermore, it has been observed from the result
analysis that the customized convolutional neural
network on handwritten Gurmukhi month’s name
dataset possessed an accuracy rate of up to 99.73%,
which is more than using various transfer learning
models named as ResNet50, VGG 19, and VGG16,
respectively, on the same dataset. As a result, the
proposed CNN model’s learning weights can be
exploited for the use in other ImageNet-based
classifcation problems in the given context.

Te present article has been divided into various sec-
tions. Section 1 focuses on the introduction and literature
review of the article. Section 2 describes the materials and
methods used, while conducting the experiment, and also
details the complete description of the proposed CNN
model’s architecture. In Section 3 of this article, results and
analysis of the proposed experimentation work have been
presented in terms of results obtained at diferent training
parameters and a comparative analysis performed among
the various models that have been chosen in this work.
Finally, Section 4 has concluded the overall results of various
experiments performed for the performance assessment of
the proposed CNN model in the classifcation of Gurmukhi
month’s name images and its comparison to other three
pretrained models.

2. Materials and Methods

Tis section provides a detailed description of the step-
by-step approach of dataset preparation and the method-
ology used for the classifcation of handwritten word
datasets.

2.1. Dataset. Te dataset for the present research work has
been prepared for 24,000 handwritten word images be-
longing to 24 diferent classes of Gurmukhi month’s names
that represent the handwriting style variation among 500
distinct writers from diferent professions and age groups.

Te various steps for dataset preparation have been
shown in Figure 1.

Te step-by-step approach of dataset preparation has
been described by the following points:

(1) In the frst step, an ofine handwritten Gurmukhi
month’s name dataset was created on an A4 sheet of
paper that contains 48 blocks of the same size for
writing the handwritten words. A single writer wrote
the names of the 24 classes of the Gurmukhi months
two times on an A4 sheet and gave 48 handwritten
words on a single piece of paper. Similarly, the
dataset for handwritten words of 24 classes of
Gurmukhi month’s name has been collected on
500 A4-sized sheets from 500 distinct writers,
resulting in the formation of 24,000 words in the
Gurmukhi month’s name dataset. Tis step helps in
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incorporating diferent writing styles into the data-
set, which will help to prowess the proposed CNN
model through learning it.

(2) All 500 A4-sized sheets collected from 500 distinct
writers have been digitized in the second step using
an OPPO F1s smart phone camera. Each digitized
image of sample sheet is of size 1024× 786 pixels.
Using this step called digitization, ofine hand-
written word recognition has become possible
and easy.

(3) In the third step of dataset preparation, colour to
gray image conversion has been performed on
digitized dataset using MATLAB operation
“rgb2gray.” A conversion of colour to gray image has
reduced the data size as well as the computation cost,
which results in fast learning and recognition rate.

(4) Te dataset preparation in the fourth step has per-
formed eroding on all gray scale images using
“imerode” function of MATLAB software. Image
eroding helps in retrieving the valuable information
from digitized text data.

(5) In the ffth step of dataset preparation, the dataset of
eroded images has been cropped into word images
and collected 48-word images from each sample
erode image. Tis operation has been performed
using “imcrop” function of MATLAB software. Tis
operation helps in sorting the dataset classwise.

(6) In the sixth step of dataset preparation, class name-
wise dataset sorting has been performed on cropped
images. For each class in the 24 classes of Gurmukhi
month’s name, cropped images have been sorted into
the class’s respective folders. Tis results in a col-
lection of 1000 images for each class name in the
Gurmukhi month’s name dataset. Using this oper-
ation, distinction has been incorporated among each
image of the diferent classes of the Gurmukhi
month’s name.

Te results of dataset preparation are shown in Figure 2.
Te customized dataset for this experiment was divided

into training and testing sets in an 80 : 20 ratio. Tat means
a total of 19,200 labeled samples from the Gurmukhi
handwritten words dataset have been used as a training set
and the remaining 4,800 labeled samples have been used as
a testing set. Te detailed description of dataset as well as the
training set and testing set samples selected from each class
of Gurmukhi month’s name in the present work is shown in
Table 1.

2.2. Proposed CNN Model. Tis section will illustrate the
design and development of a proposed CNN model that is
built on alternating convolution layers, normalization layers,
max-pooling layers, and dropouts, followed by some fully
connected layers. In general, the CNN is a multilayer neural
network that stores numerous trainable weights and biases,
while training using forward and backpropagation algo-
rithms. A CNN model is constructed through automatic
feature extractors and trained classifers, which help in ef-
fciently learning complex or high-dimensional data to solve
image classifcation problems. For the present research
work, the proposed sequential CNN model has been com-
posed of 5 convolutional layers, 3 max-pooling layers, and 1
fully connected layer. Te architectural diagram of the
proposed CNN model is shown in Figure 3.

2.3. Proposed CNN’s Layer Description. Te proposed CNN
model’s layers have been classifed into two types, namely,
primary layers and secondary layers. Te primary layers of
the proposed CNN model include convolution layers, ac-
tivation layers, pooling layers, fattening layers, and dense
layers, which are the main layers used in the CNN. On the
other hand, the secondary layers of the proposed CNN
model are the optional layers that have been added to im-
prove resistance to over-ftting of CNN networks, which is
named as dropout layers and batch normalization layers.Te
details descriptions of CNN model’s layers and learning
parameters are presented in Table 2.

2.4. Automatic Feature Extraction. For automatic extraction
of features from an image, three layers in the proposed CNN
model play a crucial role. Tese layers are the convolution
layers, the max-pooling layer, and batch normalization. As
discussed earlier, the proposed CNN model has been built
using fve convolutional layers, three max-pooling layers,
and one layer of batch normalization after each convolu-
tional operation. All fve convolution layers of the proposed
CNN model have been designed with the same size of flter
(3× 3) but with a diferent flter count in each convolution
layer. For example, the frst convolutional layer of the
proposed CNN model has 32 weight flters, the second and
third convolutional layers have 64 weight flters, and the
fourth and ffth convolutional layers have 128 weight flters.
A batch normalization layer has been added after each and
every convolutional layer, as it is required to keep the output
away from the saturation region using the mean and vari-
ance. Out of three max-pooling layers, the frst layer of

Dataset
collection Digitization

RGB to
gray image
conversion

Image
erosion

Image
cropping

Dataset
sorting

Figure 1: Steps to dataset preparation.
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pooling comprises a flter size of 3× 3 and the second and
third pooling layers comprise a flter size of 3× 3. In order to
reduce over ftting, a dropout layer has also been used as the
next layer, and it has been confgured to randomly and
temporarily remove 25% of the neurons. Tese layers all
together form an automatic feature extractor for the pro-
posed CNN model.

2.5. Classifcation. After feature extraction, the next step is
data classifcation using the model. For this, initially fat-
tening layer transforms the two-dimensional matrix of the
features extracted through convolutional operation into
a single vector and feeds it to the frst fully connected layer of
the model. Te fully connected layer comprises 1024 neu-
rons and a ReLu activation function. After this, a layer of
batch normalization and a dropout layer of 0.5 have been
added. Finally, a second fully connected layer has been
added to the network with softmax as an activation function
in order to classify handwritten word data into 24 classes.

2.6. Experimental Setup. For obtaining the results of sim-
ulation of Gurmukhi month’s name classifcation using self-
created handwritten word dataset, an experiment has been
performed on Tesla K80 GPU that is virtually available on
Google Colab, under the constrained of its limited use to
maximum 12 hours for continuous training. Te maximum
limit to use the GPU also varies depending upon the trafc
on GPU at that time [21, 24]. Along with this, the memory of
other hardware RAM and ROM used for this experiment is
12.69GB and 107.72GB, respectively.

Furthermore, because of the availability of very useful
libraries in Python [21], proposed CNN model’s architec-
tures have been built using Keras with a TensorFlow
backend.

Other than this, for training the proposed CNN model,
selected parameters are presented in Table 3.

For selecting an appropriate deep optimizer for the
proposed CNN model’s simulation on the Gurmukhi
handwritten word dataset with an efective accuracy rate,
performance compromise has been made among diferent

(d) (e) (f)

(a) (b) (c)

Figure 2: (a) Blank sample sheet. (b) Sample sheet from writer 1. (c) Image converted from RGB to Gray. (d) Eroded image. (e) Cropped
images of Gurmukhi Month’s name. (f ) Folders containing sorted dataset.
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optimizers such as stochastic gradient descent (SGD),
Adagrad, Adadelta, RMSprop, Nadam, and Adam, and it has
been observed that the proposed CNNmodel with the Adam
optimizer has given the best accuracy, where the accuracy
rate with other optimizers has been observed to be less than
that of Adam.

Accuracy serves as the most fundamental and frequently
used metric for measuring CNNmodels. However, F1 score,
precision, and recall are all necessary to evaluate the mode’s
quality. As a result, for the performance assessment of the
proposed CNN model, all of these parameters have been
incorporated.

While selecting an appropriate learning rate, the pro-
posed CNNmodel has been initially simulated at the highest
learning rate, but the best result has been observed using
0.0001 learning rate in terms of accuracy.

3. Results and Analysis

Tis section will discuss the training parameters results of
the proposed CNN model and the pretrained model in
detail. Furthermore, this section will also perform a com-
parative analysis between the proposed CNN model and the
pretrained transfer learning models (ResNet, VGG19, and
VGG16) in terms of accuracy as well as various confusion

50×50
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image

Convolution
layer1

Convolution
layer2

Convolution
layer3

Max
pooling1

Max
pooling2

Convolution
layer4

Convolution
layer5

Max
pooling3

3×3, 32 3×3, 64 3×3, 64 3×3, 128 3×3, 1282×2 2×2 Output

Fully connected layer

1
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3

4

24

.

.

3×3

Figure 3: Proposed CNN model’s architecture.

Table 2: Layer’s description of the proposed CNN model.

Model: “Sequential” layer
(type) Output shape Param#

conv2d (Conv2D) (None, 50, 50, 32) 320
activation (Activation) (None, 50, 50, 32) 0
batch normalization (Batch Normalization) (None, 50, 50, 32) 128
max pooling2d (MaxPooling2D) (None, 16, 16, 32) 0
dropout (Dropout) (None, 16, 16, 32) 0
conv2d 1 (Conv2D) (None, 16, 16, 64) 18496
activation 1 (Activation) (None, 16, 16, 64) 0
batch normalization 1 (Batch Normalization) (None, 16, 16, 64) 256
conv2d 2 (Conv2D) (None, 16, 16, 64) 36928
activation 2 (Activation) (None, 16, 16, 64) 0
batch normalization 2 (Batch Normalization) (None, 16, 16, 64) 256
max pooling2d 1 (Max-Pooling 2D) (None, 8, 8, 64) 0
dropout 1 (Dropout) (None, 8, 8, 64) 0
conv2d 3 (Conv2D) (None, 8, 8, 128) 73856
activation 3 (Activation) (None, 8, 8, 128) 0
batch normalization 3 (Batch Normalization) (None, 8, 8, 128) 512
conv2d 4 (Conv2D) (None, 8, 8, 128) 147584
activation 4 (Activation) (None, 8, 8, 128) 0
batch normalization 4 (Batch Normalization) (None, 8, 8, 128) 512
max pooling2d 2 (MaxPooling2D) (None, 4, 4, 128) 0
dropout 2 (Dropout) (None, 4, 4, 128) 0
fatten (Flatten) (None, 2048) 0
dense (Dense) (None, 1024) 2098176
activation 5 (Activation (None, 1024) 0
batch normalization 5 (Batch Normalization) (None, 1024) 4096
dropout 3 (Dropout) (None, 1024) 0
dense 1 (Dense) (None, 24) 24600
activation 6 (Activation) (None, 24) 0
Total params: 2,405,720, trainable params: 2,402,840, and nontrainable params: 2,880.
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matrix parameters in order to examine the performance of
the proposed CNN model thoroughly.

3.1. Training Parameters’ Results of the Proposed CNNModel.
In order to examine the performance of the proposed CNN
model, the self-prepared handwritten word dataset has been
simulated using the proposed CNN model at 100 and 40
epochs using 20 and 40 batch sizes, respectively. Te various
training parameters results of the proposed CNN model at
diferent epochs and batch sizes are presented in Table 4.

From Table 4, it has been analyzed that the proposed
CNNmodel at 100 epoch and 40 batch size gives the highest
accuracy and minimum loss when simulated using a self-
prepared handwritten word dataset. Te values of the
highest training and validation accuracy for the proposed
CNN model on the handwritten word dataset are 99% and
99.73%, respectively.

On the other hand, the poor results have been analyzed
for the proposed CNN model at 40 epochs using 20 batch
sizes on the same dataset, whose values are 94.86% and
89.95% for training and validation accuracy, respectively.

Te accuracy and loss graph for the proposed CNN
model at diferent epochs (100 and 40) and batch sizes (20
and 40) is presented in Figure 4.

3.2. Training Parameters’ Results of ResNet 50. Te ResNet50
is designed with 48 convolutional layers that belong to four
stages and four convolutional blocks of the model’s archi-
tecture. Te flter sizes that have been used for ResNet’s
convolutional and max-pooling layers are 7× 7 and 3× 3.
Te complete architectural diagram of ResNet50 is presented
in Figure 5.

Te frst stage of ResNet50 has 3 residual blocks and 3
layers in each block. Each layer in the frst stage contains 64
or 256 feature maps of sizes of 1× 1 or 3× 3 for the con-
volution operation. Te second stage of ResNet50 has also 3
residual blocks and each residual block has 4 layers of
convolution. Te numbers of the flters used to perform the
operations are 128 or 512 in each layer. Te model’s third
stage has 3 residual blocks, each with 6 layers. Te numbers
of flters that have been used in the third stage convolutional
layers are either 256 or 1024. Finally, stage 4 of ResNet 50
consists of 3 residual blocks with 3 convolutional layers each.
Te sizes of the flters used to perform the operation are 512
and 2048. Te last layer is the fully connected layer of the
architecture that classifes handwritten word dataset into 24
classes.

Te pretrained model ResNet 50 has been simulated on
self-prepared handwritten dataset of Gurmukhi month’s
name at 100 and 40 epochs with 20 and 40 batch sizes,
respectively. Te training parameters’ results obtained for
this model is presented in Table 5.

From Table 5, it has been analyzed that the pretrained
model ResNet 50 has performed the worst on the proposed
handwritten words dataset of Gurmukhi month’s name. Te
value of highest validation accuracy that has been obtained
using this model is 40.15% at 100 epochs and 40 batch sizes.
However, this accuracy result of ResNet 50 at 100 epochs and

40 batch sizes is comparatively higher than the performance
of the model at 100 and 40 epochs using 20 batch sizes.

Te accuracy loss graph of ResNet 50 at diferent epochs
and batch sizes is presented in Figure 6.

3.3. Training Parameters’ Results of VGG 19. Te architec-
tural diagram of VGG 19 is presented in Figure 7.Tis model
has been designed with 19 total layers, of which 16 layers are
convolutional layers and 3 layers are fully connected layers.
Other than this, the model has also contained 5 max pool
layers. Te size of flter that has been used for operation in
VGG 19 is of the same size 3× 3 for convolutional and
pooling layers. Te number of feature maps that has been
used by each layer of VGG 19 is diferent and varies from 64
to 512. Te last three layers are the fully connected layer of
the architecture that classifes handwritten word dataset into
24 classes.

Te pretrainedmodel VGG19 has also been simulated on
self-prepared handwritten dataset of Gurmukhi month’s
name at 100 and 40 epochs with 20 and 40 batch sizes,
respectively. Te training parameters’ results obtained for
this model is presented in Table 6.

It has been analyzed from Table 6 that the highest
validation accuracy of pretrained mode VGG19 is 77.71%
and 77.58%, respectively, when tested on 100 epochs with 20
and 40 batch sizes. Other than this, the least validation
accuracy has been noticed for 40 epochs and 40 batch sizes,
whose value is 73.17%. Hence, this model performed well on
20 and 40 batch sizes with 100 epochs in comparison to its
performance of 40 epochs.

Te VGG19’s accuracy loss graph at diferent epochs and
batch sizes has been presented in Figure 8.

3.4. Training parameters’ Results of VGG 16. Te VGG 16
model’s constructional design is shown in Figure 9. Te
model comprises 16 layers in total, out of which 13
layers are convolutional layers and 3 layers are fully
connected layers. Other than this, VGG16 also consists of
fve max-pooling layers. Te flter size throughout all of
the layers of the architecture is of same size, that is, 3 × 3.
However, the count for the feature maps has varied from
64 to 512 from the layer frst to the last layer of the model.
Te last three layers of the model are the fully connected
layers that classify the handwritten word dataset into 24
classes.

Te training parameters’ results obtained for VGG16
when it is simulated on a self-prepared handwritten dataset
of Gurmukhi month’s name at 100 and 40 epochs with 20
and 40 batch sizes, respectively, have been presented in
Table 7.

Table 6 depicted that the model’s highest validation
accuracy has been obtained at 100 epochs with 20 and 40
batch sizes, whose value is 81.38% and 80.56%, respectively.
In contrast to this, the least accuracy for the model has been
observed at 40 epochs and 40 batch sizes with an accuracy
value of 75.63%. Hence, this model performed well on 20
and 40 batch sizes with 100 epochs in comparison to its
performance of 40 epochs.

Mathematical Problems in Engineering 9
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Figure 4: Accuracy loss graph of the proposed CNN model at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40
epochs and 20 batch size, and (d) 40 epochs and 40 batch size.

Table 4: Training parameters’ results of the proposed CNN model at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.9878 0.99 0.9486 0.9568
Validation accuracy 0.9973 0.9973 0.8985 0.9885
Training loss 0.0432 0.0313 0.1580 0.1440
Validation loss 0.0225 0.0188 1.0888 0.0404
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Figure 5: Architectural diagram of ResNet-50.

Table 5: Training parameters’ results of ResNet50 at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.3299 0.3335 0.2503 0.2491
Validation accuracy 0.3929 0.4015 0.3031 0.3310
Training loss 2.1693 2.1658 2.4568 2.4608
Validation loss 1.9268 1.8842 2.2492 2.2037
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Figure 6: Continued.
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Te accuracy loss graph for VGG16 at diferent epochs
and batch sizes is presented in Figure 10.

It has been analyzed from the present section that the
proposed CNNmodel as well as pretrainedmodels including
ResNet50, VGG19, and VGG16 have performed well on
a self-prepared handwritten word dataset of Gurmukhi

month’s name when simulated on 100 epochs and 40 batch
sizes as compared to its performance in experimental set-
tings on other training parameters such as 20 batch sizes
with 100 epochs and 40 epochs with 20 and 40 batch sizes,
respectively. Hence, in order to further assess the proposed
CNN model’s quality, a comparative analysis has been
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Figure 6: Accuracy loss graph of ResNet50 at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40 epochs and 20 batch
size, and (d) 40 epochs and 40 batch size.
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Figure 7: Architectural diagram of VGG19.

Table 6: Training parameters’ results of VGG19 at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.7530 0.7452 0.6816 0.6793
Validation accuracy 0.7771 0.7758 0.7346 0.7317
Training loss 0.7560 0.7693 0.9775 0.9901
Validation loss 0.6647 0.6744 0.8217 0.8330
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performed between the proposed model and a pretrained
model at 100 epochs and 40 batch sizes using widely used
evaluation metrics such as accuracy, F1, recall, and precision
in Section 3.5.

3.5. Comparative Analysis at 100 Epochs and 40 Batch Sizes.
It has been already motioned in the previous section that the
proposed CNNmodel as well as pretrainedmodels including
ResNet50, VGG19, and VGG16 has been performed well on
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Figure 8: Accuracy loss graph of VGG19 at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40 epochs and 20 batch
size, and (d) 40 epochs and 40 batch size.
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Table 7: Training parameters’ results of VGG16 at diferent epochs and batch sizes.

Results
Training parameters

Epoch� 100 Epoch� 40
Batch size 20 Batch size 40 Batch size 20 Batch size 40

Training accuracy 0.7925 0.7832 0.7265 0.7212
Validation accuracy 0.8138 0.8056 0.7758 0.7563
Training loss 0.6274 0.6515 0.8382 0.8525
Validation loss 0.5484 0.5720 0.6908 0.7279

Epoch
0

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.25

2.00

20 40 60 80 100

Lo
ss

/A
cc

ur
ac

y

train_loss
val_loss

train_acc
val_acc

(a)

Lo
ss

/A
cc

ur
ac

y

Epoch
0

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.25

2.00

20 40 60 80 100

train_loss
val_loss

train_acc
val_acc

(b)
Figure 10: Continued.

14 Mathematical Problems in Engineering



the self-prepared handwritten word dataset of Gurmukhi
month’s name on 100 epochs and 40 batch sizes. Hence, for
the comparative analysis between the models in this section,
the same numbers of epochs and batch sizes have been
chosen.

Furthermore, for this comparative analysis, accuracy, F1,
recall, and precision have been taken as evaluation
parameters.

3.5.1. Comparative Analysis in Term of Accuracy. Te 24
class classifcation results of Gurmukhi month”s name
dataset on the proposed model and pretrained models have
been obtained using 100 epochs and 40 batch sizes. As per
the obtained results, it has been noticed that the proposed
CNN model has outperformed the other three pretrained
models in terms of classifcation accuracy. Te accuracy of
the proposed model is 99.73%, which is almost 59.58%,
22.15%, and 19.17% more than the accuracy obtained using
ResNet50, VGG19, and VGG16, respectively, as shown in
Figure 11.

Other than this, Figure 12 has shown the classwise ac-
curacy comparison of the proposed model and pretrained
models.

From Figure 12, it has been observed that the proposed
CNN model has given the 100% classifcation accuracy
result for “April,” “Assu,” “June,” “Magar,” “March,”
“November,” “Phagun” and “Poh” classes of Gurmukhi
months, where the other three models such as ResNet50,
VGG19, and VGG16 give comparatively poor accuracy on
the same classes.

Te least accuracy of the proposed model is on “May”
and “Sawan” classes of Gurmukhi months, which is about
99.92%.

3.5.2. Comparative Analysis in Term of F1 Score. In order to
test the performance of the proposed CNN model,
a comparative analysis has been conducted based on the F1
score in this section. Figure 13 shows the comparison
between the proposed CNN model and the other three
pretrained models based on overall F1 score. It has been
observed that the F1 score for the proposed CNNmodel has
been 0.9973, which is 0.6006, 0.222, and 0.1950 higher than
the F1 score value of ResNet50, VGG19, and VGG16,
respectively.

In addition to this, a classwise F1 score comparison
between the proposed CNNmodel and pretrained models is
shown in Figure 14. It has been observed from Figure 14 that
the proposed CNN model’s F1 score resulting in 1 for
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Figure 10: Accuracy loss graph of VGG16 at (a) 100 epochs and 20 batch size, (b) 100 epochs and 40 batch size, (c) 40 epochs and 20 batch
size, and (d) 40 epochs and 40 batch size.
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“April,” “Assu,” “June,” “Magar,” “March,” “November,”
“Phagun,” and “Poh” month names, where the results for F1
score for the same classes from other three pretrained model
have been comparatively low.

On the other hand, the least value of F1 score from the
proposed CNN model has been obtained for “Vaisakh,”
which is around 0.9951.

3.5.3. Comparative Analysis in Term of Recall. A compar-
ison between the proposed CNN model and
pretrained networks based on results of overall recall and
classwise recall values is shown in Figures 15 and 16,
respectively.

As per Figure 15, the proposed CNN model has out-
performed the other three pretrained models in terms of the
recall value when tested on handwritten word dataset of
Gurmukhi months. Te overall recall for the proposed CNN
model is 0.9973 which is higher than the recall value of
ResNet 50, VGG19, and VGG 16 by 0.5952, 0.2216, and
0.1931, respectively.

From Figure 16, it has been clear that the classwise recall
score is resulting in 1 for “April,” “Assu,” “Bhado,” “Harh,”
“January,” “June,” “Magar,” “Magh,” “March,” “May,”
“November,” “Phagun,” “Poh,” “September,” and “Vaisakh”
month names in case of the proposed CNNmodel, where F1
score’s results is comparatively poor for the same classes
from other three pretrained models.
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It has also been observed that the minimum value of
recall is 0.9905, which is for “August” class name using the
proposed CNN model.

3.5.4. Comparative Analysis in Term of Precision. In this
section, comparative analysis in terms of the precision value
has been performed for 24-class classifcation results of
Gurmukhi month’s name dataset using the proposed model
and pretrained models at 100 epochs and 40 batch sizes. Te
comparative analysis in Figure 17 depicted that the proposed
CNN model has outperformed the other three pretrained
models in terms of precision. As the results of precision
using the proposed CNN model is 0.9974, which is almost
0.5446, 0.2026, and 0.1801 more than the precision value
obtained using ResNet50, VGG19, and VGG16, respectively,
as shown in Figure 17.

A classwise precision comparison between the proposed
CNNmodel and pretrained models, ResNet 50, VGG19, and
VGG16, is shown in Figure 18. It has been observed from
Figure 18 that, for class name “April,” “Assu,” “August,”
“Chet,” “December,” “February,” “Jeth,” “July,” “June,”
“Katak,” “Magar,” “March,” “November,” “October,”
“Phagun,” and “Poh,” the obtained value of precision is one
using the proposed CNN model. It has also been observed
that, by using other three pretrained models, the precision
value has been comparatively low for these classes.

Using the proposed CNN model, the least precision
value (0.9903) has been obtained for class name “Vaisakh.”

From the comparative analysis performed in this section,
it has been found that the proposed CNN model has out-
performed the other three pretrained models in terms of
four performance assessment matrices such as accuracy,
recall, precision, and F1 score when simulated on
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a self-prepared handwritten word dataset of Gurmukhi
month’s name for image classifcation. Hence, the proposed
CNN model is the best ft model for various regional ap-
plications of month’s name classifcation.

4. Conclusion

In this research article, the classifcation of a handwritten
word dataset of Gurmukhi month’s name has been done into
24 diferent classes. For this, the CNN model has been
prepared from scratch with fve convolutional, three polling
layers, one fattening layer, and one dense layer. Further-
more, a performance assessment of the proposed CNN
model has been conducted at diferent numbers of epochs
and batch sizes, and it has been observed that the proposed
CNN model has performed well at epoch 100 and 40 batch
sizes. In addition to this, a comparative analysis has also been
performed between the proposed CNN model and three
pretrained models named as ResnEt50, VGG19, and VGG16
based on diferent performance assessment matrixes such as
accuracy, F1 score, recall, and precision. From this exper-
imentation, it has been concluded that the proposed CNN
model at 100 epochs and 40 batch sizes outperformed the
other three pretrained models in the classifcation of
handwritten words dataset in 24 classes.
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Tis paper designs and develops a virtual golf simulation putting simulator based on the existing computer technology and
conducts in-depth research and analysis on the relationship between its motion performance and user experience. Te network
architecture of the distributed virtual golf simulation system and the scene data management model are established, based on
which the server-side system design and the client-side network communication module design of the distributed virtual golf
simulation system are carried out. In the requirement analysis, the functional requirements such as building VR scenes, data
communication and recognition models, and the non-functional requirements such as system security and ease of use are
analyzed; in the outline design, the hardware equipment and logical architecture of the automatic user experience optimization
system are described; in the detailed design, the functional modules of the system are designed in detail, including VR induction
experience, physiological signal dataset user experience identifcation, data communication, optimization strategy, and so on, and
important class diagrams and fowcharts are given. Te intervention efects of positive thinking training on sports performance
and improving athletes’ attention and receptivity have been verifed and recognized by coaches and athletes.Te putting simulator
in the experimental class had higher hole-in-hole parameters than the control class, a highly signifcant diference; the putting
simulator in the experimental class had higher hole-in-hole parameters than the control class, with a highly signifcant diference.
Tese 3D models may contain more detailed information. In a virtual scene, the more detailed information a model contains, the
more polygons the model needs, so that the computer needs to draw many polygons per frame, which has a great impact on the
real-time performance of scene drawing. Te parameters of the 5-yard chip-and-shoot in the experimental class were higher than
those in the control class, and there was a very signifcant diference between the parameters of the 15-yard chip-and-shoot in the
experimental class and those in the control class. Te experimental results show that the model optimization processing method
and rendering acceleration technology proposed in this paper can largely improve the rendering efciency of 3D virtual scenes.

1. Introduction

In today’s high-speed economic development, people’s de-
mand for sports is getting higher and higher, and golf, which
was once an aristocratic sport, is slowly appearing in the
vision of popular sports, becoming one of the important
sports for the public to participate in sports activities, thus
enriching people’s daily life. Because golf is the fourth most
difcult sport in the world and belongs to the mental skill
type of sports, to play golf well, you need to have more

excellent golf-specifc skills [1]. Golf technical movements
are complex, especially the process of putting to hitting the
ball, which seems simple but is complicated. To efectively
master the basic techniques of this sport and accurately hit
the ball to obtain the ideal sports performance, practitioners
need to have good physical strength quality and efective
movement control ability. Core strength training is espe-
cially important due to the technical force structure of golf.
At present, most colleges and universities teach golf only in
golf professional technical training and only pay attention to
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the demonstration of movements, ignoring the fundamental
reasons why students cannot complete standard movements
due to lack of strength and unstable movements, resulting in
the slow improvement of students’ technical level.Terefore,
the college golf course should focus on strengthening the
core strength training of golf in addition to the professional
training of students. After the golf-specifc core strength
training, the subjects have a better efect on the profciency
in golf sports skills; especially in the process of core power
chain transmission, the control and performance of tech-
nical movements are improved more obviously, thus en-
hancing the stability of golf putting technology, improving
the accuracy of hitting the ball, and improving the technical
level of students [2]. Te expert group has more obvious
advantages and higher accuracy. Terefore, how to conduct
efective core power training for golf students and how to
select and evaluate the evaluation index of core power
training in golf becomes the important and difcult point of
this paper.

Putting is the most basic and important action in golf, and
the special strength required is an important quality in the basic
strength training of golfers. Te accuracy of the putting stroke
is very important in golf, and whether the putting stroke is
standard or not is directly related to the distance and efect of
the shot. Te characteristics of putting action technology are
mainly refected in the high degree of coordination and unity of
swing skill and individual swing skill.Te entire process re-
quires the organic cooperation of the overall rotation of the
body and upper limb links [3]. Professional golfers are very
concerned about their strength, balance, rhythm, and speed in
the putting process, so the practice of putting action becomes
the key to improving the level of golfers, and putting allows us
to appreciate the leisure and relaxation of golf. Analyzing the
players' putts only through their feelings or the coach's ob-
servation will cause many difculties in golf training, and it is
not easy to improve their putts [4].

Our golf trainer software combines laser infrared sensing
technology, data acquisition technology, 3D image pro-
cessing technology, and computer software technology and
is used for golf putting and putting training, which can
capture the angle of the stroke, the speed of the ball, and the
rotation of the ball through laser infrared sensing. Players
can adjust their next hitting force and angle of the ball in real
time. Te golf trainer software simulates the three-dimen-
sional terrain of the golf course and processes the collected
data to display the movement of the golf ball and the tra-
jectory of the golf ball using three-dimensional technology
and calculates the distance of the golf ball movement. It can
visually display the player’s ball striking index. To achieve a
better training efect, the course should be as realistic as
possible. Te golf trainer software simulates a three-di-
mensional course so that the player can be integrated into
the real golf course as much as possible.

2. Related Works

Positive thinking training combines Buddhist Zen thought
with third-generation behaviorism as its basis. It advocates
an appropriate understanding of current physical and

mental conditions, acceptance of negative emotions, ac-
ceptance of such internal senses, and understanding of their
meaning [5]. In the study of virtual simulation technology in
physical education theory, Soltani and other scholars made a
specifc analysis of the feasibility of using virtual simulation
technology in physical education based on a brief intro-
duction of virtual reality technology [6]. It is proposed that
the use of virtual reality systems in physical education can
make up for the shortage of teaching venues, funds, and
equipment (such as students’ favorite shooting, rock
climbing, diving, wilderness survival, trampoline, and so
on), and students can practice in the virtual environment,
and it is proposed that the technology can optimize the
physical education process [7]. Te experimental results
show that golf experts can use their previous experience to
adapt more quickly when facing diferent golf positions, to
maintain good sports performance and higher putting ac-
curacy. Te conclusion that the technology can optimize the
physical education process, improve the physical education
environment, improve the level of teaching and training, and
cultivate innovative talents has a far-reaching impact. Uhm
believes that virtual physical education is an intelligent,
distributed, interactive, and graphic teaching that is not
limited by time and space and is completely diferent from
traditional physical education methods [8]. González-
Rodŕıguez et al. discussed the composition of the virtual
system of sports scenes in exploring new methods and
means of action technique analysis and sports training and
were able to provide a fexible and safe environment for
sports training [9].

Te research on virtual golf simulation systems is mainly
focused on data sensor technology and graphic simulation
technology [10]. Data sensors are mainly used to collect
accurate golf ball movement data or human hitting posture
data in real time, and the main technologies used by foreign
golf simulator manufacturers are radar sensor technology,
infrared detection technology, and high-speed camera ac-
quisition technology, among which 3D stereo high-speed
camera acquisition technology is the most advanced [11].
Graphics simulation technology is mainly to simulate more
realistic and natural golf natural scenes and more accurate
golf physical movement efects, and there are many options
for virtual golf simulation, such as the use of a self-developed
graphics development engine or the use of a mature game
engine [12].

Te purpose of this paper is to study the implementation
of a virtual golf course in which several diferent users lo-
cated in diferent geographical locations can compete in the
same virtual golf course through network interconnection.
Since this paper must solve such problems as real-time
interaction between diferent users, spatial and temporal
consistency of virtual environment, management of massive
scene data, network topology and network communication
protocol of the system, simulation of virtual golf scene ef-
fects, optimization of large-scale virtual scene rendering, and
so on, which are hotspots and difculties of distributed
virtual reality system, the research of this paper has im-
portant theoretical signifcance. At the same time, since the
distributed golf simulation system overcomes the problem
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that the stand-alone golf simulation system cannot be
networked across regions for interaction, the distributed golf
simulation system has higher use value and commercial
value.

3. Golf Virtual Simulation Putting
Simulator Design

Since the virtual golf simulation system is a realistic sim-
ulation of the golf ball fight scene, the golf simulation system
should frstly have a highly realistic three-dimensional
scenery simulation function; secondly, to truly display the
golf player’s shot level, the system needs to have the golf ball
data collection function and the function to truly simulate
the physical movement process of the golf ball in the virtual
scene. In addition, to connect the virtual scene with the real
interaction, the system must provide a friendly user inter-
action interface, and the data generated during the user
interaction need to be saved and managed [13]. To enhance
the user experience of the virtual golf simulation system, the
system needs to add some additional functions, such as
virtual 3D sound, multi-screen display, and other functions.

Te data reception and parsing are mainly based on the
API library of radar sensors provided by FlightScope. Tis
part is mainly responsible for receiving and parsing the radar
data and providing the initial data for the golf ball physical
motion simulation module of the system.

Te main function of the golf trainer software system is
golf training, but of course, it can also play the role of
entertainment. Te system achieves training by establishing
a driving range scene and a putting range scene. Putting data
are collected in the practice range 3D scene through serial
transmission, mainly including initial speed, angle, decli-
nation, and so on. Diferent changes can be made to the
single-subject experiment to meet diferent experimental
needs. A series of algorithms are used to simulate the putt
data and display the trajectory of the ball after the putt. In
this way, after each putt, the player can observe the distance
of the ball to grasp the strength of his putt and the angle of
the ball to grasp the standard of his putt. Te putter data are
collected through the serial port in the three-dimensional
putting scene, mainly including putting speed, defection
angle, and so on.

Trough the laser transmitter between the putter and the
horizontal laser receiver tube, the receiver tube receives the
data sent to the PC through the serial port, collects and
processes the data and sends it to the golf instructor software
for processing to calculate the ball index. Te structure
design of this system is shown in Figure 1. If the single-
subject experimental method can be used reasonably, good
research results can still be obtained after adaptive changes.

All the data collected by the laser receiver tube are
transmitted to the PC through the serial port, and the
software operation and use are realized on the PC [14]. Data
acquisition is mainly using laser infrared technology, and
there are three groups of laser transmitters and laser receiver
tubes on the golf trainer: two groups located at the bottom of
the golf trainer in the horizontal direction, and one group

located in the vertical direction at an angle of 60° to the
horizontal direction. In addition, this system leads to a
sound acquisition controller, whose role is to collect the
sound of hitting the ball. When the ball is hit, the two groups
of lasers in the horizontal direction will collect the two
groups of numbers and send them to the golf trainer
software through the serial port for processing to calculate
the speed and ofset angle of the ball, while in the vertical
direction, a group of numbers will be collected and sent to
the golf trainer software through the serial port for pro-
cessing to calculate the height of the ball. Te data are
processed and displayed in the 3D human-machine
interface.

Te end motion simulation platform is driven by three
electric or hydraulic cylinders to simulate the position and
attitude provided by the vision system, which can realize the
lifting, pitching, tilting, acceleration and deceleration,
bumps, and compound motion during the motion. Te
simulator consists of an end motion simulation platform,
three electric cylinders, a base, three hooke hinges con-
necting the motion platform to the pushrod, and three
Hooke hinges connecting the cylinders and the view system.
By controlling the expansion and contraction of the three
electric cylinders, the movement of the motion platform
with three degrees of freedom of lift, pitch, and lateral tilt is
realized. Combined with virtual reality technology and a
somatosensory algorithm, various motion scenes are sim-
ulated to give the rider the feeling of being in the scene.

Unlike tandem robots, the end deformation of parallel
robots not only comes from the deformation of its structure
and the accumulation of deformation of other parts but also
includes the displacement of the rigid body brought by the
relative rotation or movement of the passive motion sub-
assemblies [15].Te dangerous poses of the mechanism need
to be determined, so the positions and poses of the mech-
anism need to be parameterized, as shown in Table 1.

As there are three diferent difcult holes on the general
golf green, each hole is in a diferent position, some holes
may belong to the green slope, and some holes may be in the
depression of the green. When a golfer is not very far from
the green, he may choose to hit the golf ball on the green in
one shot, which can reduce the total number of golf shots.
For the adjustment of golf ball speed, this system needs to
simulate the real shot, so the fying speed of the golf ball
should be as close to the reality as possible. In the virtual golf
simulation system, it is difcult to perceive the elevation
information of the green simply from the graphical point of
view, so it is difcult to determine the ideal landing point of
the golf ball when hitting the golf ball on the green from a
long distance [16]. Terefore, this paper uses advanced
coloring language technology to color the elevation of the
golf course greens, aiming to provide users with sufcient
information about the elevation of the green terrain.

Te green topography elevation grid is designed to vi-
sualize the green elevation when a golf ball is dropped into
the green. Each vertex of the green elevation grid has a roller
ball, which can continuously roll from high to low according
to the height of both vertices to visually represent the height
information of the terrain, and the grid itself is also colored
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with red, green, and blue gradient according to the vertex
height information.

In the virtual golf simulation system, the projection
display of the 3D scene is a very important part. At present,
the scene display mode of the virtual golf simulation system
has three ways: single-screen display, three-screen display,
and ring screen display. Te scene display of the distributed
virtual golf simulation system studied in this paper adopts
the three-screen display mode, i.e., the rendered results are
projected by three projectors onto three screens with dif-
ferent angles for the virtual scene display.Te display system
based on three projectors can give the user a 120° viewing
angle, which largely enhances the immersion of the virtual
reality environment.

Te traditional multi-screen display technology adopts
the C/S architecture, as shown in the fgure below, i.e., one
host is used as the server, the rest of the hosts are used as the
clients to control one projector each, and the server sends
information such as the scene perspective, upward vector,
and projection matrix to each client to be displayed, and the
client renders the scene output according to the received
information and projects it through the projector. In this
way, a wide-angle scene is formed on the screen, as shown in
Figure 2.

However, for the display of three-dimensional scenes,
the simple use of hardware to expand the scene screen is not
enough to meet the requirements. Because the camera in the
three-dimensional view system is mostly used in perspective
projection, if the hardware is used to expand the scene screen
to increase the width of the view, it will make both sides of

the scene screen appears a large degree of stretch. Terefore,
the cone projection matrix and viewpoint direction need to
be calculated for diferent projection planes.

Trough the observation of the actual fying speed of the
golf ball, we have calculated a series of speed formulas and
calculated diferent speed formulas at diferent stages. In
virtual reality systems, to improve the realism of virtual
scenes, it is often necessary to construct various complex 3D
scene models, which may contain more detailed information
[17]. Te more detailed information the model contains in
the virtual scene, the more polygons the model needs, thus
making the computer drawmany polygons per frame, which
has a great impact on the real-time scene drawing.Terefore,
how to achieve real-time drawing of large-scale scenes is an
important research topic.

However, in many cases, for the same hardware level, the
drawing efciency of computer graphics seems to be in-
versely proportional to the picture quality of the fnal drawn
scene. When pursuing graphics drawing efciency, it may be
necessary to reduce the complexity of the scene to be drawn,
i.e., to reduce the detailed information of the scene to be
expressed, which inevitably has a signifcant impact on the
scene’s picture quality.

4. Putting Simulator Motion Performance and
User Experience Relationship Analysis

Golf putting requires a high standard of action, and whether
the putting action is standard or not is directly related to the
distance and efect of the stroke [18]. For the training of the
standard of the putting action, we mainly analyze the angle
of the ball to determine whether the putting action is
standard. Te next stroke is then modifed according to the
trajectory of the golf ball.

It was found that prior experience in motor skills can be
of great help in motor skill operation. Terefore, this paper
uses advanced coloring language technology to colorize the
elevation of the greens of golf courses, aiming to provide
users with enough information about the elevation of the
greens. Te experimental study found that the expert group
of golfers and the novice group were more stable in putting
at diferent distances, and the expert group was more
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Figure 1: Golf trainer system putting training structure design.

Table 1: Position acquisition point settings.

X Y Z
0 0 0
1 2 −23
2 21 15
3 23 −17
4 5 −21
5 23 0
6 −20 9
7 6 −17
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accurate in putting with lower putter impact.Tere were also
diferences between the two groups when putting at diferent
distances with diferently weighted putters.Te expert group
used their existing experience to make faster and better
judgments on the amplitude of the putting action, the ball
position, and the speed of the putt, and the expert group had
a more obvious advantage and a higher accuracy rate. Te
results of the experiment indicate that the golf expert team
players can use their prior experience to make adaptive
adjustments to diferent ball positions, thus maintaining
good athletic performance and higher putting accuracy.

A-B design is the most basic experimental design for
single-subject experiments, and the A-B form of single-
subject experimental design has evolved to increase the
validity of experimental efects and to adapt to diferent
research needs. Te reason for choosing the multi baseline
level design is that the study believes that the multi baseline
level tester in the single subject experiment can fully control
the degree of independent variables, dependent variables,
and irrelevant variables, and apply it to this study. In the
A-B-A multiple baseline level design, in which the experi-
ment is withdrawn in the study phase, no variables are used
in the follow-up phase, and the behavior of the subjects and
the collected data are observed to ensure the validity of the
intervention experiment to eliminate irrelevant variables,
and the data collection in the A2 follow-up phase is con-
ducted and analyzed at the end of the intervention exper-
iment to prove that the intervention experiment can afect
the subjects to achieve the intervention efect [19].

At the end of the intervention, a follow-up test was
conducted on the junior golfers, and the test was repeated
using the Five-Factor Positive Tinking Inventory and the
Brief Mood Inventory, and the data were collected seven
times during the follow-up phase 2. After the data were
obtained, we observed and analyzed whether the level of
positive thinking and state of mind remained in a certain
range or fuctuated and tested the sustainability of the
positive thinking training efect. Te specifc time allocation
of the data is shown in Table 2.

Single-subject experiments have been of great impor-
tance in the history of psychology. Single-subject experi-
ments, also known as small-sample experimental designs,
have a variety of designs and are fexible and highly oper-
ational, so that researchers can make diferent changes to
single-subject experiments to suit diferent experimental
needs and can still achieve good results after adaptive
changes if the single-subject experimental method is used
wisely. To efectively master the basic skills of this sport and
accurately hit the ball to achieve ideal sports results, prac-
titioners need to have good physical strength and efective
movement control ability.

To ensure the objectivity and accuracy of the data col-
lected from the experimental tests, statistical software such
as Excel was used in this study to test whether there were
signifcant diferences between the data before and after the
experiments to confrm the feasibility of the experimental
protocol [20]. Te data collected from the experiments were
categorized and organized to produce views and tables of the
relevant studies, which allowed for intuitive and clear
analysis of the fndings and visual interpretation of the data.
Data visualization is often used in single-subject designs,
which are characterized by the ability to make the most of
experimental data and to analyze the efects of intervention
data using visual graphics, which not only are easy to use but
also make the results of the experiment clear briefy [21].

Any motor skill, although discussed in the context of
sport, is, in general, a reaction to the habits of the individual.
In golf putting instruction, it is also common to fnd that
many golfers fail to devote all their energy to practicing what
the instructor is teaching them, or their minds wander, or
they chat about something else. By sorting out value-ori-
ented habit styles, it helps individuals establish a motiva-
tional pattern of following a plan rather than an avoidance
pattern. Make the event of the moment the goal of the action
and focus on the task without distractions, as shown in
Figure 3. To play golf well requires several good qualities
such as strength, explosive power, endurance, fexibility,
balance, and stability [22]. For a professional golfer, any one

Display
screen

Display
screen

Display
screen

Display
screen

Display
screen

Display
screen

Display
screen

Display
screen

Display
screen

Display mode of the virtual golf simulation system

Projector Projector Projector

Ring screen display

Display screen

Virtual golf simulation
system

Server

Client
computer

Client
computer

Client
computer

Figure 2: C/S mode three-screen display method.

Mathematical Problems in Engineering 5



of them is in a weak point, which will lead to a decrease in the
quality of his or her swing and unstable shots, causing the
performance to be negatively afected. Golf is diferent from
other sports in that the most important thing is the stability
and control of the golfer.

In the whole process of the golf swing, to ensure that the
energy is not lost, the golfer needs to polish and improve the
details of each technical action of the swing and the overall
body movement chain is not able to have a large loss. Te
control and performance of technical movements are ob-
viously improved, thereby enhancing the stability of golf
putting technology, improving the accuracy of hitting the
ball, and improving the technical level of students. In
particular, the torso is the center of the whole body and the
intersection of all the forces of the body, which plays an
important role in the overall power transmission and in-
tegration [23]. If the stability of the torso is not sufcient, it
will hinder the transmission of energy and cannot efectively
control the force of all parts of the body, resulting in de-
formation of technical movements and deviation of the ball,
which will hurt the sports performance.

5. Analysis of Results

5.1. Analysis of the Performance of the Virtual Simulation
System. After each function of the system is realized, the
system needs to be debugged to test whether each interface
can be unifed and whether each functional module meets the
system requirements. System debugging is mainly divided
into hardware debugging and software function debugging.

Te software must have the corresponding hardware
support, which is also a major highlight of the system design.
Because the current domestic golf trainer is either only
software or only hardware, rarely can the hardware and
software be combined to develop. It can be difcult to de-
termine where the golf ball will ideally land when hitting the
green from a distance. Te debugging of the swing training
hardware is mainly the debugging of the laser transmitter
and the laser receiver tube. Only the laser emitted from the
laser transmitter hits the laser receiver tube to trigger the
frst, second, and third boards. For the frst, second, and
third boards, it must be triggered to collect data and realize
the function of the data acquisition module. Whether the
debugging is successful or not is refected through the
software interface.

Te debugging of the swing training module in the
driving range scene mainly includes debugging the re-
ceived data and debugging the golf ball speed after the
swing. Te debugging of the received data is mainly
through the serial debugging assistant to receive data and
compare it with the received data of the system, if the result

is consistent, it means that the received data are correct.
For the debugging of golf ball speed, the system should
simulate the real ball, so the speed of golf ball fight should
be as close as possible to the actual. Trough the obser-
vation of the actual ball fight speed, we counted a series of
speed formulas, and diferent speed formulas were counted
at diferent stages. After repeatedly debugging and mod-
ifying the parameters, the speed of the simulated high ball
is made to match the actual high ball fight trajectory as
much as possible. Te same is true for the debugging of the
putter training in the putting scenario. We connect the PC,
monitor, and hardware for the overall debugging, as shown
in Figure 4.

From the performance data shown in Figure 4, when the
1264 trees in the golf scene are not rendered, the frame rate
of the scene is 35.23 fps, the number of private Vertices is
(4431069), and the number of Primitives is (1477023). When
the scene is rendered using the Instance technique, the data
table shows that the number of private vertices and prim-
itives in the scene is 218,412 and 72,804; however, the
number of vertex instances and primitives is 0.0%. However,
the number of vertex instances is 4431069 and the number of
tuples is 1477023, the sharing rate of vertex instances is
95.07%, and tuple instances are 95.07%. Tis shows that
Instance technology has a signifcant efect on the rendering
performance improvement of the scene.

By observing the speed and distance of the golf ball in the
practice scene, we can train the strength of our swing; by
observing the trajectory and ofset of the golf ball, we can train
the standard of our swing. If the swing is not standard, the
trajectory of the golf ball will be incorrect. We can switch the
viewpoint in the scene to observe more intuitively, and there
are three viewpoints set in the system. We can switch between
them at will so that we can better observe the indicators of our
swing, as shown in Table 3. In conclusion, Golf trainer has an
important role in swing training. Trough feld debugging and
a lot of experiments, this function meets the system
requirements.

In the development process of the system 3D scene,
there are still some problems in the articulation between
various functional things, especially the articulation of
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Table 2: Time allocation for data collection.

Schedule Frequency
one

Frequency
two Time

Baseline period 7 9 6.14–7.13
Intervention
expectations 8 7 7.14–8.13

Tracking period 9 8 8.14–9.13
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the sky box still has defects. In the moment of hitting the
ball, the scene sometimes fickers a bit. When the putter
scene receives data to hit the ball, the putter scene will
ficker a bit, which should be a problem when switching
between data processing and scene rendering direct
messages. Use three-dimensional technology to display
the motion of the golf ball and the trajectory of the golf
ball and calculate the distance of the golf ball. Tis is to be
solved in future debugging. In the network online
function module, the system can only support four
players to join. Tis feature needs to be optimized and
developed to allow a random number of players to train
online. Te implementation of this feature is subject to
further development.

5.2. User Experience Relationship Results. When individuals
face critical putting tasks, there is often an element of worry
or fear at the root of anxiety in the mind, and training on
breath awareness can help individuals identify feelings of
safety and calmness. Second, the breath comes and goes
freely, and attention to it can be achieved without undue
distraction. Tat is, being aware of the breath allows one to
observe one’s thoughts more clearly when needed and to
return one’s attention calmly to the present moment, even
during the briefest of breath meditations. Finally, the breath
can be long or short, and can be adjusted whenever nec-
essary, so that one can be aware of the state at this moment
and obtain his own consciousness at this moment.

Clarity training focuses on improving the sharpness
and vividness and realism of representations. It must be
practiced by using all sensory experiences and performing
the representation rehearsal as vividly and realistically as
possible. It includes two elements: action recall training
and scene recall training. For the action recall training, the
putter is practiced before the exercise. Ten, the subject is
guided to close his eyes and imagine as much as possible the
details of the movements of diferent parts of his body when
he hits the ball. Te tableau starts by seeing his ready
position, the player looks at the hitting line with his eyes,
sees and feels the action of his backswing to the apex, feels
his body tense on his left and right legs, tilts his upper body

slightly, swings the club like a pendulum, and sees the ball
launched, far and straight, just landing in the middle of the
fairway.

Scene recall training allows the subject to feel the change
of mental state and feelings during the examination and
competition situation. It includes imagining the game scene,
standing on the tee, seeing the surrounding game scene,
seeing the shape and color of the green, seeing the length and
width of the course, the fatness of the turf, feeling the fow of
the breeze and the sunshine, and making all kinds of feelings
into their imagination; the more accurate and detailed the
imagination, the better, as shown in Figure 5.

Te positive thinking group scored signifcantly lower
than the representational group in the acceptance action
factor, indicating a signifcant reduction in behavioral
avoidance, according to the statistical efect measure
showing r� 0.15, and in this experiment, about 15% of the
overall variance came from the larger efect of the experi-
mental treatment.

Te between-group diference in the post-test of positive
thinking state between the phenotype group and the positive
thinking group was 0.01, which was signifcantly less than
0.05, indicating that there was a signifcant diference in the
post-test scores of positive thinking state between the two
groups after removing the efect of the pre-test of positive
thinking state. To improve the user experience of the virtual
golf simulation system, the system needs to add some ad-
ditional functions, such as virtual three-dimensional sound
efects, multi-screen display, and other functions. Te post-
test scores of the total score of positive thinking in the
phenom group were signifcantly lower than the post-test
scores of the total score of positive thinking in the positive
thinking group. According to the statistical efect measure
showing r� 0.40, about 40% of the overall variance in this
experiment came from the experimental treatment.

Traditional physical training is mainly for whole-body
muscle development and has relatively little efect on core
strength intervention. Core strength training is an efective
training system for core muscle groups such as lumbar and
abdominal muscle groups, back muscle groups, hip muscle
groups, and so on. Tese muscle groups all belong to the
mid-axis region of the body, and their main function is to
maintain spinal curvature and stability, so that the gener-
ation, transmission, and control of force can be optimized.
Terefore, the improvement of students’ stability after core
strength training is more obvious, which proves that core
strength training is more targeted and efective for core

Table 3: Te diference test of pre-test and post-test.

Name
Pre-test Post-test

M SD M SD
Acceptance of action 88.11 83.78 77.36 67.47
Fluency 82.46 85.45 77.86 90.8
Cognitive anxiety 61.46 60.65 99.46 65.89
Somatic anxiety 95.38 99.25 98.09 95.25
State of confdence 64.07 76.95 75.46 60.44
Putt hole (big hole) 61.24 89.08 96.08 82.12
Putt hole (small hole) 94.12 82.09 78.8 98.81
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stability than traditional physical training, as shown in
Table 4.

As shown in Table 4, after 18 weeks of training and golf
instruction, both the experimental class and the control
class improved their putting performance under the in-
dependent sample t-value test. Te parameter (mean-
± standard deviation) of the big hole in the experimental
class after the experiment was 7.75 ± 0.20, and the pa-
rameter of the control class was 6.30 ± 0.24, with a sig-
nifcant diference of P value <0.01. Te mean value shows
that the rate of large hole entry in the experimental class
was 70% higher than 60% in the control class. Te small
hole is smaller in diameter than the big hole, so the ac-
curacy of the putter is more demanding.

In conclusion, the efect of golf core strength training is
higher than traditional physical training, putting plays a vital
role in the golf game, and although the fnal game score is
determined by the total number of strokes in 18 holes,
putting accounts for more than 65% of the total number of
strokes, and putting has a great infuence on the player’s
performance in playing golf. Master the standard of your
putter by observing the angle of the ball. Terefore, we
should pay more attention to the training of putting tech-
nique.Te golf putting technique is to lead, hit, and send the
ball. Te action is focused on the shoulder turn of the
backswing, the release of the ball after a stable hit, and the
body as the central axis of the shoulder turn to power the
ball. Core strength training is a professional training aimed
at fxing muscle groups. Its main function is to improve the
core stability. Te purpose is to control the posture and
center of gravity of the body stably during the movement, so
that the strength of the body and limbs can be transferred to
the ends of the limbs with maximum efciency. At the same

time, it also has the power generation function. It can
transfer the strength and control the center of gravity during
the movement, so that the golfer can maintain body balance
during high-speed movement.

6. Conclusion

Te virtual golf grand simulation system is an application
of virtual reality technology in sports training. It uses
virtual reality technology to move the golf course indoors
so that golf enthusiasts can break through the limitations
of golf by space, time, and environment and get a realistic
golf experience indoors. Te design of the server-side
system mainly includes the design of multi-threading, the
design of data packets, the design of data protocols, and
the distribution and management of interactive simula-
tion data, while the design of the client-side network
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Figure 5: Normal distribution test chart of pre-test and post-test scores.

Table 4: Comparison of putter accuracy parameters between the
experimental class and the control class after the experiment.

Test items Experimental
class

Control
class T P

Acceptance of
action 83.6 73.63 90.67 71.87

Fluency 64.81 83.02 61.77 77.97
Cognitive anxiety 92.48 91.1 86.84 82.67
Somatic anxiety 69.81 74.58 70.08 64.19
State of confdence 97.95 71.22 80.55 71.97
Putt hole (big hole) 60.01 79.66 79.52 90.77
Putt hole (small
hole) 97.16 88.61 92.18 62.14
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communication module mainly includes the design of
multi-threading, the coordination and management of
local interactive simulation data, and the real-time
sending and receiving of interactive simulation data. Te
functional requirements of the golf trainer software are
completed. According to the system requirements, this
thesis completes the training of golf swing function and
golf putting function. Trough the treatment of hitting
speed, distance, hitting angle, and trajectory, the golf
swing strength training and the standardization of swing
action are completed. Trough the processing of putt
speed, distance, and putt angle, complete the golf putt
strength and putt angle training. In the three-dimen-
sional scene of the putter, the putter data are collected
through the serial port, including the speed of the putter,
the declination angle, and so on. After the overall
debugging, analysis, and actual operating results of the
system, the requirements of the system functions are met.
It improves the level of the athlete’s mind while im-
proving the performance of sports behavior. When there
is windy weather, athletes do not need to pay too much
attention to the changes brought about by the weather,
which afects the state of mind and afects sports per-
formance, and athletes should always adjust their at-
tention to the changes in the external environment so as
not to judge or react, but to focus on the current putting
behavior.
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%e global community is now coping with such a significant issue as the Covid-19 virus, public gatherings are experiencing certain
restrictions in order to stop the virus from spreading further. %e issue takes on a bigger significance during religious pilgrimages
such as the Hajj and the Umrah, when tens of thousands, if not hundreds of thousands, of people gather in holy cities to participate
in religious rituals. During such a time period, it is quite difficult to single out an infected person from among the big crowd that is
there. %e current screening approach only includes a single element of identity, which means that there is a possibility that the
screening process may fail because there will not be enough identification. %e use of thermal imaging provides a higher level of
accuracy when compared to more conventional ways of testing for viral infections in the detection of these symptoms in crowded
locations. %e primary method that is utilised to determine whether or not a person is infected with the virus is an image
processing algorithm that is built inMATLAB.%e first step in the process of acquiring an image is to divide the video that is being
captured into individual frames. Following this step, the frames that have been focussed are processed in a number of ways. %e
temperature of a person’s body may be estimated by taking a thermal image and then using the RGB separation feature on it. In
order to categorise and sort the data, the k-means approach was used as part of the segmentation operation. In addition to
eliminating the skin frequency, it also gets rid of the background noise, which often has a higher frequency than the skin
frequency.%e Viola–Jones technique, which may be used to identify the person’s breathing rate, can be used to locate the end of a
person’s nose, specifically the tip of the nose. %e Cascaded Adaboost Classifier is an option that may be used to finish the
classification process after the operation has been completed. %e suggested method has an accuracy rate of 89.23 percent and a
simulation period of around 60 seconds, which guarantees the safety of huge groups of people’s public health.

1. Introduction

It is necessary to shorten the duration of the blockchain in
order to increase the pace at which the pandemic sickness is
spread [1]. According to the Globe Health Organization,
fever is one of the most prominent symptoms of the
coronavirus and has been seen in a variety of places
throughout the world to interrupt the cycle of transmission
of the virus. Individuals are screened with the use of infrared
thermography in a number of contexts, including airports,
railway stations, and other public venues [2, 3]. Infrared
thermography is one of the most efficient methods available
for identifying fever symptoms in passengers. Despite the
fact that IRT is a very powerful method, it is not going to be
enough in all circumstances. %e IRT technique could not

provide accurate results when used to patients who were on
antipyretic medication [3]. %e results of the IRT-based
screening technique indicate that there are problems in the
detection process [4]. %e findings vary from 35 percent to
66 percent, which indicates that there is a significant range. It
is strongly recommended that employees be checked uti-
lising a wide range of symptoms in order to minimise this
drawback. As a result of changes in the respiratory system,
COVID-19 causes multiple changes in vital signs, the most
notable of which are a slowing of the heart rate and a raising
of the temperature of the body. A thermal surveillance
camera is employed internally to check for the existence of
these important signs [5].

Figure 1 demonstrates the process of contactless
screening that will be used for the proposed task. During the
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screening process, the RGB thermal camera observes the
variation in the quantity of light that is being emitted by the
subject in order to calculate the amount of blood pulse [6].
%e light absorption factor in the recommended task, which
was assessed using the model derived from the Covid-19
patient, was responsible for the various changes that can be
seen in the employee’s face, which can be seen in the photo
that was taken, which includes the employee’s facial region.
[7]%e inquiry that has been proposed requires that there be
no human subjects or participants involved in order to
identify a number of symptoms that are associated with the
virus. Utilizing the RGB channel of the image input, the
work that has been finished mostly concentrated on dis-
tinguishing between the blood pulse and the breathing rate
[8].

When looking at ways to reduce death rates over the long
term, placing a greater emphasis on early therapies may
prove to be beneficial. Patients who are in critical condition
are obliged to make use of ventilators and to be admitted to
an intensive care unit (ICU) as soon as possible [9]. Since
COVID-19 patients often arrive to the hospital after the
illness is already in a more advanced state, medical pro-
fessionals are frequently unable to provide an accurate
prognosis for these patients at the time of their admission. It
is possible that the progression of COVID-19 will occa-
sionally take unexpected turns. One example of this is when
the health of a patient who appeared to be in stable condition
suddenly deteriorates to a critical stage. %is is something
that can take even the most experienced physicians by
surprise. Artificial Intelligence (AI) models have the po-
tential to be effective tools in improving clinical prediction
because they are capable of finding complex patterns in large
datasets, which is a feature that the human brain is not
capable of achieving on its own. %is is one of the reasons
why AI models have the potential to be effective tools in
improving clinical prediction. In the battle against COVID-
19, technologies using artificial intelligence have been ap-
plied on a variety of scales, ranging from epidemiological
modelling to personalised diagnosis and prognostic

prediction [10]. %ese applications of artificial intelligence
include: Even though a number of different COVID-19
prognostic models have been developed, no exhaustive study
has been carried out to analyse and compare the prognostic
prediction capacity of noninvasive and invasive factors in
the COVID-19 patient group.

In order for the researcher to accomplish these three
goals, the first step is to collect routine clinical data from
patients on the first day of their admission. %e second step
is to determine whether noninvasive patient characteristics
can predict the COVID-19 mortality outcome. Finally, the
third step is to conduct a direct comparison of the mortality
prediction powers of noninvasive and invasive patient
characteristics [11]. In the first instance of the aforemen-
tioned feature groups, noninvasive demographic and clinical
factors were separated from invasive laboratory tests in order
to facilitate an effective analysis of patient data. %is was
done because invasive laboratory tests required a greater
level of physical access. According to the findings of many
studies, the vast majority of COVID-19 patients had their
first exacerbation episode between 24 and 48 hours after
being admitted to the hospital [12].

A signal extraction method may be constructed from the
RGB image that was used as input, which is what was used to
accomplish the task of extracting the blood pulse rate. %is
method was employed. In order to investigate the respiration
rate, we are decreasing the SNR value. In order to do this, we
are relying on the signal quality index. An Excel sheet is used
to compile the employee’s medical history, after which it
may be uploaded to a more comprehensive government
database [13]. During the testing method, which takes place
inside the company, there are a total of 20 people taking part:
ten healthy volunteers and ten ill ones.

As the pandemic disease has become more widespread,
several different approaches have been devised to combat it.
Goldberg and colleagues came up with a novel approach to
evaluating the levels of blood saturation by making use of a
digital camera [14]. In addition to identifying position, this
camera can also pick up on a person’s temperature. %e
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Figure 1: Contactless vital sign measurement systems for symptoms screening.
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image processing technique that was used in the suggested
research, which was based on their initial hourglass network,
is an essential component [15, 16]. %ey referred to it as the
“Rapid Response Analysis Method,” and Poh Ming and his
colleagues came up with it. %is method was developed to
determine the rate of breathing and other vital sign readings
while simultaneously recording video with RGB and using
changes in the color of the skin. Martinez et al. [17]
quantified the movement of the chest by using the red Dot
Matrix while conducting a mobility experiment. In this
particular instance, infrared imaging will be used so that the
human posture estimation may be determined. It is possible
to assess the radiation pattern of an object using thermal
imaging technology if the person’s body temperature is
greater than zero degrees Celsius. Xiao, Xuan, and colleagues
have developed a camera-equipped smartphone that can
determine a person’s respiration rate by tracking the
movement of their chest and abdomen [18]. When doing
this activity, the median number of errors often falls below 2
percent. Basu and colleagues developed a technique to
identify changes in the rates of respiration across individuals
by using thermal imaging that was based on infrared
thermography [19]. He was also responsible for determining
the heart rate by applying the method of continuous
monitoring of the pulse. According to the results of a
number of different survey investigations, it is possible to
determine a person’s heart rate by observing the blood
circulation of that individual. On the other hand, a great
number of investigations have shown that filters are applied
to remove inaccuracies in the measurement of heart rate.
Yan et al. made advantage of this circumstance in order to
calculate a person’s heart rate using a video of a red, green,
and blue facial picture that was lighted by sunlight [13]. To
analyse a person’s heart rate using monochrome and in-
frared cameras, Gupta et al. developed a multi-model
technique, which they reported in Science [12]. %is ap-
proach was similar to the one described above. According to
[16], the outputs of the experiment have a reasonable ac-
curacy range when the procedure of guiding it is being
carried out. %e comprehensive research was conducted
under natural conditions, and it was found that an infrared
sensor could be utilised to monitor the subject’s heart rate as
well as their breathing rate [20]. Utilizing a dual imaging
approach allows for the estimation of the blood oxygen
saturation rate. It is not possible to identify the current
pandemic illness based only on a single sign measurement
[19]. %is is due to the reasons discussed above, as well as the
fact that multiple thermal screening methods are currently
in use. As a result, it is of the utmost importance to devise a
screening strategy that incorporates a number of distinct
readings for the vital signs. In the event that an employee in
the firm contracts the disease, the suggested course of action
would be to bring the individual’s health information that is
stored in the organisation up to date.

A timely and accurate diagnosis of COVID-19 is possible
because to effective screening for SARS-CoV-2, which also
helps to reduce the load on healthcare delivery systems. %e
likelihood of infection may now be predicted using models
that take into account a number of different factors

simultaneously. %ese are intended to provide assistance to
medical personnel all over the globe in the process of tri-
aging patients, which is particularly important given the
limited resources available in the healthcare sector. We
developed a method based on machine learning that was
taught using data from 51,831 people who were assessed (of
whom 4769 were confirmed to have COVID-19). %e results
from the next week were included in the sample set to be
examined (47,401 tested individuals of whom 3624 were
confirmed to have COVID-19). Our model was able to
accurately predict the outcomes of the COVID-19 test by
utilising just eight binary characteristics, which were gender,
age under 60 years, known contact with an infected person,
the presence of five early clinical signs, and known exposure
to the virus. Overall, we constructed a model that identifies
instances of COVID-19 by using simple indicators that can
be accessible by asking fundamental questions. %is model
was based on the countrywide data that was publicly dis-
closed by the Israeli Ministry of Health. When there are
limited resources available for testing, our methodology may
be utilised as one of the factors in the decision-making
process to prioritise testing for COVID-19.

2. Materials and Methods

In accordance with the process that had been detailed before,
a 10-fold cross-validation was carried out in order to train
and tune the model using different examples from the
training set [17]. %ese curves were produced using an al-
gorithm that was not dependent in any way on the technique
selecting criteria that were used in the building of the al-
gorithm. When it comes to making accurate predictions, the
performance of the noninvasive model seems to be on par
with that of the joint model. %ere were determined to be no
statistically significant differences between the two models
after a further in-depth statistical investigation [18] dis-
covered that there were. To determine whether or not there
were statistically significant variations in the performance of
the models and to test the resilience of the data [21] con-
cerning sample sizes, a hold-out cross-validation with a
percentage of 10 percent was carried out for a total of 20
iterations. %is was carried out. [Cross-validation] At the
end of each iteration, ten percent of the data was chosen at
random and included into the process of training the model
and evaluating the remaining data. %e findings demon-
strated that the models were insensitive to changes in the
sample size, and they also revealed that there was no sta-
tistically significant difference between the invasive and
noninvasive models [22]. Conclusions: test accuracy ratings
for models that had joint, noninvasive, and invasive com-
ponents were, respectively, 0.80 0.03, 0.77 0.04, and 0.75 0.4,
with the joint model having the greatest accuracy out of the
three types of models.

Infrared thermal imaging is used in conjunction with an
RGB image combination to facilitate the monitoring of a
subject’s heart rate, respiration rate, and body temperature.
Matlab software must be used in order to carry out image
processing procedures, and the organization’s server must be
kept current and up to date with regard to the health-related
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database. Both of these requirements must be satisfied. %e
thermal imaging camera model FLIR C2 is now being
evaluated for potential use in the next research project. It has
a temperature range of −14 to 302 degrees Fahrenheit and an
infrared resolution of 80× 60 (4800). In addition, it is able to
function in this temperature range. %e memory capacity of
the camera in question is something in the neighbourhood
of five hundred images at a bare minimum. %e pixel res-
olution of the digital camera ranges from 640× 480 all the
way up to 960×1280, and the pace at which it can capture
video is around 15 frames per second (640× 480).

2.1. Face Detection and Breathing Rate Calculation.
Because the breathing rate is calculated based on the facial
region, it is vital to determine the area around the face. %e
RGB thermal camera is used to make the determination of
the age of the worker. %ere are flicker cameras on the
market that make use of infrared thermography to deter-
mine a person’s body temperature, as well as their heart rate
and breathing rate. %e RGB camera was used to record the
changes in haemoglobin that occurred in the facial region
when blood vessels were subjected to light absorption, and
the results of this experiment were acquired by the camera.
During inhalation and exhalation, respectively, the flickering
camera is used to determine the variation in temperature
that occurs in the nasal region. After the image had been
processed, the Viola–Jones method was applied to it in order
to isolate the facial area from the rest of the picture. K-means
segmentation is used in order to complete the task of seg-
menting the region around the nose. An rise in a person’s
fever, abnormalities in their breathing rate, and irregularities
in their heart rate are all signs that a person is sick, and these
symptoms may be used to identify infected people. %e
research that has been conducted shows that there is a clear
divide between those working in the industry who are
healthy and those who are afflicted with sickness. Following
the implementation of the Viola–Jones technique, the face
detection procedure is carried out in the phases that are
listed as follows.

Step 1. %e attributes of the bigger window size are gathered
as a sliding phase in the process, while the smaller window
size is gathered as a subwindow.

By moving the sliding window in both the vertical and
horizontal orientations in both directions, it is possible to
compare the line and edge properties of the photo that was
entered by the user.

When the sliding window has reached its maximum
position in step three, the corresponding subwindowmay be
deleted.

Figure 2 depicts the technique that has been discussed.
In Figure 2, the Haar, edge, and line characteristics of the

input pictures are represented by the letters F1, F2, and F3.
Calculating the respiration rate begins with the collection of
data from the input picture via the use of the K-means
segmentation technique. It is possible to compute the breath
rate by comparing changes in the RGB area between two
frames and the nasal region segregated using the K-means

algorithm. %e following is the equation that was used to
estimate the rate of breathing. %ermal image segmentation
may be used to separate the parts of the nose and mouth that
are visible. When the sampled thermal image u is trans-
formed into a two-dimensional magnitude map of thermal-
gradient u by the boundary detection technique, the
breathing area will be divided into two halves. %e breathing
region will be divided by the boundary detection method.

heΦ(x, y) �

���������������������
zu(x, y)

zx
􏼠 􏼡 +

zu(x, y)

zy
􏼠 􏼡

􏽳

, (1)

x and y parameters represent the coordinates of the x-y plane
in the image matrix. %e heat exchange during inhalation
and exhalation determines the proposed breathing pattern of
the victim. Consecutive frames are selected, and the average
value of the spatial thermal distribution calculated for each
frame.

v(t) � 􏽚
Tmin

0
S(t)dt ≈ 􏽘

t

i

􏽘

t

j

Tδ(t) − ûij(t), (2)

where v(t) determines the thermal value of the nose region
in the cross-sectional view whereas the temperature T, ûij

represents the temperature with the absolute value in the
tracked area, and Tδ indicates the upper boundary level to
the inner volume of the segmented thermal image that is
above the temporal moving value (n� 2) in the spatial
domain. %e spatial temperature represents the global
thermal changes within the image. If the K-means algorithm
loses the nose region’s data, Tδ will element the present
frame and move on to the next frame with the bounding box
region.

2.2. Image Processing Techniques to Detect Vital Signs.
Figure 3 depicts the method used by the Viola–Jones ap-
proach to recognize a facial picture in a photograph. It is the
Viola–Jones algorithm that is used to recognize faces in
images. %e letter k indicates that segmentation was per-
formed in order to separate the tip of the nose. In order to
retrieve the single feature of the picture, the pixel value of the
nose area is computed and used. %e respiration rate may be
calculated using the pixel attributes of each frame, which can
be found in a calculator. A Fast Fourier transform is used to a
respiratory signal in order to determine the rate at which the
person is breathing. Using the total number of pixels (px) in
the segmented picture and the original image (py), the
segmentation procedure is evaluated for its proximity to the
original image.

F(x) = a1f1 (x) + a2f2 (x) + a3f3 (x) ......

F1 F2 F3

Reject Sub-window

Sub- Window ....

Figure 2: Viola–Jones algorithm.
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Input ImageClosed Percentage �
A1
A2
∗ 100. (3)

During the inhaling and exhalation processes, the color
of the tip of the nasal area changes from red to blue to green.
Changing the RGB region will result in corresponding
changes in the pixel area. %e Viola–Jones method is used to
recognize the face area in a thermal picture captured with a
thermal camera.

Figure 4 shows the nose area being segmented using the
K-means segmentation method, which is achieved by the
fusion of RGB and thermal imaging images. %e respiration
signals are retrieved from the identified locations with the
use of pixels included within the pictures, which are used to
extract the signals. %e following equation may be used to
calculate the mean temperature and the height of the seg-
mented area.

xmean(t) �
1

mn
􏽘

m�1

x�0
􏽘

n�1

y�0
I(x, y, t) � I(x, y, t). (4)

%e respiration signals are included in the functions
xmean(t) and xmin(t). With respect to the segmented image,
I (x, y, t) represent the pixel range in terms of temperature
with the image coordinates of (x, y) in the segmented image
and time t, m indicates the extracted signals, which are:
xmean nose(t), xmin nose(t), xmean (t), and xmin nose(t)
(t). Respiration signals are selected based on their temper-
ature traces in the three different channels of the input
picture, which are split into three groups. %e frequency of
the input image’s respiration is the most important element
in determining the rate at which it is breathing.

2.3. RGB Processing for HR Estimation Using Tapered
Window. To detect the Region of Interest facial a general
window function is used which is nothing but a Tapered
window (Figure 4(b)). %e edge area is impacted by the
latency caused by the face tracker in the facial Region of
Interest, which is visible in the edge region. Instead, the
center of the Region of Interest may be used to create steady
tracking of the face skin, which is more accurate. To reduce
the amount of noise lifted by the face tracking, we obtained a
tapered window to a weighted Region of Interest and applied
it to the facial tracking data.

% taper(i) � i � 0, 1, 2, . . . m − 1i � n − m, . . . .n otherwise{ }.

(5)

By using the divergence between absorption of RGB and
signal, the purpose of signal reconstruction is to determine
the identity of a reconstruction vector V � r, g, and b in
order to recover the signal from the heartbeat using the
absorption of RGB and signal. It is necessary to employ three
RGB channels in order to optimize a linear function for
enhancing the SNR value while reconstructing a BVP signal.
%e pulse reflection strength, according to earlier study, is
referred to as the link in G>B>R, which categorizes the
RGB channels based on their intensity levels. With the help
of this link, the reconstruction of the signal may be rep-
resented as follows:

y(t) � VrXr(t) + VgXg(t) + VbXb(t). (6)

Vector reconstruction is represented by the variables
vr, vg and vb. Unlike this strategy, which is based on the
Softsig method, we enhance the process of identifying the

collected
health

database

Training and
testing collected

data using
multisvm

Finding
RespirationRate

K-means,
multiple signal
classification

algorithm

RGB seperation

Finding Body
temperature

Employees entering

ID card
checking

Thermal
camera

database

Image processing

Finding
Heart Rate

tapered
window,softsig

algorithm 

Figure 3: Block diagram of the proposed work.
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procedure for vector V. We picked V in order to increase the
kurtosis of the spectra in the Heart Rate range of
[0.87–4.97Hz] in order to get a better signal of the heartbeat.
Finally, the MUSIC system was established in order to in-
terpret Heart Rate and Respiration Rate data in a short
period of time. A high-resolution frequency estimate of
Heart Rate and Respiration Rate is possible with this ap-
proach, which allows for a better comprehension of the
frequency.%e current technique for monitoring respiration
using an IRT is based on the temperature change of the nasal
passages.

3. Results and Discussion

As previously stated, the primary frequency noise compo-
nent is included in a raw trace color of RGB and is dis-
tinguishable by their spectra, as the pulse oximeter gives
1.83Hz during the measurement of Heart Rate, which is
considered the ground truth. By using the suggested ap-
proach, it is possible to detect an evident peak in the
component of Heart Rate frequencies shown in Figure 5.%e
benefits of having a planned Heart Rate evaluation are
shown in this example.

For example, as shown in Figure 6, the raw green trace,
which utilizes FFT and just one green channel, is compared
to the suggested technique for evaluating signal recon-
struction and the tapered window, which is shown by the
dotted line in Figure 5. If you have an RGB camera and want
to monitor the heart rate of a person, you may use the same
fundamental method as the green trace. A pulse oximeter
and an electrocardiogram are used to assess the heart rate of
the patient. %e heart rates of 128 pairs of individuals were
measured four times 15 seconds apart next to healthy control
participants. %e subjects comprised 41 patients with flulike
symptoms and 22 healthy control subjects in the study, for a
total of 128 pairs of subjects.

Figure 5(a) depicts the green trace process of the scatter
plot, with the Pearson correlation coefficient (R) at the time
of analysis being 0.48 (green trace process). %e proposed
Bland–Altman strategy, shown in Figure 5(b), makes use of a
variety of approaches, including signal reconstruction,
Music, and tapered window techniques, among others. %e
95 percent limits of agreement vary from −10.7 to 12.9 bpm
(standard deviation� 5.89), with a root mean square error of
5.97.%e 95 percent limits of agreement range from −10.7 to
12.9 bpm (standard deviation� 5.89). %ere is a mean of
−10.7 between the 95 percent bounds of agreement. %is
method’s scatter plot is shown in Figure 7(d); the Pearson
correlation coefficient for this specific technique was 0.91,
which indicates that it is very effective. %e experimental
findings reveal that the proposed strategy has the potential to
lower the 95 percent limits of agreement from [23.9, 33.8]
bpm to [10.7, 12.9] bpm, which is a statistically significant
decrease. As a result of the clinic environment serving as a
mimic of a real-world scenario, patients suffering from
flulike disease (red circle) fared far better than the general
population.

It was in December of the year 2019 that this pandemic
crisis started in China, and it has since spread around the
world. By the end of March 2020, this virus would have
infected more than 110 countries all over the globe,
according to estimates. Coughing, high fever, and irreg-
ularities in the body’s physiology are among of the most
visible signs of the dress pandemic illness, which has spread
over the world. By using new technologies, the proposed
research was able to enhance the multiscreening of the
infection’s vital signs. It is designed for use mainly in the
screening of interpretive signs using a contactless tech-
nique, which is the primary application of the proposed
technology. During this endeavor, data from both healthy
and sick people will be collected and trained. %ere is a
prototype model proposed in this study that is more
compatible and accurate than the present model.

exhalation

inhalation

breathing 
record

breathing 
record

(a)

(b)

RR rate

Time
(c)

Figure 4: Block diagram of signal processing for respiration rate (RR) estimation. (a) Segmented Region. (b) Time-series extracted from
RGB signal. (c) Power spectrum.
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Techniques such as the tapered window method, k-means
segmentation, and support vector machine classification
are among those used in the suggested investigation. %e
Viola–Jones method takes as input a thermal image and
extracts a face area from the face region using the face
region as input. [10.12, 12.32] beats per minute, [2.123,
3.86] beats per minute, and temperature: [0.687, 2.84]
degrees Celsius, the suggested study reveals the similarity

between the heart rate of the infected individual and the
reference device [23]. Using the suggested study, it will be
possible to show the similarity between the heart rate of the
infected individual and the reference device. %e stability
and reliability of our framework in terms of its ability to
provide vital signs has been greatly enhanced.

%e classifier predicts the output class as an infected or
healthy person and writes up in the XL sheet as shown in
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Figure 5: (a) Classifier training region. (b) Classifier tested region.
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Figure 7. %e predicted class gives the binary range where 0
as a healthy person and 1 as an infected person.

Table 1 represents the Performance metrics calculated
from the predicted class which decides the accuracy range of
the classification process.

As shown in Figure 8, the confusion matrix depicts the
training accuracy of the gathered characteristics. %e
planned job will be submitted to a screening process that will
include the affected individual inside the business as well as
personnel in familiar locations.

4. Conclusion

%e global community has been put in the position of
dealing with a myriad of problems ever since the COVID-19
made its debut not too long ago. Keeping the propagation of
viruses under control in crowded surroundings is one of the
challenges that presents one of the greatest opportunities for
frustration and failure. By monitoring a variety of

measurements of the patients’ vital signs, the researcher in
this study aimed to identify individuals who were infected.
Using real-time measurements, a brand-new system has
been constructed, and it has the capacity to evaluate a huge
number of essential sizes in real time. Real-time measure-
ments have been used. A wide range of sign measures that
are based on thermal imaging need the use of thermal image
processing methods, and it is necessary to have these
techniques available. %e k-means methodology, which was
used throughout the whole of the segmentation process, was
utilised in order to segment the data. Particularly in this
study, techniques of image processing were employed to
amplify the minute temperature variations generated by
facial-skin blood flow.%e heart rate was computed based on
the amplified temperature signal that was applied, and the
results were presented in this work. %e Viola–Jones tech-
nique is used in order to identify the tip of the nose, which is
then utilised in the subsequent calculation of the individual’s
breathing rate based on the tip of the nose. At the end of the
procedure, the Cascaded Adaboost Classifier is used to
complete the classification process that was started earlier in
the procedure. %e findings are recorded in a database sheet
that is maintained on a consistent basis and include in-
formation on the health of the staff members. %e accuracy
rate of categorization reveals that 82.25 percent of the
classifications are accurate, while only 81.05 percent of the
classifications are inaccurate. %is ensures that the virus will
be contained in public meetings.%e results of the sensitivity
and specificity tests show that the goals have been met with
an accuracy of 82.25 and 81.05 percent, respectively.
According to the most recent findings of research, it may be
possible for it to limit the spread of the virus by interfering
with the chain-breaking mechanism when the virus is in the
reproduction phase. %e implementation of artificial intel-
ligence (AI)-based contactless screening has proven to be an
efficient method for preventing the spread of viruses in
public gatherings and assisting various governments in their
efforts to manage crowds. Another goal of this method is to
aid in the management of crowds.
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%e data that support the findings of this study are available
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Many technical improvements have recently beenmade in the �eld of road safety, as accidents have been increasing at an alarming
rate, and one of the major causes of such accidents is a driver’s lack of attention. To lower the incidence of accidents and keep safe,
technological innovations should be made. One way to accomplish this is with IoT-based lane detection systems, which function
by recognizing the lane borders on the road and then prompting the turning of the road. Because of the various road conditions
that one can encounter when driving, lane detection is a di�cult problem. An image processing-based method for lane detection
has been proposed in this paper. In this regard, each frame from the video is extracted and image processing techniques are applied
for the detection of lanes. �e frame which is extracted from the video is then subjected to a Gaussian �lter for the removal of
noise. Subsequently, color masking has been used to process the frame to detect only the road lanes, whose edges are obtained by
applying the canny edge detection algorithm. Afterward, the Hough transform has been applied to the region of interest to
extrapolate the lines. Finally, the path is plotted along the lines, and turns are predicted by using the concept of vanishing points.

1. Introduction

In today’s world, numerous technical advancements are
coming in the �eld of the automobile industry, and ev-
erything is getting automated. One of the examples is self-
driving cars (cars that can navigate without drivers). One of
the ways to achieve the same is to interface the IoT-based
road lane detection system with the cars, which works by
recognizing the lane borders or boundaries on the road and
helps the car to navigate and guides it to take turns.

Many systems, such as lane departure warning, adaptive
cruise control, lane change aid, turn to assist, time to lane
change, and fully autonomous driving systems, have been
actively researching IoT and vision-based road lane

recognition. Although specialized systems for recognizing
speci�c road types have made great progress, little work has
been achieved in presenting a general method to detect a
range of road conditions. In straight and curved, white and
yellow, single and double, solid and broken, and pavement
or highway lane limits, an e�ective lane identi�cation system
will navigate autonomously or aid drivers. Intelligent ve-
hicles and smart infrastructure work together in intelligent
transportation systems to create a safer environment and
better tra�c conditions. Lane detection is a critical com-
ponent of intelligent vehicle systems. As a result, we want to
demonstrate a reliable road lane marker detecting system.

However, a more compelling incentive to develop in-
telligent vehicles is to increase safety by automating or
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partially automating driving responsibilities. Among these
functions, road detection is critical in driving assistance
systems that offer data on the lane structure and the vehicle
position relative to the lane. %e most compelling reason to
equip vehicles with autonomous capabilities is to meet safety
requirements. As a result, a system that alerts the driver
about the danger has the potential to save a significant
number of lives. Computer vision, which has become a
powerful tool for perceiving the surroundings and has been
widely used in many applications by intelligent trans-
portation systems, is one of the primary technologies in-
volved in these (ITS). Lane detection is often described as the
localization of certain primitives such as road markings on
the surface of painted roads in several proposed systems.
%is restriction simplifies the detection process; nonetheless,
two conditions can obstruct it: the presence of other vehicles
in the same lane that partially obscure the road markings
ahead of the vehicle as well as the existence of shadows cast
by trees, buildings, and other structures. %is study proposes
a vision-based method for detecting and tracking structured
road boundaries with a slight curvature in real-time even in
the presence of shadows.

Lane borders can be identified in real-time by using a
camera fixed on the front of the vehicle, which captures the
view of the road. In this study, we will use a prerecorded
video of the road as an input, extract all of the frames as a set
of images, and then extract the characteristics from each of
those images, which will be used to detect lanes and predict
turns.

%is system will not depend much on external factors. It
only needs a clear picture of the road. %is system is not
justmeant for self-driving cars; we can even implement it in
normal cars which will give a warning to the driver when he
crosses the line on a highway because of drowsiness or some
other reasons. It will also help the driver to automatically
turn on the indicator if he wishes to cross the line.%emajor
objective of the proposed work is to extract frames from a
video and apply image processing techniques to detect the
lanes. Join all the lanes and form two lines at the boundaries
of the path. Plot the path between the lanes. Predict the turn-
based on the length of the boundary lines. Display the
turnover of the image. Display the possibility of overtaking
based on the type of road lane. Contributions of the pro-
posed work is to develop and implement a road lane de-
tection algorithm using the basic image processing
techniques and plot a path between the road lanes in which
an autonomous vehicle has to move by predicting the turn
direction and also predict the possibility of overtaking based
on the type of road lane.

%e major contributions of the proposed work are as
follows: (i) Conventional image processing techniques such
as edge detection, Hough transform, and line extrapolation
to detect the road lanes are very accurate and easily
implementable than machine learning methods and also
comparatively faster; (ii) we proved an IoTand vision-based
approach capable of reaching a real-time performance in the
detection and tracking of structured road boundaries with a
slight curvature, which is robust enough in the presence of

shadow conditions; and (iii) proved machine learning as
high error-susceptible than in our work.

%e remaining sections are as follows: Section 2 de-
scribed the literature survey of the exciting work; Section 3
describes the proposed methodology in detail; Section 4
mentioned the result and comparison table; and Section 5
concludes the proposed work with future scope.

2. Related Work

Vehicle wrecks continue to be the largest source of death and
injury around the globe, costing the lives of tens of thou-
sands of people each year and hurting millions more. %e
majority of these transportation-related deaths and injuries
happen on America’s roadways. As autonomous cars are
ready to fill up the roads, the chances of the crash rate will
increase more, which is a most concerning issue. %is paper
proposes a vision-based solution to real-time recognition
and tracking of structured road boundaries with small
curvature that is strong enough in the face of shadow
situations.

In complicated driving settings, a robust lane recogni-
tion model based on vertical spatial features and contextual
driving information is proposed [1–4]. Two developed
blocks such as the feature merging block [5] and the in-
formation exchange block illustrate a more effective utili-
zation of contextual information and vertical spatial
features, allowing detection of more unclear and occluded
lane lines. Hough transform applied to detect lane markers
after picture noise filtering devised utilizing an image
processing computer language platform is another efficient
way [6]. Using a pair of hyperbolas that are fit to the
boundaries of the lane and extracted using the Hough
transform, a vision-based lane identification strategy capable
of approaching real-time operation with robustness to il-
lumination change and shadows [7] is also described. Two
approaches to recognizing automobiles on the road are
appearance-based and feature-based [8–10]. Optical flow,
backdrop subtraction, and frame subtraction are the most
often utilized methods for vehicle detection [11]. Back-
ground subtraction is the most well-known and widely
utilized approach today [9]. Furthermore, tail light pairs can
be used for night-time vehicle detection [11]. Other methods
for recognizing automobiles on the road include texture
descriptors [10], Haar filters [12], and others. A deep ar-
chitecture [13] that can run in real-time while giving ac-
curate semantic segmentation also exists. Our architecture is
built around a new layer that employs residual connections
and factorized convolutions. In addition, a multitask deep
convolutional network [14] recognizes both the presence of
the target and its geometric features with the region of
interest. For structured visual identification, a recurrent
neural layer [15] is used to deal with the spatial distribution
of observable cues relating to an object whose shape or
structure is difficult to characterize directly. Machine
learning is not flawless despite its many benefits and
widespread appeal. Data acquisition, time and resources,
and result interpretation are some of the factors, whichmake
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machine learning high error-susceptible. In the modern era,
IoT is proposed for the traffic system. Several sensors are
integrated using a microcontroller for a smart traffic system
in an emergency [16–20].

To solve this problem, we intend to use predictable image
processing techniques such as edge detection, Hough
transforms, and line extrapolation to detect the road lanes,
which is very accurate and easily implementable than other
methods, and also comparatively faster. %e most important
point is that the above-mentioned techniques only detect the
lanes but the latter also predicts the turns by extrapolating
the lanes.

3. Material and Methods

3.1.Dataset. %e source of image frames given to the system
is data collected from the camera located between the front
windscreen and the rear-view mirror. %e taken image
frames can be separated into foreground and background
fields when the camera lens is parallel to the ground. By
selecting an adequate ROI, you may reduce not just the
search area in photos but also the interference from un-
wanted items. We have so far relied on datasets that were
freely available on the Internet. https://www.kaggle.com/
soumya044/advanced-lane-detection.

3.2. Methods. %e four main core methods used for this
work are as follows: First is color masking; second is edge
detection; the third is region of interest selection; and the
fourth method is Hough line transform extrapolation.

Different methods modalities are found useful for the
task of road lane detection, each having its pros and cons.
%is section elucidates a simple yet effective strategy for
doing so, explains the major characteristics and usual ap-
plications, and breaks down the road lane detection task into
functional modules, enumerating the approach to each
module’s implementation.

3.2.1. Proposed Work. To implement the proposed method,
MATLAB’s Image Processing Tool has been used, and the
block diagram of is shown in Figure 1. To detect the lanes
and extract the features of the lanes in every frame of the
video, we use color masking, edge detection, ROC selection,
Hough transform selection, and other techniques.

%e frame read from the video is subjected to a Gaussian
filter to remove the noise. %en it is masked with yellow and
white colors to detect the road lanes properly.%en the edges
of the lanes are obtained from the masked images by ap-
plying the canny edge detection technique. %en the region
of interest, i.e., road lanes will be selected and then the
Hough transform will be applied to extrapolate the lines.
Finally, the path will be plotted along the lines and turns will
be predicted by observing the vanishing points from the
extrapolated lines.

If the right vanishing point is greater than the left
vanishing point, then the system will predict that there is
a right turn ahead and vice versa. %e source of image
frames given to the system is data collected from the

camera located between the front windscreen and the
rear-view mirror. %e taken image frames can be sepa-
rated into foreground and background fields when the
camera lens is parallel to the ground. By selecting an
adequate ROI, you may reduce not just the search area in
photos but also the interference from unwanted items. As
of now, we have used the datasets which were available
online. We have surfed and searched for the dataset
videos which would perfectly match the appropriate
application which we are thinking of.

%e four main core concepts that we intend to use in
this method are color masking, edge detection, region of
interest (ROI) selection, and Hough line transform
extrapolation.

3.2.2. Gaussian Filter. A linear filter is a Gaussian filter. It is
frequently used to blur or minimize the noise in an image.
For “unsharp masking,” two of them are employed and
subtracted (edge detection). %e Gaussian filter blurs edges
and reduces contrast by itself. Figure 2shows the frame of the
image after the application of the Gaussian filter to Figure 3.

%e Gaussian filter function is defined as

G(x, y) �
1

2πσ2
e

− x2+y2/2σ2
. (1)

%e amount of filtering is inversely proportional to the
sigma (variance) value. More frequencies are muted when
sigma is less, and vice versa. %e coordinates of the pixel are
denoted by x and y.

Plot path and direction over
the image

Turn prediction

Hough transform
Extrapolate lines

Region of interest
selection

Edge detection color
Masking

Gaussian Filter

Video

Extract frames

Figure 1: Block diagram.
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3.2.3. Color Masking. Color masking is the conversion of a
particular color pixel in an image or relative color pixels of
an image into white and other colors into black by altering
the pixel values, as shown in Figure 4. It is similar to
thresholding, but here, instead of a grey scale image, we will
take a color image.

For example, to detect the white color in an image, the
RGB value of white color (R, G, B)� (255,255,255) is applied.
If (R,G,B) � (250 − 255, 250 − 255, 250 − 255), then the
color mask of the white color is given by

P(x, y) �
1, if C(x, y, z) � (R,G,B),

0, otherwise.
􏼨 (2)

3.2.4. Edge Detection. %e term “detection” refers to the
process of identifying rapid changes in the intensity of a pixel
in a picture. In this work, the Canny edge detection method
is used to identify the edges, whose output is as shown in
Figure 3 when applied over Figure 4.

%e Canny edge detection algorithm is a gradient-based
edge detection technique; to use this method, first we have to
optimize the signal-to-noise ratio using a Gaussian filter or
any other filtering technique Algorithm 1.

Canny edge detection algorithm steps:

3.2.5. Region of Interest Selection. %ere are different
methods for a region of interest selection; in this work, the
approach of selecting the polygon in the image formed from
a certain set of predetermined points is followed, as shown in
Figure 5.

3.2.6. Hough Transform. %e Hough transform is an image
processing technique for isolating features of a specific shape
in an image. %e Hough transform is most typically used to
detect regular curves like lines, ellipses, circles, and so on.

%e Hough transform can be used to find lines in a
picture using the parametric representation of a line:

ρ � x∗ cos(θ) + y∗ sin(θ), (3)

where ρ is the distance along a vector perpendicular to the
line from the origin to the line, and θ is the angle formed
between the vector and the x-axis.

3.2.7. Turn Prediction. Fitting a trapezium to the visual data
gathered in a single frame is commonly used to direct turn
prediction from the top down. Both lanes, which are
modeled as a 2D path with left and right borders, employ
similar model-fitting approaches. By adopting a smooth path
model with limits on its breadth and curvature, the noisy
bottom-up path detection is enhanced. In the temporal

Figure 2: Picture frame after applying the Gaussian filter.

Figure 3: Original picture frame. Figure 4: Picture frame after applying color masking.
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integration stage, this path representation is often fine-tuned
by comparing it to earlier frames. A path is often described
by its boundary points or its centerline and lateral extension
at each centerline position, which defines the borders
uniquely.

%e last step is to predict the lane heading for the vehicle.
%is is calculated using the position of the vehicle for lanes at
any given point. %e pixel coordinates of the extrapolated
lane lines are stored in the form of a matrix. First, the thick
2D plane of both lanes is converted to a 1D line at the center
of the plane, using the concept of projection, i.e., projection
of b on a � (a.b/|b| ).

First, the central point of the lane is calculated using the
position of both the left and right lanes. %en, these central
coordinates are stored in another matrix. Further, the
perpendicular distance between the two lanes is calculated
by measuring the projection of one lane over the other. %is
gives the central point of the road. %en, the vanishing point
is found by taking a cross product of the obtained two
vectors.

4. Algorithm

%e algorithm for the proposed work is given as Algorithm 2.
%e radius of curvature is calculated using the derivatives

of the polynomial equation estimated using the polyfit pa-
rameters. Both the first and the second derivatives of the
curve are used for calculating the radius of curvature for
both the right and the left lanes separately. %e radius of
curvature is given as follows:

Rcurve �
1 +(dx/dy)

2
􏽨 􏽩

3/2

d
2
x/dy

2􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

. (4)

%en, this radius of curvature and the position of the
center of the vehicle, that is, the center of the image is used to
predict the lane turn. %e difference between the lane center

and the image center is calculated. %is is calculated for both
lanes. %e vector cross product is calculated to obtain a
vanishing point.

A × B � |A||B|sin θ. (5)

%e ratio of the vanishing point and the frame size results
in a new parameter called the vanishing ratio. %is value of
the vanishing Ratio is compared to predict the turns as
follows:

If vanishing ratio is 0.5, then “Straight” is predicted.
If 0.47 ≤ vanishing ratioM< 0.49, then the “Left” turn is

predicted.
If the vanishing ratio> 0.5, then the “Right” turn is

predicted.

5. Result and Discussion

%is section shows how the proposed road lane recognition
system performs in real-world scenarios. %e left and right
lane markers are detected and extracted by the algorithm.
%e suggested algorithm is put to the test using video
pictures captured with an onboard vision sensor.

Step 1:
(i) Smoothing: Using the Gaussian filter
(ii) fx � f∗Gx, where Gx � (−x/σ2).G(x, y)

(iii) fy � f∗Gy, where Gy � (−y/σ2).G(x, y)

Step 2:
(i) Gradient magnitude: Sobel or Prewitt

|G| �
�������
G
2
x + G

2
y

􏽱
,

≈ |Gx| + |Gy|.
Step 3:

(i) Edge direction
θ � tan− 1(GyGx)

Step 4:
(i) Resolve Edge Direction

Step 5:
(i) Nonmaxima suppression: keep all local maxima in the gradient and remove everything else
(ii) Gives a thin edge line

Step 6:
(i) Double or hysteresis thresholding

ALGORITHM 1: Canny edge detection Algorithm.

Figure 5: Picture frame after selecting the ROI.
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5.1. Evaluation Metrics

5.1.1. Accuracy. %e accuracy of the proposed method is
92%. In the proposed technique, we used a custom dataset of
around fifty frames; in fifty frames, forty-six frames showed
the correct path, so the accuracy of the proposed method is
92%.

5.1.2. Error Rate. %e error rate of the proposed method is
8%.Out of fifty frames, forty-six frames show correct output,
so we consider the reaming part as an error rate.

%e capacity to evaluate algorithms is necessary for
comparing and identifying the performance of various

Figure 8: Picture frame predicting the straight direction.

Figure 6: Picture frame predicting the right turn.

Figure 7: Picture frame predicting the left turn.

Step 1: A couple of videos are used as data to detect the lanes in the videos. %e video is loaded to read each frame using the
function VideoReader of Matlab.
Step 2: %e Gaussian filter is applied to every frame in the image to remove noises in the image using the function imgaussfilt3.
Step 3: Yellow and white color masking is done to the frame.
Note: Lanes on the road are present in yellow and white colors.
Step 4:%en theCanny edge detection algorithm is applied to identify the edges of the yellow and white color regions in the image.
Step 5: %e unwanted small group of pixels is removed using the function bare open.
Step 6: %e region of interest is selected using the function roipoly in every frame of the video. %is yields the region of the image
where only lanes are present.
Step 7:%eHough transform is applied to the interested region to detect the lanes using the function hough. Further, Hough peaks
function is used to determine the parameter space’s peak values. %e potential lines in the input image are represented by these
peaks.
Step 8:%eHough lines function is used to locate the endpoints of line segments in the Hough transform that correspond to peaks.
%is function fills in minor gaps in line segments automatically.
Step 9: %e slope of the left and right lanes is calculated, which is further used to extrapolate the broken road lanes if any.
Step 10: %e cross product of both the vector lines is calculated to obtain the vanishing point, and its ratio to the frame size yields
the vanishing ratio.
Step 11: %e turn is predicted based on the obtained magnitude of the vanishing ratio (VR).

(i) Straight if VR &sime; 0.5.
(ii) Left if 0.47≤VR< 0.49.
(iii) Right if VR> 0.5.

ALGORITHM 2: Hough transform method.
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algorithms and methodologies. However, because of a lack
of standardized test methodologies, performance measures,
and publicly available datasets, this issue is extremely
troublesome in the lane and road detection literature. Many
works result in terms of efficiency only, but the complete
breakdown of the number of frames tested, the number of
frames successful, and the number of failure frames are not
quoted for the existing methods. %e lanes in front of a
vehicle are successfully detected, and the path between those
lanes is plotted in green color and lanes are marked in red
color. It is clear from Figure 6 that the right sideline (plotted)
is ahead of the left side lane, which indicates that there is a
slight right curve in the road, so the steering of the vehicle
should turn slightly towards the right side. %is is predicted
by finding the vanishing points and vanishing ratios of the
two lanes.

If the left side lane (plotted) is ahead of the right side
lane, it can be concluded that the road ahead has a curve
towards the left, as in Figure 7, and hence, the vehicle
steering has to turn in a left direction. Else if both the left and
right lanes are equal in length, as in Figure 8, it can be
inferred that the vehicle needs to proceed straight, with the
steering in the steady position, since the vanishing ratio is
0.5. %e direction in which the car has to travel is displayed
over each frame. Table 1 shows the comparative result of the
existing result and proposed result.

6. Conclusion

Lane detection is often complicated by varying roads,
markings, clutter from other vehicles and complex shadows,
lighting, occlusion from vehicles, and varying road condi-
tions. In this work, we have presented a solution to the lane
detection problem that shows robustness to these
conditions.

%is work focuses on road lane detection using basic
image processing techniques. %e lane detection algorithm
presented has been tested on both straight and curved lanes.
%e algorithm passes through a series of low-level image
processing to make useful information easier to be extracted.
%en the road features are extracted with Canny edge de-
tection. Hough transform is applied to find relevant lines
that can be used as the left and right lane boundaries. Finally,
the collected left and right lane boundaries are averaged to
get the desired result of left and right boundaries and are
shown on the original image. To reduce the high compu-
tational cost, the image is reduced to a smaller region of
interest. %e smaller threshold value is applied to edge
detection for more complex environments. Experiments
show that this algorithm can achieve fairly good perfor-
mance in different kinds of road conditions.

%e future scope of the work is that this model can be
updated and tuned with more efficient mathematical
modeling, whereas the classical OpenCV approach is limited
and no upgrade is possible as the approach is not efficient. It
is unable to give accurate results on the roads which do not
have clear markings present on the roads. Also, it cannot
work for all climatic conditions.

%is technology is increasing the number of applications
such as traffic control, traffic monitoring, traffic flow, and
security. %is can be integrated with a vision-based obstacle-
detection algorithm, for example [8], for a collision-warning
system. %is can be further expanded to incorporate
piecewise estimates of trajectory and curvature. Also, this
system can be combined into a vehicle surround analysis
system to create an intelligent vehicle driver assistance
system. %is lane detection algorithm can be applied with
position tracking to reduce computational load. With real-
world positioning applied to the image, distance and time to
departure can be obtained.

With the combined parameters, a new lane departure
warning system can be introduced.
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With the rapid development of artificial intelligence (AI), AI for smart decision-making is attracting a lot of attention, but research
on this topic in smart cities is not yet comprehensive. 'us, the current research aimed to examine the direct and indirect (via
technology anxiety) relationships between artificial intelligence (AI), technology anxiety, and smart decision-making (SDM). 'e
research article also examines the moderating role of internal threats of IoT on AI and technology anxiety and the relationship
between AI and smart decision-making. 614 cross-sectional data gathered from participants from public and private sectors in
Turkey were utilized to investigate the aforementioned relationships. 'e results indicated that AI had a positive influence on
smart decision-making. AI contributes negatively to technology anxiety. Technology anxiety has a negative effect on smart
decision-making. Technology anxiety partially mediated the direct effect of AI on smart decision-making.'e results revealed that
internal threats of IoT moderated the negative relationship between AI and artificial intelligence, such that the negative rela-
tionship is further strengthened when internal threats of IoT are high. 'e results also indicated that internal threats of IoT
moderated the positive direct relationship between AI and smart decision-making, such that the positive relationship is weakened
when internal threats of IoT are high. 'e findings present crucial practical implications for government and local authorities in
building smart cities.

1. Introduction

'e use of artificial intelligence (AI) has been claimed to
provide transformational potential in different areas,
ranging from smart cities, its influence on governance, and
innovative discipline, and even promote human capabilities
[1–4]. With the advancement of technology, AI has taken a
significant leap becoming an essential part of everyday life
[5]. From this standpoint, AI and its transformational po-
tential had become hot topic for discussion in both practice
and literature in the modern era [1, 6]. In both government
and private sectors, data generation through AI is possible in
exploring innovative ways to comprehend our world. With
the rapid advancement of big data technologies and their
availability, AI is being revitalized while enabling informed

decision [7]. AI promotes smart cities’ decision-making
because SDM involves the systematic technique to data
collection and its application of logical decision-making
methods rather than generalizing from experience, intuition,
or the use of trial and error [8].

“Smart cities” has been defined in various ways by several
scholars because it is a multifaceted concept. Nevertheless,
the necessary requirement for smart cities is to promote
quality of life and attain sustainable development using AI
and information and communication technology (ICT) [9].
Based on this, Atlam et al. [10] defined a smart city with
respect to the technology aspect as “a technologically
interconnected city” or Internet of things (IoT) utilizing big
data to attain intelligent and efficient handling of cities
resources. Albino et al. [11] research regarding SDM in
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smart cities through big data conceptualized three-dimen-
sional layers distinguishing feature of a smart city, namely,
instrumentation, interconnection, and intelligence. Smart
cities in the implementation stage use AI and IoT for the
purpose of data collection through the usage of sensors,
meters, cameras, and social media for fast feedback.'e data
gathered through the use of AI, IoT, and the above-
mentioned sources are then incorporated and transformed
into even-related message in the interconnection stage to
produce a deeper understanding for smart city decision-
making. Consequently, the collected information through
the data is then projected to comprehend the city’s needs,
demands, requirements, and needed policies, thus pro-
moting well-rounded and smart decision-making [11, 12].

With smart cities impacting various areas of human’s
life, AI and IoT system may be subjected to information
attacks, leading to security problems such as user data
disclosure. Based on this, Roman et al. [13] argued that one
of the main issues that must be overcome concerning IoT is
security. People’s perception and attitude are crucial de-
terminants of success for any smart services [14]. 'e social
cognitive theory postulates that anxiety is a crucial deter-
mining factor in behavioral intentions [15]. Technology
anxiety is a major factor influencing the use of self-service
technology [16]. Technology anxiety relates to “the fear,
apprehension, and hope that individuals feel when con-
sidering use or actually using certain technology” [16]. 'is
reenergizes the idea that technology anxiety could play a
crucial role in the relationship between AI and SDM.
Consequently, technology anxiety is introduced as a me-
diator in the relationship between AI and SDM.

Prior studies have acknowledged and discussed the
impact of AI on smart decision-making process. However,
several factors can influence decision-making in smart cities
[17]. Furthermore, our understanding of the precise usage of
AI on smart decision-making in smart cities is still limited,
especially in Turkey. From a research point of view and to
the best of our knowledge, no study has examined the four
constructs in this study simultaneously. 'erefore, in fur-
thering the existing literature, this study aimed to test a
moderated mediation model where both the direct and
indirect relationships between the uses of AI in smart de-
cision-making are mediated by technology anxiety and
moderated by internal threats of IoT (Figure 1).

1.1. %eoretical Background and Hypotheses

1.1.1. AI. In the public sector, e.g., municipalities, Mikalef
et al. [18] noted that the deployment levels of AI are still at
the early stage. Leveraging AI in such context is subjected to
variety of various forces and is hampered by factors such as
legal, political, and policy challenges [3]. Studies related to
AI in the public organization have attracted limited atten-
tion, although lately there has been a rise in AI-related
research and technical reports (see [4, 19, 20]). 'ese studies
emphasized the importance of the application of AI in the
public organizations across various branches of governance,
indicating that the massive potential of AI is being di-
minished by organizational, technical, and policy difficulties.

Prior studies have substantiated the crucial impact of AI
in rational decision-making procedures, facilitating a high-
quality life and making a city smart in practice. AI-enabled
governance has been characterized as enabler of collabo-
ration among cities to establish smart services that could
have been impossible for a single city to create [21]. AI-
enabled governance in smart cities promotes collection of
data through sensors and other sources in enhancing urban
safety governance [22]. Most recently, the South Korean
government used AI in response to the coronavirus pan-
demic to provide an exchange of information to its citizens,
helping them in comprehending the situation and applying
government-released safety measures [23].

AI using information technology is the cornerstone of
smart cities [24]. As the world population grows and in-
creases urbanization, AI technologies are increasingly being
used to improve quality of life: smart traffic [25], intelligent
information management [26], and smart health care [27].
Such evolution typically consists of various AI approaches
that are widely adopted by city’s decision-makers who es-
tablish the governing system [28]. AI through intelligent
information processing or data analysis can improve data
cleaning, data collection, and storage to gain more insight
from generated data. Such a crucial attribute is a vital ele-
ment of automated learning and decision-making process by
complex mathematical depiction of the issues.

In government, AI can help to enhance power structure
through smart decisions by providing new and smart ser-
vices. Such qualities in decision-making process can offer
solution to common mistakes in administrative decision-
making procedures such as improper forecast of adminis-
trative tasks [1].

1.1.2. Artificial Intelligence and Decision-Making in Smart
Cities. AI has well been documented to aid decision-making
in several disciplines ranging from private and public or-
ganizations to smart cities. AI has been reported to be very
useful in reinventing business models and ecosystems, thus
promoting decision-making [1]. 'e usefulness of new
generation of AI systems to forecast strong-impact weather
is widening human’s ability to explore huge amount of data
in order to gain insights and serves as a proper guide for
analysts and decision-makers [29]. Several private organi-
zations and governmental organizations across the world
provide open datasets online that can be unutilized for data
analysis and decision-making. From this standpoint, Marr
[30] argued that the actual value of big data is not in the huge
volume of data but in the advancement of new generation of
AI systems such as machine learning ability to analyze
complex and massive dataset beyond anything we could ever
do before. Such evolution would provide rich insights for
decision-making.

'e building of a smart city is a complex, systematic, and
extremely advanced integrated project that includes sensing
devices, information collection, and monitoring of infra-
structure to enhance decision-making [31]. Furthermore,
prior studies pointed out that processing and the inter-
pretation of big data through AI are a huge step aimed at
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improving decision-making in smart cities [8, 32]. Digital
ideas associated with AI technologies are enabling cities to
become smart as the push for modern concept of “smart” is
being made increasingly possible through the collection of
real-time data and interpretation of such data to gain insight
into how cities transform, adjust, and react to diverse en-
vironments [32]. 'us, we hypothesized that

H1: artificial intelligence using big data is positively
related to SDM in smart cities

1.1.3. AI and Technology Anxiety. With the accelerated
growth of AI, people have slowly begun to show concerns
about AI [33, 34]. From this standpoint, numerous studies
have indicated that AI technologies had overtaken humans
in several aspects; AI performs substantially better than
humans in the game of Go [35] and defeated 99.8% of
human players in StarCraft [36]. Additionally, several re-
search and professional assessments have also stimulated
anxiety. About 400 to 800million jobs were forecasted by the
McKinsey Global Institute to be replaced by A1 by 2030 [37].

A large number of expert opinions in addition to facts
indicated that technology anxiety through the use of AI has
become a global phenomenon that will highly affect people’s
life paths, future study, and work [33, 38]. Furthermore, AI
has been suggested to create technology anxiety and a
succession of other social issues in smart cities [39]. Based on
the above evidence and reasoning, we hypothesized that

H2: AI contributes negatively to technology anxiety in
smart cities

1.1.4. AI, Technology Anxiety, and SDM. A smart city utilizes
information system-centric procedures through intelligent
usage of ICT within an interactive infrastructure to offer its
citizen innovative and upgraded amenities, therefore
influencing the quality of life of the people [40]. Technology
has changed the way individuals work, the balance between
personal and work-life [41]. However, in several fields of
modern life, individuals are anxious about the possible
existence of superintelligent technologies and the anxiety
tends to be growing more [42]. From this standpoint,

INTERNAL THREATS OF
INTERNET OF THINGS (IoT)

H4

H6
H5

H2

ARTIFICIAL INTELLIGENCE

H3

H1

TECHNOLOGY ANXIETY

SMART DECISON MAKING

CONTROL VARIABLES
– Gender
– Income
– Education

Figure 1: Conceptual model.
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technology anxiety plays a crucial role in the endorsement of
various smart services [14] and thus smart decision-making.

As AI becomes more and more important in public or-
ganizations, the question of how AI should be integrated into
decision-making process is becoming increasingly more
important. In the context of technology adoption, technology
context or technology anxiety has been suggested to play a
crucial role in the adoption of disruptive technologies, for
example, big data [43] and cloud computing [44]. 'is offers
an essential orientation point for research of AI in public
organizations. Furthermore, the technology context describes
the impacts of perceptions of technology. 'e qualitative
study of Schaefer et al. [45] pointed out some of the challenges
pertaining to AI tool adoption via interviews of municipal
employees in Germany. 'e study highlighted how self-ser-
vice systems are constantly optimizing and evolving them-
selves, which indeed can help municipality employees to
streamline and automate processes, thus smart decision-
making. However, AI anxiety or technology anxiety in par-
ticular entails the independent self-evolution of machine and
the iteration speed of AI is a lot quicker compared with that of
humans [34]. Additionally, AI can make independent deci-
sions and operate autonomously of humans [46], which can
rest in unpredictable harm [47]. For this reason, people with
high technology anxiety are more unlikely to use it [16], thus
influencing their smart decision-making. As argued by Little
et al. [48], many direct relationships rely on contextual factors,
so in this study we examine the role of technology anxiety on
the direct relationship. In accordance with the above em-
pirical evidence and argument, we posit that

H3: technology anxiety negatively influences smart
decision-making in smart cities
H4: technology anxiety plays a mediating role between
AI using big data and smart decision-making

1.1.5. Internal %reats of IoT as a Moderator. IoT relates to
the network of interconnected physical devices across the globe
that are equipped with connectivity to collect gather, transfer,
and share data [26, 49]. IoTdevelopment is important because
it helps cities, buildings, and management services make
smarter plans for change through ICT [50]. Many private
companies have increased the number of remote and sensor
monitors used in managing an organization's environment,
which encouraged the government to adopt new technologies
in smart cities to promote energy efficiency, traffic congestion
reduction, and improve water and air quality. 'e IoT devices
such as electronic communications, social networks, ma-
chinery, digital hearing aid, Fitbit, orGPS create streams of data
by connecting and monitoring people [51–53]. However, these
devices or systems commonly make use of wireless commu-
nication, sometimes with open characteristics that bring
convenience to users, threatening the system security and users’
privacy [54]. IoTencounters challenges such as internal threats
due to security challenges of the systems because they can be
easily hijacked by cybercriminals [54]. From this standpoint,
prior research has indicated that technology anxiety, especially
within the context of computer-related system and information

services, is quite common [55, 56]. Consequently, individuals
with greater concerns regarding internal threats of IoT are
more likely to stick to the services they are used to, rather than
switching to some new generation AI technologies. 'us, we
argue that high internal threats from IoTcan further strengthen
the negative relationship between AI and technology anxiety.

Roman et al. [13] suggested that privacy and security
concerns are the major determinants that will impact the
adoption of IoT in the development of a smart city.'e study
further suggested that should the problems be too complex
and the advantages too little, individuals may stick with the
traditional services they are accustomed to. Furthermore, the
main idea behind IoT is global connectivity (“access any-
one”) and accessibility (“access anyhow, anytime”), and such
rationale makes the threats that can affect IoT systems
enormous [57, 58]. Such threats regarding how IoT systems
work have been suggested to impact decision-making
process in adopting smart services [59]. Together, we expect
that internal threats from IoTmay mitigate the influence of
artificial intelligence on SDM in smart cities. 'us, we
hypothesize the following:

H5: internal threats of IoT moderate the negative re-
lationship between AI using big data and technological
anxiety, such that the negative relationship is
strengthened when internal threats of IoT are high.
H6: internal threats of IoT moderate the positive re-
lationship between AI using big data and SDM, such
that the positive relationship is weakened when internal
threats of IoT are high.

2. Methods

2.1. Sample and Procedures. 'e participants of this study
were Turkish adults between the ages of 21 and 65 years. A
questionnaire survey was sent electronically through email
containing the link to survey to the targeted audience to achieve

Table 1: Demographic information.

Characteristics (n� 614) n Percentage (%)
Gender
Male 338 63.2
Female 226 36.8
Income (Turkish Lira)
Less than 5000 165 26.9
5000–10000 195 31.8
10001–15000 130 21.2
15001–20000 95 15.5
20001 and above 29 4.7
Education
High school 123 20.1
Vocational degree 260 42.3
Bachelor degree 147 23.9
Master degree and above 84 13.7
Marital status
Married 321 52.3
Single 207 33.7
Divorced 80 13.0
Widowed 6 1.0
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the study’s objectives. 'e participants were asked to complete
the questionnaires and forward it to us via the email. All the
measurement items adopted in the current research were
primarily in English; however, our sample is from Turkey.
Hence, with the help of two different professional experts, the
items were translated into Turkish and then translated back
into English to ensure double-check for precision. A total
number of 723 questionnaires were distributed; 614 valid re-
sponses were recovered with a response rate of 84.92%. 'e
participants were requested to give their opinions regarding the
use of AI in smart cities, their perceptions about technology
anxiety, and internal threats of IoT associated with public
services and smart decision-making. All the constructs in the
current research were rated on a 5-point Likert scale (where
1� strongly disagree to 5� strongly agree).

'e demographic information is illustrated in Table 1.
338 (63.2%) of the participants were males, and 226 (36.8)
were females. 449 (73.2%) earn above 5,000 Turkish Lira, and
a large proportion of the participants (491 (79.9%)) had at
least vocational degree. In terms of marital status, the
majority of the participants were married (321 (52.3%)).

2.2. Measurement Items. Artificial intelligence was mea-
sured using 5 items adopted from [60, 61]. 'e items were
worded to extract participants’ perceptions about AI
trustworthiness and the influence on the society.

Technology anxiety was measured using 5 items from
[14]. It measures participants’ perceptions of smart services
in smart cities.

Internal threats of IoTwere measured using 3 items from
[62]. A sample item is “most IoTdevices operate unattended
by humans; thus, it is easy for an attacker to physically gain
access to them.”

Smart decision-making was measured using 5 items
from [63] regarding the use of new technology for decision-
making.

2.3. Control Variables. Gender, income, and education were
controlled in this study.

2.4. Statistical Methods. Data collected were analyzed using
SPSS 28 and AMOS 26 software. In particular, AMOS 26 was
used for confirmatory factor analysis to estimate the mea-
surement model of all the variables in this study. SPSS 28 was
used for descriptive statistics, common method bias, Pear-
son’s correlation analysis, and PROCESS (plug-in) compiled
by Hayes. PROCESS models 4 and 8 were chosen to examine
the mediation model and moderated mediation model,
respectively [64]. 5000 bootstrap resamples with confidence
interval (CI) of 95%; that is, where the 95% CI excludes zero
indicates a significant conditional indirect effect.

3. Results

3.1. CommonMethodVariance. Data were collected via self-
report measure. To rule out the possibility of common
method variance (CMV) associated with self-report method,

the respondents were told to rate the items anonymously.
Furthermore, the Harman single factor test was adopted.'e
results showed that the first component for variance in-
terpretation rate accounted for 23.61%; this is below the
critical threshold of 50%, suggesting that CMV was not a
major concern in this research [65]. In addition, the variance
inflation factor (VIF) results for correlation between our
study’s constructs were below 3, implying that there are no
substantial collinearity problems in the results [66].

3.2. Measurement Model. Testing for data distribution, Lei
and Lomax [67] indicated that skewness and kurtosis in-
dexes should not surpass |2.3|. As demonstrated in Table 2,
the skewness values are from 0.027 to 1.235 and kurtosis
values from 0.013 to 1.553. 'us, the measured items are
within the acceptable thresholds, indicating that the col-
lected data are normally distributed.

Next, we test the reliability and validity of the mea-
surement items. 'e factor loadings for all items were found
to be higher than 0.6. To fulfill convergent validity, the
average variance extracted (AVE) of each variable is esti-
mated [68]. 'e minimum threshold for AVE should be 0.5
[69]. To estimate composite reliability, the construct reli-
ability (CR) was measured for each variable. Its lowest
threshold should be 0.7 [70]. 'e results as illustrated in
Table 2 revealed that all factor loading ranged from 0.602 to
0.989, AVE ranged from 0.611 to 0.799, and CR ranged from
0.871 to 0.952, thus suggesting that items are appropriate,
and the variables are reliable and consistent.

Fornell and Larcker [68] recommended that for dis-
criminant validity, the square root of each AVE is larger than
the surrounding correlations, and then, discriminant val-
idity is established. 'e results showed that the square of
AVEs (illustrated in bold parenthesis) is larger than the
surrounding correction, indicating evidence of discriminant
validity as shown in Table 3.

Table 4 shows the confirmatory factor analysis (CFA) of
the adopted model (research model). 'e model fit indices
were estimated by several statistics: IFI, CFI, NFI, RMR, TLI,
and RMSEA. IFI and TLI should be higher than 0.8, CFI
should be higher than 0.9, RMR should be higher than 0.1,
and RMSEA should be lower than 0.08 [71]. All fall within
the recommended thresholds, indicating the researchmodel,
shows an acceptable fit with the data collected.

3.3. Testing for Mediation Model. To examine hypotheses,
H1, H2, H3, and H4, the PROCESS macro-model 4 com-
piled by Hayes was used. 'e relationship between AI and
SDM was supported predicted in H1 (β� 0.367, p � 0.000,
95% CI exclude zero, 0.276 to 0.458) as illustrated in Table 5.
'is result revealed that AI using big data has a positive
significant effect on SDM. 'e relationship between artifi-
cial intelligence and technology anxiety was validated
as predicted in H2 (β� −0.799, p � 0.000, 95%
CI� −0.276, −0.113). 'e results revealed that artificial in-
telligence has a negative significant effect on technology
anxiety. Also, there was a negative significant relationship
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between technology anxiety and smart decision-making
(β� −0.322, p � 0.000, 95% CI� −0.246, −0.099).

With H1, H2, and H3 all being supported, for me-
diation analysis, 5000 bootstrapping was used. 'e
bootstrap technique has become the accepted method for
mediation analysis because of its ease and accuracy (see
Hayes [72]). 'e distinction behind bootstrapping is the

use of a form of resamples of the data available to make
inference and gain deep insight into the underlying
population [73]. Hence, to provide the most reliable result
for mediation analysis, a bootstrap resamples of 5000 were
used in this study. 'e results revealed that there was a
significant negative indirect relationship between artificial
intelligence and smart decision-making via technology
anxiety (β� −0.293, 95% CI � −0.203, −0.101), and the
confidence interval excludes zero. 'erefore, hypothesis
H4 was validated.

3.4. Testing for Moderation Model. To examine the moder-
ating role of internal threats of IoT in the relationship be-
tween artificial intelligence and technology anxiety (H5) and
the relationship between AI and SDM (H6), PROCESS
macro (model 8) was utilized with gender, income, and
education confounded for as covariates. 'e moderated
mediation analysis is demonstrated in Table 6.

Table 2: Reliability and validity assessments.

Constructs Measurement items Factor loading (λ)
Normal distribution

Skewness Kurtosis
Artificial intelligence (∝� 0.953; CR� 0.952; AVE� 0.799)

AI1 0.989 −0.467 −1.212
AI2 0.960 −0.489 −1.371
AI3 0.800 −0.897 −0.556
AI4 0.840 −0.825 −0.795
AI5 0.860 −0.113 −1.505

Technology anxiety (∝� 0.907; CR� 0.889; AVE� 0.621)
TA1 0.980 −0.381 −1.410
TA2 0.710 −1.089 0.013
TA3 0.770 −0.015 −1.549
TA4 0.640 −0.895 −0.248
TA5 0.790 −0.008 −1.545

Smart decision-making (∝� 0.813 CR� 0.871; AVE� 0.611)
SDM1 0.900 0.107 −0.812
SDM2 0.690 −0.275 −1.370
SDM3 0.691 0.484 −1.416
SDM4 0.680 0.027 −1.458
SDM5 0.790 0.036 −1.553

Internal threat of Internet of things (∝� 0.869; CR� 0.873; AVE� 0.688)
IOT1 0.602 −1.235 1.042
IOT2 0.980 −0.665 −0.920
IOT3 0.950 −0.700 −0.812

Note. (1) AI� artificial intelligence; TA� technology anxiety; SDM� smart decision-making; IOT� internal threat of Internet of things; (2) AVE� average
variance extracted; CR� composite reliability; ∝�Cronbach’s alpha.

Table 3: Descriptive statistics, Pearson’s correlation matrix, and discriminant validity.

Construct M SD AI TA SDM IOT Gender Income Education
AI 3.711 1.409 0.799
TA 3.490 1.312 0.649∗∗ 0.621
SDM 3.246 1.304 0.619∗∗ 0.522∗∗ 0.611
IOT 2.866 1.990 0.538∗∗ 0.602∗∗ 0.591∗∗ 0.688
Gender 1.370 0.483 0.662∗∗ 0.612∗∗ 0.566∗∗ 0.611∗∗ —
Income 2.394 1.171 0.544∗∗ 0.622∗∗ 0.540∗∗ 0.569∗∗ 0.573∗∗ —
Education 2.313 0.944 0.883∗∗ 0.827∗∗ 0.788∗∗ 0.622∗∗ 0.571∗∗ 0.608∗∗ —
Note. (1) M�mean; SD� standard deviation; (2) correlation is significant at ∗∗p< 0.01 (two-tailed); (4) boldface in parentheses indicates that the square root
of AVEs is greater than the off-diagonal correlations.

Table 4: Model fit statistics.

Goodness-of-fit index Acceptable limit Model value

CMIN/DF <3 excellent fit 1312.759/633
2.073

IFI >0.9 0.941
CFI >0.9 0.939
NFI >0.9 0.900
RMR >0.10 0.129
TLI >0.9 0.937
RMSEA <0.08 0.049
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'e results showed that after confounding for demo-
graphic covariates, the effect of the interaction term between
AI using big data and internal threats of IoT on technology
anxiety was significant (β� −0.066, p≤ 0.000), and this
provides support for H5 indicating that internal threats of
IoT moderated the negative relationship between AI using
big data and technology anxiety. 'e significant effect of the
interaction was further investigated through simple slope
analysis. 'e interactions were plotted at +1 and −1 SD from
the mean of internal threats of IoT (demonstrated in Fig-
ure 2). We constructed a simple slope to check the strength
of the relationship between AI using big data and technology
anxiety at high and low levels of internal threats of IoT. 'e

results of the conditional direct effect of AI on technology
showed that the negative relationship was stronger when
internal threats of IoT were high (β� −0.741, p≤ 0.000),
while the relationship was not statistically significant
(β� −0.665, p≥ 0.05) at low level of internal threats of IoT,
therefore further validating H5.

'e results also revealed that the interaction effect of AI
using big data and internal threats of IoT on SDM was
significant (β� −0.089, p≤ 0.001), indicating that internal
threats of IoTmoderate the positive relationship between AI
using big data and SDM.'e interactions were plotted at +1
and −1 SD from the mean of internal threats of IoT
(demonstrated in Figure 3). A simple slope analysis was

Table 5: Testing for direct and mediation effects.

Mediation results: technology anxiety partially mediates the relationship between artificial intelligence and smart decision-making
(PROCESS model 4, 95% CI)
Bootstrap 95% CI

β SE t p LLCI ULCI R2

Model 1: mediator variable model Outcome: TA 0.000 −0.276 −0.113 0.413Artificial intelligence −0.799 −0.016 −9.827
Model 2: outcome variable model smart decision-making
Technology anxiety −0.322 −0.041 −7.803 0.000 −0.246 −0.099 0.571Artificial intelligence 0.367 0.047 7.880 0.000 0.276 0.458
Bootstrapped results for the indirect effect (the indirect effect of AI on SDM via
TA) −0.293 0.048 −0.203 −0.101

Note. n� 614; bootstrap resample� 5000; LLCI� lower level of confidence interval; ULCI� upper level of confidence interval.

Table 6: Testing for moderated mediation: internal threat of Internet of things moderated the direct and indirect relationship between
artificial intelligence and smart decision-making (model 8, 95% CI).

Bootstrap 95% CI
β SE t p LLCI LLCI R2

Model 1: mediator variable model Outcome: technological anxiety
Artificial intelligence −0.752 −0.028 −26.465 0.000 −0.696 −0.407 0.418
Internal threats of Internet of things −0.119 −0.037 3.245 0.001 −0.087 −0.016
Artificial intelligence X internal threats of Internet of things (interaction) −0.066 0.016 −4.244 0.000 −0.136 −0.097
Co: gender −0.606 0.088 −6.912 0.000 −0.778 −0.434
Co: income 0.314 0.029 10.598 0.000 0.256 0.372
Co: education 0.244 0.063 3.518 0.001 0.108 0.379
%e conditional direct effect of artificial intelligence on technology anxiety
Internal threats of Internet of things (−1SD) 0.665 0.049 13.418 0.451 −0.210 0.411
Internal threats of Internet of things (+1SD) −0.741 −0.042 −17.864 0.000 −0.068 −0.167
Model 2: dependent variable model-dependent: smart decision-making
Artificial intelligence 0.149 0.021 4.188 0.001 0.249 0.330 0.255
Technology anxiety −0.314 −0.045 −6.923 0.000 −0.425 −0.201
Internal threats of Internet of things −0.488 −0.046 −10.516 0.001 −0.597 −0.379
Artificial intelligence X internal threats of Internet of things (interaction) 0.089 0.055 2.700 0.001 0.108 0.258
Co: gender −0.538 0.102 −5.297 0.000 −0.737 −0.339
Co: income −0.137 0.036 −3.802 0.000 −0.208 −0.066
Co: education 0.673 0.078 8.622 0.000 0.520 0.827
%e conditional direct effect of AI on SDM
Internal threats of Internet of things (-1SD) 0.248 0.057 4.334 0.001 0.360 0.535
Internal threats of Internet of things (+1SD) 0.051 0.063 1.816 0.001 0.175 0.372
Bootstrapped results for indirect effect (via technology anxiety)
Index of moderated mediation 0.020 0.006 0.010 0.032
%e conditional indirect effect of artificial intelligence on smart decision-making (via technology anxiety)
Internal threats of Internet of things (−1SD) −0.249 0.051 −0.125 −0.091
Internal threats of Internet of things (+1SD) −0.205 0.044 −0.101 −0.083
Note. n� 614; bootstrap resample� 5000; LLCI� lower level of confidence interval; ULCI� upper level of confidence interval; Co� control variable.
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constructed to examine the strength of the relationship
between AI using big data on SDM at high and low levels of
internal threats of IoT. 'e results of the conditional direct
effect indicated that the relationship was stronger (β� 0.205,
p< 0.001) when internal threats of IoT were low, while the
relationship was weak (β� 0.051, p≤ 0.001) at high level of
internal threats of IoT, therefore validating hypothesis 6.

Moreover, the results of the conditional indirect showed
that internal threats of IoT moderated the indirect rela-
tionship (through technology anxiety) between AI using big
data and SDM (bootstrapped estimate� 0.023, bias-cor-
rected CI� 0.010 to 0.032). As illustrated in Table 6, the two

conditional indirect effects were statistically significant, plus
bootstrap (confidence intervals) supported the results.

Finally, the results supported a moderated mediated
model where technology anxiety is the partial mediator of AI
using big data on smart decision-making.

4. Discussion

Based on the sample collected in Turkey, this study inves-
tigated a moderated mediation model and uncovered the
underlying mechanism in the relationships between artificial
intelligence using big data and SDM in the Turkish context.
First, the results revealed that AI using big data has a positive
impact on SDM in smart cities. 'is result aligns with the
prior studies of [17, 32]. 'e consistencies of this pattern of
result could suggest that AI technologies integrated with big
data, complex algorithms, large storage, and processing
capacity are influencing decision-making in smart cities.
Second, AI was revealed to be a determinant of technology
anxiety.'is result aligns with Amodei [39] and supports the
conclusions of [33, 38]. 'is particular result revealed that
technology anxiety contributes negatively to technology in
smart cities. 'ird, technology anxiety was found to be a
significant and negative determinant of smart decision-
making. 'is result provides empirical support for Meuter
et al. [16], who suggested that the high level of technological
anxiety will influence people’s smart decision-making, by
discouraging them not to use smart services in smart cities.
Fourth, technology anxiety partially mediated the rela-
tionship between AI using big data and SDM.

Fifth, internal threats of IoT moderated the negative
relationship between artificial intelligence and technological
anxiety, such that the negative relationship is further en-
hanced when internal threats of IoT are high. Finally, the
results showed that internal threats of IoT moderated the
positive relationship between AI using big data and SDM,
such that the positive relationship was weakened when
internal threats of IoT were high.

4.1. %eoretical Implications. 'is study provides important
theoretical implications. 'is study promotes our under-
standing of why and when artificial intelligence using big
data is positively related to smart decision-making in smart
cities. Bokhari andMyeong [17] made a research call that for
theoretical advancement and practical success of AI appli-
cations in smart cities, it is crucial to recognize and in-
vestigate the indirect factors that may affect the good or
adversarial relationship between AI and decision-making.
Particularly, this research established that technology anx-
iety is a crucial intervening mechanism and opens up the
black box for the relationship between AI and smart deci-
sion-making. Based on social cognitive theory [15] and self-
service technology (SST) usage [16], our findings suggest
that using AI technologies to improve both life and work in a
substantial way may enrich smart decision-making; how-
ever, the anxiety related to its use can discourage people
from using smart services, thus negatively influencing their
smart making decision.
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Figure 2: Association between AI and technology anxiety at dif-
ferent levels of internal threats of IoT: (1) low internal threats of IoT
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In the present era where sophisticated technologies offer
a wide array of novel services, this study constructs a
comprehensive model and empirically tested the relation-
ships among the constructs leading to a substantial as-yet
nascent study investigating the connection between AI and
SDM in the smart city space. Our study revealed the internal
threats of IoT as a boundary condition in the relationship
between AI and technology anxiety, together with the direct
relationship between AI and smart decision-making. 'e
outcome of the current study indicated that the incongru-
ence between interests in AI and users with high internal
threats of IoT can impact the extent to which they make use
of AI technologies, thus explaining the variation in the users’
attitude regarding AI technologies and their smart decision-
making. 'e difference in perspectives between interests in
AI systems and users with high internal threats of IoTcan be
more ardent such that it further strengthens the negative
influence of AI on technology anxiety and weakens the
positive strength of the direct relationship.

In summary, our findings suggest that based on the levels
of internal threats of IoT, users may show different levels of
interests in AI technologies and therefore varying levels of
AI impact on technology anxiety, and their smart decision-
making can be observed. Based on this, this study presents a
nuanced explanation by theorizing and presenting evidence
that internal threats of IoTact as a boundary condition in the
relationship between AI and SDM, therefore significantly
extending the existing literature in AI and smart decision-
making in smart cities research.

4.2. Practical Implications. 'e findings of the current re-
search present important practical implications for decision-
makers such as government and municipalities from a
policy-making standpoint. It is important that government,
local authorities, and technology providers create social
awareness campaign that can encourage users that artificial
intelligence applications, systems, and services respect data
privacy and transparent and value individuals’ choices. 'e
decision-makers should understand the mental model of
users regarding smart services that are not the same, thus
must offer advanced personalization options. 'is can be
achieved by simplifying the interfaces to facilitate a con-
dition where smart service users feel no technology anxiety.
By doing this, users would be encouraged to adopt smart
services to improve their quality of life and thus smart
decision-making.

Depending on the levels of internal threats of IoT, users
may show different levels of interests in using smart services,
and hence, we may experience different levels of AI system
impact on technology anxiety and their smart decision-
making. Understanding the crucial role of internal threats of
IoT is particularly important, as this can help government
and local authorities in designing social awareness campaign
that is aimed at promoting users’ adoption of smart services.

As stated by prior research that the major challenges in
adoption and implementation of smart city applications are
privacy and security issues [54, 74], it is important for
government and local authorities to upgrade and fortify the

security system used in protecting smart service. Such action
would reassure users they are protected from privacy and
security breach.

5. Conclusion

Encouraged by the dynamic field of AI and decision-making
in smart cities research, this research article presents
important findings to better the comprehension of users’
attitudes and perceptions of AI systems for smart decision-
making. 'e rapid growth of IoT has come with some as-
sociated threats; a number of these threats are attributed to
IoT device vulnerabilities arising from inappropriate use of
system resources and cybercrime by hackers. Consistent
with the findings of this study, it is important that IoT is
constructed in a way that promotes safe and easy usage
control. Users need confidence in order to fully embrace AI
systems for smart decision-making to enjoy their benefits
and avoid privacy and security risks. 'erefore, decision-
makers in smart cities should take the necessary steps to
avoid such threats. 'is can be achieved by dealing with IoT
devices’ vulnerabilities through a smooth policy imple-
mentation process supported by strong procedures. Such
understanding is not just crucial from policy-making per-
spective but also to promote smart services adoption and
sustainability. As AI has gained popularity due to the use of
big data, advanced algorithms, and enhanced processing
storage and power, AI is increasingly being incorporated
into our everyday life and substantially influences SDM.'e
results presented in this research significantly advance the
comprehension of AI technologies and decision-making in
both theory and practice [2].

5.1. Limitation and Future Research Direction. 'e present
article offers some limitations that future studies can take
advantage of. First, the sample used in the current research
was constrained to Turkey; therefore, generalization to other
nations is needed in future research. A cross-national survey
can also be conducted by adopting the model in this study.
Second, longitudinal research design is encouraged to make
causal inferences. 'ird, limited research exists from users’
perspective regarding intervening mechanisms in the as-
sociation between AI systems and decision-making in smart
cities research; therefore, future study could benefit by ex-
amining the work-life interface in the relationship. Iyiola
and Rjoub [75] reported that trust is very crucial in building
relationships among parties, and future studies could also
benefit by examining the role of trust in the relationship. In
particular, when IoTdevices in smart cities are connected to
the Internet, there is likelihood of attacks on these devices.
From this standpoint, Saeed et al. [76] suggested that trust
management is an important way to protect data from at-
tacks; trust design models such as scalability, privacy, in-
tegrity, reliability, and accuracy associated with security
mechanisms for secure communication in IoTdevices could
be investigated by future studies as possible mechanisms in
the relationship between AI and smart decision-making in
smart cities. Finally, still from the end users’ perspective
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future studies could benefit by examining the boundary
condition (moderating) role of quality of life by adapting the
model in the study.
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A panoramic image texture detail enhancement method based on the Retinex algorithm is proposed to work on the nature of
panoramic images. Firstly, the panoramic image is collected, then the panoramic image is preprocessed through brightness
enhancement, the brightness of the preprocessed panoramic image is normalized, and the panoramic image is optimized and
increased by the improved Retinex algorithm. Finally, the simulation test of the panoramic image was carried out.Te results show
that the improved Retinex algorithm works on the sign to-commotion proportion of the panoramic image. Furthermore, the time
required to enhance the panoramic texture detail is short, which can meet the practical requirements of panoramic image
subsequent processing.

1. Introduction

Panoramic image displays portray however much of the
general climate as could be expected through wide-point
articulation, painting, photographs, recordings, three-
layered models, etc., 360 display, or at least, catching the
image data of the whole scene with an expert camera or
delivering the image with demonstrating programming,
utilizing the product to gather the image and playing it with
a unique player, that is to say, changing the plane pho-
tograph or PC displaying the picture into a 360 degree
display for computer generated reality perusing and rec-
reating the two-layered plan into a genuine three-layered
space and introducing it to the watcher. It uses a wide-angle
means of expression, a new way to show the surrounding
world from a new perspective and can show all the sur-
rounding scenery as much as possible, so it has attracted
more and more attention [1].

Compared with general renderings and 3D animation,
the panorama has the following advantages: it avoids the
efect that the general plane efect drawing has a single
perspective and can not bring an all-round feeling. Te
picture efect is exactly the same as the general efect
drawing when playing on this machine; it is highly

interactive and can be manipulated by customers to in-
teractively observe the scene from any angle, just like
immersive and truly feel the fnal design result, which is
also diferent from the lack of interactive 3D animation;
the price is only slightly higher than the general efect
drawing. Compared with the three-dimensional anima-
tion of hundreds of yuan per second, it is economical and
short production cycle. All directions: all the scenes
within the 360 degree sphere are displayed in an all-round
way; in the example, you can press and drag with the left
mouse button to view all directions of the scene; scene:
real scene, real scene. Most of the three-dimensional real
scenes are images assembled on the basis of photos, which
retain the authenticity of the scene to the greatest extent;
360 : 360 degree look around efect. Although the photos
are planar, the 360 real scene obtained after software
processing can give people a three-dimensional spatial
feeling, making the viewer feel like he is in it. Notwith-
standing, the nature of panoramic images gathered under
unfortunate lighting conditions, such as night and
shadow, degrades, primarily in the aspects of uneven
overall brightness, low contrast, and dark color of the
image, which genuinely afects the enhanced visualization
of panoramic images and acquaints a few troubles with
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ensuing PC vision handling undertakings (for example,
image division, target following, target acknowledgment,
etc.) [2, 3]. As a result, research into the low illumination
panoramic texture detail enhancement algorithm is
critical for the feld of machine vision.

Te study of [4] proposed a fractal image texture detail
enhancement method based on Newton iterative algo-
rithm; Newton iterative algorithm is used to obtain the
extreme value of fractal image coordinates and set the it-
erative initial point value. Te rotation transformation of
the image around the origin 120° completes the zero point
attraction domain mapping; the RGB color channel ex-
pression is constructed by using iterative distance pa-
rameters, initial parameters, initial color value, color
gradient parameters, and relevant operation symbols, and
the number of meshes covering the target part of the image
is calculated. Te relationship between compression
mapping and compression factor is obtained by calculating
shrinkage afne transformation, and the texture detail
enhancement is completed by iterative calculation. Te
study of [5] separates caries-related highlights from a
computerized display got by vatech 400 gear utilizing image
texture examination in view of the dim level coevent
framework (GLCM) algorithm. Te advanced image is frst
placed into the PC, then changed over completely to
grayscale, the extraction cycle is handled and denoised, the
measurable highlights of the GLCM lattice are extricated,
and lastly the best elements are picked. Image enhancement
is acknowledged, therefore. A powerful panoramic image
delivering and smooth progress algorithm for contiguous
perspectives was proposed in reference [6]. Te element
points of contiguous perspective images are extricated frst,
then the nearby point matches are laid out utilizing a
powerful matching algorithm, and the matching triangle is
shaped utilizing a similar name focuses. Ten, at that point,
a unique change model is made by at the same time
controlling the shape and texture of every triangle. Finally,
the dynamic transitionmodel is superimposed on top of the
360-degree panoramic roaming scene to achieve a smooth
transition between adjacent viewpoints. Te consequences
of the analyses show that this technique enjoys clear
benefts in visual execution and visual movement.

Te panoramic image can show all the scenes within a
360 degree sphere as a new way to show the new perspective
of the surrounding world. In the process of panoramic image
acquisition, because of the weather’s infuence, illumination,
and other factors, the quality of the acquired panoramic
image becomes worse, which is difcult to meet people’s
visual requirements and brings difculties to the subsequent
panoramic image processing operations. Te existing
methods mainly achieve the purpose of image enhancement
through modern digital technology. Tere are two main
purposes for panoramic texture detail enhancement: one is
to improve the clarity of the image [7], and the other is to
work on the special visualization of the image, so as to make
interesting information or useful image detail information in
the image more prominent [8]. In order to achieve a better
image visual efect, a panoramic image texture detail en-
hancement method based on the Retinex algorithm is

proposed, and its performance is tested by comparative
experiments.

2. Panoramic Texture Detail Enhancement
Method Based on Retinex

In terrible circumstances, for example, climate and light, the
brilliance and diferentiation of the gathered panoramic image
are generally low. To work on the general brilliance of the low-
light panoramic image, make the detailed information of the
object in the image clearer and make it a good visual efect, the
research on high-quality image enhancement algorithm has
attracted the attention of many scholars at home and abroad, it
has as of late turned into a hotly debated issue in the feld of
image handling. Retinex theory was frst proposed by land, also
known as color constancy theory, which is widely used in
image enhancement. In recent years, based on the theory of the
Retinex algorithm, many improved Retinex algorithms have
been proposed by scholars at home and abroad. However, a
large number of experimental results show that the Retinex
theory still has the defects of “halo artifact,” image over en-
hancement, and low algorithm efciency. In order to further
make the Retinex algorithm have a better image enhancement
efect and better retain the object detail information in the
image, aiming at the shortcomings of the current Retinex al-
gorithm, a panoramic texture detail enhancement method
based on improved Retinex is proposed in this paper.

2.1. Panoramic Texture Detail Enhancement Process. Te
illumination intensity has a great impact on the panoramic
image. Strong and weak illumination intensity will reduce
the accuracy of image environment information [9]. Te
fow chart of panoramic texture detail enhancement under
diferent illumination intensity is shown in Figure 1. Te
CIEXYZ color space method is used to identify the light
power information in the image. After the recognition of the
light power information in the image is completed, the low
illumination part and high illumination part in the image are
normalized [10], so as to solve the infuence of the change of
light power on the panoramic image when the light intensity
is insufcient or too strong. Te normalized panoramic
image is enhanced by the improved Retinex algorithm.

2.2. Image Brightness Enhancement. Although noise removal
can efectively improve image quality, multisource data are
information transmitted in diferent ways, whichwill be limited
by terminal hardware and reduce its own contrast. Terefore,
this paper uses the multisource big data analysis method to
analyze the color unevenness of small feature points in the
image and enhance the brightness of the panoramic image on
the basis of single-scale Retinex [11] for followup work.

In general, a panoramic image can be described as
follows:

S(x, y) � L(x, y) × R(x, y), (1)

where S(x, y) represents the initial image, L(x, y) represents
the data image after adaptive median fltering [12], and
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R(x, y) represents the refection image. Retinex can be
obtained by merging and converting the above-given three
images into the corresponding number feld:

lbR(x, y) � lbS(x, y) − lb[F(x, y)⊗ S(x, y)], (2)

where lb is the conversion coefcient and F(x, y) is the
center surround function. Te center surround function can
be further obtained according to (2):

F(x, y) � λ exp −
x
2

+ y
2

􏼐 􏼑

c
2

⎡⎣ ⎤⎦. (3)

where c represents the scale of the surrounding function, and
λ represents a scale in the scale of the surrounding function.

According to the above-given results, the Gaussian
model [13, 14] is substituted into the traditional model to
obtain the average brightness, enhance the panoramic image
and improve the image edge feature comparison. According
to the model, the color space conversion can be completed to
obtain the brightness component I:

I(x, y) � max IR(x, y), IG(x, y), IB(x, y)􏼈 􏼉, (4)

where (x, y) represents the color component in the pano-
ramic image, and IR(x, y), IG(x, y), and IB(x, y) address
the RGB (red, green, and blue) color component. Te av-
erage brightness I(x, y) can be further obtained according to
bilateral fltering:

I(x, y) � Gr(x, y)Gulg
1 + I xi, yi( 􏼁

􏽐
m
i�1 Gr(x, y)Gu

(5)

where m represents the color of a region in the image,
Gu(x, y) represents the traditional Gaussian kernel function,

and Gr(x, y) represents the kernel function close to the
Gaussian state in the color space [15], which can be obtained:

Gr(x, y) � λ1 exp − x
2

+ y
2

􏼐 􏼑/ 2σ21􏼐 􏼑􏽮 􏽯

− λ2 exp − x
2

+ y
2

􏼐 􏼑/ 2σ22􏼐 􏼑􏽮 􏽯

+ λ3 exp −
x
2

+ y
2

􏼐 􏼑

2σ23􏼐 􏼑

⎧⎨

⎩

⎫⎬

⎭,

(6)

where r represents the radius distance of the calculated flter,
λ1 and λ2 represent the peak value coefcients around the
middle and center points, respectively, λ3 represents the edge
peak value, and σ1, σ2, σ3 represents the scale coefcient.

During the enhancement process, the scale value and
quantity can be related to the fnal result [16]. Assuming that
the surround function and the center function only enhance
one-sided areas and do not enhance all pixel areas, the result
will be unsatisfactory. Te gain constant is the standard
constant in the formula. Te value is calculated after the
fusion of the center function and the surround function,
which can avoid one-sided enhancement. In order to ensure
a uniform luminance pixel value, the constant a is
substituted into the kernel function in the calculation to
obtain the optimal value. Te enhanced image Rj(x, y) is

Rj(x, y) � lg aj ×
I(x, y)

Fj(x, y) × I(x, y)
􏼢 􏼣, j � 1, 2, 3. (7)

Te enhanced luminance component I is expressed as
follows:

I(x, y) �
1
3

a1a2a3
I(x, y)

3

G1(x, y) × G2(x, y) × G3(x, y)
􏼨 􏼩, (8)

where a1, a2, a3 represents the gain constant with diference.

2.3. Brightness Normalization. For the image whose recog-
nition result is that the illumination intensity is too high or
too low, the panoramic image can be equalized by the il-
lumination normalization method [17, 18], which is con-
venient for the subsequent texture detail enhancement.

(1) Gamma correction. Traditional gamma correction
usually changes the brightness of the input image,
and it is difcult to achieve a good enhancement
efect in both too dark and too bright areas at the
same time. Te bilateral gamma correction curve
designed in this paper can improve the visual efect
of over dark area and over the bright area in the input
image at the same time. Multiscale image decom-
position can make the image brightness and detail
processed separately. Te image’s brightness infor-
mation is primarily concentrated in low frequency,
while detail information is primarily concentrated in
high frequency. Based on the above-given two
points, this paper realizes image gamma correction
by editing the gamma curve of the panoramic image
[19, 20], edits the nonlinear tone of the image,

Start

Identify light intensity

Input panoramic image

Ideal 
light 

intensity

Strong 
light 

intensity

Weak 
light 

intensity

Image enhancement

End

Normalization of light intensity

Figure 1: Flow chart of panoramic texture detail enhancement.
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separates the light color part and dark part in the
image signal, and uses gamma correction to com-
press and expand the high gray value and low gray
value of the image, respectively, to improve the
image contrast, reduce the infuence of illumination
intensity on panoramic image quality. Te gamma
correction formula is as follows:

Iout �
Iin

max gray
􏼠 􏼡

(1/λ)

max gray, (9)

where Iin and Iout, respectively, represent the original
gray value and the corrected gray value of the input
panoramic image; maxgray and λ represent the
maximum gray value and correction coefcient of
the input image, respectively.

(2) Gaussian diferential fltering. Gamma correction is
used to improve the contrast of the panoramic
image, and the shadow area of the image edge still
needs further processing. Te edge of the panoramic
image is extracted by band-pass flter and Gaussian
diference flter [21, 22], so as to reduce the infuence
of illumination intensity on the edge region of the
panoramic image. Te panoramic image I (x, y) is
fltered by a Gaussian diference flter, also, the
equation is as per the following:

G(x,y) �
1

���
2π

√
φ1

exp −
x
2

+ y
2

2φ2
1

􏼢 􏼣 −
1

���
2π

√
φ2

exp −
x
2

+ y
2

2φ2
2

􏼢 􏼣,

(10)

where φ1 and φ2 are Gaussian diferential flter co-
efcients, and φ1 <φ2.

g(x, y) � G(x, y)∗ I(x, y). (11)

Formula (10) and formula (11) are Gaussian difer-
ence flter and fltering processing results, respectively.

2.4. ImprovedRetinexTextureDetailEnhancementAlgorithm.
For the normalized image, the improved Retinex algorithm
is used to enhance the texture details. Te panoramic image
is down sampled by Gaussian pyramid, and the sampling is
completed by even line sampling and convolution sampling.
Te sampling formula is as follows:

Gh+1(i, j) � 􏽘
2

m�−2
􏽘

2

n�−2
R(m, n)Gh(2i − m, 2j − n), (12)

where m addresses the quantity of lines, n addresses the
quantity of sections, and h and R (m, n) represent pyramid
algebra and Gaussian convolution kernel respectively.

Te Gaussian weight is obtained by pixel diference and
spatial distance. Te points with a large diference in pe-
ripheral pixel values and the center point is the minimum or
maximum are noise points. Te noise points are processed
by reducing the center weight. Filter the x-axis direction and
y-axis direction of the image, respectively and obtain the
flter function as follows:

l(x) � z
− 1

(x)(o(ψ, x) + s(f(ψ), f(x)))dψ , (13)

where ψ and z(x), respectively, represent the sum of spatial
pixels and the weight normalized to the result, and o and s,
respectively, represent the distance function and similarity
function.

After bilateral fltering, the image contrast is compressed
to avoid image degradation [23]. Te bicubic diference
algorithm is used to restore the image, obtain accurate in-
terpolation graphics through the four neighborhood pixel
information of the image, and enhance the image magni-
fcation efect. Te bicubic diference formula is as follows:

D(X, Y) � 􏽘
3

i�0
􏽘

3

j�0
wijW(i)W(j), (14)

where wij represents the weight coefcient; W(i) and W(j)

represent abscissa weight and ordinate weight, respectively.
After the bicubic diference processing is completed, the

handled image is deducted from the frst image in loga-
rithmic space, and the color constancy and detail en-
hancement of the image are realized based on the constant
scale.

3. Simulation Experiment

In order to test the texture detail enhancement method of
panoramic image based on the Retinex algorithm studied in
this paper and optimize the efectiveness of panoramic
image, 10 panoramic images under diferent illumination
were selected from a website, and the enhancement efects of
multiple low illumination panoramic images are compared
on the MATLAB experimental platform (CPU Intel (R) core
(TM) i5-2320 3.0GHz);Te efectiveness of texture details is
enhanced through subjective visual efect and objective
quality evaluation.

In order to verify the advantages of texture detail en-
hancement of this method, Newton iterative algorithm
(reference [4]) and GLCM algorithm (reference [5]) are
selected as comparison methods. Brightness, information
entropy, clarity, mean square error (MSE), and peak signal-
to-noise ratio (PNSR) are used as objective test indicators.
Te specifc evaluation indicators are shown in Table 1.

Te parameters for setting the target image are shown in
Table 2.

According to the above parameter settings, the texture
detail enhancement simulation is carried out. Te original
image is shown in Figure 2.

Taking the image of Figure 2 as the research sample, the
panoramic image texture detail enhancement processing is
carried out. Trough the comparative test of the methods in
reference [4] and reference [5], the panoramic image texture
detail enhancement results are obtained, as shown in Fig-
ure 3. Figure 3 shows that the output quality of panoramic
image texture detail enhancement by this method is better
than the traditional method, the defnition is higher, and the
image’s brightness and contrast are more balanced.

Te results of detailed visual communication are shown
in Figure 4. According to the analysis of Figure 4, the
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panoramic image texture detail enhancement method in this
paper has good visual communication ability and high output
quality of image imaging. Te brighter parts in the original
image still maintain rich texture details, while the parts with
weak refected light at the rear of the wheel are compensated
by illumination, and the contrast is also improved.

Based on the above-given experiments, the ftness of the
three methods after enhancement in Figure 4 is compared, as
shown in Figure 5.

As can be seen from Figure 5, the image enhanced by the
method in reference [5] has the slowest convergence speed
and the lowest ftness, and the average ftness fuctuation is
relatively gentle, but the ftness convergence is limited; Te
average ftness convergence speed of the image enhanced by
the method in reference [4] is higher than that of the method
in reference [5], but it is still slower than that of the method
in this paper. Te average ftness curve fuctuates greatly and
is in an extremely unstable state; the average ftness of this
strategy is signifcantly greater than reference [4] and ref-
erence [5], and the fuctuation of average ftness is relatively
fat.

Te image quality of panoramic texture details en-
hanced by three methods is detected from the three indexes
of image brightness, information entropy, and defnition.
Te statistical results are shown in Table 3. As per the
comparison results in Table 3, the brightness of the pan-
oramic image optimized by this method is between 120 cd/
M and 130 cd/m, the information entropy is higher than
7.4 bit and the defnition is higher than 5; Te brightness of
the panoramic image optimized by the comparison method
is between 90 cd/M and 140 cd/m, the information entropy
is less than 7 bit and the defnition is less than 5. Te
comparison results show that the brightness of the pano-
ramic image optimized by this method is very uniform,
there is no high or low brightness, has high information
entropy and clarity, and the optimized image quality is
high. It is verifed that this method has a high optimization
efect [18, 24, 25].

Taking 10min as a unit time, the changes of the number
of texture details in the panoramic image are recorded in 6
unit times respectively. After being optimized by three
groups of algorithms.

Table 4 shows that as the experimental time is in-
creased, the number of texture details in this method
maintained a signifcant upward trend in the frst two unit
times, maintained a small upward trend from the third unit
time, and continued to remain stable in the ffth and sixth
unit times, with the maximum value of the full name
reaching 10.3 ×1011T; the number of texture details in
reference [4] and reference [5] methods always keeps the
change trend of rising and falling alternately, the phased
maximum value continues to decrease, the phased mini-
mum value basically remains unchanged, and the global
maximum value reaches 8.9 ×1011t and 7.6×1011t, much
lower than the method in this paper. To sum up, the ap-
plication of visual image antiocclusion moving target

Table 1: Evaluation index content.

Objective evaluation index Index content
Brightness Te brightness of the picture, an image gives people an intuitive feeling.
Information entropy It addresses the typical measure of data in the image.Te higher the entropy, the more information there is.

Defnition It not just mirrors the image’s little detail diference and texture change qualities, but it also refects the
image’s clarity. Te greater the size, the better.

Mean square error (MSE) Te greatness of the mean square worth of the pixel contrast between the frst image and the contorted
image decides the bending level of the twisted image.

Peak signal to noise ratio
(PNSR)

It is typically used to compare the quality of an image after compression to the original image.Te lower the
distortion after compression, the higher the PSNR.

Table 2: Experimental parameters.

Parameter Numerical value
Light intensity 125 dB
Intensity of image pixels 249× 350
Resolution of image spatial sampling 360× 360
Feature matching coefcient 0.21
Pixel spatial gain 0.02

Figure 2: Panoramic image.

Reference [4] method

Reference [5] method

Paper method

Figure 3: Comparison of texture detail enhancement results of
panoramic image.
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Figure 4: Visual communication results of texture detail enhancement.
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Table 3: Comparison of image quality after optimization by diferent methods.

Image serial
number

Paper method Reference [4] method Reference [5] method

Brightness Information
entropy Defnition Brightness Information

entropy Defnition Brightness Information
entropy Defnition

1 128.6 7.8 5.8 90.5 6.5 2.8 91.5 5.6 3.6
2 125.6 7.4 5.6 135.6 6.8 3.5 94.5 5.8 4.5
3 127.5 7.5 5.7 105.6 6.7 3.4 115.4 5.7 3.8
4 123.5 7.6 5.6 98.5 6.4 3.6 139.5 5.6 3.9
5 124.5 7.5 5.9 138.5 6.2 3.5 135.4 5.8 3.7
6 129.5 7.4 5.4 139.5 5.8 2.9 107.4 5.7 3.5
7 124.5 7.5 5.2 110.4 6.4 3.4 106.8 5.9 4.8
8 123.5 7.6 5.9 98.5 6.5 3.5 105.4 6.1 4.1
9 122.4 7.8 5.4 97.5 6.1 4.7 96.5 6.5 3.5
10 126.5 7.5 5.6 96.5 5.9 4.1 94.5 6.4 3.9

6 Mathematical Problems in Engineering



RE
TR
AC
TE
D

tracking algorithm in augmented reality can ensure a stable
increase in the number of texture details per unit time.

To sum up, this method uses the multi-scale decom-
position method to construct the patch visual information
detection model of the panoramic image, so as to realize the
visual communication and information enhancement of the
panoramic image. Compared with the traditional methods,
this method improves the detection and recognition rate,
contrast, brightness, illumination compensation, and detail
enhancement of the panoramic image. It can produce an
enhanced image with a good visual efect and improve the
processing ability of texture detail enhancement of pano-
ramic image [26–28].

4. Conclusion

Image enhancement innovation is one of the essential as-
signments of present day PC vision and advanced image
handling. Te implementation of this operation is to further
improve the human sensory ability to observe images, better
analyze and process the contents contained therein and
enhance the readability of images. Retinex is an image
enhancement theory based on scientifc testing and scientifc
analysis. It simulates the way the human visual system
perceives brightness and color under diferentiated lighting
conditions. Retinex theory holds that the refection ability of
an object to light determines the color of the object. Its
essence is to obtain the refection component of the object in
the image without the illumination component, to rees-
tablish the frst appearance of the item. In contrast with
other customary image enhancement strategies, the image
enhancement model and algorithm in light of the Retinex
hypothesis work on the image’s edge, constant color, and
large dynamic compression range, so that the image can
obtain the maximum color stability without change and
distortion, also, genuinely reestablish the frst appearance of
the article in the image.

Te force of the light essentially afects the delivering
impact of a panoramic image. Te panoramic image en-
hancement under diferent illumination intensities is

studied, the illumination intensity of the panoramic image is
recognized, the illumination normalization is implemented
for the images with high and low illumination intensity, and
the improved Retinex algorithm is utilized to understand the
panoramic image enhancement handling and complete the
image enhancement.Te exploratory outcomes demonstrate
the way that the examination technique can streamline top
notch images in a short measure of time. Te optimized
image can retain more image details and has a high image
enhancement efect. Te image is optimized because it has a
high peak signal-to-noise ratio and a low image mean square
blunder, which can meet the actual needs of panoramic
image enhancement.
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Object datasets used in the construction of object detectors are typically annotated with horizontal or oriented bounding
rectangles for IoT-based.�e optimality of an annotation is obtained by ful�lling two conditions: (i) the rectangle covers the whole
object and (ii) the area of the rectangle is minimal. Building a large-scale object dataset requires annotators with equal manual
dexterity to carry out this tedious work. When an object is horizontal for IoT-based, it is easy for the annotator to reach the
optimal bounding box within a reasonable time. However, if the object is oriented, the annotator needs additional time to decide
whether the object will be annotated with a horizontal rectangle or an oriented rectangle for IoT-based. Moreover, in both cases,
the �nal decision is not based on any objective argument, and the annotation is generally not optimal. In this study, we propose a
new method of annotation by rectangles for IoT-based, called robust semi-automatic annotation, which combines speed and
robustness. Our method has two phases. �e �rst phase consists in inviting the annotator to click on the most relevant points
located on the contour of the object. �e outputs of the �rst phase are used by an algorithm to determine a rectangle enclosing
these points. To carry out the second phase, we develop an algorithm called RANGE-MBR, which determines, from the selected
points on the contour of the object, a rectangle enclosing these points in a linear time. �e rectangle returned by RANGE-MBR
always satis�es optimality condition (i). We prove that the optimality condition (ii) is always satis�ed for objects with isotropic
shapes. For objects with anisotropic shapes, we study the optimality condition (ii) by simulations. We show that the rectangle
returned by RANGE-MBR is quasi-optimal for the condition (ii) and that its performance increases with dilated objects, which is
the case for most of the objects appearing on images collected by aerial photography.

1. Introduction

�e construction of an object detector generally goes
through a learning phase, followed by a testing phase, and
ends with a tuning phase. Each phase requires an inde-
pendent annotated object dataset. Annotating an image IoT-
based signal and image processing applications consists of
locating all the objects present in this image and determining
their categories. �e way to locate an object varies from
detector to detector. For example, mask R-CNN detector
uses segmentation mask to locate objects [1], CoKe detector
uses key points and landmarks to locate objects [2], and
poly-YOLO detector represents objects using polygons [3].
However, the rectangle is considered to be the simplest and
most used polygonal shape for locating or representing an

object in many computer vision applications for IoT-based
[4]. Locating an object using a rectangle consists of drawing
a rectangle surrounding this object. �e annotation of an
object dataset is performed using free or commercial soft-
ware designed for a particular annotation choice.

�ere are two types of annotations with rectangles
depending on the orientations of the objects in the images
for IoT-based. To locate objects, the �rst type uses horizontal
bounding rectangles (HBR), while the second type uses
oriented bounding rectangles (OBR). Annotation with
horizontal rectangles is suitable for natural scenes, where the
photographer is usually in front of the object and adjusts
their camera so that the objects appear aligned with the
horizontal edges of the image. By contrast, for aerial pho-
tography, where images are captured by Earth observation
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satellites or other flying devices, objects often appear in the
image with arbitrary orientations.

(e optimality of an annotation results in the satisfaction
of two conditions: (i) the bounding rectangle must cover the
whole of the object and (ii) the area of the bounding
rectangle must be minimal. For a horizontal object, it is easy
to reach the optimal HBR that satisfies conditions (i) and (ii)
mentioned above. On the other hand, for an oriented object,
it is difficult to reach the optimal OBR if the annotation
method does not render account of optimality conditions (i)
and (ii).

In the literature, we distinguish two types of object
detectors. (e first type includes horizontal object detectors,
which detect objects using HBR. (e second type includes
oriented object detectors, which detect objects using OBR.
Any detector of the first class is trained, tested, and tuned on
horizontal object datasets (HOD). On the other hand, some
oriented object detectors are trained and tuned on HOD,
such as OAOD [5] and BBAVectors [6], but others are
trained tuned on to oriented object datasets (OOD), such as
RoI transformer [7], R-RoI [8], RRPN [9], R2CNN++ [10],
DMPNet [11], FOTS [12], RPN [13], and DDR [14].
However, all of these oriented object detectors must be
tested on OOD.

A large-scale HOD (OOD, respectively) is a set made up
of a large number of images annotated with HBR (OBR,
respectively). Each image contains objects of a wide variety
of scales, orientations, and shapes. (ese objects are divided
into classes (or categories) that vary from one dataset to
another.

Table 1 (Table 2, respectively) presents the number of
classes, instances, images, and year of creation of the most
cited HOD (OOD, respectively) in the literature. To our
knowledge, DOTA is the largest public Earth vision object
detection dataset [27]. It contains objects exhibiting a wide
variety of scales, orientations, and shapes. Moreover, images
of DOTA are manually annotated by experts in aerial image
interpretation.

2. State of the Art

In order to generate a dataset for object identification, we
need to gather a large number of photographs, all of which
must be annotated using the same technique and organized
in accordance with a set of categories that have been pre-
determined. (e dataset has to include many photographs
that match to various instances of each object class. (ese
images must be included for each object class. (e currently
available annotation techniques are amenable to being split
up into two primary categories. In the first class, all methods
of manual annotation are grouped together, and in the
second class, all techniques of semi-automatic annotation
are categorized together [28].

2.1. Manual Annotation. (ere are two main methods of
manually annotating objects with bounding boxes, which are
used in the construction of most large-scale object datasets.
(e first one is called the consensus method, and the second

one is called the sequential tasks method. For each instance
of an object in an image, the first method asks several an-
notators to draw a rectangle around the object and then
defines the position of the object by the rectangle elected by
the majority of annotators. To annotate an object by the
second method, we need at least three annotators. (e first
one is asked to draw a rectangle around a single instance of
the object. (e task of the second annotator is to validate the
drawn rectangle. (e third person investigates whether
additional object class instances require annotation. De-
termining a precise bounding rectangle takes more time and
resources than validating the annotation, and thus, the
consensus technique is more efficient. Annotation quality
affects the development of accurate object detectors. (e
determination of a large-scale object dataset requires expert
annotators, significant working time, and remuneration in
line with the desired accuracy. As examples of common use
datasets, annotated with the manual methods, we cite
PASCAL VOC [18], MS COCO [17], ImageNet [19], DOTA
[20], etc.

Although studies on the description of OOD are
abundant, very few of them explain how to draw a rectangle
enclosing an oriented object. (e only annotation method
explicitly described in the literature appears in the article
[27] by Ding et al. (is method consists in drawing a HBR
around the object of interest and then adjusting the angle
manually by rotating the rectangle with the mouse.

2.2. Semi-Automatic Annotation. (e traditional semi-au-
tomatic approach of annotating objects with rectangles
consists of four phases.

First phase: in this phase, the images of the object
dataset are divided into two subsets of unequal sizes.
(e smallest subset is annotated with rectangles by the
manual method.
Second phase: the second phase consists of choosing an
object detector and training this detector with the
images from the dataset already annotated.

Table 1: Examples of large-scale horizontal object datasets.

Name Classes Instances Images Year
DIOR [15] 20 190288 23463 2019
TUT indoor [16] 7 4595 22137 2018
MS COCO [17] 80 886266 123287 2014
PASCAL VOC [18] 17 1793658 11268 2012
ImageNet [19] 200 478807 456567 2009

Table 2: Examples of large-scale oriented object datasets.

Name Classes Instances Images Year
DOTA-v2.0 [20] 17 1793658 11268 2021
FGSD [21] 1 5634 2612 2020
HRSC2016 [22] 1 2976 1061 2016
UCAS-AOD [23] 2 14596 1510 2015
DLR 3k [24] 2 14235 20 2015
VEDAI [25] 3 2950 1268 2015
SZTAKI-INRIA [26] 1 665 9 2012
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(ird phase: once the detector is ready, it will be used to
annotate the images of the second object dataset with
the prediction rectangles.
Fourth phase: during this phase, the annotator validates
the correctly annotated objects during the third phase
and manually draws the bounding rectangles of the
poorly annotated objects.

As this study is limited to locating objects by bounding
boxes, we cite the Faster Bounding Box (FBB) as an example
of semi-automatic annotationmethod [16].(is method was
used to generate the Tampere University of Technology
(TUT) Indoor dataset. (e largest subset is annotated with
prediction rectangles, generated by the Faster R-CNN object
detector [29], trained on the smallest annotated subset.

2.3. Performance Measure of Detectors Using Rectangles.
(e evaluation of the effectiveness of the object detector is
then performed on the second subset of the annotated
dataset. Since we are only dealing here with annotations
using bounding boxes, the most used criterion to compare
two rectangles is the Jaccard’s similarity index, also known as
the Intersection over Union (IoU). For each image of the
testing dataset, the IoU measures the percentage of overlap
between the prediction bounding rectangle 􏽢A generated by
the detector, and the ground truth bounding box A, as
follows:

IoU( 􏽢A,A) �
Area( 􏽢A∩A)

Area( 􏽢A∪A)
. (1)

We note that the IoU score lies in the interval [0, 1]. (e
closer this index gets to 1, the better the detection of the
object. We say that an object is well detected (or true
positive) if the IoU score is greater than or equal to a
threshold discussed by experts. In most studies, the
threshold value is set at 0.5 [30]. (e IoU score causes a
problem when its value is zero. (is value is embarrassing
since it does not explain how far is the prediction bounding
rectangle from the ground truth bounding box. To work
around this problem, Rezatofighi et al. [30] suggest replacing
the IoU with the Generalized Intersection over Union
(GIoU) index. (e GIoU between two rectangles 􏽢A andA is
defined as follows:

GIoU( 􏽢A,A) � IoU( 􏽢A,A) −
Area(C\( 􏽢A∪A))

Area(C)
, (2)

where C is the smallest convex set enclosing both 􏽢A and A.
(e exact IoU computation between two HBR is simple.

Much software integrates functions to calculate this index.
On the other hand, the exact IoU computation between two
OBR is not as simple as that between two HBR. Liu et al.
(Yao et al., respectively) proposed in Ref. [31] (in [32])
heuristic to estimate the IoU between two OBR. Recently,
Zaidi has shown in Ref. [28] that these heuristics give reliable
results only when the centers of the rectangles are very close
and the angle between the rectangles is small. Moreover, he
has developed in Ref. [28] an algorithm that calculates the

exact IoU value between two OBR, as well as an (ε, α) es-
timator of the IoU.

(e annotation method has a direct bearing on the
performance measurement of an object detector. (e OOD
reserved for the test phase must be carefully annotated so
that the IoU computation between the ground truth and
prediction rectangles is not biased.

3. Motivation for the Study

(e manual or semi-automatic annotation methods de-
scribed in Section 2 have made it possible to build many
large-scale object datasets. (ese datasets have given rise to
very powerful object detectors. However, we cannot ignore
the following concerns:

(1) According to paragraph A, accurate manual anno-
tation is expensive, time-consuming, and requires
annotation experts.

(2) In many situations, the annotator can be in front of
an object with an ambiguous orientation as shown in
Figure 1. In this case, he will take a considerable time
to decide whether the object will be annotated with a
horizontal rectangle or an oriented rectangle.
Moreover, in both cases, the final decision is not
based on any objective argument and depends solely
on the dexterity of the annotator.

(3) (e semi-automatic annotation defined in paragraph
B does not guarantee the optimality of the annota-
tion rectangle, in the sense that it must have a
minimum area and cover the whole of the object.

(4) According to paragraph C, the use of any approxi-
mation methods of IoU(A,B), whether to measure
the accuracy of an oriented object detector or to
compare the performance of two oriented object
detectors, could lead to biased results. Indeed, the
function g(x) � x/a + b − x is strictly increasing
over the interval [0, a + b[, where a and b denote the
areas of A and B, respectively. (erefore, a large or a
small ground truth bounding rectangle directly in-
duces a bias in the computation of the IoU.

(e contribution of this study is the scarcity of anno-
tation methods motivated us to develop a robust semi-au-
tomatic annotation method of OOD. Our method is semi-
automatic because it consists of a manual step followed by a
computer-assisted step. In addition, this method is robust
because the bounding rectangle generated by our algorithm
is insensitive to the dexterity of the annotator. More pre-
cisely, the steps are as follows:

(i) We develop an algorithm called RANGE-MBR,
which determines from a set Mn of the n most
relevant (in the sense given by Definition 1) points
picked on the object outline, a rectangle enclosing
Mn and having a quasi-minimal area, in O(n) time.

(ii) We propose a new approach to simultaneously
build HOD and OOD from a large-scale image
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bank, based on both the RANGE-MBR algorithm
and threshold angles.

(iii) We conduct a large experimental study to quantify
the performance of the RANGE-MBR algorithm.

(iv) We compare the performance of RANGE-MBR to
that of the benchmark algorithm, RC-MBR, which
determines the minimum rectangle enclosingMn in
O(n ln(n)) time.

(is study seems essential to us because it responds to a
real need in the development of oriented object detectors. In
addition, it allows researchers to build their own oriented
object datasets in a rigorous manner.

Definition 1. (relevant point of an object) Any point located
on the contour of the object is said to be relevant if it is a local
maximum, a local minimum, the most right point, the most
left point, a cusp of the first type, a cusp of the second type,
an inflection point, and so on.

(e remainder of this manuscript is structured as fol-
lows. Section 4 deals with the parametrization of rectangles.
Section 5 is devoted to the development of the RANGE-MBR
algorithm. We explain in Section 6 how to use the RANGE-
MBR (or RC-MBR) algorithm to simultaneously generate
horizontal and oriented datasets from a large-scale image
bank. In Section 7, we perform various numerical experi-
ments to evaluate the performance of the RANGE-MBR
algorithm.

4. Parametrization of Bounding Rectangles

First, we give an overview of the different types of param-
eterization encountered in the literature. (en, we justify the
choice of the parameterization associated with the anno-
tation method that we propose in this study. Our choice of
parameterization was discussed in a previous study on the
accurate computation of the IoU [28]. However, it seems
useful to us to recall this choice to facilitate the reading of the
manuscript.

4.1. Parameterization of Horizontal Rectangles. (e mini-
mum parameterization of a horizontal rectangle
A � A1, A2,􏼈 A3, A4} requires four parameters. (e object
dataset PASCAL VOC [18] annotates the rectangle A with
(x4, y4, x2, y2), where (xi, yi) are the coordinates of the
vertex Ai, i � 1, . . . , 4 (cf. Figure 2). (e object dataset Ms
COCO [17] annotates the rectangle A with (x4, y4, w, h),
where w and h denote the lengths of the line segments
[A1, A2] and [A1, A4], respectively, and (x4, y4) are the
coordinates of the vertex A4 (cf. Figure 2). (e object dataset
ImageNet [19] annotates the rectangle A with (x0, y0, w, h),
where w and h denote the lengths of the line segments
[A1, A2] and [A1, A4], respectively, and (x0, y0) are the
coordinates of the center A0 of A (cf. Figure 2).

4.2. Parameterization of Oriented Rectangles. Five parame-
ters—b1, b2, w, h, and θ—are necessary for the minimal
parameterization of an orientated rectangle denoted by the
formula B � B1, B2, B3, B4􏼈 􏼉; these are the only parameters
that are required. (e coordinates for the center B0 of B are
(b1, b2), which correspond to the coupling b1 and b2. (e
lengths of the line segments [B1, B2] and [B1, B4] are in-
dicated by the parametersw and h, respectively (cf. Figure 2).
(e parameter θ ∈ [0, π/2] is used to determine the acute
angle that exists between the lines Δ and (B1, B2), where Δ
denotes the horizontal line that goes through B1. (ese two
object datasets, HRSC2016 [22] and UCAS-AOD [23], are
annotated with the help of this parametrization.

(e above θ-based parametrization is not suitable for
annotating satellite image datasets. (ese OOD have the
particularity of containing a large number of instances per
image, at different scales, and whose parts overlap [20]. A
simple solution that overcomes the drawbacks of the θ-based
annotation consists in defining a rectangle B � B1, B2,􏼈

B3, B4} using the coordinates (xi, yi)1≤ 4 of the vertices
B1, . . . , B4, respectively. To solve the indeterminacy problem
linked to the permutations of the vertices, we can sort the
vertices clockwise and fix the first point according to the
following rules [27]:

M1 M2

M3

M4

M5

M6

(a)

M1

M2

M3

M4

M5

M6

A1

A2

A3

A4

B1

B2 B3

B4

(b)

Figure 1: (b) Intuitively, it seems that the horizontal rectangle B � [B1, . . . , B4] is best suited to annotate the colored object in blue (Figure
(a)). (emethod we propose takes as input the setM6 � M1, . . . , M6􏼈 􏼉 and returns the oriented rectangleA � [A1, . . . , A4]. SinceA covers
the whole object and Area(A)<Area(B), then it is natural to annotate the object by the rectangle A.
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(i) For objects with a distinguished head and a tail (e.g.,
vehicles and helicopters), the annotator carefully
selects B1 to indicate the left corner of the instance
head.

(ii) For other objects (e.g., tennis courts and bridges), B1
is the point at the top left of the instance.

(is type of parametrization was used for the annotation
of the DOTA object dataset [20].

4.3.OurChoice of Parametrization. We use the notationR �

[R1, R2, R3, R4] to denote an oriented rectangle whose ver-
tices are R1, R2, R3, and R4. We assume that these vertices are
sorted in counterclockwise order, such that R1 is the left
vertex with the smallest vertical coordinate.

To sort the vertices set B1, B2, B3, B4􏼈 􏼉 of the rectangle B
as described above, we first consider the barycenter G of the
rectangle B. (en, we calculate the polar angle of each vertex
relative to the barycenter G [28]. We denote by
B(1), . . . , B(4), the sorted vertices in ascending order of their
polar angle. If B(3)(2)≤B(4)(2), then B � [B(3), B(4), B(1),

B(2)], else B � [B(4), B(1), B(2), B(3)] (cf. Figure 2). For more
details on the implementation of this sorting method, we
refer the reader to our article [28].

In this investigation, we describe a bounding rectangle B
by using the eight-tuple (x1, y1, . . . , x4, y4), where (xi, yi)

t

are the coordinates of the i-th vertex of the sorted rectangle
[B1, . . . , B4].

(is choice of parameterization is ideally suited to the
annotation approach that we suggest since it eliminates the
need for extra computations to draw rectangles or to locate
the images of rectangles by applying affine transformations.
(is is one of the reasons why the method is so efficient. In
addition, we demonstrate in Section B how to format the
outputs of the annotation technique that we propose in
accordance with the annotation rule of the DOTA dataset.
(is is done by referring to the annotation rule.

5. Determination of the Bounding Rectangle

It is natural to annotate the object with the minimum
rectangle enclosing the set of relevant points.(is problem is
formulated as follows:

Problem 1. Given a set of points Mn � Mi �􏼈 (xi, yi)
t ∈

R2; i � 1, . . . , n}, we find a rectangle with the smallest area,
enclosing Mn. Such a rectangle is called a minimum
bounding rectangle of Mn and denoted by MBR (Mn).

(e solution of problem 5.1 is not unique as shown in
Figure 3. So, MBR (Mn) denotes any solution of Problem 1.

Freeman and Shapira proved in 1975 that one edge of
MBR (Mn) must be collinear with an edge of the convex hull
(CH (Mn)) of Mn. (ey proposed in Ref. [33] a natural
algorithm to find MBR (Mn) in O(n2) time, based on
sweeping all minimum rectangles, enclosingMn, and having
an edge collinear with an edge of CH (Mn). In 1978, Shamos
proposed in Ref. [34] the famous rotating calipers algorithm,
which return all pairs of antipodal vertices of a n-sided
convex polygon in O(n) time. In 1983, Toussaint used the
rotating calipers technique and developed the algorithm RC-
MBR to find MBR (Mn) in O(n ln(n)) time [35]. In 2006,
Dimitrov et al. proposed in Ref. [36, 37] the algorithm PCA-
MBR, to approximate MBR (Mn), in O(nln(n)) time, by the
minimum bounding rectangle, which is aligned with the
eigenvectors of the covariance matrix of CH (Mn). (ey also
proved that the relative error between PCA-MBR (Mn) and
MBR (Mn) is bounded from above by

����
8

�
2

√􏽰
− 1 ≈ 2.36.(e

main drawback of the algorithm PCA-MBR is that it admits
an infinite number of solutions if the covariance matrix of
CH (Mn) has a double eigenvalue. To overcome the problem
of nonuniqueness inherent in algorithms RC-MBR and
PCA-MBR, we propose the method RANGE-MBR to ap-
proximate MBR (Mn) in O(n) time.

5.1. 1e Range-MBR Algorithm. Let B � (O, i, j) be a Car-
tesian frame of the two-dimensional affine plane. All angles
we refer to here are measured counterclockwise from the
positive x-axis. Let Δ be the line passing through O and
making an angle θ with the axis (O, i). Let Δ⊥ be perpen-
dicular to Δ and passing through O. Let P1 and Q1 (P2 and
Q2, respectively) be the extreme points of the orthogonal
projection of Mn on Δ (Δ⊥, respectively). Let
A � [A1, A2, A3, A4] be the minimum bounding rectangle
having an edge collinear with Δ. (en, A1, . . . , A4 are the
intersection points of the two parallel lines to Δ⊥ and passing
through P1 and Q1, respectively, with the two parallel lines to
Δ and passing throughP2 andQ2 respectively.(e area ofA is
given by the product of lengths of the line segments [P1, Q1]

and [P2, Q2]. From now on, the MBR A enclosing Mn and
having an edge collinear with the direction making an angle θ
from the positive x-axis will be denoted by MBR(Mn, θ).

Let u � (cos(θ), sin(θ))t, and v � (− sin(θ), cos(θ))t )
be two unit direction vector of Δ and Δ⊥, respectively. (en,
B � (O, i, j) andB′ � (O, u, v) are two Cartesian frames of
the two-dimensional affine plane. For all i � 1, . . . , n, we
denote by (xi, yi)

t ((si, ti)
t, respectively) the coordinates of

Mi with respect to the frameB (B′, respectively). Let Rθ be
the rotation matrix of angle θ, and then (xi, yi)

t � Rθ(si, ti)
t,

where ut is the transpose of u.
Let X be a random variable with mean μ and standard

deviation σ. Let x1: n � (x1, . . . , xn) be n observations on the

A0

B0

b1

b2

A1 A2

A3A4

B1

B2

B3

B4

y

x
w

h

w
h

θ
Δ

Figure 2: Parameterization of horizontal and oriented rectangles.
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variable X. Let x(1) ≤ . . . ≤x(n) be the order statistics of x1: n.
We define the range of x1: n by Range(x1: n) � x(n) − x(1).
(erefore, the lengths of [P1, Q1] and [P2, Q2] are given
by:

P1Q1 � Range s1, . . . , sn􏼈 􏼉( 􏼁 � s(n) − s(1),

P2Q2 � Range t1, . . . , tn􏼈 􏼉( 􏼁 � t(n) − t(1).
(3)

We denote by 􏽢σn any estimation of σ obtained from x1: n.
On the basis of numerous works carried out on the esti-
mation of the standard deviation from the sample range
([38–43]), we can assume that there is a real constant α(X, n)

such that

􏽢σn �
Range x1: n( 􏼁

α(X, n)
. (4)

Besides, it is well known that

Var x1: n( 􏼁 �
1
n

􏽘

n

i�1
xi − x( 􏼁, (5)

which is an estimate of σ2, where x � 1/n 􏽐
n
i�1 xi. It follows

that there is a real constant α(X, n) such that:

Range x1: n( 􏼁
2 ≈ α(X, n)

2Var x1: n( 􏼁. (6)

We assume that the (x, y) coordinates of the set of
pointsMn are n observations of two random variables X and
Y. Since the Area(A) � P1Q1 · P2Q2, then combining
equations (6) and (3) gives an approximation 􏽢A

2
n(θ) of

Area(A), satisfying the following relation:

􏽢A
2
n(θ) � α(S, n)

2α(T, n)
2Var s1: n( 􏼁Var t1: n( 􏼁, (7)

where (S, T)t � Rt
θ(X, Y)t. To alleviate notions, we will also

use Vx and Cx,y to designate Var(x1: n) and Cov(x1: n, y1: n).
Since (xi, yi)

t � Rθ(si, ti)
t, we obtain

V s � cos2(θ)Vx + sin2(θ)Vy + sin(2θ)Cx,y,

V t � sin2(θ)Vx + cos2(θ)Vy − sin(2θ)Cx,y.
(8)

Using (8) and some trigonometric identities, we prove
that

8V sV t � K − f(θ), (9)

where K � V2
x + V2

y + 6VxVy − 4C2
x,y and

f(θ) � V
2
x + V

2
y − 2VxVy − 4C2

x,y􏼐 􏼑cos(4θ)

+ 4Cx,y Vx − Vy􏼐 􏼑sin(4θ).
(10)

Combining equations (7), (9), and (10) gives

􏽢A
2
n(θ) �

α(S, n)
2α(T, n)

2

8
(K − f(θ)). (11)

(us, the area of MBR (Mn, θ) is approximately equal to

α(S, n)
2α(T, n)

2

8
(K − f(θ)). (12)

(erefore, we propose to approximate MBR (Mn) by MBR
(Mn, θ∗) such that:

θ∗ � argmin
θ∈[− (π/2),π/2]

􏽢A
2
n(θ) � argmax

θ∈[− (π/2),π/2]

f(θ). (13)

(e first derivative of f with respect to θ is given by:
_f(4θ) � − 4λ sin(4θ) + 4δ cos(4θ). (14)

where

λ � V
2
x − Vy􏼐 􏼑

2
− 4C2

x,y ,

δ � 4Cx,y Vx − Vy􏼐 􏼑.
(15)

(e function f has a unique critical point θ∗ such that

tan 4θ∗( 􏼁 �
δ
λ

�
4Cx,y Vx − Vy􏼐 􏼑

V
2
x − Vy􏼐 􏼑

2
− 4C2

x,y

. (16)

Lemma 1. 1e second derivative of f at the critical point θ∗
has the same sign as − λ.

Proof. (e second derivative of f with respect to θ is given
by:

€f (θ) � − 16(λ cos(4θ) + δ sin(4θ)). (17)

Multiplying both sides of the relation (17) by cos(4θ)

yields

cos(4θ) €f (θ) � − 16 λ cos2(4θ) + δ sin(4θ)cos(4θ)􏼐 􏼑, (18)

Multiplying both sides of the relation (14) by sin(4θ) yields

sin(4θ) _f(θ) � − 4λ sin2(4θ) + 4δ sin(4θ)cos(4θ). (19)

Using relations (19) and (18) with θ � θ∗ (i.e.,
_f(θ∗) � 0), we obtain:

4δ cos 4θ∗( 􏼁sin 4θ∗( 􏼁 � 4λsin2 4θ∗( 􏼁,

cos 4θ∗( 􏼁 €f θ∗( 􏼁 � − 16λ.
(20)

(erefore, €f(θ∗) has the same sign as − λ cos(4θ∗). Since
4θ∗ � arctan(δ/λ) ∈ ] − (π/2), π/2[, then cos(4θ∗)> 0 what
ever the setMn may be.(us, €f(θ∗) has the same sign as − λ.

M2

M3

M5

M1

M4

Figure 3: M5 � M1, . . . , M5􏼈 􏼉. (e green and red rectangles are
two distinct solutions of Problem 1.

6 Mathematical Problems in Engineering



(erefore, the determination of θ∗ goes through six
cases:

Case 1: if λ> 0, then θ∗ � 1/4arctan(δ/λ).
Case 2: if λ< 0 and Vx ≠Vy, then θ∗ is determined
through the eigen decomposition of the empirical
covariance matrix of Mn. (is case is discussed below.
Case 3: if λ< 0 and Vx � Vy, then θ∗ � π/4.
Case 4: if λ � 0 and Cx(Vx − Vy)> 0, then θ∗ � π/8.
Case 5: if λ � 0 and Cx(Vx − Vy)> 0, then θ∗ � π/8.
Case 6: if λ � 0 and Cx(Vx − Vy)> 0, then it is equiv-
alent to Vx � Vy and Cx � 0. (is case is discussed
below. □

5.1.1. Illustrative Example of Case 6. It is difficult to illustrate
all the scenarios, which fall into Case 6. (e special case of
regular polygons is the one that the annotator may en-
counter when annotating regular objects such as road signs,
buildings, and human faces. Moreover, we have pointed out
this case to warn the user to pay attention to regularly shaped
objects when using our annotation method.

Proposition 1. If the elements of Mn are the vertices of a
regular n-sided polygon, then Vx � Vy and Cx,y � 0.

Proof. In the general case, the vertices of a regular polygon
are uniformly distributed over a circle with radius r and
center G equal to the barycenter ofMn. (us, without loss of
generality, we can assume that r � 1, G � (0, 0)t, and the kth

vertex of Mn is

Mk � cos
2π(k − 1)

n
􏼠 􏼡, sin

2π(k − 1)

n
􏼠 􏼡􏼠 􏼡

t

. (21)

Consider the complex sequence (zk)0≤ k≤ n− 1, where z �

exp(2π/ni) and i is the imaginary unit. (en,

􏽘

n− 1

k�0
z

k
� n(x + yi). (22)

Since 􏽐
n− 1
k�0z

k � (1 − zn/1 − z) � 0, then x � y � 0, and

Cx,y �
1
n

􏽘

n

k�1
xkyk,

Vx �
1
n

􏽘

n

k�1
x
2
k,

Vy �
1
n

􏽘

n

k�1
y
2
k.

(23)

Since cos(2x) � 2 cos2(x) − 1 � 1 − 2 sin2(x), then

Vx �
1
2

+
1
2n

􏽘

n− 1

k�0
cos

4πk

n
􏼠 􏼡,

Vy �
1
2

−
1
2n

􏽘

n− 1

k�0
cos

4πk

n
􏼠 􏼡.

(24)

Besides, 􏽐
n− 1
k�0cos(4πk/n) is the real part of

􏽘

n− 1

k�0
z
2

􏼐 􏼑
k

�
1 − z

2n

1 − z
2 � 0. (25)

(us, Vx � Vy � 1/2. Moreover, using 2 cos(x)sin(x) �

sin(2x), we deduce that

Cx,y �
1
2n

􏽘

n− 1

k�0
sin

4πk

n
􏼠 􏼡. (26)

Since 􏽐
n− 1
k�0sin(4πk/n) is the imaginary part of

􏽘

n− 1

k�0
z
2

􏼐 􏼑
k

�
1 − z

2n

1 − z
2 � 0, (27)

then Cx,y � 0.
Note that in the case where the elements of Mn are the

vertices of a regular n-sided polygon, problem 5.1 has exactly
n different solutions MBRi(Mn), i � 1, . . . , n. For all
i � 1, . . . , n − 1, MBRi(Mn) is the image of MBR0(Mn) by
the rotation of angle θi � (2i/n)π. □

5.1.2. Handling of the Exceptional Cases 2 and 6. Cases 2 and
6 are indeterminate cases for which the minimum of the
objective function f(θ) does not exist. (is is why we have
thought of a trick to get out of the indeterminacy of each
case, by returning to the initial definition of the solution.

(i) For Case 2, the application of an affine isometry to
the set of points (Mn) makes it possible to migrate to
another case for which the angle θ is well deter-
mined. We then obtain the solution of the initial
problem by applying the inverse isometry to the
solution of the transformed problem, since isometry
preserves the areas.

(ii) For Case 6, the use of an extra point Mn+1 belonging
to the convex hull of the setMn, allows to migrate to
another case for which the angle θ is well deter-
mined. Another alternative consists in asking the
user to click on a point of the object’s outline until we
get out this state.

Case 2: λ � (Vx − Vy)
2 − 4C2

x,y is negative because of
C2

x,y . To get rid of C2
x,y , we have just to follow the same

reasoning on a set of points

Mn
′ � Mi
′ � xi
′, yi
′( 􏼁

t ∈ R2
; i � 1, . . . , n􏽮 􏽯, (28)

whose coordinates x1: n
′ � (x1, . . . , xn

′) and y1: n
′ � (y1, . . . ,

yn
′) are uncorrelated. Let
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Γ �
1
n

􏽘

n

i�1
Mi − M( 􏼁 Mi − M( 􏼁

t
, (29)

be the covariance matrix of the elements of Mn, where
M � (x, y)t. Let Γ � UΔUt be an eigen decomposition of Γ,
where U ∈ O2(R) (the set of 2-orthogonal matrices), and
Δ � diag(δ1, δ2). For all i � 1, . . . , n, set Mi

′ � UtMi and
Mn
′ � (Mi
′)1≤ n≤ n. (en,t

Γ′ �
1
n

􏽘

n

i�1
Mi
′ − M′􏼐 􏼑 Mi

′ − M′􏼐 􏼑
t

� Δ, (30)

where M′ � UtM. Since U ∈ O2(R), then the linear map
defined by L(M) � UtM preserves the norm and the dot
product. (us, Area(MBR(Mn)) � Area(MBR(Mn

′)) and
MBR (Mn) is the image of MBR (Mn

′) under the map L.

Proposition 2. If the vectors x1: n and y1: n are uncorrelated
(Cx,y � 0) and have different variances (Vx ≠Vy), then 􏽢A

2
n(θ)

has a unique minimum at the angle θ � 0.

Proof. Since x1: n and y1: n are uncorrelated, then Cx,y � 0,
and λ � (Vx − Vy)

2 and δ � 0. According to equation (16),
the function f has a unique critical point θ∗ � 0. Using
Lemma 1, f(θ) is the maximum of f(θ).

Case 6. To get out of the indeterminacy of Case 6, we
propose to add to the set Mn an artificial point Mn+1
located in the convex hull of Mn so that the empirical
covariance matrix of the new setMn+1 � Mn ∪Mn+1 is
different from a scalar matrix. We assume that
(xn+1, yn+1)

t are the Cartesian coordinates of Mn+1 with
respect to BG � (G, i, j), where G � (x, y)t is the
barycenter of Mn. Without any loss of generality, we
assume that x1: n+1 (y1: n+1, respectively) is the vector of
the x-coordinates (y-coordinates, respectively) of the
points of Mn+1 with respect to BG � (G, i, j). We
denote by 􏽥Vx � Var(x1: n+1) and 􏽥Vy � Var(y1: n+1).
Lemma 2 gives the relation between Vx,Vy,Cx,y and
􏽥Vx,

􏽥Vy,
􏽥Cx,y , respectively. □

Lemma 2. If Vx � Vy and x � y � Cx,y � 0, then

􏽥Vx �
n

n + 1
Vx +

n

(n + 1)
2x

2
n+1,

􏽥Vy �
n

n + 1
Vy +

n

(n + 1)
2y

2
n+1,

􏽥Cx,y �
n

(n + 1)
2xn+1yn+1.

(31)

Proof. We set 􏽥x � (1/n + 1)􏽐
n+1
i�1 xi and 􏽥x � (1/n + 1)

􏽐
n+1
i�1 yi. Since x � y � 0, then 􏽥x � xn+1/n + 1 and

􏽥y � yn+1/n + 1. On the one hand, since x � 0, we have

􏽘

n+1

i�1
xi − 􏽥x( 􏼁

2
� 􏽘

n

i�1
x
2
i + x

2
n+1 − (n + 1)􏽥x

2

� nVx +
n

n + 1
x
2
n+1.

(32)

On the other hand, since 􏽐
n+1
i�1 xiyi � 0, we have:

􏽘

n+1

i�1
xi − 􏽥x( 􏼁 yi − 􏽥y( 􏼁 � 􏽘

n+1

i�1
xiyi − (n + 1)􏽥x􏽥y

�
n

n + 1
􏼒 􏼓xn+1yn+1.

(33)

Let 􏽥f(θ) be the function defined fromMn+1 in the same
way that f(θ) was defined from Mn in (10). (en,

􏽥f(θ) � 􏽥λ cos(θ) + 􏽥δ sin(θ), (34)

where

􏽥λ � 􏽥V
2
x + 􏽥V

2
y − 2􏽥Vx

􏽥Vy − 4􏽥C
2
x,y􏼒 􏼓,

􏽥δ � 4􏽥Cx,y
􏽥Vx − 􏽥Vy􏼐 􏼑sin(4θ).

(35)

Using the identities (31), we have

􏽥λ �
n
2

(n + 1)
4 x

4
n+1 + x

4
n+1 − 6x

2
n+1y

2
n+1􏼐 􏼑, (36)

It follows that

(1) 􏽥λ≠ 0 i.f.f Mn+1 ∉ D1 ∪D2 ∪D3 ∪D4, where
D1, . . . , D4 are the lines whose Cartesian equations
are given by

D1: x � (1 +
�
2

√
)yD2: x � (1 −

�
2

√
)y,

D3: x � (
�
2

√
− 1)yD4: x � (− 1 −

�
2

√
)y.

(37)

(2) 􏽥δ ≠ 0 i.f.f Mn+1 ∉ D5 ∪D6, where D5: x � y and
D6: x � − y.

In summary, any point Mn+1 � (x + xn+1, y + yn+1)
t

defined as a convex combination of M1, . . . , Mn, such that
xn+1yn+1 ≠ 0 overcomes the indeterminacy problem posed by
Case 6. However, the resulting RANGE-MBR (Mn) depends
on the values of xn+1 and yn+1. We tested this technique on a
set Mn composed of vertices of a regular n-sided polygon,
and we observed that the choice

Mn+1 �
1
2

Mj + Mnod(j+1,4)+1􏼐 􏼑. (38)

We allow our algorithm to reach MBR (Mn) whatever
the value of n and j � 1, . . . , n. (e generalization of the
technique applied to the vertices of a regular polygon re-
quires the calculation of CH (Mn), and the determination of
the midpoint, Mn+1, of any two consecutive vertices of CH
(Mn), such that the product of the coordinates of Mn+1 with
respect to BG � (G, i, j), is different from 0. □
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5.2.Annotate theDOTADatasetUsingRange-MBR. To adapt
our annotation method to the output format required by the
DOTA dataset, it suffices to ask the annotator that the first
click points to the object’s head, and to add a binary variable
T equals to 1 if we can differentiate the head of the object
from its tail, and zero otherwise. When we pass the setMn to
the RANGE-MBR algorithm, we save the coordinates of the
first point M1. Next, we determine the rectangle
R � [R1, R2, R3, R4] � RANGE − MBR(Mn).

(1) If the binary variable T equals one, then we deter-
mine the vertex Rj of R that is closest to M1, and we
permute the vertices of R clockwise so that Rj oc-
cupies the first position in this permutation.

(2) If the binary variable T equals zero, then we de-
termine the top left vertex Rj of R, and we permute
the vertices of R clockwise so that Rj occupies the
first position in this permutation.

6. Robust Semi-Automatic Annotation

In this section, we provide a new approach for building
object detection datasets based on both MBR algorithm and
threshold angles. (is method is semi-automatic because it
consists of a manual step followed by a computer-assisted
step. In addition, this method is robust because the
bounding rectangle generated by our algorithm is insensitive
to the dexterity of the annotator.

(i) (e problem of MBR was dealt with in Section 5. If
the user needs an optimal annotation in the sense
given by Definition 2, then he calls the RC-MBR
algorithm. Otherwise, he calls the RANGE-MBR
algorithm for quasi-optimal annotation. However,
optimality and complexity are inversely
proportional.

(ii) By default, the threshold angle is equal to zero. It can
also be adjusted by experts in object detection, or it
can be defined experimentally as the largest angle
between the ground truth bounding box and the
positive x-axis that gives no significant difference
between the performance of horizontal and oriented
detectors when tested on oriented objects. (e ex-
perimental determination of the threshold angle
requires horizontal and oriented object detectors, as
well as the already existing oriented object datasets.

6.1. Properties of the Robust Semi-Automatic Annotation
Method. By construction, the robust semi-automatic an-
notation method ensures the following properties:

(1) (e bounding rectangle generated by our approach is
quasi-optimal in the sense that it covers the whole
object, and its area is close to the area of the MBR
enclosing the object.

(2) (e angle of the rectangle is determined by an al-
gorithm based on some relevant points collected on
the contour of the object.

(3) (e bounding rectangle is insensitive to annotators
provided all relevant points on the object have been
selected.

(4) (e determination of the bounding rectangle re-
quires O(n) elementary operations, where n is the
number of relevant points.

(5) It allows the user to build simultaneously, from an
image bank, two databases: one for horizontal ob-
jects and another for oriented objects.

In summary, the robust semi-automatic annotation
provides a simple solution to all the drawbacks mentioned in
paragraph III, which are inherent in the old annotation
methods.

Let:

(i) θ0 be a threshold angle fixed by the user (by default,
θ0 � 0),

(ii) Mn be the set of relevant points selected on the
contour of the object,

(iii) H-MBR (Mn) be the horizontal minimum
bounding rectangle enclosing Mn,

(iv) O-MBR (Mn) be the minimum bounding rectangle
enclosing Mn,

(v) θ be the angle of O-MBR (Mn),

then, the Algorithm 1, and the flowchart shown in
Figure4 summarize the stages of construction of horizontal
and oriented datasets, from a large-scale image bank.

7. Experimental Study

(is experimental study was carried out exclusively with the
Matlab R2007b software. We implemented the RC-MBR,
PCA-MBR, and RANGE-MBR algorithms in MATLAB
language, and we wrote a script (see the Appendix), which

(1) reads the image then displays it
(2) ask the annotator to click on the most relevant points

of the object (Mn is a 2 × n matrix)
(3) determine the rectangle A corresponding to RC-

MBR (Mn)

(4) determine the rectangle B corresponding to
RANGE-MBR (Mn)

(5) draw the two rectangles with the colors red and
green, respectively

(e images used in experiments B,. . .,D are free of rights
and collected on the net. Moreover, the optimality criterion
of an annotation is given in Definition 2.

Definition 2. (optimal annotation) A rectangle A �

[A1, . . . , A4] enclosing an object is said to be optimal, if it
fulfills the conditions (i) and (ii):

(i) the rectangle A covers the whole object,
(ii) the area of A is minimal.

Mathematical Problems in Engineering 9



7.1. Experiment 1. (is experiment consists of studying
the optimality condition (ii) of the RANGE-MBR al-
gorithm. Equation (28) describes how to generate the
coordinates of the vertices Mn � (xk, yk); k � 1, . . . , n􏼈 􏼉 of
a random n-sided polygon where each rand is call of a
generator of uniform random numbers on the interval
[0, 1]. (e parameter vy, called the factor of dilation,
controls the aspect ratio of the polygon as shown in
Figure 6. (e more vy is greater than 1, the more the
polygon is dilated in the direction of the y-axis. Note that
such a polygon is not necessarily convex as shown
in Figure 7. (is is also the case for any polygon

whose vertices are defined by the relevant points of an
object.

Since

(1) the optimal annotation criterion that we have chosen
results in a rectangle which has a minimum area and
which covers the maximum of visible parts of the
object,

(2) RC-MBR is the fastest algorithm that determines the
smallest rectangle enclosing a set of points,

it seems natural to consider this algorithm as a reference
in the comparative study that we carried out.

Click on the most relevant points
located on the contour of the object

Mn

Compute θ
from Mn

Determine
O-MBR (Mn)

Determine
H-MBR (Mn)

add O-MBR (Mn)
to OOD

add H-MBR (Mn)
to HOD

θ ≤ θ0 θ > θ0

Figure 4: Our approach consists in choosing between O-MBR (Mn) and H-MBR (Mn)). If the angle of O-MBR (Mn) is less than or equal
to a threshold angle, then we annotate the object using H-MBR (Mn) instead of O-MBR (Mn).

Input: An image; threshold angle; HOD and OOD datasets
Output: Annotated image assigned to HOD or OOD

(1) for (each object in the image) do
(2) Determine the class of the object
(3) Ask the annotator to click on the most relevant points (Mn) of the object as defined in Definition 1
(4) Determine the RANGE-MBR A � [A1, A2, A3, A4] enclosing Mn as described in Section A
(5) Set α the angle between the positive x-axis and A1A2

�����→

(6) if (α> threshold angle) then
(7) Assign (image, object, A, class) to the OOD dataset
(8) else
(9) Determine the horizontal MBR A � [A1, A2, A3, A4] enclosing the relevant points, as shown in Figure 5, by setting θ � 0
(10) Assign (image, object, A, class) to the HOD dataset
(11) end if
(12) end for

ALGORITHM 1: Robust semi-automatic annotation
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xk � (1 + rand)cos
2πk

n
+
2π
n
rand􏼠 􏼡,

yk � 1 + vyrand􏼐 􏼑sin
2πk

n
+
2π
n
rand􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(39)

For each value of the pair (n, vy), we generate r � 10000
random n-sided polygons. For each polygon M(i)

n ,
i � 1, . . . , r, we determine the relative error ei, between the
areas of RANGE-MBR (M(i)

n ) and RC-MBR (M(i)
n ), as well

as the CPU times 􏽢ti and ti, used by the algorithms RANGE-
MBR and RC-MBR to compute RANGE-MBR (M(i)

n ) and
RC-MBR (M(i)

n ), respectively. Finally, we denote by e, 􏽢t, t,
and Std(e), the means and the standard deviation of the
sequences (ei)1≤ i≤ r, (􏽢ti)1≤ i≤ r, (ti)1≤ i≤ r, and (ei)1≤ i≤ r

respectively.
Figure 8 and 9 represent e and Std(e) versus n and vy for

n ∈ 4, . . . , 20{ } and vy ∈ 1, . . . , 4{ }. We have retained the
ranges of values [4, 20] for n and [1, 4] for vy, because in our
estimation, they are those which correspond most to reality.

In practice, rare are objects that have more than 20 relevant
points or less than 4 relevant points.

We deduce from Figures 8 and 9 that:

(1) (e more the polygon is dilated in one direction, the
more the algorithm RANGE-MBR is accurate and
precise

(2) (e more vertices the polygon has, the more the
algorithm RANGE-MBR is accurate and precise

Δ

Δ y

xP1

P2

Q1

Q2

θ

Figure 5: When θ is fixed, the minimum bounding rectangle
enclosing the blue polygon (object) is the rectangle A whose vertices
A1, . . . , A4 are the intersection points of the two parallel lines to Δ⊥
and passing through P1 and Q1, respectively, with the two parallel
lines to Δ and passing through P2 and Q2, respectively. A is the
rectangle whose edges pass through the red dotted segments.

-5

-6 -4 -2 0 2 4 6

-4
-3
-2
-1
0
1
2
3
4
5

vy = 1
vy = 2

vy = 3
vy = 4

Figure 6: (e original object is the regular blue colored heptagon.
(e black, red, and green polygons correspond to the dilation of the
blue polygon by a factor vy � 2, 3, 4, respectively, in the vertical
direction.

P1
P2

Figure 7: P1 and P2 are two random heptagons, generated
according to Equation (28) with vy � 4. P1 is concave, while P2 is
convex.
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Figure 8: Mean of (ei)1≤ i≤ r versus n and vy.
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Figure 9: Standard deviation of (ei)1≤ i≤ r versus n and vy.
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We ran other simulations with larger values of n and vy,
and we got the same previous conclusion. (e parameter vy

controls the dilation of the polygon in the vertical direction.
In fact, we could choose any other direction, since the
RANGE-MBR algorithm is not sensitive to the direction of
expansion. On the other hand, it is sensitive to the number of
vertices of the polygon and to its dilation.

Out of the 680000 generated polygons, we do not en-
counter any case for which Vx � Vy and Cx,y � 0. In addi-
tion, the algorithm RANGE-MBR is 9 times faster than
algorithm RC-MBR. (e mean CPU times of RANGE-MBR
and CR-MBR are both independent of n and vy. It is about
1.38 × 10− 4 seconds for the algorithm RANGE-MBR, and
1.20 × 10− 3 seconds for the algorithm RC-MBR. Since the
complexity of the algorithm RANGE-MBR is O(n), and that
of the algorithm RC-MBR is O(n ln(n)), then the difference
in CPU time, for each algorithm, is only observed if n is large
enough. Based on the response time per click given in [44]
and considering the mean CPU time of the RANGE-MBR
algorithm, we can state that determining a bounding rectangle
requires 2.5 + 1.5(n − 1) seconds, where n is the number of
relevant points collected on the contour of the image.

7.2. Experiment 2. We made a comparison between
RANGE-MBR and PCA-MBR based on sets of vertices of
regular n-sided polygons, with n � 4, . . . , 20. We observe
that the relative error of the algorithm RANGE-MBR is
always equal to 0, while that of the algorithm PCA-MBR is
different from 0 for the values of n reported in Table 3.
Although Case 6 does not contain only regular polygons, this
experiment shows that the RANGE-MBR method achieves
optimality on regular polygons, but for the other shapes
(which go in Case 6), it offers a better solution than that
obtained by PCA-MBR.

7.3. Experiment 3. (is experiment consists in studying the
effect of the dilation factor on the performance of the
RANGE-MBR algorithm. Figure 10 represents a basic ex-
periment. (e relevant pointsMn are colored in yellow. We
observe that RANG-MBR (Mn) is close to RC-MBR (Mn).
Although the bird on the left is smaller than the bird on the
right, the relative error e equals 0.65% for the bird on the
right, and 3.12% for the bird on the left. (ese scores are
expected, since the bird on the right has a more elongated
shape than the bird on the left, and RANGE-MBR is more
effective on dilated objects.

7.4. Experiment 4. (is experiment consists in confirming
the conclusion obtained in the experiment D. Figure 11
contains two mangoes. (e one on the left is almost circular,
while the one on the right is clearly elongated. (e relevant
points Mn are colored in yellow. (e red rectangle corre-
sponds to RANG-MBR (Mn), while the green rectangle
corresponds to RC-MBR (Mn). (e relative error e equals
6.93% for the left mango and 1.86% for the right mango.(is
real example agrees with the simulation results shown in
Figure 8. (e mango on the right is more dilated than the

one on the left that is why the relative error for the circular
mango is greater than relative error for the oval mango.

7.5. Experiment 5. In order to verify the robustness of our
annotation method with respect to the annotator, we asked a
colleague to click on the relevant points of the two mangoes.
Figure 12 illustrates the result of this experiment. (e rel-
ative error e equals 8.92% for the left mango, and 2.32% for
the right mango.(e relative errors reported in Figure 12 are
larger than those reported in Figure 11. We explain this
difference by the number of points used in each experiment:
the more points we use, the more the RANGE-MBR algo-
rithm reduces the relative error. (is real example agrees
with the simulation results shown in Figure 8.

7.6. Experiment 6. (is experiment consists in comparing
our annotation method to the FBB method introduced in
Section B. For this, we have chosen a random image from the

Table 3: Relative error e of PCA-MBR on regular n-sided polygon.

n 4 6 8 9 12 14 15 16 20
100e 100 6.6 17.2 0.8 0.7 1.3 0.3 4.0 2.5

RC-MBR
RANGE-MBR

Figure 10: Illustration of the semi-automatic annotation using RC-
MBR and RANGE-MBR algorithms.

Figure 11: (e relevant points Mn are colored in yellow. (e red
rectangle corresponds to RANG-MBR (Mn), while the green
rectangle corresponds to RC-MBR (Mn).
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TUT indoor dataset, and we have annotated the objects it
contains with FBB, RC-MBR, and RANGE-MBR. Note that
the FBB annotation uses blue rectangles, RC-MBR anno-
tation uses green rectangles, RANGE-MBR annotation uses
red rectangles, and the relevant points are marked in yellow.

Based on Figure 13 and Table 4, it can be seen that the
annotation by the FBB method is not optimal. Indeed,

(i) For the upper extinguisher and the exit sign, con-
dition (i) is violated

(ii) For the lower extinguisher, condition (ii) is violated

In addition, the annotation by the RANGE-MBR
method satisfies condition (i) and the relative error between
the area of RANGE-MBR and RC-MBR is 12% for the exit
sign, 3% for the upper extinguisher, and 0.3% for the lower
extinguisher. We can conclude that condition (ii) is almost
satisfied by the RANGE-MBR method.

(i) (e values of the relative error are in agreement with
the simulation results presented in Figure 8. Indeed,
in terms of dilation, the lower extinguisher is the
most dilated, followed by the upper extinguisher,
then the exit sign.

(ii) (e exit sign and the upper extinguisher have regular
shapes, while the lower extinguisher has an irregular
shape. We have already underlined in Section 1 and
that the RANGE-MBRmethod is sensitive to regular
forms. (is example then illustrates the situation of
Case 6.

For all these reasons, the annotation of the lower ex-
tinguisher by the RANGE-MBR method is the best.

7.7. Experiment 7. (is experiment highlights the impor-
tance of the annotation method on the calculation of the
IoU. Figure 14 corresponds to image P1128 from the DOTA
dataset. (e objects of interest in these images are the air-
planes. We use the BBAVectors detector [6] to generate the
red prediction bounding boxes. Ground truth bounding
boxes used in [6] are colored green. (e blue rectangles
correspond to the annotations of the airplanes by the
RANGE-MBR method. For all i � 1, 2, 3, we denote by IoUg

i

(IoUb
i , respectively) the Intersection over Union between the

green (blue, respectively) rectangle enclosing the airplane Ai

and the corresponding red rectangle. (e results of this
experiment are reported in Table 5. (e use of minimum
ground truth rectangles best reflects the performance of an
object detector. In view of the results of Table V, it is rea-
sonable to rely on the results of the second row rather than
those of the first row.

Figure 12: (e relevant points Mn are colored in yellow. (e red
rectangle corresponds to RANG-MBR (Mn), while the green
rectangle corresponds to RC-MBR (Mn).

Figure 13: Annotation of an image with FBB, RANGE-MBR, and
RC-MBR.

Table 4: Areas of bounding rectangles in Figure 13.

Method
Object FBB RANGE-MBR RC-MBR
Upper fire extinguisher 7227 8295 8046
Lower extinguisher 21726 19917 19844
Exit sign 4902 6927 6146

Figure 14: RANGE-MBR allows to build quasi-minimum
bounding rectangles.

Table 5: IoU computation for the objects in Figure 14.

Airplane 1 2 3
IoUg

i 0.5230 0.5114 0.7252
IoUb

i 0.6222 0.6186 0.7087

Mathematical Problems in Engineering 13



8. Conclusion

In this piece, we provide a novel approach that is both
resilient and semi-automatic in nature for the annotation of
objects. According to the results of the experimental re-
search, we are able to assert that

(1) Robust semi-automatic annotation is quasi-opti-
mal in the sense that Definition 2 describes, and
that its optimality increases with dilated objects,
which is the case for the majority of the objects
that appear on the images that were collected by
the use of aerial photography.

(2) Robust semi-automatic annotation is quick and re-
liable in the sense that the bounding rectangle does
not have any gaps, and is oblivious to the skill of the
person doing the annotation.

(3) Robust semi-automatic annotation is simple to put
into action and might be easily incorporated into
platforms for annotating text.

(4) Robust semi-automatic annotation is sensitive to
the annotation of items displaying symmetry, with
respect to one or more directions. Given this
scenario, it is not appropriate for the relevant
points to follow the same symmetry in order for
the created rectangle to be somewhat close to the
ideal rectangle.

(qe critical angle, as described in Section 6, would
look somewhat like this: the emphasis on experimental
research using large-scale collected data on horizontal
and oriented object datasets, as well as detectors of state-
of-the-art oriented objects. Once a good estimate of the
threshold angle has been made, the robust semi-auto-
matic annotation technique is the one that allows the
simultaneous construction, from the same image library,
of two different data sets: one for the elements horizontal
and another for oriented objects.

Appendix

A. [Script. 1: Collect Mn, draw RC-MBR (Mn) and
RANGE-MBR (Mn)] Here, we assume that we have al-
ready implemented the RANGE-MBR and RC-MBR
functions, in the MATLAB language. (e following
scripts

(1) Read the image and then display it
(2) Ask the annotator to click on the most relevant

points of the object (Mn is a 2 × n matrix)
(3) Determine the rectangle A corresponding to RC-

MBR (Mn)

(4) Determine the rectangle B corresponding to
RANGE-MBR (Mn)

(5) Draw the two rectangles with the colors red and
green, respectively
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It is urgent to effectively monitor the public opinion of the news communication platform. +e platform designed in this paper
takes microblog public opinion as the research goal, uses MongoDB to build a distributed computing platform for sensitive
information of news communication platform, establishes a corpus of sensitive event topics, introduces PageRank algorithm to
deal with microblog social relations, obtains the characteristics of sensitive information of news communication platform, and
carries out information screening, so as to accurately screen and mine the keywords in high impact information. To ensure the
practical application effect of sensitive information mining method of news communication platform based on big data analysis.
Finally, the experiment proves that the sensitive information mining method of news communication platform based on big data
analysis has the advantages of high timeliness and high accuracy, which fully meets the research requirements. +is is fully in line
with the requirements of the study.

1. Introduction

With the popularization of the Internet and the improve-
ment of netizens’ sense of social responsibility, the network
public opinion broke out a huge vitality that cannot be
ignored. It is the public’s strong influence and tendentious
views on some hot issues in real life. Generally speaking,
sensitive information is mainly composed of four parts,
which are sensitive words, the related words of sensitive
words, the degree of correlation between them and the
association rules between them [1]. At present, sensitive
information mining technology mainly uses association
analysis and cluster analysis to obtain sensitive information
related to sensitive words. +e application range of corre-
lation analysis technology is relatively wide, and the de-
velopment speed is fast. Association analysis technology
mainly includes two parts: association words and association
rules [2]. Clustering analysis technology is mainly to find the
text information of related topics, so as to realize the

monitoring of topics and achieve the purpose of topic
tracking [3]. For big data analysis, this paper aims to es-
tablish a big data platform in which IoT and smart devices
can work together to collect the data. +erefore, the final
objectives of this paper are to utilize the developed big data
communication platform enable quick information collec-
tion and real-time feedback, to aggregate and analyze the
data collected through repeaters, and to utilize structured
databases in the form of big data. +e application process of
this technology mainly includes three steps. +e first step is
feature extraction, which mainly refers to filtering the in-
formation after the input of information, obtaining the
feature vector of the sample, and finally obtaining a matrix;
the second step is text clustering, which mainly refers to
clustering the results of feature extraction, which can obtain
a matrix reflecting all the features in the n-dimensional
space. +e final step is to select the classification threshold,
which mainly refers to the determination of the threshold
after the clustering spectrum is obtained, and then the
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classification scheme can be directly obtained, in order to
ensure the effectiveness of sensitive information mining
method based on big data analysis.

2. Sensitive Information Mining Method of
News Communication Platform

2.1. Information Filtering Algorithm of News Communication
Platform. Network information is complex and diverse, and
there are many kinds of good information to serve the
public. At the same time, some reactionary, superstitious,
violence, and other sensitive information pose a serious
threat to social and public security [4]. +erefore, to carry
out Internet public opinion information mining requires not
only to identify the hot topics concerned by the public from
the Internet public opinion information, but also to analyze
whether the public’s attitude towards an event is positive or
negative. In addition, deep-seated public opinion infor-
mation mining requires good control of negative informa-
tion dissemination, timely discovery, and disposal of
sensitive information, in order to prevent it from causing
serious harm to the government, enterprises, individuals,
and so on [5]. In the process of traditional topic detection, to
judge the similarity between a report and a topic, we need to
calculate the similarity between the report and each report in
the topic cluster. When the size of topic cluster is large, the
number of comparisons will increase exponentially, which
will affect the processing speed [6]. To solve this problem, the
center vector is used to represent a topic. At this time, we
only need to calculate the similarity with the center vector,
which improves the effectiveness of topic discovery.

By analyzing the public opinion information such as
network news and forum posts, the existing forms and the
structural characteristics of network text information, this
paper puts forward the idea of “text reconstruction”, that is
to say, the representative information of the topic is gathered
together to form a “theme block”, and the remaining part
forms a “content block”. News headlines contain a lot of
classified information, which can let the public know the
basic situation of the event in the briefest prompt and
evaluation, and guide the public to further read [7]. It is a
high generalization of the content of the web page, and has a
high accuracy when used to classify news web pages [8].
Topic is the supporting point of Title Construction, and the
title of the core event under the same topic is the same or
similar to that of its related follow-up reports. Title Infor-
mation has significant ability to distinguish topics in topic
detection, but with the continuous development and change
of events, the topic center drifts, and the titles of subsequent
reports also change.

+e first paragraph of the news web page is a supplement
to the title, which is a general description of the event,
including the time, place, event, which people or units are
involved and so on. It makes a great contribution to the
classification [9]. “Universal” emphasizes the statistical
characteristics of public opinion information, a single web
page cannot be regarded as public opinion, many web pages
about a topic and the participation of many Internet users
can become network public opinion information [10, 11]. In

this sense, network public opinion is accompanied by many
news pages, BBS/forums, blog, many netizens browse or
comment on a certain topic. We can say that the topic spread
by multiple media and concerned by multiple netizens is a
hot topic.

2.1.1. Construction of Sensitive Information Database of News
Communication Platform. From the header of the file I
record, you can find the first attribute address in the file i
record body, followed by two flag words (flags), where the
first bit represents the file deletion flag, and the second bit
represents the directory 1 division flag (normal directory).
When reading the disk information, make a suitable way to
read the information according to the two flag bits. If it is a
normal file or directory, continue the following reading
operation [12]. Otherwise, you need to recover the file first,
and then filter the recovered file to get the required file
information, and then hand it to the following text infor-
mation extraction module for processing.

As can be seen from the figure, a file may contain
multiple attributes. A complete file needs all the attributes in
the file records to be combined according to certain rules.
+erefore, when reading the disk file information, all the
attributes in the file records need to be read into the memory
according to the order in the file records [13]. Each attribute
has its specific content, that is, the operation of each attribute
is different. +e serial number of the file i recorded in the
main file table NFTstarts with 0, and the files i recorded from
0 to 16 belong to platform files, or metafiles, which are
mainly used to store the metadata of the platform. +ese
metafiles are transparent to users and are hidden files [14].
+e difference between 16 files and other files and directories
is that they have a unique fixed address in the MFT table,
while other files and directories can be stored anywhere in
the table.

+e content part starts with the attribute name, and then
defines whether the attribute is resident or nonresident. If it
is the former, then the attribute value is the content of the
attribute; conversely, if it is a nonresident attribute, then the
flow of the attribute will be stored in one or more runs. For
the sake of simplicity, the storage running area is continuous
on the logical cluster number [15]. A run table is stored after
the file attribute name, through which the run date table can
access the run table belonging to the attribute.+e purpose is
to calculate the similarity between the text information
extracted from the new web page and the existing text
cluster, and taking into account the life cycle of public
opinion information; its importance decreases with the loss
of time [16]. +at is to say, the same keyword in different
time intervals is likely to represent different meanings, so we
add the calculation of time interval [17, 18]. For example,
after the new text information is calculated in the time
interval, the smaller the similarity value is, the higher the
possibility that it is a new event is, and the higher the score is.
+e expression is shown in formula (1):

score(x) � maxTT(t) 1 −
k

m
􏼠 􏼡 × sim x

→
, c
→

1( 􏼁􏼨 􏼩. (1)
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In the formula, x
→ is the new file information, c

→
1 is the

first cluster in the time interval, i is the number of files in the
time interval, and k is the number of files added between the
latest file collection time in cluster c

→
1 and the arrival time of

the new file x
→. In the case of setting the closed value, as long

as the score is greater than the set value, the new file is
considered to be a new topic. Based on this, the data pro-
cessing steps of the news communication platform are
optimized as follows in Figure 1:

+e design of network public opinion monitoring
platform mainly includes three modules: text preprocessing
module, sensitive information analysis module, and public
opinion analysis module. +e text preprocessing module
mainly includes two steps: Chinese word segmentation and
information filtering. Among them, Chinese word seg-
mentation mainly transforms the irregular key text obtained
by the platform to form a sensitive word set, and then further
processes the word set to obtain the corresponding asso-
ciated word set. When using word segmentation tools for
word segmentation, its speed is relatively fast, and has high
efficiency. After inputting the original text information,
through the process of Chinese word segmentation, filtering
meaningless words, calculating word frequency, scoring
feature items and so on, the feature vector of the sample is
finally obtained, and the final output of this step is a matrix.
Whether the feature selection is good or bad will greatly
affect the later analysis. +rough text clustering, we can get
the distance between these sample points which can reflect
the n-dimensional space. +e output result of clustering
algorithm operation is a clustering pedigree graph, which
can generally reflect all the classification situations, or di-
rectly give a specific classification scheme, including a total
of several categories, the specific sample points in each
cluster, etc. After getting the cluster pedigree, we need to
choose the appropriate threshold. After determining the ill
value, the platform can directly see the classification scheme
through the existing clustering pedigree.

2.1.2. Realization of Sensitive Information Mining in News
Communication Platform. Propensity analysis of network
public opinion is essentially to distinguish the network text
information and determine whether it belongs to the pos-
itive category or the negative category. +e main process of
classifier construction is to use the word sequence check
suffix tree representation model to calculate, get the simi-
larity calculation results in the feature space, and use support
vector machine algorithm to find the optimal classification
hyperplane, so as to achieve the purpose of accurate judg-
ment of network information public opinion tendency.
Different from structured data, there are polysemy and
polysemy in Chinese [19, 20]. At the same time, the context
understanding of sentences brings challenges to public
opinion information monitoring, which needs the support
of corresponding natural language processing technology.

+e network public opinion monitoring based on the
network information extraction and semantic analysis
technology cannot understand the deeper semantics, can
only stay in the stage of passive monitoring of network

public opinion, and cannot realize the automatic identifi-
cation of network hot spot information, or track the dis-
covered public opinion information. With the development
of natural language processing, data mining and other
technologies, especially the wide application of search en-
gine, we can efficiently organize the originally scattered
information together through the analysis of its relevance
[21, 22]. Build a sensitive information knowledge thesaurus,
through the analysis of users’ concerns about sensitive
words, for the detection documents, infer the relationship of
sensitive information in the knowledge base, determine the
query conditions of sensitive words, submit to the search
engine, build the basic analysis set, carry out sensitivity
analysis, get the sensitivity evaluation of sensitive words, and
issue early warning according to the analysis results.
+rough the analysis of Web usage records, web structure
information and web content information, some quantita-
tive indexes of public opinion are given for decision makers
to use, as shown in Table 1.

+e basic task of information collection layer is to collect
the rich and various public opinion information from the
web pages with various data formats. It provides the required
data for the public opinion information mining layer, and is
the premise of public opinion deep mining. It is the main
task of the Internet public opinion information mining layer
to carry out in-depth mining of public opinion information,
find the hot issues of public concern, analyze the attitude of
the public, and deal with the sensitive information that
constitutes harm. By analyzing the data provided by the

Feature extraction

Clustering algorithm

Selection threshold

Original sample

Original sample

Hierarchical diagram

Clustering scheme

Figure 1: Optimization of data processing steps of news com-
munication platform.
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public opinion information collection layer, it can detect
network topics, analyze people’s attitudes, monitor network-
sensitive information, evaluate public opinion situation, etc.,
and provide objective basis for the public opinion infor-
mation service layer to serve relevant departments.

+e sensitive information analysis module mainly in-
cludes three ways, namely, association analysis, cluster
analysis, and feature extraction. Among them, the common
algorithm of association rule mining is Apriori algorithm.
+e application of this algorithmmust first form all frequent
item sets, and then form all credible association rules from
these frequent item sets. +e most important feature of this
algorithm is to start from the single item, and then filter it
layer by layer, so as to get an effective item set, effectively
avoiding the search for impossible items. +e public opinion
analysis module mainly provides two functions, which are
the discovery of public opinion hot spots and the tracking of
network public opinion topics. Among them, the application
of hot spot discovery can let users know the current hot
topics in time, and comprehensively grasp the current
network public opinion information. In the process of hot
spot discovery, the public opinion monitoring platform
mainly obtains information, frequently searched words,
browsed web pages, forum replies, and other relevant in-
formation based on the keywords entered by users, then
monitors the hot spots, and automatically identifies the “hot
spot” information in the network, thus forming hot spot
alarm [23–25]. Topic tracking in public opinion monitoring
platform is mainly realized by topic tracking method, which
mainly forms tracking expression expressed by query vector
from training set, and then uses this tracking expression to
judge the newly captured web page information, and finally
obtains the information related to the current topic [26, 27].

3. Experimental Analysis

If the threshold is set too low, it will lead to the separation of
reports on the same topic. If the threshold is set too high, it
will make the topic larger and introduce a lot of irrelevant
reports. In the research of Chinese text orientation analysis,
there is no open corpus at present https://www.drip.com
16000 comments were collected as experimental data, and

emotion categories of the text were manually labeled, in-
cluding 8000 positive category documents and 8000 negative
category documents. A total of 9804 documents are divided
into 20 categories. Among them, there are no more than 100
documents in 11 categories such as literature and education,
and more than 1000 documents in 6 categories such as
computer, environment, agriculture, economy, politics, and
sports. Because the training process of genetic algorithm
needs a large number of samples, we only select 6 categories
with more than 1000 documents. At the same time, because
the algorithm will eventually be applied to information
filtering, the project team collected 276 and 192 documents
of violence and pornography, respectively. As a result, there
are 7947 documents in 8 categories. +e distribution of
training documents is shown in Table 2:

In order to set a reasonable threshold, ten experiments
were carried out. In each experiment, firstly, 10 reports were
randomly selected from 8 topics in data set 1 to form the
original report set; secondly, the reports corresponding to
the original report set were selected from data set 2 to form
the reconstructed report set;+en, each report in the original
report set and the theme block of each report in the
reconstructed report set are segmented, feature selected, and
weighted, and each topic in the two report sets is represented
as a central vector; Finally, cosine similarity is used to
calculate the similarity of each report to its topic and other
topics in the report set. +is experiment uses eight topics to
measure the performance of traditional single-pass clus-
tering algorithm and hierarchical topic detection algorithm
in topic detection. +e experiments were conducted five
times and the performance was evaluated by the cost of
testing. +rough the average measurement of five experi-
ments, the two methods can identify the topic well under the
similar threshold settings of different topics, but the de-
tection costs are different, and the change curve is shown in
Figure 2.

It can be seen from the figure that when the topic
threshold is given, the detection cost of hierarchical topic
detection algorithm is lower than that of traditional single-
pass topic detection algorithm, which indicates that the
former has better topic detection ability. With the different
topic similarity threshold setting, the detection cost

Table 1: Evaluation index system of Internet public opinion.

Class a Second level Level 3

Dynamic changes of
public opinion

Information variability Total number of information items under topic
Information growth rate under topic

Timeliness index
Initial item information release time
Last update time of item information

Aging parameters
Signature degree Signature of information

Publisher influence Measurement of publisher influence
Diffusivity +e change of flow and distribution

characteristics of information in timeNetwork distribution

Public opinion
information mining

Attention
Change of published papers

Review changes
Response change

Content sensitivity Over sensitive information results
Attitude tendentiousness Propensity analysis results

4 Mathematical Problems in Engineering
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rises from 0.24 to 0.30, the detection cost decreases. When
the topic similarity threshold is greater than 0.30, the false
detection rate changes to miss detection trend, and the
detection rate is improved. +erefore, when the similarity
threshold is 0.30, the detection cost is the least and the topic
detection performance is the best. In the experiment, the
topic threshold BR is set as 0.30, and the subtopic threshold
value is in the range of 0.4 to 0.6. A hierarchical subject
detection algorithm is used to test the subject. +is method
detects the topic and identifies five subtopics, and detects the
same number of subtopic reports as the manual identifi-
cation reports, as shown in Figure 3.

By comparing the detection results of similarity mining
effect of sensitive information, we can know the discovery
that the number of reports of subtopics identified by the
hierarchical topic detection algorithm is roughly the same as
that of manually annotated subtopics, indicating that the
method can distinguish molecular topics and present the
hierarchical structure of topics to a certain extent and the
accuracy of the proposed method in each category of test
data 1.

+rough analysis, we can find that there are some
similarities between the two categories with poor classifi-
cation effect. For example, the political category often
contains economic, environmental, agricultural, and other
factors, resulting in the low accuracy. In the above experi-
mental data in Table 3, the improved calculation method can
achieve better results. However, we cannot rule out that the
above experimental results are obtained on the basis of data
1, and there may be some overfitting problems. +erefore,
the above second set of test data is used for further test, and
the analysis data are as follows:

Among the above experimental data, in terms of ac-
curacy in Table 4, although the computer finance and closed
test have a slight decline, there is little difference, while the
sports class has a big gap. After analyzing the training
documents and test documents, we can find that the sports-
related documents in the original training documents belong
to sports theory research, while the test documents come
from the network, so there is a big difference between the
distance. In view of the purpose of the research which is to
apply to content-based information filtering, this experi-
ment is designed to apply the above classifier to the test
experiment of network-sensitive information filtering. In the
experiment, test data 1 is divided into two categories, legal
documents and illegal documents. +e illegal documents are
composed of pornographic and violent documents in test
data 1, while the legal documents are randomly selected from
the other six categories. +e experimental data composition
and test results are as follows.

In the experimental data shown in Table 5, in the two
numbers before and after each table item, the former one

uses the template generation method based on dynamic
genetic algorithm to generate the template, but does not use
the weight calculation method in this paper to calculate the
filtering effect of the filtered information. +e latter one uses
both the template generation method based on dynamic
genetic algorithm and the template generationmethod based
on this paper. +e weight calculation method calculates the
filtering effect of the filtered information. Simultaneously
interpreting the data in the above table with traditional
methods, the proposed method is obviously better than the
traditional method in terms of the accuracy of illegal in-
formation. Because the test data used by traditional methods
are completely consistent, the proposed method has better
filtering effect.

Table 2: Sample distribution of training data.

Category Violence Pornographic Computer Environmental science Agriculture Economics Politics Sports
Number of documents 276 192 1358 1218 1022 1601 1026 1254
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Figure 2: +reshold detection of sensitive information similarity
mining.
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4. Conclusions

With the increase of the number of network users, the
network environment has becomemore complex.+erefore,
the establishment of network public opinion monitoring
platform is particularly important. On the basis of sensitive
information mining, relevant key technologies are studied,
and the design method of network public opinion moni-
toring platform is proposed to effectively realize the network
public opinion monitoring, realize the maintenance of social
stability, and promote government departments to make
decisions more democratic and scientific.

Data Availability

+e data used to support the findings of the study can be
obtained from the corresponding author upon request.
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Table 3: Accuracy of sensitive information processing.

Category Agriculture Politics Sports Violence
Accuracy 79.969/82.324 74.364/76.549 75.211/81.622 96.053/96.385
Category Environmental science Economics Computer Pornographic
Accuracy 83.345/87.936 91.585/91.762 87.468/91.763 98.446/99.045

Table 4: Comparison of data mining accuracy.

Sports Economics Computer
Accuracy 46.154/56.672 90.697/91.387 84.314/88.946

Table 5: Statistics of sensitive information filtering effect test.

Number of
documents

Effective
filtering Accuracy

Illegal 300 293/295 97.67/
98.33

Legitimate 300 261/277 87.00/
92.33
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