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Electric vehicles are not widely adopted without proper charging infrastructure, despite their environmental benefits and growing
popularity in transportation. This paper focuses on the location problem of charging infrastructure to achieve a more optimized
charging facility layout. The charging demands of electric vehicles can be divided into two categories. The first category is
generated at network points such as shopping malls, office buildings, parking lots, and residential areas. The second category is
generated along the flow of network paths, such as on the highway and on the way to and from work. The goal of this problem is to
maximize both categories of charging demands using a nonlinear integer programming model. We introduce the spatial in-
tersection model to obtain the data on path demand. The spatial intersection model is introduced to obtain data on path demand.
In addition, future demand is taken into account in the optimization through data forecasting. Then, the greedy algorithm is
designed to solve the optimization model. The effectiveness is proved by a lot of random experiments. Finally, the effects of
parameters are analyzed by a case study. The location decision of charging stations for both demands is more reasonable than only
one type of demand consideration. The proposed model ensures the coverage and appropriate extension of the charging network.

1. Introduction

In recent years, due to the energy crisis and serious envi-
ronmental pollution, the Chinese government has vigor-
ously promoted the development of new energy vehicles.
National and local governments have adopted a series of
incentive policies for the promotion of . With the support of
these policies, the market size of EVs in China has increased
rapidly, as shown in Figure 1. However, current EV pene-
tration is far behind government planning. The new Energy
Vehicle Industry Development Plan (2021-2035) puts for-
ward the new goal that by 2025, the proportion of EV sales
should reach about 20% of the total vehicle sales [1], but now
the proportion is 5.4%. Among these reasons for the slow
promotion, one of the major problems is the backward
charging of infrastructure construction. On the one hand,
the number of existing charging stations seriously lags

behind the EV development plan. On the other hand, the of
charging stations is unreasonable. In 2018, the utilization
rate of public charging stations was less than 10%, which is
difficult for operating enterprises to make a profit [2]. For
example, Wuhan has more EV charging piles than the
number of EVs, but the EV is still difficult to charge; the daily
utilization rate of public charging piles in Beijing is only 6%
to 7%, and they are idle most of the time; TELD, the new
energy company, has suffered losses for four consecutive
years, with a cumulative loss of 600 million yuan.

The purpose of this paper is to reasonably locate the
charging stations to maximize the number of charging
demands. The previous literature on the location of charging
stations can be mainly divided into two categories [3]. One
category assumes the charging demands generated in net-
work points, such as in shopping malls, office buildings,
parking lots, and residential areas. This kind of research is
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usually based on the coverage location model, which sets the
coverage radius of the charging station and aims to maxi-
mize the charging demands within the coverage radius
[4-8]. The other research studies the charging demands as
flows generated on the network paths, such as on the
highway and on the way to and from work. This kind of
research is often based on the flow interception location
problem (FILP) [9-14].

However, in reality, the charging demands are not so
clear to distinguish. One charging station intends to provide
service to both demands. For example, the charging station
on the main road serves lots of the charging demands on this
path and its surrounding paths but also provides services for
nearby communities, shopping malls, and office buildings
around it. Similarly, charging piles built in office buildings
and shopping malls can also charge EVs passing by.
Therefore, this paper considers the charging demands from
points and paths at the same time, through the weight factor,
adjusting the influence of two types of demands on the
location decision.

But actually, it is difficult to obtain the flow between
origin-destination (O-D) pairs, which is assumed to be given
in traditional FILP. However, in general, only transport with
the given route can obtain the flow of O-D pairs, such as
trains [15] and buses [16]. Moreover, in a large-scale
complex network, it is almost impossible to obtain each O-D
pair of traffic flow, even if the traffic on each network edge
can be obtained through advanced technologies, such as
monitoring and data crawling. In this paper, we introduce
the spatial intersection model (SIM) to estimate the charging
demands of each O-D pair. SIM is first applied to estimate
the demand of the retail industry; the number of retail
customers attracted from a town around the retail location is
directly proportional to the population size of the town and
inversely proportional to the distance between the two places
[17]. Then, it is applied to measure the trade flows between
two countries and traffic flows between two places [18].

In the existing empirical research or case analysis on the
location of charging stations, the charging demand concerns
the number of existing EVs [5-8, 11-14, 18, 19], assuming
that charging demand is highly stochastic, with a scenario-
based model to describe it; however, all scenarios are de-
scribed on the current observation. Even scholars who study
the expansion of multiperiod charging stations assume that
the number of EV's will remain unchanged over each period
[10, 16], which is seriously inconsistent with the current
development of EVs. From Figure 1, the market size of EV's
is increasing rapidly, so the design of charging stations must
consider the operation in the future, or the charging station
will be “outdated” after its establishment.

Compared with traditional vehicles, the most significant
feature of is trip range restriction. Due to the limitations of
battery technology, endurance cannot be compared with
traditional vehicles, which causes range anxiety for drivers.
Therefore, the distance between adjacent charging stations
should not be too far. According to the data released by the
National Energy Administration, the distance between ad-
jacent public charging stations in China is no more than
50 km [20], which is adopted as one constraint in our model.
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F1GURE 1: Annual sales volume of EVs in China from 2011 to 2020
(unit: 10,000).

Our model is an NP-hard problem, so an effective al-
gorithm is necessary [21-24], and we design greedy heu-
ristics to solve it.

For this paper, the main contributions are as follows:

(1) In reality, charging demands are generated from the
points and paths, and the charging station intends to
provide service to both demands. Therefore, we
consider mixed charging demands in our location
model.

(2) As EVs are increasing rapidly, we consider the future
number of EVs as the basis for the design of charging
stations. This paper proposed a prediction method
for EV numbers with neural networks based on a
government plan.

(3) As our model is an NP-hard problem, a heuristic
algorithm for large-scale examples is proposed.

2. Model Establishment

2.1. Parameters and Decision Variables. First, the symbols
are defined as follows:

Sets:

V: set of all points on the network

I: set of candidate locations of charging stations
P: set of all paths

H: set of all combinations of charging stations

Parameters:

0: coefficient, 6 € [0,1]

w;: the number of charging requirements at point j
fp+ the number of charging requirements on path p
m: the number of total charging stations to be built

Decision variables:

a;;: if point j is within the coverage radius of charging
station i, then a;; =1; otherwise, a;;=0,i €I, jeV
b,y if the charging station combination h can support
an EV to complete the round trip of path p, b, =1;
otherwise, b,, =0, h € H, p € P

vy,: if all points in combination h establish charging
stations, then v, = 1; otherwise, v, =0, h € H
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vy if charging station i is in combination h, then vy;
=1; otherwise, v;; =0, he H,i eI

z;: if charging demands at point j can be served, then
z;=1; otherwise, z;=0, j €V

x;: if a charging station is established at point 7, then x;
=1; otherwise, x;=0,i €I

¥,:if EVs on path p can complete the round trip, then
¥, =1; otherwise, y,=0, p € P

2.2. Mathematical Model. Through the above symbol defi-
nition, the charging station location model is established as
follows:

maxZ=92ijj+(1—9)pr)’p’ (1)
jev peP
subject to

D xi=m, (2)

iel
Z bphvh 2y, Vp € P, (3)

heH

vx;2v, VheH;ilv, =1, (4)
Zaijxi 2z; VjeV, (5)

iel
X ¥prZjpvp €{0,1} Viel, jeV,peP,heH. (6)

Objective function (1) represents maximizing of
charging requirements from the covered points and paths
by charging stations. Constraint (2) indicates that the
number of charging stations to be established is m.
Constraints (3) means that at least one combination that
can support the EV to complete the round trip can be
found, and all charging stations in the combination have
been established, then the charging requirements on the
path are covered. Constraints (4) mean v, holds to zero
unless all the charging stations in combination h are
established. Constraints (5) indicate that charging re-
quirements at a point j can be served only when the point
j is within the coverage radius of the point i where the
charging station has been established. Constraints (6)
describe the binary restrictions.

2.3. The Relationship between fp and w. Let G(V,E) be a
network where V is the set of demand points, E is the set of
arcs, and I is the set of candidate locations of charging
stations (ICV). It is assumed that the driver knows the
shortest path p between O-D and selects it as the driving
path. f, represents the charging requirements on the path p.
Berman et al. [9] and Hodgson [25] proposed. Assumes that
the flow on the path between each O-D pair is known, and
once a facility is built at a point, all flows passing through
that point are covered.

However, in reality, the network is complex, and the
acquisition of the flow of each O-D pair is difficult. The

common method to obtain the data on O-D pairs and
charging requirements is tracking the driving trajectory of
electric taxis through GPS [26], but it is very difficult for
the trajectory of other general EVs. Other methods are
through technologies such as monitoring or data crawling
to obtain the edge flow of the network [27], but it is not
enough because monitoring cannot discriminate which
flow belongs to which O-D pair. Still, the flows between
O-D pairs cannot be made available. In this paper, SIM is
introduced to obtain f, from w by using the following
formula [17]:

_ k(wiw]-)a

— (7)

o

From (7), the flow between the two points is directly
proportional to the point demands but inversely pro-
portional to the distance between the two points. In our
model, p is assumed to be the path with the shortest
distance between points i and j. There are a total of C},
paths, in which [V| represents the number of point gen-
eration charging demands. w; and w; (i, j € V) represent
the charging demands generated at points i and j, and d;;
shows the shortest distance between points i and j. f8
indicates the sensitivity of distance to spatial interaction.
The larger the value of , the weaker the interaction be-
tween points i and j. The coefficients k, «, and 3 can be
derived from the regression models based on historical
data.

2.4. Determination of w Parameters. Due to the rapid de-
velopment of EVs, the construction of charging stations
must take into account the future number of EVs to be
served. Therefore, the input parameter w in the model
should be the future predicted value rather than the current
value of the point charging requirement. In this paper, a
nonlinear neural network tool is adopted for time series
prediction [28-30] which is based on historical data. But,
due to the short development time of EVs, there is less
historical data collection. Furthermore, its development is
mainly driven by government policies; therefore, predic-
tion is unreasonable directly according to historical data
like the previous research [31]. This paper proposes a
prediction framework. This framework first predicts the
number of vehicles in the future by the nonlinear neural
network. Due to the long history of automobile develop-
ment and the rich historical data of vehicles, the prediction
of the number of vehicles is much more accurate than the
direct prediction of the number of EVs. Then, combined
with government planning, we can get the predicted
number of EVs.

The model adopts a nonlinear autoregression with ex-
ogenous inputs (NAR) neural network, which can be de-
scribed by the following formula:

y(@O) =flyt-1),y(t=2)....y(t-p)), (8)

where f is a nonlinear function, and the value of y at t time
depends on the previous p values of y.



Assuming that the occupation ratio of the local EV is the
same as the national average, the prediction framework is as
follows:

Step 1: according to the historical data of national
vehicle ownership, the NAR neural network is used to
predict the future national vehicle ownership, VQ.
According to the future national EV ownership EVQ
planned by the government, the occupation ratio of
national EVs in the future is obtained as 6 = EVQ/VQ.

Step 2: according to the historical data of vehicle
ownership in a local area, the NAR neural network is
used to predict the future local vehicle ownership VQ'.
The future EV ownership in this region is
EVQ' =VvQ'6

Step 3: allocate the number of EVs at each demand
point according to the population proportion
w; = EVQ' pi%, where pi% is the population ratio of
point i.

2.5. Mileage Limit. Nowadays, the battery capacity of EVs is
not enough to ignore the distance between adjacent charging
stations, that is, the trip mileage limit. EV users are always
afraid that the battery is out of power before they find the
next charging station, which is called trip mileage anxiety. In
order to reduce or even eliminate trip mileage anxiety, we set
a reasonable trip mileage limit between adjacent charging
stations before construction. If the distance between adja-
cent charging stations is more than the trip mileage limit,
drivers will produce strong mileage anxiety. As mentioned
above, the distance between charging stations established in
China is no more than 50 km [20], so we set the trip mileage
limit to 50 km.

In the mathematical model, we adopt the method in [32]
to express the trip mileage limit. It is assumed that (1) when
the distance between two adjacent charging stations exceeds
the trip mileage limit, the charging stations cannot cover the
path; (2) the covered path is a round-trip path; (3) the
charging station can only be established at the point; (4) if
there is no charging station at the starting point, the initial
driving mileage of the EV is half of the trip mileage limit.
Constraints (3) and (4) mean that at least one combination h
that can support the EV to complete the round trip can be
found, and all facilities in the combination h have been
established, then the EV can complete the round trip. These
constraints are obviously different from FILP in which as
long as there is a facility on the O-D path, the flow can be
intercepted.

3. Algorithm

As the charging station location model is an NP-hard
problem, with the expansion of the model scale, the com-
puting time of the accurate algorithm will be very long. It is
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necessary to find an effective algorithm for this kind of
problem. In this paper, a greedy algorithm is used to solve
the problem, and the solving steps are described as
Algorithm 1.

4. Simulation Experiments

In this section, random examples are generated to verify the
effectiveness of the greedy algorithm by comparing it with
the exact solutions. The exact solutions are obtained by using
the enumeration algorithm. A connected network is ran-
domly generated, the point demand is randomly generated
in the interval (0, 10), the distance between two adjacent
points is distributed in the interval (0, 20), and the con-
nection probability between points is 0.5. Because the cal-
culation time of the enumeration algorithm is long, the
number of points and charging stations cannot be large. In
this paper, the number of network points is set to be 20, 25,
30, 50, 100, and 150, and the number of charging stations is
set to be 3, 4, 5, 10, 15, and 20. When the point number of
networks is 50 and the number of charging stations is 5, the
computational time of enumeration exceeds 2 hours. We set
the upper bound of the enumeration algorithm time to 2
hours. Different network points and charging stations
constitute a group of examples, and 10 examples are gen-
erated randomly in each group. A total of 170 examples are
generated in this section to verify the effectiveness of the
greedy algorithm. The parameters of SIM are set as follows
[25]: k=0.5, a=0.5, and § = 2. Other parameters: 0= 0.5, the
point coverage is 8, and the trip mileage limit is 10. The
calculation results of the greedy algorithm are shown in
Table 1.

From Table 1, it can be found that the gap of the greedy
algorithm is small, no more than 5.48%. Usually, the optimal
solution can be found by using the greedy algorithm, and the
lowest group is 70%. With the increasing number of points
and charging stations, as computational time limitations of
enumeration, the greedy algorithm shows more advantages
in computational time and result accuracy than
enumeration.

However, it is found that the trip mileage limit has a
great impact on the accuracy of the greedy algorithm, as
shown in Table 2. The trip mileage limit is set to be 0.5, 1, 1.5,
2, and 5, respectively, and 10 examples are randomly gen-
erated for each value of the trip mileage limit with 25 points
and 5 charging stations. It is found that the smaller the trip
mileage limit, the greater the gap. The performance of the
greedy algorithm in our model is similar to that in the
literature [32]. When the trip mileage limit is 0.5, the
maximum gap reaches 75.25%, and only 4 of the 10 examples
reach the optimal solution. When the trip mileage limit is
too small, the greedy algorithm is difficult to find the optimal
combination of charging stations to cover the round trip of a
path because the greedy algorithm only adds one charging
station each time.
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Output: X
set P

(3) foriel

(4) for jeV

(5) if d; ; is no more than the coverage radius
(6) a;=1

(7) else

(8) a;;=0

(9) endif

(10) endfor

(11) endfor

(12) initialize X = ®

(13) forn=1: m

(14) for j e VAX

15) W (j)=0

(16) endfor

(17) for j e V\X

(18) foriel

19) W(j)= W(j) +a;w,
(20) endfor

(21) endfor

(22) for j e V\X

(24) endfor

(25) for j e V\X

(26) Z(j) =W (j) + (1 - O)F())
(27) endfor

(28) j* —argmax ;. c1Z ()}
(29) X = XU {j"}

(30) V. =V\{j*}

(31) foriel

(32) if a;;. =1

(33) w; =0

(34) endif

(35) endfor

(36) for p € P(X)

(37) fP:O

(38) endfor

(39) endfor

Input: V, I, m, w; (j€V), a, B, k, 0, coverage radius and trip mileage limit
(1) adopt dijkstra algorithm to calculate the shortest distance d;; between any two points i (i € I) and j(j € V) and the shortest path

(2) adopt SIM (fomular (7)) to obtain path demands fp of all paths in P

(23) F(j) = ZpeP(Xu{j})fp’ P(X) is the set of paths that is covered by charging station set X

ALGoRITHM 1: The greedy algorithm for the charging station location model.

5. Case Analysis

Cixi City is located on the Bank of Hangzhou Bay, Zhejiang
Province, with a population of 1,051,000. It is composed of 4
streets and 15 towns, as shown in Figure 2. In Figure 2,
different sizes of points indicate different sizes of population.
This case takes the predicted number of Cixi EV in 2030 as
the demand parameter.

We adopt the GUI interface in MATLAB and Bayesian
regularization back-propagation as the training functions.
Through repeated experiments, a nonlinear autoregressive
network with 1:5 feedback delay is created, the number of
hidden layer neurons is 10, and the response of a delayed
neural network is eliminated. According to the historical
data of national vehicle ownership from 1940 to 2020, it is
predicted that national car ownership will be 335.6 million in

2030. According to the historical data on vehicle ownership
in Cixi from 1993 to 2020, it is predicted that the vehicle
ownership in Cixi will be 0.57 million in 2030. Figure 3
shows the error between the national vehicle ownership
forecast data and the actual data. The absolute error value is
no more than 500. It can be seen that the error is very small,
and the forecast data is reliable. Figure 4 shows the forecast
trend of national car ownership. Figure 5 shows the error
between the predicted car ownership data and the actual data
in Cixi City. The relative error does not exceed 13%, and the
predicted data are reliable. Figure 6 shows the forecast trend
of vehicle ownership in Cixi City. According to the devel-
opment of energy-saving and new energy vehicles plan, by
2030, the number of EV's in China will reach 80 million, and
the percentage of EVs in the total number of vehicles will be
23.8%. Assuming that the percentage of EV ownership in
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TaBLE 1: Performance of the greedy algorithm.
Average computational time Average
Point m Minimum Maximum Average Percentage of of t}gle reeg aleorithm computational
number gap (%) gap (%) gap (%)  optimal solution (%) & (uniZ s)g time of enumeration
’ (unit: s)
3 0 5.84 0.72 70 2.08 27.16
20 4 0 0.41 0.04 90 2.64 151.97
5 0 0 0 100 2.89 413.25
3 0 0 0 100 4.05 119.05
25 4 0 0 0 100 3.88 502.38
5 0 0030 0 100 5.33 2003.40
3 0 0 0 100 6.95 221.58
30 4 0 0 0 100 6.72 1492.20
5 0 0.06 0.006 90 7.25 7585.80
50 5 -11.08 -0.09 -5.58 100 10.74 7200.00
10 -21.89 -2.62 -10.34 100 31.10 7200.00
100 5 -11.17 -0.92 -16.06 100 113.19 7200.00
10 -42.04 -4.33 -27.87 100 245.07 7200.00
150 10 -111.22 -1.56 —40.87 100 546.83 7200.00
20 -9.79 -1.68 -4.76 100 2043.53 7200.00
200 10 —-81.50 -1.00 —41.25 100 1698.80 7200.00
20 —-15.64 -4.23 -29.00 100 4377.60 7200.00

TaBLE 2: Influence of the mileage limit on the accuracy of the greedy algorithm.

Mileage limit Minimum gap (%) Maximum gap (%)

Average gap (%) Percentage of optimal solution (%)

0.5 0 75.25 13.35 40
1 0 22.78 3.07 70
1.5 0 3.47 0.35 90
2 0 1.08 0.13 80
5 0 0 0 100
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FIGURE 2: The map of Cixi.

Cixi City is consistent with the national average level, it is
estimated that the number of EVs in Cixi City will be 0.136
million in 2030. According to the proportion of the pop-
ulation, the number of EVs in each region can be obtained,
as shown in Table 3.

Take the forecast EV data of 2030 as the demand pa-
rameter. The coverage radius of the point demand is set to be
4km. Figures 7-9 show the trends of covered point de-
mands, covered path demands, and the objective values with
the number of charging stations increasing under different 0.
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FIGURE 4: Forecast of vehicle ownership quantity in China.

As we know, in traditional maximum coverage location
problems and FILP, the objective is a convex function of the
number of facilities. However, with the experiments of
different 0, we find that the covered point and path demands
have no convexity property with the number of charging
stations in our model because of the trip mileage limit.
Figure 10 shows the impact of 6 on the location decision.
We considered two extreme cases, =0 and 1. When 6=0,
the model is transformed into FILP with the trip mileage
limit. When 0= 1, the model is just the maximum coverage
model. Compared with the only consideration being the
point demand (8=1) or flow demand (6=0), what is the
difference in charging station location when considering
both demands? We set the number of charging stations at 5.
Figure 10 shows the location decisions with consideration of

«10° Response of Output Element 1 for Time-Series 1

Output and Target
w

0 1 1 1 1
- Targets Errors
+ Outputs —— Response
x10*
.
g0
s3]
-5 .
5 10 15 20 25

Time
- Targets - Outputs

FIGURE 5: The error between the predicted car ownership data and
the actual data in Cixi City.

x10°

O 1 1 1 1 1 1 1
1990 1995 2000 2005 2010 2015 2020 2025 2030

FIGURE 6: Forecast of vehicle ownership quantity in Cixi.

only point demand, only flow demand, and both types of
demands (6=0.1). When only the point demand is con-
sidered, the layout of the charging station is relatively
scattered. Although the demand for point 19 (Long-
shanzhen) is large, it is relatively remote and far away from
other areas. Building the charging station at point 19 makes
the station more isolated and unable to enter the effective
mileage endurance network. When only the flow demand is
considered, the charging stations are set up intensively,
mainly in the urban area. Although it is convenient for
residents to travel in the urban area, this setting is not ideal
for properly expanding the service network, and it is in-
convenient for rural areas. When set 8=0.1, we found that
the solution balances the above contradictions. The charging
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TaBLE 3: Forecast of EV ownership quantity in each region.

Point Region Forecast quantity
1 Zhouxiangzhen 28216
2 Changhezhen 7979
3 Andongzhen 13533
4 Zhonghan district 13985
5 Hushan district 19279
6 Gutang district 13081
7 Baisha district 11705
8 Kandun district 11420
9 Congshouzhen 6342
10 Henghezhen 11641
11 Kuangyanzhen 5831
12 Qiaotouzhen 8567
13 Xiaolinzhen 10019
14 Shengshanzhen 6918
15 Xinpuzhen 8821
16 Fuhaizhen 5548
17 Guanhaiweizhen 24607
18 Zhanggizhen 9373
19 Longshanzhen 20136
x10°
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FiGure 7: Covered point demands and covered path demands and the objective values with the number of charging stations increasing
under §=0.1.
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FiGure 8: Covered point demands and covered path demands and the objective values with the number of charging stations increasing
under 0=0.5.
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FIGURE 9: Covered point demands and covered path demands and the objective values with the number of charging stations increasing

under 6=0.9.
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Ficure 10: Influence of 6 on location results.

station location is neither too centralized nor remote or
isolated so as to ensure the coverage and appropriate ex-
tension of the charging network.

6. Conclusion

This paper studies the location of EV charging stations
considering both point and path charging demands. De-
mands are closely related to the EV number. So, the location
of the charging station largely depends on the data of EV
numbers. As the fast expansion of EVs, the current number
of EVs is not a solid basis for the design of charging stations
because after the stations finish, the number of EVs has
changed greatly. This paper proposes a prediction method
for EV numbers with a neural network. Then, through SIM,
we obtain the future path demand between each O-D pair.

As range anxiety is one of the main concerns for consumers
buying EVs, the trip mileage limit is considered in our
model. Then we propose a greedy algorithm to solve our
model. It is found that the solution accuracy of the algorithm
is verified to be related to the value of the mileage limit by
using random examples. The smaller the trip mileage limit,
the greater the gap between the computational result and the
precise solution. Finally, through a case study, we find that
the location decision is shown to be more reasonable with
our model than with the maximum coverage model or FILP.
Our method ensures the coverage and appropriate extension
of the charging network.
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In the process of water treatment, coagulation is an important process to remove minerals and organic particles from raw water,
which has typical time delay and nonlinearity. The effect of coagulation directly affects the turbidity of the effluent. According to
the good correlation between the mean equivalent diameter of floc particles and the turbidity of effluent water, the image
processing method is used to preprocess the floc image, the parameters of floc particles are quantitatively analyzed, and the mean
equivalent diameter of floc particles is obtained, which is used as one of the bases for the control of coagulant dosage. However, no
matter whether the coagulation process in actual situations interferes with the outside world or not, the equivalent diameters of
floc particles after coagulation may have abnormal and invalid values, which may lead to a problem that there is a large difference
between the mean equivalent diameter of floc particles calculated by a least square method and the mean valid equivalent diameter
of floc particles. In response to this problem, this article proposes an optimal calculation method of the mean equivalent diameter
of floc particles based on the maximum correntropy criterion (MCC) to reduce the negative impact of the abnormal and invalid
equivalent diameters of floc particles on the mean equivalent diameter and provide an important reference data for the precise

dosing control of coagulants. Finally, the feasibility of the theoretical results is verified by several numerical experiments.

1. Introduction

The traditional water treatment process mainly includes
steps such as coagulation, sedimentation, filtration, and
disinfection. Coagulation is an important process to remove
minerals and organic particles in raw water, and its effect
directly affects the turbidity of the effluent. When the co-
agulant is added to the raw water for a period of intense
mixing, the coagulant is evenly and rapidly distributed in the
water so that these colloidal particles in the water lose their
stability. The interaction force between the destabilized
colloidal particles will change from repulsion to attraction,
so they collide continuously and slowly aggregate and finally
form floc particles with certain strength, size, and density.
This process is called coagulation, which has typical time-
delay and nonlinear characteristics [1-3]. With the devel-
opment of computer technology, the method of using image
processing technology to detect the shape of floc particles

and extract the characteristic parameters of floc particles has
gradually become a current research focus [4] to control the
coagulant dosage. The camera can capture a large number of
floc images in the coagulation tank. After image pre-
processing and feature extraction of the floc images, the
equivalent diameters of the floc particles can be calculated by
formula. The weighted average calculation of the equivalent
diameters of floc particles can obtain the mean equivalent
diameter of floc particles, which can be used as one of the
important parameters to characterize the overall situation of
coagulation. When the coagulant dosage is within an ap-
propriate range, the floc particles slowly aggregate and
become denser, which leads to fast sedimentation of floc
particles, clear water, and low turbidity. At this time, the
mean equivalent diameter of the floc particles is also within a
reasonable range. The mean equivalent diameter of floc
particles is adjusted by controlling the dosage of the coag-
ulant so that the mean equivalent diameter of floc particles
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keeps approaching the set value of the mean equivalent
diameter of floc particles and realizes the accurate control of
the coagulant dosage and effluent turbidity [5]. Since there is
a good correlation between the mean equivalent diameter of
floc particles and the turbidity of effluent after flocculation
and sedimentation, taking the mean equivalent diameter of
floc particles as one of the control parameters for auto-
matically controlling the dosage of coagulant can achieve
better coagulation and sedimentation effect and obtain the
expected effluent turbidity [6, 7].

Due to the important role of equivalent diameters of floc
particles in modern water treatment automation control
technology, scholars at home and abroad have carried out a
lot of research on the extraction and application of the
equivalent diameters of floc particles. To address the
problem of hysteresis of obtaining water quality indicators in
the water treatment process, Dai et al. [8] used micro-eddy
current flocculation technology to detect floc particles. They
combined the relationship between the equivalent diameter
and the fractal dimension to determine the coagulant dosage
and alleviate the time-delay problems in water treatment by
analyzing and determining the coagulant dosage on the
coagulation effect and the equivalent diameters of floc
particles. Asensi et al. [9] developed a fully automatic ac-
tivated sludge floc identification and morphological char-
acterization toolbox based on digital image analysis and
statistical processing. The toolbox could determine char-
acteristic parameters such as the equivalent diameters of floc
particles, which was mainly used to help study the char-
acteristics of activated sludge flocs in urban sewage treat-
ment plants. Khan et al. [10] used a microscope to collect floc
images, used a state-of-the-art image segmentation algo-
rithm to segment floc images with different equivalent di-
ameters in different fluctuation ranges, and extracted
morphological characteristic parameters for sludge volume
index (SVI) and mixed liquor suspended solids (MLSS)
modeling to explore the feasibility of applying the algorithm
model to various plants in different regions. Chen et al. [11]
used image acquisition system and data processing system to
collect and process floc images in real time, took the mean
equivalent diameter of floc particles calculated by the least
square method as the target for controlling the coagulant
dosage, and then automatically corrected the set system
control parameters through flow and turbidity feedback so
as to save the coagulant consumption and ensure the quality
of the effluent from the sedimentation tank. Gao [12] used
image processing technology to detect floc images, obtained
various floc parameters that fluctuated within the correct
range, and analyzed the effect of different flocculation time
and coagulant dosage on the equivalent diameters of floc
particles. It can provide a data reference for solving the
problems of time delay and accuracy of dosing amount in the
process of coagulation and dosing in water plants. Chen et al.
[13] applied digital image processing technology to water
treatment process control, improved the original water
treatment experimental equipment, and used image pro-
cessing algorithms to complete the extraction and analysis of
the feature parameters of floc images in the coagulation
process. The noncontact detection of floc properties in the

Complexity

flocculant addition control system provided an effective
solution for water plants to improve the automation level of
water treatment. Wang [14] used machine vision technology
to explore the morphological change law of floc aggregation
in the coagulation process and corresponded the charac-
teristic parameters of floc particles such as porosity and
equivalent diameters of floc particles with the factors that
actually affected the flocculation process. Simulations were
carried out to study the factors affecting the flocculation
process and results, and the mean equivalent diameter of floc
particles was determined as one of the key factors to regulate
and control the flocculation process.

Although the above studies were only scattered and
preliminary discussions on the application of the equiva-
lent diameters of floc particles in the automatic process of
water treatment, they have already demonstrated the im-
portance of the equivalent diameter of floc particles in the
automatic control technology of coagulant dosage. Re-
searchers at home and abroad not only extracted the in-
ternal relationship between geometric parameters such as
the equivalent diameters of floc particles and the coagulant
dosage but also explored the internal relationship between
other parameters of floc particles and the coagulant dosage,
which alleviated the lag of water quality indicators in water
treatment to a certain extent. However, the problem of
accurate calculation of relevant parameters such as the
mean equivalent diameter of floc particles still needs to be
solved urgently in the application of precise control of
coagulant dose. In the actual water treatment process of the
water plant, the effect of coagulation is greatly affected by
the actual environment. The influence of microorganisms,
abnormal coagulant dosage, equipment leakage, and air
temperature will lead to abnormal settlement in the floc
particles after coagulation [15, 16]. For example, when the
weather is hot, the microbes in the sludge will decompose
and produce gas, which will cause trace bubbles in the
sludge. The gas leakage in the equipment will cause the gas
content in the water to be too high, and the low temper-
ature will affect the reaction speed of the coagulant. These
objective factors will affect the effect of the aggregation and
sedimentation of floc particles so that the captured floc
images can not reflect the actual situation of the sedi-
mentation tank, and the equivalent diameters of floc
particles calculated based on these images will have a small
number of abnormal and invalid values. In addition, no
matter how the coagulation effect is, there may also be a
small number of abnormal and invalid values in the cal-
culated equivalent diameters of floc particles without in-
terference from the objective environment. The abnormal
and invalid values will lead to a large deviation between the
mean equivalent diameter obtained by the least square
method and the mean valid equivalent diameter of floc
particles so that the current coagulation effect cannot be
accurately evaluated. Therefore, a new data processing
optimization method of the mean equivalent diameter of
floc particles is examined, which is of great significance to
eliminate the negative effect of the abnormal and invalid
equivalent diameters of a small number of floc particles on
the mean equivalent diameter of floc particles.
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In view of the abnormal and invalid values of the
equivalent diameters of floc particles during the coagulation
process, maximum correntropy criterion (MCC) [17-19]
will be introduced in this article, and an optimal method will
be proposed to calculate the mean equivalent diameter of
floc particles based on MCC. This method optimizes the
process of solving the mean equivalent diameter of floc
particles, reduces the calculation error caused by abnormal
and invalid equivalent diameters, and achieves the purpose
of accurately calculating the mean equivalent diameter of
floc particles, which provides an important reference data
for the precise dosing control of subsequent coagulants.

2. Preliminaries

The equivalent diameter means that when a particle has the
same or similar physical properties to a spherical particle, we
can replace the diameter of the particle with the diameter of
the spherical particle. In water treatment, the sedimentation
characteristics of floc particles are complicated. The floc
particles are in a discrete state during the sedimentation
process; their mass, size, and characteristics do not change;
and the sedimentation velocity of the floc particles is not
disturbed. The mathematical expression to characterize the
particle settling motion often adopts the Stokes formula
[11, 20], whose specific form is as follows:

— (P‘Po)gdi) (1)
18u

v

where v is the settling velocity of the floc particle, p is the floc
density, p, refers to the density of water, g is the acceleration
of gravity, u is the viscosity coeflicient of water, and d is the
diameter of the floc particle.

Further studies show that as the diameter of the floc
particle changes, the density of the floc particle changes
according to the following formula:

p—po=di, (2)

where k, is a coeflicient, whose value is generally 1.2 ~ 1.5,
depending on the coagulant filling rate and the quality of raw
water. Combining the above formulas (1) and (2), it can be
concluded that the relationship between the diameter and
the sedimentation velocity of the floc particle can be ob-
tained as

gds(szp)

(3)

v

The above analysis is based on the assumption that the
floc particle is spherical, but we know that the actual floc
particle is in an irregular state, and its sedimentation speed
should indeed be slower than that of the spherical floc
particle of the same volume. The size and shape of floc
particles can be well reflected by the floc images collected by
industrial cameras. Each floc region in the image reflects the
state of floc particle movement during the coagulation
process. The image of a floc particle in the 2D plane can be
characterized by four parameters [11, 21]: the size-related

area of the floc particle, the shape-related perimeter of the
floc particle, the vacant area in the middle of the floc particle
related to the degree of looseness, and the length to width
ratio of the floc particle. These features represent the
characteristics of the floc particle. The above four parameters
can be converted into ¢, using the following formula:

ool (7
1 Sio
X[l‘(l‘a)"Z] X(“?fﬁ)’

where ¢; is the equivalent diameter of the ith floc particle; s;
is the area of the ith floc particle; J; is the perimeter of the ith
floc particle; s;, is the hollow area of the ith floc particle; m; is
the length to width ratio of the ith floc particle; and k,, k,,
and k; are the coeflicients of the perimeter [;, the length to
width ratio m;, and the hollow area sy, respectively. k;, k,,
and k; are all decimals ranging from 0 to 1, which can be
selected according to actual conditions.

By the above analysis and calculation, the equivalent
diameter of a floc particle can be extracted from the image of
the floc particle. The equivalent diameter of the floc particle
is an important characteristic parameter of the floc particle
and has a good correlation with the turbidity of water. It not
only reflects the quality of the coagulation effect but also
relates to whether the subsequent effluent turbidity meets
the water supply requirements. Taking it as one of the target
values to control the coagulant dosage can achieve a good
control effect. It can be seen from the above formula (3) that
the larger the equivalent diameter of the floc particle, the
faster the settling velocity of the floc particle, that is, the
better the integrity of floc particles, the more sufficient the
sedimentation and the smaller the turbidity of the sedi-
mented water. The change of the equivalent diameters of floc
particles can not only reflect the quality of the coagulation
effect but also relate to whether the utilization of the co-
agulant can achieve the maximum benefit.

However, the parameter ¢; still cannot fully characterize
the overall effect of coagulation. In practical application, the
equivalent diameter of each floc particle is calculated
according to formula (4), and then the mean equivalent
diameter @, which is regarded as a key parameter for the
control of coagulant dosage, is calculated in real time
according to the equivalent diameters of floc particles ob-
tained within a certain time. The mean equivalent diameter
® is expressed as follows:

D = Zzl\:ll (ni¢i)’ (5)
Y (m)
where N represents the number of floc particles with dif-
ferent equivalent diameters, and »; represents the number of
floc particles whose equivalent diameter is ¢;.

According to the above analysis, we can display the floc
image collected in real time on the computer and calculate s;,
I;, m;, and s, of the ith floc particle in formula (4) by image
preprocessing, image segmentation, and other image

(4)



processing technologies, which lead to obtain ¢;. Finally, we
can obtain the mean equivalent diameter @ of floc particles
by substituting ¢; and #; into formula (5).

3. Main Results

In the actual water treatment process of water plant, the
influence of microorganisms, too much or too little coag-
ulant dose, equipment leakage, and air temperature will lead
to abnormal aggregation and settlement of floc particles.
This will make the captured floc images cannot reflect the
real state of the sedimentation tank, and the calculated floc
equivalent diameters will have some abnormal and invalid
values. In addition, no matter whether the coagulation effect
is disturbed by the environment or not, the equivalent di-
ameters of floc particles calculated from floc images will also
have some abnormal and invalid values, so that the mean
equivalent diameter of floc particles calculated by the tra-
ditional calculation method (the least square method)
cannot accurately characterize the coagulation effect. To
weaken the influence of the invalid equivalent diameters of
floc particles on the mean equivalent diameter of floc
particles, MCC will be introduced to optimize the calcula-
tion process of the mean equivalent diameter of floc particles
so as to provide important reference data for accurately
describing the actual coagulation effect. Because of its good
robustness [22], MCC is widely used in many fields, such as
computer vision [23], feature extraction [24, 25], and signal
processing [26-28]. It is mainly used to deal with non-
Gaussian noise and outliers [27, 29, 30]. MCC is based on
entropy [31], which in turn derives from information theory.
Correlation entropy is used to measure the similarity be-
tween two variables, which is expressed as follows:

V,(A,B) = E[k, (A - B)], (6)

where E( =) is the expectation of =, k,(-) represents the
Gaussian kernel function, and o represents the kernel width
of k, (-). Usually, the joint probability distribution between
variables A and B is unknown, and only a finite amount of
data A = (a,,a,,...,ay) and B= (b;,b,,...,by) can be
available, which make the estimator of correlation entropy
(6) can be represented as

N
\70 (A)B) 2% zko (ai _bi)’ (7)
i=1

where k, (a; - b,) = e~ (@=b)"120,

As we all know, the mean square error (MSE) is a
measure that reflects the degree of difference between the
estimator and the estimated value, and it is a global measure.
Compared to the MSE, MCC is a local metric whose value
mainly depends on the probability along the A = B direc-
tion, and the local extent depends on the kernel size ¢. The
Gaussian kernel functions for various kernel widths are
shown in Figure 1. As can be seen from Figure 1, the
convergence rate of the function varies with the size of the
kernel width. For large errors or outliers, the kernel function
has better robustness. When the error between A = B is
large, the kernel function of A = B gets a small value or even
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Ficure 1: Gaussian kernel function with different kernel widths.

a value close to zero so that the calculation process can avoid
the negative impact caused by outliers and has a good stable
performance in the case of data anomalies caused by in-
terference. Figures 2 and 3 illustrate the difference between
the mean square error and the correlation entropy. In this
article, an optimization model is constructed by MCC to
eliminate the adverse effects of abnormal and invalid values
(abnormal and invalid equivalent diameters of floc particles)
on the mean equivalent diameter of floc particles.

The mean equivalent diameter of floc particles calculated
by the least square method can be expressed as follows:

N
®, = argmin Z n,(¢; — ©)%, (8)
|

which is an optimization problem whose solution of this
optimization problem is

O = ZII\:II (ni(pi) (9)

‘ ZII\:II (m) .

According to formula (9), the mean equivalent diameter
of floc particles calculated by the least square method is the
mean of the sum of all equivalent diameters of floc particles,
which cannot eliminate the abnormal and invalid equivalent
diameter of floc particles. Considering the abnormal and
invalid equivalent diameters of floc particles, we introduce
maximum correntropy criterion [32] to weaken the influ-
ence of abnormal and invalid equivalent diameters of floc
particles on the mean equivalent diameter of floc particles.
Using MCC, the optimization problem is formulated as
follows:

N 2
Dy cc = argmax Z n; exp(—%). (10)

[} i=1

Assuming f (z) =z -z In(-z2), it can be obtained as
follows:
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FiGure 3: Correntropy in the joint space of variables A and B.

exp (—x) = sup (zx — f (2)). (11)

By 0/0,(zx — f(2)) = x +In(-2) = 0, we can find that
the maximum value of (zx — f (z)) can be obtained when
z = —exp (—x).

The above derivation process is called the half-quadratic
(HQ) strategy [33, 34].

If let

and

(‘/51' — (D)z (13)

X =
2 bl
20

then it is easy to get

N o)
Pprcc = argénaxz ni(PiM - f(Pi))> (14)

P 20

and

20

pi = —@m(-@)’ (15)

where p; is an auxiliary variable.

If we take the partial derivative of ® of (14),
then it is easy to obtain

a[ZiN:I ”i(Pi( (¢; - (D)Z/Z"z) - f(Pz))]
oD

_ a[Zf\:jl(pini/zaz) (¢ - (D)z - Z;I\:]l n f (Pi)]
0D

361

= i(f;”z) [(¢7 - 2;5 +0?)]

(16)

- i(‘;”;) (=2, +20)
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and it is easy to get
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(17)
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We can solve the problem (14) by alternative
optimization.
Firstly, when @ is fixed, the solution of p; is derived as

follows:
- o® 2
Pi(kH) = _eXP<_(;p(0(k+1))2 >’ (18)

where k>0 is the number of iterations.
Secondly, when p; is fixed, the solution of ® can be easily
obtained as follows:

N
(k+1) 1 (k+1)
N k 1 1 1Tl
Yint i( " )”i i=1
Furthermore, it is known from [23] that after each it-
eration 02 should be updated as follows:

1 N

(U(k+1))2 _ ) ZN - Zni(‘/’i B (D(k))Z. (20)
i=1 M

i=1

This update rule consists of the above three steps, which
are repeated until the convergence condition is achieved.
The procedure is summarized in Algorithm 1.

The proof is completed.
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equivalent diameter is ¢;.
(2) Output: The MCC-based samples’ mean @ qc.
(3) Initialize: ®© = @, k = 0.
(4) while Not convergent do
(5) Update (c®*+D)*— (20).
(6) Update pi(k+1)<— (18).
(7) Update ®*De (19).
(8) kek+1.
(9) end while
(10) @pcc = PP as the MCC-based samples’ mean.

(1) Input: The equivalent diameter ¢; (1 <i< N) of the ith floc particle, and the number n; (1 <i< N) of the ith floc particle whose

ALGorITHM 1: The MCC-based samples’ mean @, = MCC-Mean (¢;,#;).

4. Simulation Results

There are four sets of simulation data generated for us to
verify the effectiveness of Algorithm 1, and #
(I< =i< = N) is always equal to 1 for the convenience of
simulation.

(1) The first set of simulation data is generated for us to
verify the effectiveness of Algorithm 1. There are
ninety points representing ninety valid equivalent
diameters of floc particles randomly generated in 1D
space by Gaussian distribution with mean
®, = 1.3 mm and covariance g, = 0.2 and ten points
representing ten abnormal and invalid equivalent
diameters of floc particles by Gaussian distribution
with mean ®, =6 mm and covariance o, = 0.3.
Using these generated data, we can compute the
conventional samples’ mean @, by (9), the MCC-
based samples’ mean @, by Algorithm 1, and the
valid samples’ mean @, by (9) with only considering
the valid equivalent diameters. The positions of the
three means are shown in Figure 4. It is obvious that
the MCC-based samples’ mean @~ and the valid
samples’ mean @, are almost overlapped, whereas
the conventional samples’ mean @, is seriously bi-
ased from the valid samples’ mean ®, due to the
existence of ten abnormal and valid equivalent
diameters.

(2) The second set of simulation data is generated for us
to verify the effectiveness of Algorithm 1. There are
ten points representing ten abnormal and valid
equivalent diameters of floc particles randomly
generated in 1D space by Gaussian distribution with
mean @, =1.3 mm and covariance ¢, = 0.2 and
ninety points representing ninety valid equivalent
diameters of floc particles by Gaussian distribution
with mean ®, =6 mm and covariance o, = 0.3.
Using these generated data, we can compute the
conventional samples’ mean @, by (9), the MCC-
based samples’ mean @ ;.- by Algorithm 1, and the
valid samples’ mean @, by (9) with only considering
the valid equivalent diameters. The positions of the
three means are shown in Figure 5. It is obvious that
the MCC-based samples’ mean @, and the valid
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FIGURE 4: Toy problem with ninety inliers ranging from 0.3 mm to
2.6mm and ten outliers ranging from 5.6mm to 6.8 mm. The
conventional samples’ mean @, the valid samples’ mean ®,, and
MCC-based samples’ mean @ ;.

samples’ mean ®, are almost overlapped, whereas
the conventional samples’ mean @, is seriously bi-
ased from the valid samples’ mean @, due to the
existence of ten abnormal and valid equivalent
diameters.

(3) The third set of simulation data is generated for us to
verify the effectiveness of Algorithm 1. Firstly, there
are ninety points representing ninety valid equiva-
lent diameters of floc particles randomly generated
in 1D space by Gaussian distribution with mean
®, = 1.3 mm and covariance ¢, = 0.2 and ten points
representing ten abnormal and valid equivalent di-
ameters of floc particles by Gaussian distribution
with mean @, =6 mm and covariance o, = 0.3.
Secondly, the 100 points are randomly sorted. Fi-
nally, using these generated data, we can compute
the conventional samples’ mean @, by (9), the MCC-
based samples’ mean @, by Algorithm 1, and the
valid samples’ mean @, by (9) with only considering
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F1GURE 5: Toy problem with ninety inliers ranging from 4.6 mm to
7.7mm and ten outliers ranging from 0.8mm to 2mm. The
conventional samples’ mean @, the valid samples’ mean ®,, and
MCC-based samples’ mean @ .

the valid equivalent diameters. The positions of the
three means are shown in Figure 6. It is obvious that
the MCC-based samples’ mean @~ and the valid
samples’ mean @, are almost overlapped, whereas
the conventional samples’ mean @, is seriously bi-
ased from the valid samples’ mean @, due to the
existence of ten abnormal and valid equivalent
diameters.

(4) The last set of simulation data is generated for us to
verify the effectiveness of Algorithm 1. Firstly, there
are ten points representing ten abnormal and valid
equivalent diameters of floc particles randomly
generated in 1D space by Gaussian distribution with
mean ®, = 1.3 mm and covariance o, = 0.2 and
ninety points representing ninety valid equivalent
diameters of floc particles by Gaussian distribution
with mean ®, =6 mm and covariance o, = 0.3.
Secondly, the 100 points are randomly sorted. Fi-
nally, using these generated data, we can compute
the conventional samples’ mean @, by (9), the MCC-
based samples’ mean @, by Algorithm 1, and the
valid samples’ mean @, by (9) with only considering
the valid equivalent diameters. The positions of the
three means are shown in Figure 7. It is obvious that
the MCC-based samples’ mean @~ and the valid
samples’ mean @, are almost overlapped, whereas
the conventional samples’ mean @, is seriously bi-
ased from the valid samples’ mean @, due to the
existence of ten abnormal and valid equivalent
diameters.

If the mean equivalent diameter of floc particles cor-
responding to the turbidity of the effluent within the normal
range is about 1 mm-2 mm, then it can be seen from Fig-
ures 4 and 6 that the corresponding coagulation effect is
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FIGURE 6: Toy problem with ninety inliers ranging from 0.3 mm to
23mm and ten outliers ranging from 5.5mm to 7mm. The
conventional samples’ mean @, the valid samples’ mean ®,, and
MCC-based samples’ mean @ .
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FiGURE 7: Toy problem with ninety inliers ranging from 4.3 mm to
7.5mm and ten outliers ranging from 0.3mm to 2.2mm. The
conventional samples’ mean @, the valid samples’ mean @, and
MCC-based samples’ mean @ .

good, which indicates that the turbidity of the effluent is
within the normal range, and then it can be seen from
Figures 5 and 7 that the corresponding coagulation effect is
not good, which indicates that the turbidity of the effluent is
outside the normal range.

Several sets of mean equivalent diameters of floc particles
calculated by the conventional method and the MCC-based
optimization method are presented in Table 1, and the
corresponding error rates are given. As can be seen from
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TaBLE 1: Calculation of the mean equivalent diameters of floc particles.

The number of images  The number of floc particles @, (mm) @, (mm) Error rate 1 (%) @,c (mm) Error rate 2 (%)
1 30 0.8700 0.9317 7.09 0.8939 2.75
2 36 0.8400 0.8858 5.45 0.8492 1.10
3 29 1.0900 1.1540 5.87 1.1022 1.12
4 45 1.2100 1.2442 2.83 1.2205 0.87
5 52 0.7900 0.8289 492 0.7989 1.13

Table 1, the error rates of the mean equivalent diameters of
the floc particles are reduced by means of the MCC
algorithm.

5. Conclusion

According to the characteristics that the mean equivalent
diameter of floc particles is closely related to the turbidity of
the effluent, we use image processing technology to process
and extract the characteristics of the collected floc images to
obtain the relevant important parameters such as the mean
equivalent diameter of floc particles and feed them back to
the control system of coagulant dose. This can not only
effectively improve the utilization rate of coagulants but also
liberate human resources and reduce production costs. The
mean equivalent diameter of floc particles is an important
parameter used to describe the characteristics of floc pre-
cipitation after coagulation in the water treatment process.
In the actual operation of the water plant, no matter whether
the coagulation effect is good or bad, there will be abnormal
and invalid values in the equivalent diameters of floc par-
ticles. To avoid the deviation of the mean equivalent di-
ameter and the mean valid equivalent diameter caused by the
abnormal and invalid equivalent diameters of floc particles,
the MCC algorithm is introduced in this article. The MCC
algorithm optimizes the solution of the mean equivalent
diameter of floc particles to eliminate or reduce the influence
of the abnormal and invalid values of equivalent diameters
on the overall sedimentation in the actual situation and
provides a reference method for water treatment fields such
as tap water treatment and sewage treatment. Finally, the
validity of the theoretical results is verified by numerical
experiments.
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For efficient energy distribution, microgrids (MG) provide significant assistance to main grids and act as a bridge between the
power generation and consumption. Renewable energy generation resources, particularly photovoltaics (PVs), are considered as a
clean source of energy but are highly complex, volatile, and intermittent in nature making their forecasting challenging. Thus, a
reliable, optimized, and a robust forecasting method deployed at MG objectifies these challenges by providing accurate renewable
energy production forecasting and establishing a precise power generation and consumption matching at MG. Furthermore, it
ensures effective planning, operation, and acquisition from the main grid in the case of superior or inferior amounts of energy,
respectively. Therefore, in this work, we develop an end-to-end hybrid network for automatic PV power forecasting, comprising
three basic steps. Firstly, data preprocessing is performed to normalize, remove the outliers, and deal with the missing values
prominently. Next, the temporal features are extracted using deep sequential modelling schemes, followed by the extraction of
spatial features via convolutional neural networks. These features are then fed to fully connected layers for optimal PV power
forecasting. In the third step, the proposed model is evaluated on publicly available PV power generation datasets, where its

performance reveals lower error rates when compared to state-of-the-art methods.

1. Introduction

Photovoltaic (PV) power generation is one of the easiest-to-
access, low-cost, and most promising sources of renewable
energy. When the energy demands rise in the developing
country, the PV power generation annually increases;
therefore, it mitigates the global energy and climatic change
crisis [1]. According to the Global Future Report, by 2050,
the PV generation capacity will reach 8000 GW [2]. How-
ever, different atmospheric variables such as temperature,
solar irradiance, humidity, and cloud properties cause sig-
nificant uncertainty in integrating PVs to microgrid (MG)
[3-7]. In contrast, an effective PV power forecasting model
greatly improves solar power utilization [8-10]. Therefore,
efficient forecasting models in the utility grid will operate the
power grid economically and transfer the required energy to

the end-users [11, 12]. Over the years, for efficient energy
management and distribution, MG has played an important
role in ensuring reliability, two-way power flow, self-healing,
and demand response [6]. Although MG offers several
advantages, due to the volatile and intermittent nature of PV
power, integrating a larger portion of renewable energy into
existing power generating systems creates several challenges,
such as load and demand mismatch, poor scheduling, op-
eration, penalties enforced by customers, and fluctuations in
the load connected to the power systems. To tackle these
challenges, integrating an intelligent forecasting model into
the MG greatly reduces the aforementioned problems.
Forecasting PV power belongs to the time series (TS)
forecasting problem which are divided into univariate and
multivariate forecasting [13]. Based on the time horizon,
these methods are divided into three types, such as long-
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term, medium-term, and short-term power forecasting
[14, 15]. For different scheduling and planning, each type has
its own uses, for example, contributing to long-term plan-
ning and decision-making such as month or year, usually
long-term forecasting is used. Similarly, for medium-term
scheduling, such as looking ahead one week or less, medium-
term forecasting is used. Finally, short-term forecasting is
the most challenging since the target is to look ahead for a
short period of time, such as hours, but it is the most reliable
and accurate method for PV forecasting. The forecasting
models are divided into three types, such as physical, sta-
tistical, and deep learning models [12]. Historical data is not
needed in a physical model but they are used in the solar
radiation and the interaction between physics laws [16],
where it further consists of three sub-modules, such as
numerical weather prediction [17], total sky image [18], and
satellite image [19]. The modelling techniques of the physical
model can be divided into regression model [20], autore-
gressive [21], grey theory [22], Markov chain [23], and fuzzy
theory [24]. However, physical models poorly perform in
ultra-short-term forecasting because it takes a long time and
only produces six hours of meteorological data [16]. There
are huge deviations and low precision in the results of the
physical models; therefore, it is impractical to use them in
PV forecasting [17] in the MG. The statistical forecasting
modelling establishes a mapping relation between the his-
torical data and the target forecasting data using the future
prediction of PV power [16]. It is easy to use and possesses
strong interregional versatility, but due to the complex and
volatile nature of PV power generation, its TS is complex and
nonperiodic [25]. The traditional statistical forecasting
model provides limited performance on large-scale histor-
ical data due to long-range complex temporal information.
Furthermore, due to shallow and simple processing
methods, nonlinear PV power patterns are highly affecting
the prediction of PV. Therefore, researchers investigated
ANN-based approaches and significantly improved the
performance of PV power due to their ability to learn the
variational pattern of PV [26]. However, because of different
atmospheric variables and complex patterns of the weather
conditions, it is unable to extract the corresponding deep
nonlinear characteristics and TS dynamics of PV power
[27, 28]. The task of nonlinear mapping and feature ex-
traction is extremely challenging; therefore, the best way to
tackle these challenges is to employ deep learning models
with the ability to extract the discriminative features end-to-
end [29, 30]. In recent years, the application of deep learning
models has significantly improved for image classification
[31, 32], video classification [33-37], and power forecasting
in TS data [38-42]. For instance, Khan et al. [43] proposed a
hybrid model for electricity forecasting in residential and
commercial buildings. They used the CNN model for spatial
feature extraction and then applied a Bi-directional LSTM
(Bi-LSTM) network for temporal feature extraction. Li et al.
[44] proposed a hybrid model that integrated wavelet
transform with CNN for PV power prediction in various
horizons. Similarly, in [45], the authors predicted the day-
ahead weather forecast data from the solar irradiance using
LSTM and then established a mathematical model between
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irradiance and PV power to analyze the forecasting. Yona
[46] proposed a novel method that uses atmospheric data
and a deep neural network for the next day’s PV generation.

However, to accurately forecast the PV power, numerous
researchers investigate different techniques to map the as-
sociation between the historical data and the target attri-
butes. Their methods are mainly focused on only spatial or
temporal features, but without focusing on different dis-
criminative features extracting strategies to hold the long-
range temporal dependencies among complex PV power
patterns. Therefore, in this paper, we explore different
feature extraction mechanisms and finally propose a hybrid
model that prioritizes temporal features first followed by
spatial features for PV power forecasting. Our proposed
model was evaluated on four publicly available PV power
generation datasets for an hour-ahead forecasting. The ex-
periments concluded that the proposed feature extraction
mechanism achieved the lowest error rates when compared
with state-of-the-art techniques. The contributions of the
proposed model are summarized as follows:

(1) A novel framework is proposed for the MG to ac-
curately forecast an hour-ahead power generation to
effectively manage the energy distribution between
the consumers and suppliers. Next, a comparative
study is conducted over different deep learning
models for efficient feature extraction mechanisms,
and finally, a hybrid GRU-CNN network is
proposed.

(2) The mainstream methods first learn the spatial and
then temporal features that degrade the overall
performance for complex nonlinear PV power pat-
terns. Herein, the temporal features are prioritized
over spatial features to efficiently learn the long-
range complex non-linear PV power patterns for an
hour-ahead PV power forecasting. The proposed
model learns temporal dependencies using a mul-
tilayered GRU sequential deep model and spatial
patterns using convolutional features, thus making
our proposed model robust and generalized for an
hour-ahead PV power forecasting.

(3) To validate the performance of the proposed model,
standard TS performance metrics such as mean
square error, mean absolute error, root mean square
error, and mean bias error are used to compared it
with existing state-of-the-art methods over bench-
mark datasets. Our experimental results achieve the
lowest error rates compared to other state-of-the-art
methods.

2. Related Work

For efficient PV forecasting, different researchers have used
different techniques, for example, in the early literature,
researchers used shallow ANN, which achieved promising
results when compared with the traditional techniques. For
instance, Almonacid et al. [47] used multilayer perceptron
(MLP) to predict the PV power generation. Similarly,
Dahmani et al. [48] used the forward propagation MLP
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model on the global solar radiation forecasting at a certain
tilted angle for five-minute resolution. Another group of
researchers [49] proposed a neural network with one hidden
layer (extreme learning machine) for intermittent predic-
tion. The authors claim that when there are large numbers of
hidden layers in the network, it creates problems such as
overfitting and gradient vanishing [50]. To solve these
problems, researchers developed different techniques and
finally, in 2006, introduced the Deep Belief Network (DBN)
[51]. With the recent improvement of deep learning tech-
niques in PV power forecasting, Kuremoto et al. [52] used
DBN with a restricted Boltzmann machine (RBM) for TS
forecasting. Similarly, Dalto et al. [53] investigated the
performance of the deep and shallow networks for ultra-
short-term wind prediction. The authors claimed that the
computational complexity of the model is reduced by
carefully selecting the input variables using their proposed
variable selection algorithm. Wan et al. [54] used DBN with
RBM for day-ahead wind speed prediction. They used 144
input and output nodes each in their regression model. The
experimental results concluded that their model out-
performed when compared with the support vector re-
gression, single-hidden, and three-layer ANN. However, for
efficient wind and PV power forecasting, their performance
is affected by many variables; therefore, training DBN layers
by layers requires extensive training and the model gets
stuck in the local minimum. To tackle these problems, re-
searchers introduced CNN architectures, which share fea-
tures locally and globally to reduce the computational
complexity and extract meaningful patterns from complex
TS data. In this direction, different techniques are reported
in the literature, for instance, Diaz-Vico et al. [55] used CNN
for wind and solar irradiation prediction. Wang et al. [56]
used ensemble techniques for wind power forecasting.
Similarly, Wang et al. [29] used PV power forecasting using
CNN. Sezer and Ozbayoglu [57] used the CNN model and
changed the input format from 2D to 1-D for TS data.
Usually, CNN is suitable to extract and learn spatial features
from the input data; however, temporal features also play a
key role in TS PV power prediction. Therefore, researchers
used the LSTM model for long-range temporal dependen-
cies, for example, Qing and Niu [58] used meteorological
and weather data as input to the LSTM model for solar
irradiance prediction. Recently, researchers concluded that
integrating CNN with the LSTM model overcomes the
shortcoming of a single model, as it utilizes the advantages of
multiple models to jointly learn the spatial and temporal
information for accurate and complex PV forecasting.
Hybrid models are also introduced in the TS prediction
domain, for example, Liu et al. [59] used wavelet transform
followed by CNN to extract low-frequency information,
while LSTM is used for high-frequency information ex-
traction. Qin et al. [60] used the CNN model for spatial
feature extraction while the temporal features were extracted
by the LSTM model.

To reduce the energy crises and limit the harmfulness of
climatic changes, researchers proposed different techniques
as mentioned above to integrate PV power forecasting into
their existing power generation systems. The existing

traditional methods employ structural and parameter ad-
justments of the forecasting model. Their performance is
better for traditional forecasting tasks. However, due to the
extremely unsteady nature of the PV power, especially on
cloudy and rainy days [61, 62], their performance is ex-
tremely degraded. In the literature, most researchers claim
that for accurate PV power forecasting, both spatial and
temporal features are important [63, 64]. The existing
standalone network of deep learning paradigms is only
capable of exploring spatial or temporal features. To address
these challenges, researchers are developing hybrid networks
that have the potential to learn spatial and temporal features
at the same time. However, in the context of PV power
forecasting, hybrid networks are developed in the literature
without focusing on the discriminative features of spatial
and temporal ordering. Therefore, in this paper, we have
comprehensively analyzed different feature extraction
mechanisms by using a hybrid model. Our experiments
concluded that learning temporal features by GRU followed
by spatial features by CNN has much more efficient and
effective pattern representation and learning potential,
thereby achieving the highest accuracy and greatly reducing
the error rates as compared to state-of-the-art methods.

3. Proposed Methodology

This section briefly discusses the overall flow of the proposed
framework, where power from the main grid flows through
the MG towards the end users, as visualized in Figure 1. In
this research, we have developed an intelligent and robust
hybrid deep learning inspired model, which mainly consists
of three steps: processing; model training; and its evaluation.
In the preprocessing step, outliers and abnormalities are
removed from the data, while in the second stage, a training
procedure is applied on various machine and deep learning
models. In the third stage, the final PV forecasting is
computed and evaluated using different error metrics. All
these steps of the proposed method are discussed in sub-
sequent sections.

3.1. Preprocessing. A recent study shows that the perfor-
mance of the deep learning model highly depends on the
input data [45]. Therefore, the PV power data is refined in
terms of filling missing values, removing outliers, stan-
dardization, and normalization, then the proposed deep
learning model efficiently extracts the meaningful patterns
more conveniently. The existing PV power data is obtained
from the solar panel in a raw format that is incomplete and
unorganized [42]. It contained abnormalities because of
sensors’ faults, bad weather conditions, and variable cus-
tomer consumptions. Feeding these data directly to the deep
learning model degraded the overall prediction [40].
Therefore, the input data is fed to the preprocessing stage to
fill in missing values by taking the mean of the next and
previous values. Then the data is normalized, and outliers are
removed via the min-max and standard deviation methods,
respectively.
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FiGure 1: The proposed PV power forecasting framework comprises mainly three steps. Step 1: Preprocessing is applied to normalize the
data, remove outliers, and fill in missing values. Step 2: Model selection with the refined data using the GRU and CNN networks. Step3:
Evaluate the model via metrics, including MSE, MAE, RMSE, and MBE.

3.2. Temporal Feature Extraction. To capture long-range
temporal dependencies in the complex PV power foresting
data, most of the researchers used a recurrent neural net-
work (RNN) that learns weights across the hidden layers of
the network for long-range dependencies in TS data [65].
The intermediate layers of the RNN preserve meaningful
information from the previous state. The visual represen-
tation of the internal structure of RNN is shown in
Figure 2(a), where the input and output are represented by
x' and 7' at time ¢, similarly, the output of the single hidden
layer at time ¢ is represented by a’, where w represents the
weight metrics. Figure 2(a) can be mathematically repre-
sented as in equation (1).

1

In equation (1), the terms g;, b,, and b, are used to
represent the nonlinear activation and bias terms, while the
term w refers to the learn weights when capturing temporal
dependency in PV power forecasting. RNN suffers from the
vanishing gradient problem when the time interval of the
target output is long, therefore a special variant called GRU
resolves the vanishing gradient problem, which has two
structure-gated mechanisms such as reset and update. As a
result, it is less complex than the LSTM model because it has
fewer gates and require a small number of parameters during
training [66]. Their visual representation is shown in
Figure 2(b).

t t—1 t—1 ~t t
a = gl(waua + Wy X +ba),y = gl(wuya +by).

M, =o(w,[c " x'] +b,), ()
[ = o(w, [ x] +b,), 3)
C' =tanh(w[l, « x| +b,), (4)

=(1-T) * T, T (5)

The mathematical representation of GRU is given in
equations (2) to (5), the updated and reset gate is represented
by w, and w,, similarly, the candidate activation and basis
Vectors are represented by C* and b, , b, , b_,, respectively.
The ¢ is the output of the current unit which is connected to
the input of the next unit. Furthermore, ¢!~! is the input of
the current unit, which is also the output of the previous
units. The o and tanh represent the activation function while
the input of the training data and their corresponding output
are represented by x’ and ' at a time stamp . The reset gate
and update gate are represented by I', and T,

3.3. Spatial Features Extraction. CNN has two main
properties, such as local connection and weight sharing to
process high-dimensional data and extract meaningful
discriminative features. CNN mainly consists of
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FIGURE 2: Visual representation of the (a) recurrent neural network, while (b) represents the gated recurrent unit.

convolutional layers, pooling layers, and fully connected
layers. Convolution layers are the core layers that are re-
sponsible for extracting local features. The extracted features
of the previous layer are multiplied with the convolutional
kernel to form the output feature map j. It contains con-
volution with multiple input feature maps; their mathe-
matical representation is given in equation (6).

(T ew ) +b?,
16C

P16

(6)

Here, the feature map of the input convolutional layers [
and C; are represented by t(l), while the bias, kernel, and
output of the convolutional layer are represented by b
¢ i ), and wl i » respectively. A Relu f activation function is
used throughout the network and its mathematical repre-
sentation is shown in equation (7)

f(x) (7)

The pooling layer is mainly responsible for reducing
the dimensions of the features, also known as the down-
sampling layer. It has several variants, such as average, max-
pooling, etc.

= max (0, x).

3.4. Network Architecture. The GRU module captures the
long-range dependency, so it is capable of learning useful
information from TS data using the memory cells. The
nonsalient information is discarded by a memory gate called
the forget gate. Their output is directly connected to the
CNN module. In the proposed hybrid model, the GRU
module consists of two layers. In the first and second layers,
32 and 64 cell sizes are used, followed by a two-layered CNN
module having a kernel size of 3 and a filter size of 64 in each
layer. For nonlinearity, a ReLU activation is used. A detailed
summary of the proposed model is given in Table 1. The
output features are then flattened and a fully connected layer
with 16 numbers of neurons is applied. An MSE is used as a
loss function when the model is successfully trained, and
then we evaluated it on testing data.

TaBLE 1: Detailed summary of the proposed model for short-term
one-hour ahead solar power forecasting model.

Type of layer Size of kernel Size of filter Params
GRU layer 1 (32) — 4224
GRU layer 2 (64) — 18816
CNN layer 3 64 12352
CNN layer 3 64 12352
Flatten — — —
Dense (16) — — 8208
Dense (12) — — 204

4. Experimental Results and Discussion

In this section, we discussed the PV power datasets, eval-
uation metrics, and comparative analysis with state-of-the-
art methods. The proposed model is implemented in the
Python programming language and the Keras (2.3.1) with
TensorFlow (1.14.0) deep learning framework. Windows 10
operating system with a GeForce RTX 2070 SUPER graphics
card is used to speed up the training process and the
complete details are given in Table 2.

4.1. Datasets Description. To assess the proposed method’s
performance, we use four publicly available real-world PV
power datasets such as DKASC-AS-1A, DKASC-AS-1B,
DKASC-AS-2Eco, and DKASC-Yulara-SITE-3A gathered in
DKASC, Alice Springs (AS), Australia [67-69]. The DKASC-
AS-1A dataset is taken from the 1A plant, which generates
10.5kW from 2 x 30 solar panels, and their installation was
completed on Thursday, January 8, 2009. Similarly, the
DSKASC-ASA-1B dataset was collected from the 1B plant
that generated 23.4 kW from 4 x 30 number of panels, and
their installation was completed on Thursday, January 8,
2009. The overall details of each plant and collected data
information are given in Table 3. All these datasets are
recorded from active solar power generation plants at five-
minute resolution with different power generation capa-
bilities. It consists of different attributes, for example, power
generation and meteorological elements such as wind speed,
weather temperature, etc. For training purposes, these
datasets are divided into 70% for training, 20% for valida-
tion, and 10% for testing.
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TaBLE 2: Training details required for the proposed model.
Parameters Details
Programming language Python 3.6
Operating system Windows 10

Hardware GeForce RTX 2070 SUPER GPU
Deep learning framework Keras (TensorFlow backend)
Epochs 50

Batch size 20

Optimizer Adam

Learning rate 0.001

4.2. Evaluation Metrics. The performance of the proposed
model is evaluated on the four widely used forecasting
metrics such as MSE, MAE, RMSE, and MBE, which are
mathematically expressed in equations (8) to (11).

n

1
MSE = " Z (yi=7) (8)

i=1

n

1
MAE =~ 3|y, - 7] ©)

i=1

RMSE = (10)

1 n
MBE:—Z(JG‘JZ‘)- (11)
i=1

n

5. Experimental Results and Discussions

The performance of the proposed model is evaluated with
several deep learning models such as LSTM, GRU, CNN-
LSTM, CNN-GRU, LSTM-CNN, and finally, the proposed
GRU-CNN model.

5.1. Detailed Comparative Analysis. To analyze the perfor-
mance of the proposed model, we have used four real-world
PV power datasets, and their details are given in Table 3. In
the literature, there are two types of feature extraction; one
refers to spatial or temporal features extraction, and the
second is a hybrid model where the spatial or temporal
features are prioritized, respectively. Table 4 shows one-hour
ahead PV power forecasting of the different standalone and
hybrid models. Here, the error rate such as MSE, MAE,
RMSE, and MBE of the proposed hybrid model is com-
paratively lower than standalone models. A graphical
comparison of the forecasting results of naive (SVR), state-
of-the-art (LSTM-CNN), and the proposed model is given in
Figure 3. While the visual representation of the proposed
model on each dataset is given in Figure 4. The results reveal
that the performance of naive forecasting methods is much
worse than the state-of-the-art and our proposed method. As
given in Figure 4, there is a narrow gap between actual and
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TaBLE 3: Technical details of each dataset and their corresponding

details about the power generation plants.

Dataset Tec.hnlc.al Value
specification
Manufacturer Trina
PV technology Mono-Si
Array structure Tracker: Dual axis
Panel size 2x38.37m’
Array tilt/azimuth Variable. I?ual axis
tracking.
DKASC-AS-1A Generation capacity 175 W
[67] of a panel
Number of solar 2%30
panels
Power gen.eratlon 10.5 KW
capacity
Duration 08-14-2013~07-01-
Hratio 2021
Manufacturer Trina
PV technology Mono-Si
Array structure Tracker: Dual axis
Panel size 4x38.37 m’
Array tilt/azimuth Varlalt)rl:: kl?llllal axis
DKASC-AS-1B Generation capacit -
[68] bacty 195W
of a panel
Number of solar 4% 30
panels
Power gen.eratlon 234 KW
capacity
Duration 8-14-2013~7-1-2021
Manufacturer Eco-kinetics
PV technology Mono-Si
Array structure Tracker: Dual axis
Panel size 199.16 m*
I Fixed. Tilt=20’
Array tilt/azimuth azimuth = 0'
DKASC-AS-2Eco  Generation capacity 170 W
[69] of a panel
Number of solar 156
panels
Power gen.eratlon 26.52 KW
capacity
Duration 8-24-2010~8-22-
uratio 2020
PV technology Mono-Si

Array structure
Panel type

Array tilt/azimuth

DKASC-Yulara- Generation capacity

Fixed: Roof mount
SunPower SPR-
327NE
Tilt=10, azi=0
(solar north)

SITE-3A [70] 327W
of a panel
Number of solar
69
panels
Power generation 2256 kKW
capacity
Duration 4-1-2016~6-27-2022

forecasted values by the proposed model. This gap is higher
in state-of-the-art models and much higher in naive fore-
casting models.
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TaBLE 4: Comparative analysis of the proposed model with different existing deep learning models. Herein, DKASC-AS-1A, DKASC-AS-1B,
DKASC-AS-2Eco, and DKASC-Yulara-SITE-3A represent the PV power datasets. The bold text shows the experimental result of the

proposed models on one-hour ahead PV power forecasting.

Dataset Model RMSE MSE MAE MBE
Decision Tree 0.4531 0.2053 0.2484 0.0684
SVR 0.4309 0.1857 0.2373 0.0463
LSTM 0.3118 0.0972 0.1578 -0.0283
GRU 0.3004 0.0902 0.144 0.0322
DKASC-AS-1A [67] CNN-LSTM 0.2873 0.0825 0.117 -0.0054
CNN-GRU 0.2606 0.0679 0.1535 0.082
LSTM-CNN 0.2239 0.0501 0.1485 -0.1472
GRU-CNN 0.1468 0.0216 0.0742 0.0171
Decision Tree 0.5344 0.2856 0.3365 -0.0824
SVR 0.5087 0.2588 0.303 0.0709
LSTM 0.3949 0.1559 0.2219 0.0287
GRU 0.389 0.1514 0.2064 0.0089
DKASC-AS-1B [68] CNN-LSTM 0.2776 0.0771 0.1531 0.0172
CNN-GRU 0.262 0.0686 0.1364 -0.0318
LSTM-CNN 0.2496 0.0623 0.208 -0.187
GRU-CNN 0.1727 0.0298 0.0923 0.0235
Decision Tree 0.4911 0.2412 0.1909 0.0709
SVR 0.456 0.2079 0.2246 0.0187
LSTM 0.3167 0.1003 0.157 -0.0158
GRU 0.3302 0.109 0.1726 -0.0176
DKASC-AS-2Eco [69] CNN-LSTM 0.2959 0.0876 0.1449 ~0.0143
CNN-GRU 0.2801 0.0784 0.1467 0.0132
LSTM-CNN 0.2274 0.0517 0.1599 -0.0155
GRU-CNN 0.1646 0.0271 0.1157 -0.0641
Decision Tree 0.416 0.173 0.2566 0.0159
SVR 0.4966 0.2466 0.2443 -0.0122
LSTM 0.3627 0.1315 0.1735 0.0561
GRU 0.3864 0.1493 0.2368 -0.0013
DKASC-Yulara-SITE-3A [70] CNN-LSTM 0.3056 0.0934 0.1388 ~0.0153
CNN-GRU 0.3063 0.0938 0.1506 0.0354
LSTM-CNN 0.2465 0.0608 0.155 0.0919
GRU-CNN 0.1715 0.0294 0.1126 0.0099
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FIGURE 3: Visual representation to check the predictability of the proposed model with naive and state-of-the-art model on two days ahead

forecasting.
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TaBLE 5: The performance of the proposed model is compared with an existing state-of-the-art model for PV power forecasting. The best

performance is shown in bold.

Dataset Methods RMSE MSE MAE MBE
LSTM [45] 0.709 — 0.327 —
CNN [45] 0.822 — 0.304 —
DKASC-AS-1B [68] CNN-LSTM [45] 0.693 — 0.294 —
LSTM-CNN [45] 0.621 — 0.221 —
GRU-CNN 0.1727 0.0298 0.0923 0.0235
LSTM [44] 1.0382 — — —0.084
GRU [44] 1.0351 — — 0.1206
RNN [44] 1.0581 — — —0.1442
DKASC-AS-2Eco [69] MLP [44] 1.0861 — — 0.1995
WPD-LSTM [44] 0.2357 — — 0.0067
GRU-CNN 0.1646 0.0271 0.1157 -0.0641
RCC-BPNN [71] 1.173 — — —
RCC-RBENN [71] 1.37 — — —
RCC-Elman [71] 1.158 — — —
DKASC-Yulara-SITE-3A [70] LSTM [71] Lo17 B B B
RCC-LSTM [71] 0.94 — 0.587 —
GRU-CNN 0.1715 0.0294 0.1126 0.0099

To summarize the Table 4 experiments, in the TS PV
power forecasting, effective feature extraction highly
correlates with the forecasting of the deep learning
models. In our case, the temporal features are prioritized
first and then reduced their dimensionality. Using 1D-
CNN to extract spatial features is an effective approach for
modelling complex PV power forecasting patterns.
However, extracting temporal features using an LSTM
model is not effective because it uses 3-layer structuring
gates. Therefore, due to high-dimensional features, the
final layers of LSTM are not able to recognize the complex
patterns of PV power. While the GRU uses two layers of
structure, its feature space is small as compared to LSTM;
thereby, GRU requires fewer computations and achieves
the highest accuracy. The performance of the GRU-CNN
model on the four datasets concludes that the proposed

model is more suitable to be deployed in real-world PV
power forecasting at MG.

5.2. Quantitative Evaluation. In this section, the experi-
mental results are discussed to compare the performance of
our model with deep learning models. Table 5 shows the
performance of the proposed model with existing state-of-
the-art models, herein, the first part shows the results of the
DKASC-AS-1B dataset when compared with existing state-
of-the-art models. For instance, Wang et al. [45] used the
1D-CNN model and achieved 0.304 and 0.822 values for
MAE and RMSE, respectively.

Similarly, a hybrid approach is also used where they
extracted the spatial features with the help of CNN and
then LSTM is used to learn the temporal information,
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achieving 0.294 and 0.693 values for MAE and RMSE,
respectively. Furthermore, when they first extracted
temporal information via LSTM, followed by spatial in-
formation, it achieved 0.221 and 0.621 values for MAE and
RMSE, respectively. Therefore, in this direction, we fur-
ther proposed different feature extraction mechanisms,
and finally, our proposed model achieved 0.1727, 0.0298,
0.0923, and 0.0235 values for RMSE, MSE, MAE, and
MBE, respectively. The second row of Table 5 represents
the performance of the DKASC-AS-2Eco dataset com-
pared with existing techniques. In baseline research [44],
the author’s experiments on multilayer perceptron (MLP)
achieved 1.0861 and 0.1995 values for RMSE and MBE,
respectively. They also used RNN and reported 1.0581
RMSE and -0.1442 MBE. An LSTM and GRU network is
also used for PV forecasting, and they have achieved
1.0382, —0.084, and 1.0351, 0.1206 values for RMSE and
MBE, respectively. In the last model [44], the authors
decomposed the power series task into subseries by
employing wavelet packet decomposition and then used
the LSTM model, achieving 0.2357 and 0.0067 values for
RMSE and MBE, respectively. Our proposed model
achieved superior performance of 0.1646, 0.0271, 0.1157,
and -0.0641 for RMSE, MSE, MAE, and MBE, respec-
tively, when compared to existing models. Finally, the
performance of the proposed model is evaluated on the
DKASC-Yulara-SITE-3A [70] dataset against state-of-
the-art methods. Chen et al. [71] proposed a radiation
coordinate classification called (RCC-LSTM) for solar
forecasting. Their proposed method achieved 0.94 and
0.587 values for RMSE and MAE on the DKASC-Yulara-
SITE-3A dataset, respectively. The proposed method
achieved 0.1715, 0.0294, 0.1126, and 0.0099 values for
RMSE, MSE, MAE, and MBE, respectively.

6. Conclusion

Accurate PV power forecasting plays an important role in
avoiding penalties enforced by customers on various pro-
duction companies, building trust in the energy markets,
and is helpful in energy generation scheduling. Mainstream
traditional and deep learning methods rely on simple fea-
tures and only consider spatial or temporal features to in-
herent nonlinear patterns of PV power series. In the
proposed framework, we have investigated different features
extraction mechanisms and experimentally proved that the
proposed temporal and spatial features extraction out-
performed the existing state-of-the-art methods. Our pro-
posed framework mainly consists of three steps. In the first
step, preprocessing is applied to the input data to fill in the
missing values and normalize the data. After normalization,
the data is fed to the GRU-CNN model to first learn the
temporal and then spatial features. Finally, the performance
of the proposed model is evaluated against its rivals, ad-
vocating better prediction abilities with the lowest error rates
and better generalization potential. In the future, we are
planning to deploy the proposed model over resource-
constrained devices of home appliances for energy
management.

Complexity

Data Availability

The codes and related materials can be downloaded from
https://github.com/Altaf-hucn/Hybrid-Deep-Learning-
Network-for-Photovoltaic-Power-Forecasting.
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In this paper, a lightweight and modular design of a quadruped robot with two-degree-of-freedom parallel legs is presented. To
reduce the weight and enhance the transmission accuracy, the horizontal layout of the driving end is adopted for designing the legs
of the quadruped robot. The rotation angle of each actuator for the quadruped robot is analyzed by the inverse kinematics
algorithm. Moreover, the trajectory of the foot-end, including support and swing phases, is planned to reduce the impact between
the foot-end and the ground. Furthermore, the gait of the four legs of the quadruped robot is designed by considering the
conditions of trot, standing, take-off, and walking. Finally, the effectiveness of the foot-end trajectory and the stable gait is verified

by conducting experiments on a prototype platform.

1. Introduction

Mobile robots have become a research hotspot in the field of
robotics since they can perform dangerous tasks in place of
humans in rescue and disaster relief, anti-terrorist and ex-
plosive ordnance disposal, and field exploration [1]. Mobile
robots can be divided into wheeled, crawler-type, and legged
[2]. Although wheeled robots and crawler robots can move
efficiently on relatively flat ground, they cannot work nor-
mally in cluttered terrains such as mountains and hills. In
contrast, legged robots can overcome almost all terrain
obstacles and have broader application prospects [3].
According to the number of feet, legged robots can be di-
vided into biped robots, quadruped robots, and multi-legged
robots. Among them, quadruped robots are currently re-
ceiving more attention because they have better stability and
higher load capacity than biped robots, more flexible motion
performance, and higher motion efficiency than multi-leg-
ged robots [4].

Over the past few decades, many excellent quadruped
robots have been developed. Among them, the large-scale
quadruped robots mainly include BigDog [5], LS3 [6],
Wildcat [7], and HyQserial [8, 9]. These quadruped robots
are hydraulically driven and more than 100 kg such that they
can perform large-load rugged terrain traversal tasks.

However, due to their large weight, large size, and power
source (hydraulics) limitations, the main obstacle to the
wider commercial utilization of large-scale quadruped ro-
bots is complicated. Of the medium-sized quadruped robots,
the outstanding ones are MIT Cheetah [10-12], ANYmal
[13, 14], Spot [15], and Aliengo [16]. By using motor-based
proprioceptive actuators and electrically powered actuators,
medium-sized quadruped robots have shown excellent
motion performance. However, the development difficulty
and the cost of hardware are too high to be suitable for
widespread rollout [17-20]. Therefore, it is of great practical
significance to develop a quadruped robot that is suitable for
robot beginners, that can be used in home entertainment
and school teaching scenarios.

In this paper, a small quadruped robot with parallel legs
is designed. The leg structure adopts a parallel configuration
with the horizontal layout of the driving end so that the leg
actuator can meet the installation requirements of the
steering engine and have the performance of low self-weight
and high transmission accuracy. The body adopts a light-
weight and modular design, which not only improves the
motion performance but also has the characteristics of
convenient disassembly and assembly. For the designed new
leg parallel configuration, the corresponding forward and
inverse kinematic algorithm is proposed. Through foot-end
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trajectory planning and gait planning, it can obtain stable
walking ability. The prototype uses an STM32 micro-
controller as the main controller, and the steering engine as
the actuator, and is assembled by using 3D printed me-
chanical structural parts. The experimental results verify that
the quadruped robot designed in this paper not only has
excellent motion performance but also has the advantages of
low power consumption, small size, low cost, simple op-
eration, etc. Therefore, it has certain entertainment, teach-
ing, and practical value.

This paper is organized as follows: the second section
introduces the mechanical structure design of this quad-
ruped robot. In Section three, an inverse kinematics algo-
rithm for the novel parallel leg configurations is proposed.
The fourth and fifth sections, respectively, introduce the
methods of foot-end trajectory planning and gait planning
applied to this robot. The implementation scheme of the
prototype and its experimental results are illustrated in
Section six. Finally, the conclusion is given in Section seven.

2. Mechanical Structure Design of
Quadruped Robot

Inspired by the bionic principle of quadrupeds, the me-
chanical structure of quadruped robots is generally designed
as two parts: torso and limbs. Most of the limbs are designed
as a three-degree-of-freedom serial mechanism [2], and the
structure is distributed from bottom to top as foot-ankle-
calf-knee-thigh-hip- torso, respectively. After some sim-
plification, the quadruped robot based on the serial leg
configuration can be obtained as shown in Figure 1.

However, there are some problems with such serial legs
in practical applications. Firstly, due to the load accumu-
lation effect of the serial mechanism [21], the joint actuator
needs to bear the additional load of other parts of the leg;
thus, the overall carrying capacity of the quadruped robot is
limited, which appears to be overwhelmed in the case of
weight-bearing tasks. In particular, it will cause great weight-
bearing pressure on the knee joint, affecting the motion
stability and the life of the actuator. Secondly, the actuators
are usually installed at the knee joints of the legs in a serial
configuration [3], which not only increases the moment of
inertia of the legs but also increases the load on the hip joint
actuators, making the robot action cumbersome and af-
fecting the control effect. To solve this problem, one type of
solution is to place the actuator of the knee joint at the hip
joint and transmit power through a transmission mecha-
nism such as a synchronous belt. However, the use of the
transmission mechanism will introduce transmission errors.
Coupled with the cumulative error of the serial mechanism
itself, it is difficult to guarantee the accuracy of the foot-end,
thus reducing the motion performance of the robot.

Due to the natural disadvantages of the serial configu-
ration, the parallel configuration is more suitable for small
quadruped robots with limited actuator output power [22].
A typical quadruped robot with a parallel leg configuration is
the Stanford Doggo [23], which utilizes a coaxial parallel
mechanism and a quasi-direct drive actuator to achieve
excellent vertical jumping agility. However, the cost of the
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FiGure 1: Quadruped robot based on serial leg configuration.

quasi-direct drive actuator is too high, and the control is
difficult, so it is not suitable for large-scale promotion, and
the supporting coaxial mechanism does not match the in-
stallation of the lower-cost steering engine.

This paper refers to the parallel leg configuration of
Stanford Doggo, splits the coaxial mechanism and arranges
the actuators horizontally, and designs a 2-DOF parallel leg
mechanism as shown in Figure 2. The mechanism has two
active joints (hip joints) driven by steering engines, which
are mounted horizontally at A and E on the side of the torso,
and these two steering engines together control the move-
ment of one leg. B, C, and D are passive joints without a
power source, wherein B and D are the knee joints, and C is
the foot end. The knee joints B and D change the position of
the foot-end C with the rotation of the hip joints A and E.

The mechanism has the following advantages: First, the
actuator can be installed in the torso to protect the actuator and
reduce the moment of inertia of the legs. Second, the parallel
leg mechanism has less transmission error and therefore has
higher control accuracy. Compared with the 3-DOF series
mechanism, this solution reduces the space and self-weight
and increases the load capacity due to the subtraction of one
hip joint transverse swing degree of freedom. In addition, the
steering function responsible for the hip joint can be replaced
by the differential method. Compared to the Stanford Doggo,
our quadruped robot uses a small, low-cost steering engine as
the actuator, eliminating the need for a separate gearbox and
allowing the two actuators to be mounted horizontally with a
direct drive output, thereby reducing the overall size of the
robot and simplifying the structure.

Figure 3 illustrates the structure of the quadruped robot.
The torso adopts a lightweight and modular design. It is 3D
printed with PLA material, and the shape of which is a
rectangular parallelepiped with four edges cut off, where the
head and tail ends are connected by hollow brackets. This
design can minimize weight reduction while maintaining
strength, thereby improving athletic performance. The
centre of the torso is the control module, which is used to
place the controller and battery compartment, and its top is
equipped with a boat-shaped power switch and a hinged
battery compartment opening and closing cover for easy
start-up and battery replacement. Eight steering engines are
drive modules, which are symmetrically installed on both
sides of the front and rear parts of the torso and extend out of
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FIGURE 2: The 2-DOF parallel leg mechanism.

Master control module

Battery compartment

Skeleton bracket
Drive module

FIGURE 3: Small quadruped robot with a parallel leg mechanism.

the output shaft to connect the parallel leg mechanism. This
layout makes the centre of gravity coincide with the centroid,
ensuring control stability. Meanwhile, the modular design
gives the quadruped robot the characteristics of quick as-
sembly and easy replacement of parts.

The front and top views of the quadruped robot are
shown in Figures 4 and 5, respectively, and its structural
design parameters are listed in Table 1.

3. Kinematic Analysis of Legs

Kinematic analysis refers to the analysis of position, velocity,
and acceleration changes of the mechanism without con-
sidering the force action, respectively. These three change
analyses are also the pivot between the active input com-
ponents and the passive output components of the mech-
anism. In this section, the forward and inverse kinematic
analysis of the legs of the quadruped robot designed in this
paper is performed separately.

By modeling the parallel leg mechanism, a Cartesian base
coordinate system is established with the straight line where
the two hip joints are located as the x-axis and the midpoint
of the two hip joints as the origin, and the schematic diagram
of the joint coordinates can be obtained as in Figure 6.
Wherein, the definitions of joints A, B, C, D, and E are the
same as in Figure 2, which make up a five-bar linkage. Define
the lengths of AE, AB, DE, BC, and CD as [, I}, I}, 1, I,. The
angles between each link and the x-axis are denoted as 6,, 8,,

FIGURE 5: Side view of the quadruped robot.

TaBLE 1: The structural design parameters.

Symbol Description Value
w Torso width 96 mm
L Torso length 210 mm
H Torso high 64 mm

) Interval of motor 15mm
L Length of thigh 50 mm
[N Length of calf 80 mm
o Hip joint rotation range -90°~+90°
B Knee joint rotation range 15°~175°
M Total mass 0.44kg

05, 0, (range from 0 to 180 degrees) as shown in Figure 2.
Moreover, the coordinate of the foot-end point C is rep-
resented by (x, y).
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FIGURE 6: The schematic diagram of joint coordinates of parallel leg
mechanism.

First, the matrix method is used for forwarding kine-
matics analysis. Calculating the projection lengths in the x
and y directions, respectively, we can obtain the system of
equations as

(1)

1l+ I, cos0, +1,cos0; =1, cos0, +1, cos 0,

I, sinf, +1,sin0; =1,sin 6, + 1, sinH,.

—sin 6
! [ ’

cost; —cos0,

sin 0, Ha3] l [—w3 cos 6,
="h

a, —w; sin 0
—w, cos 6,
+1

—w; sin 6,

where, the symbols «; ~ a, are the angular accelerations of
0, ~ 0,. Therefore, by solving functions (4) and (5), we can
obtain the angular velocities w;, w, and the angular accel-
erations as, ay.

Then, the inverse kinematic analysis of the legs is also
conducted. The so-called inverse kinematics is to find the ro-
tation angle of each actuator with the knowledge of the co-
ordinates of the foot-end relative to the leg base coordinate
system. Using the inverse kinematics algorithm, the mapping
relationship between the position of the foot-end and the angles
of the actuators can be determined, thus achieving the purpose
of foot-end position control. In this section, the inverse kine-
matics analysis is performed for the novel parallel leg mecha-
nism designed in this paper to obtain the leg inverse kinematics
algorithm applicable to our quadruped robot. According to the
algebraic method, the angle of each joint is solved as follows:

Lic = \x* + 57, (6)
lpe = \(x = D% + 2 (7)
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According to Table 1, we have known the exact values of
I, 1, and [,. In addition, the angles of 6, and 8, are active
joints, thus the unknown variables are 6, and 6,. By placing
the unknown variable to the left of the equal sign, (1)
becomes

{lz cost; —I,cos0, =1, cos 6, -1, cos B, — 1,

I,sin0; —1,sin6, =1, sinH, — 1, sin 0,.

(2)

Solving (2) by computer software, e.g., MATLAB, we can
calculate the value of joints 6; and 6,. Thereby, the coor-
dinate of the foot-end point C can be solved as

x:1+1,cos8,+1,cos0;0rl,cos0, +1, cosO,,

(3)

y:1;sin6, +1,sinB;0rl,sin 6, + 1, sin ;.

The relationship of joint angular velocity can be obtained
by calculating the first derivative of (2) with respect to time
as

l [—sinG3 sin 0, Hw3] l [—sin@1 sin 0, le ]
2| cos 0; —cost, || w, Y cos 0, —cosb, || w, ’
(4)

where the symbols w, ~ w, are the angular velocities of
0, ~ 0,

Based on the velocity function (4), the accelerate
function can be further derived as

w4c0504Hw3] l |i—sin01 sin 0, Hal]
+
wysinf, || w, ' cos 0, —cosb, [|la,

w, cos 0, 1[ w,
b
w,sinf, || w,

(5)

Then according to the cosine theorem, we can infer the
value of LCAE, £CEA, +tBAC, +CED, namely,

Y e
LCAE = cos - 4C _EC

>

4l ]
2 2 2
(CEA = cosflil +lge - lAC, (8)
2 2 2
LBAC = Cos_lll-l—l‘qic_lz’
2Ll y¢
Py P
(CED = cos_llﬂ-’gicl2 9)

2hilgc
Finally, by combining (7), (9), we can derive 0, and 0, as:
0, = LCAE + £BAC, (10)

0, = m— LCEA — LCED. (11)
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Equations (10)~(11) are the inverse kinematics algorithm
of the novel parallel leg mechanism designed in this paper.

4. Trajectory Planning of Foot-End

Although the inverse kinematics solution can be used in
positioning control for the foot-end of the quadruped robot,
to make the foot-end move according to the preset trajec-
tory, it is necessary to plan a reasonably foot-end trajectory.
The planned trajectory can be discrete into a sequence of
foot-end trajectory points to be sent to the controller,
thereby achieving foot-end trajectory control.

To illustrate the trajectory of the foot-end, we need first
to introduce some concepts as follows [24].

(i) Gait Cycle: The duration of the robot’s leg from the
moment it hits the ground to the next moment it
hits the ground, represented by T,

(ii) Support Phase: The state when one leg is supported
on the ground

(iii) Swing Phase: The state when one leg is off the
ground

(iv) Duty Ratio: The ratio of the time occupied by the
swing phase of one leg to the whole gait cycle

It was found that the cycloid trajectory can reduce the
impact of the foot landing so that the quadruped robot has
better stability in motion. Therefore, this paper adopts the
cycloid method to plan the foot-end trajectory. By setting the
gait parameters of the quadruped robot such as the step
length, step height, and cycle, the foot trajectory is obtained
as

o-sino
xexp = (Xf - xs) T + X
(12)
1-coso

yexpzh 2

Y

where (Xy,, Veyp) is the coordinates of the desired foot-end
point, (x,, y,) is the coordinate of the foot-end starting
point, A is the step height, which is the maximum height of
the foot-end from the ground, x ; — x; is the step size, i.e., the
distance between the landing point x ; and the starting point
X,. parameter 0 = 27t/AT, where 0 <t < T, T, the cycle time
of the whole foot-end trajectory, A is the duty ratio of the
swing phase.

The whole trajectory is divided into the support phase
and swing phase, the duty ratio of the swing phase in the
whole cycle time T can be adjusted by the duty ratio pa-
rameter A. Also, the cycle time T, the step height /, and the
step size x; —x, can be changed according to different
environments and speed requirements. For example, when
A=0.5 T, =1s, h=10mm and x; — x; = 20mm, the tra-
jectory and speed curve of the foot-end are depicted in
Figures 7 and 8.

Through the analysis of the speed curve of the foot-end
(Figure 8), it can be seen that the speed curve of the robot
remains continuous in one motion cycle, and the velocity in
the x-direction and y-direction is zero at the moment when
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FiGure 7: The cycloid trajectory of foot-end.
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FIGURE 8: The speed curve of the foot-end.

the foot-end touches the ground and leaves the ground,
which can effectively reduce the impact between the foot-
end and the ground and helps to maintain the motion
stability of the quadruped robot.

5. Gait Planning

The foot-end trajectory only specifies the action of one leg.
To make the quadruped robot move, it is necessary to
reasonably distribute the action rhythm of the four legs, that
is, gait planning. In bionics, gait refers to the movement
pattern of a footed animal, that is, the fixed positional re-
lationship between the individual legs. The quadruped robot
designed in this paper adopts the mainstream trot gait and
walking gait to obtain the corresponding behavioral capa-
bilities. To describe gait, the four legs are labeled in Figure 9,
where RF, LF, LH, and RH represent the right front leg, the
left front leg, the left hind leg, and the right hind leg.

The trotting gait is suitable for the fast walking of the
quadruped robot, which means that the two legs on the
diagonal move in the same way. Currently, the legs on the
two diagonals move in the opposite direction, and the
support phase and the swing phase of the foot-end trajectory
of one leg each account for half of the cycle time. Figure 10
displays the timing diagram of the trot gait, where a couple
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FiGURe 10: The timing diagram of the trot gait.

of legs in one diagonal are in the state of support phase while
another couple of legs are in the state of swing phase. Since
the trot gait has high energy efficiency, it can be adapted to a
large speed range [24]. Furthermore, this kind of sym-
metrical gait is also conducive to maintaining the stability of
quadruped robots and has become the most used gait for
quadruped robots.

The differential steering gait is the most common gait
used for the steering of an 8-DOF quadruped robot. Based
on the trot gait, the differential steering gait changes the
foot-end step length or the leg swing direction on both sides
of the robot, where a displacement difference is generated to
rotate the robot body.

The walking gait is also a widely used gait, which is
suitable for the slow walking of quadruped robots. When a
quadruped robot is performing the walking gait, there are
always three legs on the ground. At this time, the support
phase of each leg occupies 3/4 of the cycle, and the swing
phase occupies 1/4 of the cycle. The positions of the four legs
in a cycle are different from each other, differing by 1/4 of a
cycle in turn, as shown in Figure 11.

6. Prototype and Experiments

The prototype uses SolidWorks software to design the
mechanical structure, and the mechanical parts are pro-
duced by 3D printing. The control system of the prototype is
shown in Figure 12, in which the controller is the
STM32f103c8t6 minimum core board, and the control
program is written through Keil software. The actuator used
in the quadruped robot is the mg90s steering engine, which
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is driven by the PCA9685 driver board. In terms of power
supply, a 7.4 V rechargeable lithium battery is used to power
the control system and steering engine after it is stepped
down to 5V by the LM2596 step-down module. The control
system is also equipped with a PS2 signal receiver, which is
responsible for receiving the remote-control signal from the
PS2 handle. The major functions of the controller STM32 are
calculation and communication. The calculation function is
responsible for planning the gait of the robot and executing
the inverse kinematics solution. The communication func-
tion is in charge of communicating with the PS2 receiver and
the PCA9685 driver board.

By receiving the remote-control signal from the PS2
handle, STM32 transmits the calculated motor position
signal to the PCA9685 driver board to realize the motion
control. The rotation angle of the steering engine is con-
trolled by the PWM signal, which is output through
PCA9685. Note that the corresponding relationships be-
tween the rotation angle and the PWM signal are illustrated
in Figure 13.

It can be seen from Figure 13 that the rotation angle can
be controlled by adjusting the duty cycle of the PWM signal.
Note that the duty cycle refers to the proportion of high-level
duration in one signal period. Then, according to the re-
lationship, we can calculate the duty cycle w as

L = 05+ (9/180) x (25 - 0.5)

20 (13)

where ¢ is the rotation angle of the steering engine.

By using (13), we can achieve angle control of a steering
engine by sending PWM signals from the controller to the
driver board.

Figure 14 is the picture of the prototype. It has been
verified by experiments that the prototype can perform the
trot gait and walk gait well. In addition, based on the trot
gait, the in-situ stepping gait, the in-situ take-off gait, and the
lateral gait relying on the offset of the centre of gravity are
developed.

Compared with similar quadruped robots, the design
cost of our robot is extremely low. Table 2 lists the cost of
each component required to build the robot.

We conducted experiments on the motion of the robot’s
legs on a motion capture system (Figure 15). In this ex-
periment, four calibration balls were installed on one leg of
the robot, and the robot was controlled to walk forward, then
the foot-end trajectory of the robot in the world coordinate
system could then be obtained. Use Matlab to draw the
velocity curve of the trajectory as shown in Figure 16.
Compared with Figure 8, the actual speed curve obtained in
the experiment is consistent with the design curve, and it can
be clearly seen that the swing phase and the support phase
account for half of each gait cycle.

To evaluate the performance of our quadruped robot, we
introduce the concept of “Normalized Work Capability”
(NWC) [25]. NWC represents the proportional relationship
between Normalized Speed (NS) and Payload Capacity
(PLC). Where NS is the ratio of maximum speed to body
length, reflecting the performance of speed per unit body
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FIGURE 11: The timing diagram of the walking gait.
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FIGURE 12: The control system of the prototype.
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FiGure 13: The corresponding relationship between the rotation angle and the PWM signal.

FIGURE 14: The prototype.
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TaBLE 2: The prototype BOM.

Item Price Quantity Cost

MGH90S steering engines 6.85 8 54.80

3D print parts 53.00 (RMB/kg) 0.21 (kg) 11.13

STM32£103c8t6 controller 36.88 1 36.88

PCA9685 driver board 23.00 1 23.00

2S 800 mAh lithium battery 26.13 1 26.13

PS2 handle 45.00 1 45.00

LM2596 step-down module 3.60 1 3.6
Total: 200.54 RMB

i3
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FiGURE 16: The actual speed curves.

length, the greater the value, the better. The PLC refers to the
ratio of the robot’s weight to the payload, reflecting the
required self-weight per unit load, the smaller the value, the
better. Therefore, NWC is the integrated performance of NS
and PLC. The larger the value, the better. For the small
parallel-legged quadruped robot designed in this paper, the

NS, PLC, and NWC are 1.36%, 55.31%, and 75.22%, re-
spectively. Compared with the data of other famous
quadruped robots provided in reference [3], we can con-
clude that the performance of the mechanical dog designed
in this paper is at roughly average level [3]. The comparison
results are shown in Figures 17~19. Because the new
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FIGURE 17: Normalized speed.
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FIGURE 19: Normalized work capacity.
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quadruped robot has lower cost and thus higher cost per-
formance, it is more suitable for promotion to the enter-
tainment and teaching market.

7. Conclusion

In this paper, a small, low-cost, and simple-to-operate two-
degree-of-freedom parallel leg configuration is designed
and realized. Besides, the structure, kinematics analyses,
foot trajectory, and gait planning of the designed quad-
ruped robot are studied. First, from the perspective of
bionics and mechanics, this paper adopts the parallel
scheme of the horizontal layout of the driving end and the
concepts of lightweight and modularization and designs a
quadruped robot with low self-weight, simple structure,
and high transmission performance. In the quadruped
robot structure, the actuator is installed in the fuselage,
which protects the actuator and reduces the moment of
inertia of the legs. Second, the paper analyses the two-
degree-of-freedom parallel leg configuration. By using the
matrix method, we performed a kinematic analysis of the
legs and used the inverse kinematics algorithm to deter-
mine the mapping relationship between the position of the
foot end of each leg and the angle of the leg actuator, to
achieve the purpose of position control. Furthermore, the
paper verifies the effectiveness of the cycloid trajectory and
the stability of the mainstream gait by planning the tra-
jectory and gait of the quadruped robot. Finally, this paper
builds a quadruped whole machine experiment platform
with two degrees of freedom in parallel leg configuration
and conducts related experiments on trot gait and walking
gait. Based on the trot gait, the experiment extended the
gait in situ, gait in- situ jumping, and lateral movement gait
relying on the offset of the centre of gravity, which verifies
the correctness of the prototype design method and control
algorithm. Compared with commercial products, the
mechanical dog designed in this paper is made by 3D
printing, so the structure of the legs can be arbitrarily
changed, and the corresponding kinematics algorithm can
also be adapted to the modifications by adjusting the pa-
rameters of the legs. In addition, the controller is com-
pletely open source so that any desired functionality can be
added. Based on the above advantages, people can cus-
tomize a mechanical dog that is different in structure and
program on the basis of the prototype, thus meeting the
needs of teaching and entertainment. Moreover, the cost of
this robot has been compressed to 200 RMB, and its
performance is no less than that of other well-known
quadruped robots, which greatly reduces the development
threshold of quadruped robots.
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Sustainability has been one of architecture’s most significant trends over the last twenty years. The environmental consciousness of
professionals has put sustainability at the heart of the architectural profession and has contributed to adopting and implementing
sustainable designs on the scale of urban landscapes. A green roof or living roof, which is a sustainable solution in architecture, is a
roof on the surface of which plants are grown. The roof is covered by plants, covering the waterproof layer beneath the vegetation.
However, various types of plants can be used in this scheme. Understanding the influencing factors in choosing the right plant
species and the impact that utilizing green roofs has on the overall energy consumption of the building can tremendously help
scientists and clarify the possible future research topics in this field. Hence, this article investigates energy optimization in the
construction process of a green roof in sustainable architecture and its advantages and challenges. The results of this study show
that budget limitations, managerial and organizational policies, legal issues, technical and scientific infrastructure, and cultural
and geographical aspects are all affecting the widespread use of green roofs currently and need to be considered in future studies.

1. Introduction

The geographical expansion of cities has led to the de-
struction of natural environments and agricultural lands.
Some anthropogenic activities may result in deleterious
effects on environmental elements. Issues such as air and
water pollution and depletion of natural resources are de-
teriorating the earth’s ecosystem [1]. The urban system and
its correlation with varying environmental needs may lead to
catastrophic consequences such as reshaped societies and
environment [2]. The degradation of the land leads to
biodiversity loss and decreases public animal and human
health. For sustainable wildlife, the conservation technique
needs new strategies and innovation including analyses on
the carbon and greenhouse gas emissions as well as eco-
logical monitoring, which is carried out to evaluate climate

change effects [3]. Some solutions have been proposed to
reduce these destructive effects. These solutions are known
as green property development which includes passive de-
sign methods such as wall insulation, low E-window, and
solar heating systems. Such solutions have evolved as a
potential choice for different types of environments [4].
Additionally, many new technologies and activities have
been developed to reduce the human impact on the earth,
including alternative energy resources, efficient use of nat-
ural resources, sustainable agriculture, and green spaces
[5-7].

The creation and development of green spaces play an
essential role in human life and are considered a substitute
for the natural environment that is lost during construction
[8]. Roofs can be utilized as hosts for green spaces [9]. In
urban buildings, flat roofs are designed at a high cost to
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protect the building from rain and snow and store me-
chanical equipment [10]. Flat roofs usually lack architectural
aesthetics and, therefore, cannot enrich the aesthetic and
architectural value of the building. These rough surfaces give
the building area and the city, as a whole, an unpleasant look.
Today’s apartment dwellers try to return the spirit of the
nature to the rough residential blocks by connecting the
living and green nature with the modern technology and
create beautiful and original landscapes [11]. Also, the land is
scarce and very expensive to create green spaces in cities.
Hence, green roofs are part of the efforts of city managers to
stabilize the urban space by expanding the green space to
buildings and are among the modern strategies for
addressing urban environmental issues [12, 13]. Many
countries have considered using a vegetation layer on the
roof of residential units, office buildings, educational,
medical, pilgrimage, recreational, and sports spaces in urban
areas [14].

Modern green roofs, which are essentially prefabricated
layered systems, are relatively new. They were developed in
Germany in the 1960s and have been common in some other
European countries as well [15]. Although these roofs are
quite common in northern Europe, such as the Scandinavian
countries, the Netherlands, and Scotland, their modern,
urban form was born in Germany. Today, it is estimated that
about 10% of all German roofs are green [16]. Developed
countries have long been at the forefront of utilizing green
roofs, which serve the development of green spaces in
metropolitan areas [17]. A green roof is an interconnected
complex system of the following items: a waterproof insu-
lation covering the roof, a well-proportioned vegetation
layer, and a proper drainage layer.

One of the main concerns regarding the sustainability of
cities is the increasing trend of domestic and industrial
energy consumption and its adverse effects and irreparable
damage to the natural environment. Utilizing green roofs
has been one of the choices for reducing building energy
usage [18]. If properly designed and implemented by taking
climate considerations into account, green roofs can greatly
help reduce energy consumption [19]. Creating greenery in
the roof space has a positive effect on cooling the city’s
climate and the indoor air of the building on which they are
located by blocking sunlight and reducing surface evapo-
ration and transpiration [20]. The cooling is carried out by
reducing heat fluctuations on the roof’s outer surface and
increasing the roof’s heat capacity, which keeps the space
under the roof cool in summer and maintains a moderate
temperature during winter [21]. Other benefits of utilizing a
green roof include noise and air pollution reduction, urban
heat island mitigation, support of biodiversity, and man-
agement of stormwater. Furthermore, they may lead to an
increase in the lifespan of roof materials [22]. Additionally,
these roofs are a good alternative for enjoying the green
space in the environment [23-25].

Green roof execution knowledge does not vary much
from ordinary roofs and includes thermal insulation,
thermal waterproofing, sand, and sealant [10]. Under the
requirements specified in the house, green roof projects
include materials and elements that could provide moist
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TaBLE 1: The number of selected studies for each journal.

Journal #
Current Opinion in Environmental Sustainability 24
Sustainability 53
International Journal of Sustainability in Higher Education 42
Environmental Advances 2
Environmental Challenges 1
Environmental Development 8
Energy 11
Energy and Buildings 73
Urban Forestry & Urban Greening 65
Science of the Total Environment 38
Journal of Environmental Management 22
Urban Forestry & Urban Greening 66
Hellion 1
Building and Environment 57
Construction and Building Materials 5
Sustainable Cities and Society 12
Renewable and Sustainable Energy Reviews 11
Journal of Cleaner Production 21

maintenance/drainage and plant maintenance. However, a
green roof is partly or entirely filled by biomass or a growing
medium [12, 15, 17], which makes its design and mainte-
nance more complicated than normal flat roofs. Green roofs
require plants that can withstand the harsh and lifeless
environment of the roof in conditions of dehydration, frost,
storms, etc. The type of plant selected varies depending on
the climate and climatic conditions [26, 27]. Conducting a
comprehensive investigation into green roofs can tremen-
dously help researchers identify possible research and ex-
perimental topics as well as future trends in this field.

Accordingly, this paper investigates the concept of green
roofs and sustainable construction and their advantages and
challenges. The primary purpose of this study is to inves-
tigate the environmental benefits of green roofs and their
effects on urban residents as well as the challenges of their
construction using a descriptive-analytical method. To
comprehend green roof technology, the analysis in this
research offers the general consumer an informative over-
view of green roof technology. This analysis also describes in
depth each part of the green roof, its advantages, and the
challenges in utilizing it.

The rest of this article is structured as follows. The next
section reviews the most prominent studies on green roofs.
Section 3 focuses on the benefits of green roofs and how they
contribute to the sustainability of the building as well as the
whole urban area. Section 4 discusses the challenges of using
green roofs and their current downsides, which need to be
addressed in further studies. Finally, the conclusion is
presented in Section 5.

2. Literature Review

To gain a comprehensive understanding of the studies that
have been conducted on green roofs and sustainable ar-
chitecture as a whole, this section reviews the most prom-
inent research that has been conducted in this field. First, the
review materials and methods are discussed in the next
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TaBLE 2: Keywords of some research used in the current research in
the field of green roof.

Keywords N
1 Green roof technology 15
2 Green roof structure 17
3 Green roof components 11
4 Green roof benefits 8
5 Roof garden 6
6 Green roof and energy consumption 27
7 Green roof policies 3
8 Green roof advantages 28
9 Green roof challenges 31
10 Green roof implementation 12

section. Then, the types of green roofs and the general
classification of green roof components in the literature are
discussed in detail in the following two sections.

2.1. Materials and Methods. There have been more than
28,000 scholarly research studies on green roofs since
before the 19th century. In this section, international
research articles from different sources, i.e., scientific
studies, books, case studies, and reports, are reviewed.
First, the indexes of journals were searched to identify
some related journals, such as Science Direct, Scimagojr,
and Scopus. Then, we searched for the desired keyword
(green roof) on the sites of each journal to determine the
number of articles in each journal separately. Table 1
reports the results of this search.

Then, article search platforms such as Scopus, Web of
Science, Google Scholar, and Science Direct were searched
for a list of relevant keywords which are tabulated in Table 2.
Several articles are stored in the library. Similar or non-
accessible articles were then removed from the library.

Figure 1 shows the percentage of studies for different
green roof-related keywords. The statistics from the Science
Direct site show that the amount of research studies in the
field of green roofs is increasing. Table 3 reports the number
of articles and research studies about green roofs. Also,
Figure 2 reports the number of research studies on green
roofs every seven years starting from 1998. This chart in-
dicates a steady increase in the total number of publications
in this field.

2.2. Types of Green Roofs. Green gardens or roof gardens are
divided into three main categories based on the executive
system and depending on the average planting depth and the
number of facilities required, namely, 1- extensive system, 2-
intensive centralized system, and 3- modular system or
planter box.

2.2.1. Extensive System. This system is also known as the low
height or low thickness system. This type of green roof
includes only one or two types of plants and a shallow
growing environment [28, 29]. The term “green roof” is
mostly applied to this class of roofs. Sedum is the most
common plant that is used in this type of roof because it

grows easily in harsh environments, has a low cost, and is
relatively lightweight. However, other plants that are re-
sistant to a wide range of weather and drought conditions
and plants that contribute to biodiversity can also be used
with this type of roof [30-34].

Due to the wider roof area, extensive roofs are light
and thin structures that usually have a 6 to 20 cm deep
growing medium. However, small roofs usually require
heavier and thicker green roofs. The thickness of the
growing medium ranges from 15cm to 1 meters. Sem-
icompact green roofs are a mixture of the two styles
mentioned above, as their title indicates. They also have a
thinner growing layer than a small roof but are thicker
than a large roof, and the entire structure is 120 mm to
250 mm. The weight of the large roof is between 60 and
125kg per square meter while the weight of the semi-
dense roof is between 120 and 180 kg per square meter,
and the weight of the compact roofs is greater than 180 kg
per square meter and up to 500kg per square meter.
Compact roofs are the most expensive of the three
systems, and wide roofs are the least expensive
[16, 35-38]. Table 4 shows the advantages and limitations
of this system.

2.2.2. Intensive Centralized System. Followed by afore-
mentioned extensive systems, the intensive centralized
system is the second class of green roofs. This type of green
roof includes different kinds of plants and is designed similar
to a park. This system often requires new structural re-
quirements for the roof, especially for public access roofs
[39-42]. For the centralized system, the term Roof Garden is
mostly used. Plants used in this type of roof include shrubs,
native and nonnative herbaceous plants, grass, and large
tropical perennials [25].

Intensive green roofs could allow the growth of a wide
variety of plants, such as trees and grass. In contrast, a small
collection of drought-resistant plants, mostly with poor root
systems, can usually only tolerate large green roofs. Most
low-growing plants and grasses are viable options for wide
roofs [23, 24]. Hence, wide roofs require less maintenance
and do not require irrigation except in heat waves. On the
other hand, intensive green roofs require a lot of mainte-
nance and should be watered regularly [14, 26, 27]. Table 5
examines the advantages and limitations of this system.
Furthermore, Table 6 compares intensive and extensive
systems based on multiple factors.

2.2.3. Modular System or Planter Box. After the evolution of
extensive and intensive systems, modular systems/planter
boxes have emerged. In this framework, the plant and its
planting medium are stored in special boxes covering most
or all of the green roofs. The growing layer is continuous on
the green roof within a nonmodular structure [16].

In Figure 3, the growing layer is a continuous sheet on
the green roof within a nonmodular structure [8, 37]. No
data were found regarding the limitations and advantages of
a modular system in the literature background, and no more
details could be provided accordingly.
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TaBLE 3: The number of articles and research in the field of the
green roof by year of publication.

Year #

1998 377
1999 333
2000 372
2001 426
2002 450
2003 519
2004 561
2005 651
2006 697
2007 837
2008 948
2009 1020
2010 1042
2011 1354
2012 1648
2013 1787
2014 2103
2015 2346
2016 2752
2017 3198
2018 3194
2019 3482
2020 3943
2021 1514

2.3. General Classification of Green Roof Components

2.3.1. Green Roof Structure. Creating different types of green
roofs requires special planning and knowledge. Green roofs need
technology beyond the usual roof engineering systems in terms
of maintaining and controlling the weight of soil, rain, and snow
and installing sidewalks [46]. A green roof consists of the fol-
lowing three parts [6, 47-49]:

(1) The roof of the building on which a layer of insu-

lation such as gypsum or any other insulation is
stretched, and sometimes it is mosaic, asphalt, or
paving.

2014-2021

Complexity
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structure
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roof garden
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green roof and energy
consumption
17%
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FIGURE 2: The number of articles and research on green roofs every
seven years from 1998.

(2) A protective layer that separates the roof and wa-

terproofing from the soil and plant layer.

(3) Soil, fertilizer, and garden irrigation system, each of

which is carefully placed. Green roofs are designed to
last more than 30 years. Hence, the materials used in
constructing a green roof need to be replaced pe-
riodically. Generally, equipment manufacturers
consider two scales for roof gardens: dense/compact
roofs and wide roofs [47]. The application of each of
these types depends on the definition of the use of the
roof garden, the plant variety considered, and the
amount of construction and maintenance budget
[50]. Lightweight green roof systems require less
maintenance and are more durable. Materials used
can absorb rainwater and reduce the risk of flooding
by slowing down the flow of water during sudden
and torrential rains [51].

New roof garden irrigation methods minimize water
consumption and maintain soil moisture to prevent rapid
evaporation [52-54]. First, a layer of waterproofing and then
a suitable drainage network is installed on the roof during
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TaBLE 4: Advantages and limitations of the extensive system.

Limitations Advantages

Less energy saving and retention of water Lightweight: normally, the roof does not need reinforcing
Extremely limited plant variety Appropriate for spacious areas

Commonly, no links to recreation with other uses Suitable for roofs with a 0-3 degree celsius slope
Unattractive to others, in fall in particular Low upkeep and high durability

No need for specialized irrigation and drainage systems
The need for fewer technological skills
Reasonable for retrofit projects as well

Vegetation may grow on its own
Relatively inexpensive
More common
Easier to request a planning reference for approval

TaBLE 5: Advantages and limitations of intensive systems.

Limitations Advantages

Heavier load on the building structure Much more plant to produce and habitat diversity
Requires irrigation and drainage systems with resources, water, and materials Properties of good insulation

Lower cost of capital and repairs A park on the earth will simulate

More complicated processes and experience Visually appealing

Using a more varied range of ceilings for recreation
Better quality of energy and capacity for water storage
Longer lifespan on membranes

TaBLE 6: The comparison between intensive and extensive systems.

Features Intensive Extensive Source
Diversity High Low [28, 43]
Maintenance Complex Easy [28, 43, 44]
Cost High Low [13, 28, 43, 45]
The thickness of growing media >200 mm <200 mm [19, 28, 40, 43]
Construction Complex Easy [28, 43]
Weight >300 kg/m’ 50-150 kg/m’ [28, 34, 43]

Plants

Sandy/Organic Soil

25mm Layer Clean Sand
EcoRain Humidity Retention
Material

ER-301, 25mm
DRAINAGE CELL
Eco-Root Barrier
Waterproof Membrane

Roof Deck per
Architectural Plan

FIGURE 3: Green roof system [38].



construction. Creating the perfect growing environment is
essential for green roof success. Unlike natural arable soil,
this system is perfectly designed to fit the environment and
does not become too heavy when wet. Eventually, the plants
are planted. Cold and heat-resistant vegetation is used.
Plants used for this purpose usually include herbaceous
perennials, flowers, wild grasses, and mosses [29, 32-35].

2.3.2. Green Roof Components

(i) Plant layer:

While any plant could be planted mainly on the
roof, barriers such as climate, building systems,
maintenance costs, and ideas of green roof
designers impact the final decision. As green
roofs are built to be as light as possible, they also
include plants that can grow in shallow soil
[10, 19-21].

(ii) Growing medium:
The growing medium is the space in which
plants begin to grow. Due to special structural
requirements, the growing medium should have
a lower weight than ordinary soil. In this case,
the growing medium should be used as light as
possible and weigh about 900 kg per cubic meter
when it is wet. A typical mixture of one-third
sand, one-third porous rock, and one-third
artificial soil (a combination of rotten wood and
vegetable manure) forms a suitable environ-
ment [23-25, 39-42].

(iii) Drainage layer:
Roofs usually hold a large amount of rainwater,
which reduces the pressure imposed on the
drainage system. However, there is always some
excess water that must be drained. The drainage
layer is applied between the growing medium
and the protective layer for the rain and snow
water to flow to the drainage system anywhere
on the green roof [13, 55, 56]. The excess water
can be disposed of in the following ways: 1- by
the roof itself, 2- through gutters connected to
slopes, and 3- waterways and water canals.

As a precaution, two outlet ducts or an outlet and a
place for overflow should be installed. The outlets
should be free of any plants, which is carried out by
installing a valve on top of them for inspection. A
terrace grid can be used in terraces [12].

The suitable drainage layer should be chosen based
on the maximum water flow determined using
precipitation details. The compressive strength,
including its drainage layer, should be appropriate
as it supports the plant and the growing medium
[39-41]. A dense layer of extended soil is used for
specific structures. But most green roofing com-
panies use a corrugated plastic drainage mat with a
structural pattern. The lowest possible drainage
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layer thickness is equivalent to standard 20 mm
cardboard, but thicker mats will include an extra
insulation layer [25, 39]. The drainage layer itself
can be a complex collection of other layers.

(iv) Filter layer:

A filter between the growing medium and the
drainage layer removes moisture from the root
environment and prevents root rot. This filter
can contain a fabric texture used in the non-
woven system. Even modern geo-textile filters
can usually be a layer of sand in one or two
layers, which may be combined with the
drainage layer [43].

(v) Root barrier:

It keeps the insulation and roof membrane from
entering and destroying the roots. This layer is
mostly used in the centralized system, placed
under the final seal or waterproof thermal
insulation or directly above it. This layer is
generally made of a polyethylene shell and is
often used in public projects where plants with
strong and aggressive roots are grown and in
which there is a lot of extra load [57-59].

(vi) Drainboard:

The top layer is filtered by a three-layer plate that
extracts excess water from the roots. This layer
serves as a defensive layer against the root as well.
The middle layer, a conical cup, receives and re-
tains excess water from the roots. Rainwater tends
to minimize the rate of environmental emissions,
causes air circulation, and avoids runoff from this
layer. The bottom layer is a fabric filter that pre-
vents damage to the membrane and insulation
(30, 37].

(vii) Protection layer:

This layer includes coatings that protect the roof
and insulation system from leakage and water
penetration directly into the membrane. The
protection layer covers the shield plate during
operation. Based on the size and use of the green
roof, this plate may be a strip of lightweight
concrete, a sheet of solid insulation, a thick
plastic sheet, a copper sheet, or a mixture of
those. Most green roof structures do not gen-
erally need a shield and instead use a root
barrier [17, 28, 60].

(viii) Roofing membrane or waterproofing layer:

This layer safeguards the roof against leakage and
dripping. The membrane has been used both
within an articulated waterproof layer and in the
form of interconnected sheets. Selecting a proper
membrane depends on the situation of the roof,
price, and ease of installation and maintenance. In
recent years, a product that combines a layer of
root and membrane major barrier into one layer
has been produced by some factories [17].
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To avoid losing its effectiveness over time, a refining
coefficient is entered in the calculations when calculating the
required soil volume, which is carried out by adding a
percentage of the soil.

3. The Benefits of Green Roofing

The quick urbanization and densification led to the re-
duction of green spaces. Sometimes, urban zones’ natural
resources and environmental values have been ignored.
Among the suggestions to decrease the vitality loss in ex-
pansive cities, using adequately designed and implemented
green rooftops with due regard to the natural environment is
one of the most effective technologies [61]. Installing green
roofs could aid in recovering the green areas in urban re-
gions. Hence, green roofs can be viewed as an instance of
environmental stewardship. It is usually implemented to
depict environmental development activities and attempts
that significantly guarantee perfect environmental resources
necessary for current and next generations’ lives. Green roof
inventive plans are a collaborative attempt of the public and
private sectors, including different stakeholders, like mu-
nicipal managers, policy-makers, building designers, and
builders, to improve the sustainability of cities [88]. In
addition to their numerous benefits, green roofs can help
reduce urban vitality loss, increase urban competitiveness,
decorate the city, decrease urban pollution, and diminish
urban pressures. It is possible to classify the contrast between
green and traditional rooftops into two quantity and quality
categories [61-63]. On green rooftops, the process of heat
exchange is very distinct. Plants assimilate an incredible
amount of sunshine through their natural processes, in-
cluding photosynthesis, sweat, breath, and dissipation.
When moving through to the roof of building materials, the
rest of the sun’s beams are converted into warm loads and
affect the indoor conversation. Plants disappear and return
water to the atmosphere, effectively regulating temperatures
around them [16, 37].

Much research has been conducted to examine the
benefits of green roofs in specific countries. Table 7 reports
the number of studies in this field from 2006 to 2021 for
twenty countries. Based on Table 7, about 40% of research
has been conducted in Asia. Almost all of these studies
conclude that green roofs are effective in reducing pollution
and advancing the living environment, offering opportu-
nities for inventiveness and improving social interactions
[37, 50, 64].

Psychologists’ research into the effects of flowers and
plants on social behavior indicates that contact with nature
and enjoying its beautiful scenery is an easy yet essential way
to relax and soften the human spirit. Additionally, the
calming effect that plants have on humans reduces society’s
psychological burden [63]. Besides, its comprehensive de-
velopment of collective biological complexes can help reduce
aggression, depression, and suicide and create spaces for
human beings, especially the elderly, to relax and relieve
themselves [50]. Some of the other benefits of green space
can be listed as follows [37, 50, 61-66]:

TaBLE 7: Green roof research by country from 2006 to 2021.
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China
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Belgium
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The Netherlands
Norway
Portugal
Saudi Arabia
Slovakia
Turkey
USA
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(i) Adjustment to climate change: green space changes
natural conditions and influences climate change.

(ii) Acting as a protective cover: green roofs cover and
preserve the roof of the building while reducing the
need for repairs. They prevent extreme temperature
changes and fires due to grass and soil insulation
layers by extending the roof’s lifespan by shielding
the building from natural or human-made de-
structive factors.

(iii) Providing wildlife habitat: green roofs contribute to
the beauty of the residential unit and the sur-
rounding area and give children happy and safe
recreational spaces to play and older people to
exercise.

(iv) Reducing the impact of urban heat islands: turning
housing roofs into green spaces increases the ex-
change of air between high building density areas
and free spaces between suburbs and the city center.
This regulates the air temperature in the city center.
In the city center, density increases the temperature
and warms the air. The city center’s air temperature
is 2 to 3 degrees colder than in the suburbs.

(v) Improving the city’s drainage system as a whole and
balancing water levels outside the city.



(vi) The potential for sound insulation and thermal
energy storage while minimizing energy
consumption.

(vil) Roof gardens, especially in densely populated areas,
help to improve air quality. In addition to ab-
sorbing dust, generating oxygen, and cooling the
city during the hot summer months, plants,
whether planted on the ground, on the walls, or on
the roof of a house, will extend the green landscape
and natural space.

Green roofs have several consequences for the city’s
ecology, the regional economy, and other facets of the urban
climate. [37, 50, 64]. Overall, these effects can be summa-
rized into the following six advantage groups:

(1) Soundproofing: in urban areas, streets are a big
concern. Even though the facade covering helps
reduce sound penetration, that is, reduce the
amount of commotion from the outside to the
inside of the house, the type of roof also impacts
the overall noise pollution entering the house.
Within the roof system, green rooftops maximize
sound coverage. These rooftops diminish com-
motion by storing, reflecting, and transmitting
sound waves. Soils and plants absorb and trap
acoustic frequencies, which prevent their
proliferation.

(2) Reducing heat effects: large cities rapidly absorb the
sun’s radiant heat and act as sources of heat emission
due to their high levels of hard impermeability and
lack of vegetation. The “urban heat island” phe-
nomenon is one such condition. In this situation,
there is a significant temperature difference between
asphalt and bitumen-covered urban areas and veg-
etation-covered areas. Asphalt and concrete surfaces
create a heat island. The ceilings and streets represent
heat and light and establish a temperature bubble
over the towns at dusk. However, according to re-
search, the area’s climate is influenced by the urban
heat phenomenon, thus increasing the use of climate
control and cooling equipment, which raises energy
consumption, and the greenhouse gas phenomenon,
which is the critical factor in ozone depletion. In
terms of the region’s surface energy and climate
characteristics, a deeper understanding of the
landscape and how the changes in the cover that are
associated with urbanization happen over time can
be very useful.

(3) Reducing air pollution: trees have a remarkable
contribution in urban areas to decreasing the urban
air toxic pollutants. By lowering the surface tem-
perature, they decrease the photochemical responses
of toxic pollutants such as ozone in the air.

(4) Reducing carbon dioxide: global warming is nor-
mally caused by the natural climate cycle. However,
excessive use of fossil fuels has also contributed
significantly to this phenomenon. Carbon dioxide is
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produced as a by-product of the combustion of fossil
fuels. This compound prevents the infrared wave that
is radiated back from Earth during a sunny day from
leaving the atmosphere, which increases the average
temperature. The vegetation on green rooftops ab-
sorbs carbon dioxide and reduces the overall tem-
perature by allowing the radiation to leave the
atmosphere in the absence of this compound.

(5) Reducing the load of sewage systems: green roofs
decrease the flow of surface water, which improves
the efficiency of the water flow and reduces the
overflow of wastewater. Green roofs will carry 80-70
percent water in summer and 25-40 percent in
winter. Eventually, water stored in the soil may
evaporate or return to outer space. Furthermore,
water flow is delayed due to soil saturation, which
retains moisture and urban surface water, especially
during seasonal rainfall, and storing it prevents
runoftf and overflow. Green roof vegetation can
consume and remove more than 95 percent of
cadmium, copper, lead, and 16 percent of “zinc”
from the rainwater and significantly reduce nitrogen
levels.

(6) Reducing heat transfer through building energy
storage: during summer, green roofs help cool the
roof space and keep it warm in winter by minimizing
temperature fluctuations on the outside of the roof.
In the winter, foliage reduces freezing, raising the
roof’s insulation.

Overall, the benefits of a green roof can be categorized
into four classes as represented in Table 8.

3.1. Impact of Green Roofs on Climate Resilience Enhancement
in Buildings. As a sustainable building element, the impact of
green roofs is to improve the new and current buildings’
resilience according to climate change conditions, energy de-
mand, and indoor comfort. Despite the slightly increasing de-
terioration of indoor comfort conditions over time, it is
noteworthy to mention that a green roof decreases the effects of
external temperature fluctuations due to climate change. Green
roofs are effective in improving the buildings’ climate resilience.
It should be noted that the impact made on indoor comfort is
not the mere consequence of green roofs. Green roofs play a
major role in mitigating the impact of urban heat islands and
thus improving outdoor comfort condition. According to the
relevant research background, such an impact depends con-
siderably on the climatic region and the extent of the green roof
dryness. This leads to a high and low level of mitigation, which is
commonly achieved in the evenings and on cloudy winter days,
respectively [67]. Nevertheless, while temperature mitigation
may be still achieved at the rooftop level, such an effect on urban
heat islands at the pedestrian level is minor in all climate
conditions. In such a scenario, additional greening interventions
such as planting trees and urban vegetation at the street level are
considered a more effective mitigation strategy [68], which may
be combined with an urban green roof deployment [69-71].
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TaBLE 8: Summary of the benefits of green roofs.

Class Function
Ecological Conservation of biodiversity, habitat creation and improving the ecological-biological quality of the city
Eclipse Reducing the effect of heat islands and cold winds through thermal insulation

Improving air quality by purifying airborne particles, exchanging oxygen and carbon dioxide, reducing noise
Environmental through sound insulation, reducing the volume of rainwater runoff by preserving surface sewage, increasing water

quality and preventing pollution, reducing the negative effects of electromagnetic radiation up to 99%

Economic and
cultural

Reducing the cost of artificial ventilation, increasing the lifespan of roof insulation, increasing the value of the
property, increasing the sense of belonging, saving energy by insulation in winter)

3.2. The Role of Green Roofs in Optimizing Energy
Consumption. Green roofs reduce energy consumption
for heating and cooling. Of the total solar radiation
received by the green roof, 27% is reflected, the plant
absorbs 60%, and 13% penetrates the soil
[78-80, 101-105]. Studies have shown that green roofing
can reduce the heat flow on the roof by 70% to 90% in
summer and 10% to 30% in winter. This would also lead
to a 75% decrease in the amount of energy consumption
as well, because heat transfer is always from the body and
space of the building [9, 17, 24, 28, 34, 81]. Therefore, the
heat transfer from the roof is from inside to outside in
winter and from outside to inside in summer. Still, this
percentage varies according to the seasons and the
amount of humidity. Green roofs reduce the cumulative
electrical energy compared to the cumulative electrical
energy consumed by conventional flat roofs during
representative similar cooling demand periods. There-
fore, extensive green roofs, especially with rubber
crumbs as a drainage layer, can be a good tool for passive
energy saving during summer in dry climates [82]:

(i) Heat transfer in summer:

Green roof layers help cool the roof space during the
summer by reducing the heat fluctuations on the
outer surface of the roof. They also increase the heat
capacity of the roof by shading, moisture retention,
and photosynthesis. The combination of soil reac-
tions, photosynthetic reactions, and plant perspi-
ration reduces the amount of solar energy absorbed
by the roof layer. Green roof research suggests that
most of the benefits of cooling in the summer are
related to green roof sweating
[9, 17, 20, 28, 48, 83, 84].

(ii) Heat transfer in winter:

In addition to increasing the heat capacity of the
building by raising the roof layers, the green roof
insulates the building against cold weather. It re-
duces energy consumption for heating the rooms by
protecting the building with vegetation and soil and
reducing wind speed [50, 77-79, 85, 86].
(iii) Roof insulation:

Plants continuously retain some air around their
roots, which acts as a thermal insulation layer. The

efficiency of this layer of thermal insulation in green
roofs depends on the amount of moisture it retains.

The higher the humidity of the roof, the lower its
efficiency and the more heat it loses [47, 62, 81, 87].

(iv) Reducing the wind speed:

A study at the University of Toronto shows that
green roofs in cold climates also have the necessary
function to keep spaces warm. This study shows that
the effect of green roofs in reducing the intensity of
wind is greater than the effect of shading. Vegetation
prevents the environment from freezing in winter,
which increases the roof’s insulation. It provides
energy storage in winter [33, 36, 50, 78, 79, 85].

The temperature of flat roof and green roof spaces in
winter shows that if the average daily temperature on a
winter day is 0°C, the temperature of flat roof space is 0.2°C,
and the temperature of green roof space is 4.7°C. This in-
dicates that these roofs reduce heat transfer
[9, 17, 24, 28, 34, 37, 48, 62, 83].

3.3. Green Roof and Economic Savings. The main portion of
the roof has the role of a preservative wall that decreases the
sun’s direct radiation on the external wall, having a role in
shadowing. This leads to the reduction of artificial venti-
lation expenses (cooling in summer) and an increase in
property value. The environment temperature is dissemi-
nated vertically. Because of the perfect heat dissolution of the
roof, the vertical air temperature does not alter considerably
at night while it changes remarkably at noon. Because of
suitable heat buffer, the front porch temperature is not too
high, and as a result, the construction could be more efficient
in the summer. Simultaneously, the roof equipped with
shoulder eaves keeps the bamboo and wood elements safe
against rainwater floods and extends the possible usage of
building elements [91].

The cities of arid or semiarid zones may take advantage
of preservative or no drainage and demand further water
resources. Moreover, the evaporation forecast applications
can complement precipitation forecasts to confine drainage
while high evaporation demands are predicted. Cities do not
have a similar number of flat roofs, and also, in some cities,
the roofs do not have enough toughness to tolerate a blue
layer to attenuate stormwater. It is necessary for roofs with
adequate toughness to consider the extremes of future
weather in their design by applying regional climate fore-
casts. Identifying the extremes of the upcoming weather
could improve the decision process regarding the depth of



10 Complexity
TaBLE 9: Challenges and downsides of using green roofs.

Challenge Main barriers
Compared to traditional roofs, the cost of building green roofs depends on the type, materials,

climate, and the aesthetic decisions by customers
Cheap electricity in some countries, which leads to the residents” unwillingness to install green roofs
Lack of financial support from governmental or nongovernmental sources
Budget Different maintenance costs compared to traditional roofs

Failure to provide public and private developers with financial facilities
Lack of economically justified projects for developers from the public and private sectors
Excess plant maintenance costs
Lack of private-sector information on the benefits of investing in and supporting this sector

Managerial aspects and
organizational policies

Nonconsideration of the green roof, along with other planning policies and urban green space
architecture, as part of the sustainable green space scheme
Failure to educate and inform municipality authorities, experts, and managers about the advantages
of green roofs
Lack of programs and technologies built-in municipalities and green space commissions to address
the needs and challenges of green roofing
Lack of symbolic public or private green roof projects
Not using the successful experiences of other nations in this field
Lack of consultants and contractors’ persuasion concerning operations and researches
Lack of local standards and a system for ongoing assessment to address challenges over time

Legal aspects

Lack of a legal basis for encouraging investment in this sector
Lack of compulsory rules to build a green roof

Technical and scientific
infrastructure aspects

Quick construction and fitting of ordinary roofs and easy access to their accessories and equipment
Lack of awareness, practice, and relation with the green roofing industry
Lack of the native green roofing contractors
Lack of green roofing systems for residential houses, homes, etc.
Lack of a robust framework of software and hardware to access information and equipment in the
consultation and implementation phases
The ability of traditional roofs to cover any type of building
Lack of applied research for metropolitan areas to extend and justify green roofs and to assess
different types of plant species
Low scientific knowledge level for realistic evaluation in various local situations
Inability to use mobile irrigation systems

Cultural aspects

Culturally normative compatibility with ordinary roofs
Lack of participation and management space between individuals due to the growth and
maintenance of green roofs in residential and commercial areas
Lack of human capital and human staff preparation to construct, standardize and maintain green
roofs
Lack of nongovernmental bodies
Lack of people’s culture regarding the sensitivity and significance of environmental and climate
issues and the need to improve the situation
Lack of understanding of green roofs and their benefits by the public society

Geographical aspects

Lack of community awareness about green roofs and their benefits
No green roofs in some metropolises or specific geographical areas within urban areas

the water preservation layer. Future research could explore
factors that originated in the social and financial aspects of
green roofs [43, 92-96].

3.4. The Performance of Green Roofs. The essential criteria to
assess the performance of a green roof consist of aesthetic
attraction, environmental contexts involving different types
of climates, surface texture and depth, plant choice, methods
of deployment, and preservation. The purpose of the design,
easy deployment, and preservation asset allocation are the
main criteria in specifying surface depth and plant choice

that could affect aesthetics as well. Aesthetic goals should be
considered before plant species selection since most species
have their slumbering periods, such as native prairie grasses
and perennials, in which the roof might not seem very
“green” [90, 97-100].

Aesthetic attraction is more significant on small roofs
developed for public services than on low-depth large roofs
to manage stormwater. Some large roofs might not be easily
seen from outside the building, and they could be viewed just
from the air. Mixtures of evergreens and long-blooming
flowering plants present a breathtaking sight while growing
together. However, the dry weather of summer could change
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flowering perennials into a pile of browned-out, dead-
looking flowers that might become a fire danger as well.
Likewise, grass can be difficult to keep green during the
summer, specifically on large roofs [75]. Irrigation is nec-
essary and surface depths should be deeper to bring up
perennial flowering herbaceous plants and grasses on large
roofs. If proper irrigation is not accessible, tender species,
like Sedum, Sempervivum, and Delosperma, are suitable
selections due to their ability to resist long-term drought
situations and other harmful environmental factors that
often exist on a roof.

The aforementioned criteria are mostly subjective fac-
tors. As for mathematically objective measures, the three
important physical parameters governing the green roofs’
energy performance are as follows: 1- coverage ratio (of), 2-
leaf area index (LAI), and 3- foliage temperature (Tf). LAI
provides information on the depth that the solar radiation
has to go through before reaching the roof, indicating the
level of its attenuation by the vegetation. The coverage ratio,
of, identifies parts of the roof that are directly hit by solar
radiation, which is then characterized by a different energy
model [70]. On the other hand, the foliage temperature, Tf, is
clearly an important parameter of the vegetation’s energy
model and, in turn, of the green roof’s energy model.

4. Challenges

There are many obstacles to designing green spaces, espe-
cially green roofs. Moreover, there are some drawbacks to
using green roofs as well. First and foremost, the roof of the
building needs to be reinforced in order to build a green
roof. Also, most of these roofs are not intended for human
presence. However, with alternative structures being plan-
ned and introduced, this defect can also be eliminated [44].
Reasonable structural requirements often include green
roofs. Many existing roofs are not ideal for green roofs due to
the extra weight that the soil and plants force upon the
structure of the building [45]. For example, a concrete
structure transforms into a green roof much more effectively
than a wooden or metal structure.

The vegetation options for green roofs depend on the
climatic conditions, the amount of shade, and the quality of
the region’s water to preserve vegetation for all seasons [72].
It should be noted that plants with deep roots can harm the
roof water insulation performance and create problems due
to the difficulty of repair [73-75]. Hence, experts should be
consulted when choosing the vegetation of such gardens.
Disregarding the impact of aesthetics, climate and micro-
climate could significantly affect plant preference. Notably,
different levels of temperatures, sweltering and freezing
temperatures, the levels of irradiance, wind speed, and the
volume of rainfall during the year could specify which types
of plants can be used in a specific region. The drought
tolerance can be significant since high solar radiation levels
and low media moisture could be typically the standard,
specifically in large shallow systems [89].

Similarly, microclimates on the roof are affected by some
parameters. Roof angle and direction might impact the
power of the sun that reaches the building and surface
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moisture content. The nearby constructions might make the
shadow a part of the roof, chimneys, and air-conditioning
facilities might dry the surface, and industrial constructions’
chemical smoke might affect the growth of the plant. En-
vironmental contexts such as the volume of rainfall and
temperature levels could limit the possibility of using specific
types of plants or could necessitate irrigation. Though
aesthetic attraction is a significant factor on many roofs, the
selected plants should first have the ability to survive the
harsh environment of the rooftop of an urban building [66].

Another downside of green roofs is their initial cost of
implementation, which is higher than ordinary roofs.
However, this expense is paid only once in the long run and
is minimal due to the benefits above. To summarize, the
overall challenges and downsides of green roofs are tabu-
lated in Table 9 [45, 72-74, 76, 77].

5. Conclusion

Sustainable architecture is one of the new trends and ap-
proaches in architecture that many contemporary designers
and architects have considered in recent years. This archi-
tecture, which is one of the solutions in the field of sustainable
development and seeks to adapt to the environment, is one of
the basic human needs in today’s world. Creating green
buildings aims to improve the climate, prevent the loss of
energy used for cooling and heating, and prevent the harmful
effects of construction on the environment. One of the most
important technologies in sustainable architecture is the green
roof, which, if properly implemented, will reduce energy loss
and improve the aesthetics of the building. This technology
aims at slowing down the growing trend of energy con-
sumption, its adverse effects, and irreparable damage to the
natural environment. If properly designed and implemented
with climatic considerations in mind, a roof garden or green
roof can significantly help reduce energy consumption.
Creating greenery in the backyard space leads to the blocking
of sunlight and reduces surface evaporation and transpiration.
These changes have a positive effect on cooling the city’s
climate and the region and the indoor air of the building on
which they are located. This cooling is done by reducing heat
fluctuations on the roof’s outer surface and increasing the
roof’s heat capacity. This keeps the space under the roof cool
in the summer and regulates the temperature during the
winter. Due to the improvement of social, economic, and
environmental conditions, green roofs have been included in
the planning of most developed cities in the world. This is
promising, especially while heat loss through the roof is
considered high in the nineteenth article of the national
building and housing regulations regarding energy con-
sumption. The green roof acts as a thermal insulator by in-
creasing the roof layers and controlling the heat exchange
between the inside and outside of the building. This study
aimed to review the green roof and the issues of green and
sustainable buildings and their advantages and challenges.
Recent research on green roofing has grown significantly.
Green roofs represent an increasingly important passive
component in urban buildings due to the many benefits that
can be attributed to them, such as reducing air pollution. For a
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future research project, we suggest that the obstacles to green
roof implementation in developing countries be identified
and ranked. Then, appropriate strategies can be adopted to
address these challenges.
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The energy conversion units and energy storage equipment connected to the multi-energy system are becoming diversified, and
the uncertain factors brought by distributed wind power and photovoltaic power generation make the system energy flow
structure more complex, which brings great difficulties to the modeling and application of traditional energy hub modeling
methods. This study deeply analyzes the multi-energy flow coupling structure and operation mechanism of multi-energy systems,
and carries out the power flow calculation and analysis of multi-energy systems based on an energy hub, so as to ensure the safe
and stable operation of regional energy. Based on the physical characteristics of energy systems such as power systems, thermal
systems, and gas systems, this article studies the comprehensive power flow model including the electric-gas-thermal multi-energy
coupling network and proposes the power flow decomposition of the energy supply subsystem and its applicable equation based
on Newton-Raphson method. The effectiveness of the proposed method under different operation modes is verified by case
studies. The calculation results show that under constant load, the energy hub running in fixing thermal by electricity (FEL) and
fixing electricity by thermal (FTL) mode has little influence on the voltage of each node in the power sub-network. Within the
constraint range, the natural gas flow obtained from the natural gas subsystem is coupled with the power subsystem to meet the

load demand. The influence on the power flow at each node of the heat network is not obvious.

1. Introduction

With the popularization and development of multi-energy
and low-carbon technologies, such as combined heat and
power generation (CHP), heat pump, electric boiler and
absorption refrigerator, the interaction between power
network, heat pipe network and natural gas network in
various links is closer, and the coordination between net-
works is stronger. Therefore, a new energy system with
multiple types of energy such as natural gas, comes into
being. Its main feature is multi-energy complementary
coordination [1], unified planning, and unified scheduling of
various energy sources such as electricity, gas, and heat. At
the same time, based on the idea of interconnection, many
energy supply systems can realize the dual interaction of
energy and information for different individuals and regions
like the internet [2]. This coordinated interconnection can
not only improve the flexibility, security and economy of the

system but also change the energy supply mode. The
complementary advantages and synergistic benefits brought
by this change can make up for the shortcomings of the
separate operation of the traditional sub-energy system,
which is of great significance to improve the energy utili-
zation efficiency of the whole system. Therefore, it is highly
praised by various countries [3].

In the integrated energy system, the energy is no longer a
relatively independent relationship, but a coupling rela-
tionship. Obviously, the traditional energy network analysis
methods can not reflect the real nature of the coupling
network. Therefore, it is necessary to study the modeling of
multi-energy systems to tap the energy supply advantages
and potential of different energy systems [4]. The concept of
power flow is not only limited to the AC/DC hybrid power
flow algorithm of micro-grid [5], but also refers to a multi-
energy flow calculation method that satisfies the analysis of
coupled energy demand under the framework of an
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integrated energy system. It can effectively evaluate the
network operation state and is of great significance to realize
safe and stable operation.

In the power flow analysis and optimization research of
electric-gas combined energy systems, a study [3] proposes
the optimal power flow calculation method of the electric-
gas coupled energy system, in which the dual interior point
method is used to calculate the optimal power flow. Al-
though this method has the advantage of fast calculation
speed, it is not suitable for solving non-convex optimization
problems. In the power flow analysis and optimization re-
search of electric-thermal combined energy systems, a study
[6] proposes the power flow decomposition and compre-
hensive solution method for electric-thermal coupling sys-
tems. On this basis, one study [7] establishes the power flow
model of the CHP energy supply system and analyzes its
economic and social benefits.

In the power flow analysis and optimization research of
the system considering the interaction and combination of
multiple energy sources, the coupling relationship between
electricity, gas, and heat is considered in detail in [8], and the
corresponding power flow solution method is proposed. The
study [9] uses the power flow decoupling method to
transform the integrated energy system into an independent
solution problem similar to the traditional form and puts
forward a calculation method suitable for large-scale multi-
energy power flow distribution. The study [10] compre-
hensively considers the actual operation constraints of each
energy sub-network in the multi-energy system and realizes
the multi-objective optimization calculation of compre-
hensive economy and emission. The study [11] coordinates
the interests of all parties in the integrated energy system,
constructs an optimization model with energy efficiency,
economy, and environmental protection as indicators, and
sets the Pareto frontier to obtain the optimal solution. Load
demand will affect the operation of the integrated energy
system with climate change. Therefore, the study [12] es-
tablishes the supply and demand power balance model of
regionally integrated energy system under different sce-
narios according to different seasons and climate, selects the
economy and environmental protection of the objective
function, and considers the multiple operating conditions of
the equipment, so as to solve the global optimal energy flow.
Overall, there is still a lack of intuitive, easy, and general
modeling methods for regional integrated energy networks.

This study proposes a multi-energy network integration
and modeling method based on energy hub, which is not
only the basis for studying the scheduling and planning of an
integrated energy system, but also the basis of ensuring the
reliability and safe operation of the multi-energy coupling
system. Through power flow calculation, the value of each
state quantity in the system can be obtained. The operation
state of the equipment and various equipment parameters in
the system can be adjusted during operation, which provides
help for the dispatching organization to formulate a rea-
sonable energy supply scheme and ensure the safe and
optimal operation of the system.

Complexity

2. Power Flow Modeling of Multi-Energy System

Various forms of energy can be divided into electricity, gas,
heat, etc. they are connected to the multi-energy system as
energy supply subsystems. In addition, there are various
energy hub models and coupling equipment to realize the
interaction and transformation between a variety of energy
sources. Therefore, when solving the power flow state of the
multi-energy system, it is necessary to consider that this
interaction and transformation will make the sub-power
flow of a single system affected by other systems. It can also
be understood that the power flow equation of an energy
subsystem contains the state variables of other subsystems.
This study mainly studies the multi-energy system for
electricity-gas-heat interaction [13]. Therefore, the com-
prehensive power flow model of the regional comprehensive
energy system can be described as

Fe(xe, X xg,xeh) =0

Fh<xe,xh,xg,xeh) =0 "

b
Fg(xe,xh,xg,xeh) =0
Feh<xe,xh,xg,xeh) =0

where F,, F}, F;, and F,, respectively, represent the power
equations of the electric, thermal, and gas energy supply
subsystems and their energy hubs in the multi-energy sys-
tem; x, represents the variables related to the operation of
the power subsystem [14]; x;, represents the variables related
to the operation of thermal subsystem; x, represents vari-
ables related to the operation of natural gas subsystem; x,,
represents the variables related to the operation of the
coupling elements in the energy hub.

Due to the complex coupling relationship between each
part of the energy network, the complexity of the coupled
system is higher than that of the single energy system, and
the solution method becomes more complex. For the cou-
pling relationship, the electric-thermal-gas interaction part
can be decoupled, and then the iterative solution results of
each energy network can be coupled through the energy hub.
When the iteration termination conditions are met, the
power flow calculation results of each energy network can be
output to realize the power flow solution of the multi-energy
system. For this decomposition solution method, there is a
more mature method, which is called the alternating de-
composition method [15].

3. Power Flow Solution of Energy
Supply Subsystem

When solving the multi-energy power flow distribution, the
extended Newton-Raphson method is usually used as the
iterative method for power flow solution [16]. The deviation
of the power flow equation in the power flow iterative
process of multi-energy system can be expressed by (2), and
the iterative correction equation is shown in (3):
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[AP AQ A® Ah AT, AT, Af ], (2)

Ax® = —[](k)]_lF(x(k))

(1) _ ) A ) k=0L2m )
x =x" +Ax
where AP is the active power deviation in the iterative
process; AQ is reactive power deviation; A® is the thermal
power deviation of the thermal system; Ah is the head
pressure deviation of the thermal system; AT,, AT, re-
spectively represents the deviation of heating water tem-
perature and return water temperature of thermal system;
Af is the natural gas flow deviation vector of the natural gas
system. x® is the vector composed of state variables at the
k™ iteration; Ax® is the correction vector for the state
variable at the k™ iteration; J® is the Jacobian correction
matrix at the k'™ iteration; F (x) is the power flow equation.

3.1. Power Subsystem. During the operation of multi-energy
system, each node of the power subsystem can be numbered,
as shown in Table 1.

The state variables in the iterative correction equation
can be expressed by (4)-(6):

k k T
U(k) — |:AU{ : AU; : AUr(r]f) (5)
k k k >
u® u® u®
T
) :[ka) ez(k) eﬁ] , (6)

where U® and 8% respectively represents the substitution
vector of the voltage amplitude and the voltage phase at the
k'™ iteration.

The Jacobian matrix and its elements in the corre-
sponding iterative correction process are shown in (7)-(11):

) g® N®
P = , (7)
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3.2. Natural Gas Subsystem. When calculating the power
flow of natural gas subsystem, the natural gas system can be
compared with the power system, and the nodes can be
numbered, as shown in Table 2.

When solving the power flow of natural gas subsystem,
Newton-Raphson completes the power flow iteration pro-
cess. According to the network modeling of natural gas
subsystem, the node branch incidence matrix meets the node

1  flowsintonodeifrom pipeline j

Agij=q1 -1 flowsoutof nodeifrom pipeline . (12)

gotj

0  nonatural gas connection between pipeline j and node i

The Weymouth equation can be replaced by (13), where
;= p}, ;= p3. And the branch pressure drop can be
expressed by the node branch matrix as (14).

fij= Kijsij\/'ni -7 = Kijsij\l‘Aﬂij', (13)

Amr = —A;ﬂ. (14)
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TaBLE 1: Node number of power subsystem.
Node type PQ node PV node Balance
P node
Node number 1,2, ...m m+1l,m+2,..,n-1 n
Number of nodes m n-m-1 1

TaBLE 2: Node number of natural gas subsystem.

Node type Unbalanced node Balance node
Node number L,2,..,m m+1,m+2,..,n
Number of nodes m n—-m

Combining (12)-(14), the unbalance deviation when
using the Newton-Raphson method to solve the natural gas
network power flow can be expressed as (15), the correction
equation can be expressed as (16), and the elements of the
Jacobian matrix are shown in (17).

o (m)
M(n) = = Angw/|—A§7r| -1, (15)
o, (n)
o {1 m(") o
7_[(1’+1) — n_(i) + g07_[(1') ’
1 1
Ji = 5 ékijsij'Anij| 2,i=m
Jjei
: 1

1 P
Jij = _Ekijsij|A7Tij' 2Nodei is connected to node j

| Jij = 0,Nodeiand node jare not connected
(17)
To sum up, after analogy with the power flow of the
power subsystem, the power flow calculation process of the

natural gas subsystem shall be solved uniformly and itera-
tively according to the following steps:

x=| (m),, (T

Complexity

(1) Input the original data of the natural gas system, such
as network topology and node parameters; classify
and number the nodes;

(2) The initial pressure value of each non-equilibrium
node is given, and the number of iterations is zero;

(3) After each iteration, calculate the deviation and
check each component of the unbalance; if the
maximum value of each component after iteration is
less than the given accuracy, stop the iteration; the
pressure of the non-equilibrium node, the natural
gas flow of the equilibrium node and the flow of each
branch pipeline are calculated.

(4) Calculate the Jacobian matrix and modify the state
variables;

(5) Add one to the number of iterations and return to
step (3).

3.3. Thermal Network Subsystem. Similar to the natural gas
system, the thermal subsystem can also be classified and
numbered by a method similar to the power subsystem, as
shown in Table 3.

The hydraulic model and thermal model can be obtained
from the thermal system model. Combined with these two
models, they can be transformed into the general power flow
model of the thermal subsystem [17], as shown in (18):

Fl(ml, Tﬁ",T;-mt) = CzAsml(Tén - Tiout) 4
F,(m;) = Bhsml2

. ‘ 8
Fy(m, T{") = C,T}" - a (18)

Fy(m,T?") =C, T - a,

When the Newton-Raphson method is used for unified
iterative calculation of power flow in a thermal system, the
selected state variable is (19), the correction equation is (20),
and the Jacobian matrix and its elements are (21)-(24). The
subscript of each matrix is the number of rows and columns
of the matrix, m,,;, is the number of nodes with pipeline
crossing in the load node, m,,,_,,;. is the node without
pipeline crossing in the heat supply network load node.

)n—m—l (T?ut)n—m—l ]’ (19)

Ax® = _[]u)]*lF(x(z‘))

, (20)

LD ) A0

Ju Jiz Jis
J= ]21 ]22 ]23 >
Js1 Js2 T3

(21)
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TaBLE 3: Node number of the thermal subsystem.

Node type Load node Heat source node Balance node
Node number 1,2,...,m m+1l, m+2,..,n-1 n
Number of nodes m n-m-1 1
[ 2B
_ O[F,; F,] ( hslmll)”’oopx”pipe
11 =7 3~
om in
: L (CIAS(Ti - T"i)) (n—l)xnpipe
,_olFiFy (O n }
l/e="Fm = ) , 22
oT; L (dlag[ClAsml])(n—l)x(n—l) 22)
[ (O)nloupx”l
0[F,; F,]
Ji3 = T ] 0,
i (diag [-CLAmM]) (1 1yxnn)
L En—m—l
aF3 (O)mnonfmixx(n_mnonfmix)
]21 =35 = (0) . . .
om X i pin in
: (( Ti’jll/k + Ti’i)&O)W‘mixx(”‘mnon—mix)
1 OF, , (23)
Joo = aTzn = (Cs)mxm
OF;
| Jo3 = T - (0)xm
or, [[(T5 = To)&(=T5 yi + T )&0
]31 = % = (O)mx(n—m)
! (O)mnovxfmixxm
] oF, 24
]32:aT§n:()m><m (24)
OF,
\ J33 = Fiuut = (Cr)me
Similar to the power flow calculation of the natural gas (4) Calculate the Jacobian matrix and modify the state
subsystem, the specific steps in the power flow calculation of variables, and calculate the return water temperature
thermal subsystem can be summarized as follows: of each node;
(1) Input the original data of the thermal system, in- (5) Add one to the number of iterations and return to
cluding network topology and node parameters; step (3).
classify and number the nodes, and select the balance
f the heati k [18, 19]; .
;ﬁde. 0. 'tl € leatmf ;emilor (18, 19] q 4. Multi-Energy Network Power
(2) The initial values of heating te.mp.erature and return Flow Calculation
water temperature of each pipeline flow and load
node are given, and the number of iterations is zero; 47, Power Calculation of Coupling Part Energy Hub.

(3) Calculate the unbalance after each iteration and  Multi-energy systems generally work in the grid connection
check each component of the unbalance; if the  mode, that is, they are directly connected with the power
maximum value of each component after iterationis ~ grid and other energy equipment through the tie line and
less than the given accuracy, stop the iteration;  obtain the energy transmitted by them [20]. Under the grid
calculate the balance node power and return water ~ connection mode, the active and reactive powers of each
temperature; equipment have been given, and the frequency of the power



subsystem is controlled by the large power grid [21]. In the
process of power flow iteration, the calculation methods
after coupling are different due to different operation modes.
When the electric heating load is known, the interaction
value between the energy hub and each network can be
obtained. When the PQ node of the power system is taken as
the balance node, its voltage and parameter values can be
obtained, as shown in (25) and (26); Thus, the pressure and
flow value of the equipment in the natural gas network
coupled with the electric and thermal network can be ob-
tained, as shown in (27).

MT MT
Poi = VarMgei Py (25)
MT MT , MT >
Pg,i = VMTPg,i = Pe,i /nge,i
AC
Py =vacPe,
MT MT . ,MT, MT
Ph,i = ﬂgh,i * Pe,i /nge,i (26)
AC AC AC >
Pyl =vacPein; =P,
GB GB MT AC\, GB
Py =(1=vyr)n = (L= P’ = Pyi )i
farr = P2 /ILHY
ot (27)

GB ’
fop = PSIILHV

where LHYV is the low calorific value of fuel, also known as
net thermal efficiency. Similarly, when the natural gas bal-
ance node is selected to be solved first, the electrical network
parameters of the coupling equipment can be obtained by
using (25) to (27) through the known quantity of the
coupling matrix of the joint energy hub.

4.2. Power Flow Decomposition Algorithm for Multi-Energy
Network. Combined with the modeling and power flow
calculation methods in the above sections, this section in-
troduces the power flow decomposition algorithm of multi-
energy system. The multi-energy system power flow de-
composition algorithm takes into account the interactive
coupling of electricity, heat, gas, and other energy sources,
realizes power flow calculation by decoupling them, and can
adjust the correlation value between the hub and the energy
network, so as to obtain a more accurate multi-energy flow
distribution based on the interaction between electricity,
heat, and gas [22]. Figure 1 shows the method of solving
multi-energy system power flow and the specific steps can be
expressed as follows:

(1) Input the network parameters of each energy sub-
network, node type, node injection energy, and the
electric heating load demand of the system;

(2) Select the energy hub model and its operating pa-
rameters, generate the conversion matrix, and
convert it into the corresponding network node
parameters;

(3) According to the known quantity of electric heating

load, the electrical demand is converted by using the
conversion matrix;

Complexity

(4) The power flow distribution is solved independently
by using the energy supply subsystem model and its
balance node parameters [23]; if the result converges,
go to step (5); if not, correct the power exchange
between the energy hub and the network and return
to step (3);

(5) According to the power flow calculation results of
each subsystem, the joint coupling equipment model
pushes back and forth to calculate the parameters of
the coupling network; if the constraints are met, go
to step (6); if the results do not meet the constraints,
adjust the parameter setting of the network coupling
node and return to step (2);

(6) Output the result and end the operation.

5. Case Study

5.1. Basic Data. IEEE14 node, 9-node natural gas system,
and 12 node thermal system are used as examples. In the
coupling equipment part, CHP unit, gas boiler GB and
central air conditioning AC are selected as the energy hub
for coupling each energy system, and the grid-connected
working mode is used for the system. The schematic diagram
of the calculation example is shown in Figure 2. In the figure,
EB, GB, and Hb are used to represent the electrical system
bus, natural gas system bus and thermal bus, and the
numbers represent the number of nodes. The following
describes the configuration of network parameters and node
configuration.

(1) In IEEE 14 node power system, node parameter
setting is shown in Table 4 and node classification is
shown in Table 5.

Among them, node 1 is the public connection point
between the multi-energy system and the large
power grid; Other PV nodes 2, 6, and 8 can be used as
access points for new energy power generation
equipment or coal-fired units and other power
generation units; Node 3 is the connection point
between the power system and the gas turbine to
realize the coupling interaction with node 8 of the
natural gas subsystem; Node 14 serves as the power
load node connected to the air conditioning AC to
realize the coupling with the heating network and the
gas network; The remaining nodes except node 7 are
regarded as load nodes.

(2) In the 9-node natural gas system, the node classi-
fication is shown in Table 6, and the network node
parameter setting of the natural gas system is shown
in Table 7.

Among them, GB1 is the constant pressure node of
the system, GB8 and GB9 are constant pressure and
constant current nodes, and other gas distribution
nodes can be simplified to be expressed only by the
flow. At the same time, as an output node of the
natural gas network, GB8 is connected with the gas
turbine (MT) to generate electric energy, which
realizes the coupling and interaction between the two
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FIGURe 1: Flow chart of power flow decomposition algorithm.

electrical energy sources. The gas turbine generates
heat, which realizes the coupling and interaction
with the thermal system; as the access point of the
gas-fired boiler (GB), GB9 realizes the coupling of
the natural gas system and thermal network.

(3) In the 12-node thermal system, the load of each node
is shown in Table 8, and the pipeline parameters and
heating distance are shown in Table 9.

In the thermal system, only node 12 is the heat source
node, and the other nodes are the heating load nodes. The
heat source nodes are connected with the energy hub, and
are associated and coupled with the power grid and gas

network through the air conditioning AC, gas turbine MT
and gas boiler GB in the energy hub.

5.2. Energy Hub Parameters. The load parameters in the
energy hub are taken respectively, and the electrical load L,
is 180 kW, the thermal load L, is 300 kW and other loads L,
are 100 kW; the performance and parameters of the energy
hub of the coupling part, such as gas turbine, transformer,
distributed energy, and central air conditioning, are shown
in Table 10.

The energy distribution coeflicient shown in (28) can be
coupled with other energy conversion parameters of the
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FIGURE 2: Schematic diagram of calculation example of the multi-energy system.

TaBLE 4: Power system node parameters.

Node number  Generating power (MW)  Load power (MW)

Initial value of voltage (V)

Voltage setting value at PV node (V)

1 60 0

2 65 +42.4i 21.7 +12.71
3 Pmt 94.2 + 19i
4 0 47.8-3.9i
5 0 7.6-1.61
6 85+ 12.24i 11.2+7.5i
7 0 0

8 17.36i 0

9 0 29.5 + 16.6i
10 0 9+5.8i
11 0 3.5+ 1.8i
12 0 6.1+ 1.6
13 0 13.5+5.8
14 0 P,

1

S S G VG S

1.06
1.045
1.01

TaBLE 5: Power system node classification.

TaBLE 6: Node classification of natural gas subsystem.

Node classification Node number

Node number

Node classification

Balance node 1 1 Gas source node
PV node 2,3,6,8 3,4,5,8,9 Gas distribution node
PQ node 4,5,9, 10, 11, 12, 13, 14
distributed device, and the energy distribution coefficient
can be reduced.
180 0.95 % (1 = v4c — Vye) 0.35 X Vyp 0.1 1P,
300 | = 0.62 X Ve 0.43 x vpyp +0.81 (1= vy = v,5) 0.1 || P, |, (28)
100 v v, 0.98 JLP,

oe

o9
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TaBLE 7: Node parameter values of the natural gas subsystem.

g = 5.5MPa, fg = fur

Node number Set value

1 m, = 5MPa
2 f,=0

3 f3 =200m%/h
4 f4=150m%/h
5 fs =250m*/h
8

9

my = 6 MPa, fq = fgp

TaBLE 8: Load of each node of the thermal subsystem.

Node number Heat load power Output temperature

Node number Heat load power Output temperature

1 0.15 40
2 0.15 40
3 0.15 40
4 0.15 40
5 0.15 40
6 0.15 40

7 0.1 40
8 0.1 40
9 0.25 40
10 0.15 40
11 0.2 40
12 — —

TaBLE 9: Thermal pipe network parameters.

Pipeline direction Length Diameter
12-1 500 200
1-2 400 200
2-3 600 200
4-3 400 200
1-5 200 200
1-6 150 200
2-7 180 200
2-8 150 200
3-9 100 200
3-10 110 200
4-11 920 200

TaBLE 10: Equipment parameters in heat supply network.

Parameter variable Type Value
Upper power limit 150

Micro gas turbine (MT) Generating power 0.35
Thermal power 0.43

Gas-fired boiler (GB) Upper power limit >00

Efficiency 0.81

Central air-conditioning (AC) Uppgﬂf C(;z\:;yhmlt g %g
Efficiency Nt 0.95

Transformer (T) Efﬁciencnyoe 0.1
Distributed energy lg?;:g:g,li]%g 00518

where the distribution coefficient v,, and v, are almost zero.
When the power flow is calculated first, the f,,r and f 55 can
be solved by PMT and P4C, 50 as to solve the coupled natural
gas network power flow; when the natural gas power flow is
calculated first, the initial value can be set first, and then the
corresponding electrical interaction value can be calculated,
so as to solve the coupled power network power flow. After
each interaction, the value of the coupling network is

obtained, and the constraints of the integrated power flow
network of the multi-energy system can be verified through
back calculation, so as to adjust the distribution coefficient
and stabilize the power flow distribution.

5.3. Result Analysis. The impact of different operation
modes on the system power flow is analyzed to determine
the power flow distribution of multi-energy systems. For
more intuitive analysis, it is assumed that in the whole multi-
energy system, only the input and output of the coupling
node and balance node change, and the electric, gas, and heat
energy input and load demand of other nodes are constant.
The two operation modes of the energy hub are fixing
thermal by electricity (FEL) and fixing electricity by thermal
(FTL). In the electric heating mode, the natural gas can be
obtained from the electrical quantity, and in the thermal
heating mode, the electrical quantity can be obtained from
the natural gas. By comparing the two modes, the initial
solution of the power flow calculation of the system can be
obtained, as shown in Table 11.

5.3.1. Power Subsystem. From the above data, we can get the
voltage value of each node in the power subsystem under
FEL and FTL modes. The results are shown in Figure 3.

Through the voltage results of each node shown in
Figure 3, it can be found that the voltage amplitude of each
node of the power subsystem in FEL mode is slightly higher
than that in FTL mode, but the difference is extremely small
and remains within the stable range. This shows that under
the condition of constant load, the operation of the energy
hub in FEL and FTL modes has little effect on the voltage of
each node of power sub-network.

5.3.2. Natural Gas Subsystem. The pressure change at each
node of the natural gas system under the two different
operation modes is shown in Figure 4.
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TaBLE 11: Initial solution of power flow in multi-energy systems.

Complexity

Operation mode

Power subsystem

Natural gas subsystem

P mt P ac fmt fgh
FEL 90 50 — 27.65 18.51
FTL 97.65 43.37 — 30 20
1.1 T T T T T T T T T T T T 88.6 T T T T T T T T T T
88.4
~ 1.08
=)
& S 882
E <
T; 1.06 g 88
E g
2 104 g, 878
i 5
- ~ 87.6
> 1.02
87.4 i
1 ey 872 . . . . . . . . . A
1 2 3 4 5 6 7 8 9 10 11 12 13 14 1 2 3 4 5 6 7 8 9 10 11 12
Node number Node number
———- FEL ---- FEL
—— FTL —— FTL

FIGURE 3: Voltage of each node in different modes.

Node pressure value (mpa)

4.3 5
1 2 3 4 5 6 7 8 9
Node number
---- FEL
—— FTL

FIGURE 4: Pressure of each node in different modes.

From the node pressure results of the natural gas sub-
system under different operation modes shown in Figure 4,
it is not difficult to see that under the assumption that the
load of the branch node does not change, the air pressure
value of each node is stable within the rated working
pressure. Here, the energy hub plays a regulating role,
coupling and interconnecting the natural gas flow obtained
in the natural gas subsystem with the power subsystem

within the constraint range, and jointly output to meet the
load demand.

5.3.3. Thermal Subsystem. The supply and return water
temperature of each node of the thermal system under the
above two operation modes are shown in Figures 5 and 6.

FIGURE 5: Water supply temperature at each node.

41 T T T T T T T T T T
40.5 +
© 40t [
~ 4
L ~ 7/, \
; BN // \
s 395, N/ \
4 \
oy g \
Q&) 39 + \
= \
\
\
385 -
\
\
38 L L L L L L L L L L

1 2 3 4 5 6 7 8 9 10 11 12
Node number

--- FEL
—— FTL

FIGURE 6: Return water temperature of each node.

It can be seen from Figures 5 and 6 that when the energy
hub operates in two different modes, the variation range of
heating water temperature and return water temperature at
each node of the heat supply network is small, i.e., the impact
of power flow at each node of the heat supply network is not
obvious, which is related to the selection of the scale of the
heat supply network system, and also because the delay
change of the heat supply network is not reflected in time.
Node 12 is a heat source node, and its heating temperature is
the highest. Because it provides heat to other nodes, its
temperature change is the largest.
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6. Conclusion

This study models and analyzes the integrated network
power flow when the multi-energy system is operating and
analyzes the energy conversion relationship of the energy
hub model. The Newton-Raphson method is used to cal-
culate the power flow of each energy supply subsystem. At
the same time, for the electrical-thermal interaction cou-
pling unit, the electric heating load is decoupled in the multi-
energy network. When the power flow is solvable, the cross-
back derivation algorithm is used to adjust the interaction
value between the hub and the network, so as to obtain an
accurate multi-energy power flow distribution. Finally,
according to the comprehensive power flow calculation
method of multi-energy systems, the simulation examples
and analysis of the corresponding electrical-thermal inter-
action system are given, and the power flow calculation
results under different operating modes are compared and
analyzed.
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In the last decades, researchers have been considering some fundamental issues such as energy saving, global warming,
greenhouse emissions, and non-renewable energy to make models of house environmental standards to achieve a suitable
consumption pattern for saving energy. In architecture, using natural energy is one of the essential pillars of design because it was
one of the criteria of designing, which was considered on climate and geography, and it has been a high performance of climate
adaptation in the modeling of traditional houses. In this research, Azerbaijan (located in northwestern Iran) is selected to evaluate
the practical features of traditional Iranian houses designed in the cold climate, and criteria for developing sensible solutions to
achieve a suitable design model for energy saving are provided. The primary purpose of this paper is to evaluate and identify the
features of climate design in traditional houses in a cold climate, which are suitable residential buildings for energy management,
and to identify the components affecting energy saving. The data collection method is based on checklists, observation, con-
sidering the orientation, density, solar radiation angle in the region, documentary, analysis of maps, and adaptation of the
architectural plan of the studied houses with the pattern of solar radiation in the area. This research discusses the design criteria for
future structures and their adaptable measures based on the obtained results. Finally, it is declared that the traditional architectural
design model follows the region’s climatic conditions, and considering the current climate and energies, traditional houses were
designed; therefore, the best model for maximum use of available energy is climatic design. As a result, suggestions are made
regarding residential architecture design to save energy.

1. Introduction

Increasing fossil fuel consumption and carbon dioxide
production levels need no further stress globally, and
maximum energy saving is a universal goal. Statistics show
that the construction sector is one of the largest energy
consumers worldwide [1]. As the number of people living in

urban areas is expected to grow to almost 70% by 2050, the
energy consumption in cities is likely to follow that trend.
Therefore, urban energy efficiency will be critical [2].

Due to the rate of economic development and growing
population densities in the world, the majority of these cities
are dominated by high-rise apartment buildings [3]. The
improvement of building services and comfort level and
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growth in population has increased energy consumption to
the level of transport and industry [4]. The research un-
dertaken by Ref. [5] specified that buildings consume 40% of
world energy. The massive magnitude of energy con-
sumption in buildings for cooling and heating by heaters and
air-conditioner systems portrays a considerable problem for
the system. Available statistics state that the Heat, Venti-
lation, and Air Conditioning (HVAC) systems in standard
buildings account for more than 50% of annual energy
consumption globally [6]. This state, coupled with the threat
of increasing global temperature and energy cost, induces
the need to regulate the temperatures in these buildings
[7-10].

In the construction sector of Iran, this issue’s importance
has been raised, and initial measures in this regard have
begun. Currently, according to fuel consumption statistics,
energy optimization is vital, especially in the construction
sector and in the layout of spaces and the orientation of the
building to the natural energies of the sun and wind, etc. The
average energy consumption in Iranian buildings per square
meter is about 310 kWh per year, which in the same situation
in European countries is about 120 kWh per square meter.
Therefore, energy consumption in Iranian buildings is about
2.5 times that of European countries. Implementing ap-
propriate methods in designing buildings that coordinate
with the place’s climate has always been the focus of
architects.

The crisis in the relationship between humans and na-
ture, as well as the population density and congestion of
information in the current age, is leading to a tense at-
mosphere in life [11-13].

The various forms existing in our nature have special
meanings, which all come from the proper orientation and
climate of the area. The region’s climate is like the law of
nature and the maximum use of natural energy. Considering
the four prevailing climates in Iran, a significant amount of
energy is consumed to balance cold and hot climates with
nature. This research considers the cold climate covering the
west to the northwest. Existing buildings in cold climates
show significant energy-saving potential, and retrofitting the
building stock is essential to targets. Retrofitting measures
should reduce energy consumption and improve the indoor
climate while being affordable. These can be challenging in
cold climates. This paper discusses energy performance
requirements and challenges in the retrofitting process. It
also presents an overview of the retrofitting status and
relevant energy-saving retrofitting measures with their po-
tential for residential buildings [14-17].

One should look at environmental and natural phenomena
from a new and different perspective to find these meanings.
Hence, for the various climatic regions of Iran, the beautiful
and famous form of traditional Iranian houses is suggested,
which has been repeated since prehistoric times not only in the
internal regions of Iran but also in the regions of the Middle
East. Building designers, considering climatology, use the
maximum climatic facilities of each region and natural energies
to save fossil fuel consumption in buildings, which increases the
quality of comfort, tranquility, and physical and mental health
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of the residents. Therefore, the world is looking to renewable
resources, especially solar energy, and to evolve and develop
productivity technology, exploiting them is rapidly advancing.
The incompatibility of buildings with their bed climate and for
getting past experiences have caused damage, including the
increase in energy consumption. Moreover, the production of
materials and the countless building construction have taken
much energy and led to much environmental pollution. Ac-
cordingly, it is necessary to orient design strategies in new
buildings to reduce energy consumption and environmental
pollution.

In addition, some studies in different fields are trying to
reduce energy consumption in buildings. Researchers are
trying to optimize to reduce energy consumption. Sum-
maries of recent publications on vernacular architectures in
the energy-saving field are presented in Table 1.

The design of buildings with maximum usage of re-
newable energy is proposed to achieve this goal. This re-
search aims to find the relationship between energy-saving
and architecture and provide information to achieve logical
architectural designs that are in harmony with the desired
climate. The purpose of this study is to study and identify
cold climatic conditions and explain a suitable model for
architectural design with an appropriate climatic approach
in modern Iranian architecture.

Among all neglected states, Azerbaijan is one of the most
critical states of Iran, is located in the northwest of the county,
and shares the same name with the neighboring northern
country, Azerbaijan. Despite the distinctive architectural
characteristics of the buildings, there is only a little literature
published reflecting how the people of this area adapted their
buildings to the harsh environment [13, 24-28]. This study
aimed to identify the main differences between the architec-
tural characteristics of buildings of Azerbaijan state with those
of the central areas of Iran for climatic design issues. The
traditional architectural values of this country have been used
for centuries and have met the needs of residents in the best
way possible.

Therefore, the present research evaluates the spatial
features of traditional houses to increase natural energy, then
identifies the components affecting the design of contem-
porary houses, and seeks to answer these questions: which
features and models of traditional architecture are effective
in designing the architecture for cold climates? what effect
does climatic design have on the use of natural energy in the
architecture of contemporary houses? how can we achieve
solutions to design houses in cold climates? and what are the
architectural models to meet these demands? In Figure 1, the
overall framework of the current study is illustrated.

2. Methodology

2.1. Definition of the Problem. Azerbaijan could be consid-
ered one of the highest geographical places in Iran. The
whole state is bounded by other highlands from all sides,
which has led to numerous plateaus, e.g., Moghan, Tabriz,
Saraband Maragheh. Sahand peak (3722 meters) is the
highest place in the state, which is only 50 kilometers far
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TaBLE 1: A summary of newly published works with the aim of energy saving in domestic buildings.

References

Description

Ref. [18

This work is purposed on the impact of building orientation on energy consumption in a domestic building using emerging
BIM

]
Ref. [19] In this paper, the climate-responsive solutions in the vernacular architecture of Bushehr city are investigated
Ref. [20] Studies on sustainable features of vernacular architecture in different regions across the world
Ref. [21] The simultaneous effects of building orientation and thermal insulation on heating and cooling loads in different climate zones
are evaluated
Ref. [22] This research investigates the relationship between optimum building forms in decreasing the cooling load
Ref. [22] This paper reviews examples of Vernacul;flr arcl.litect.ure .and .its bu%lding elements in NepaI. and analyses them in a qualitative
manner in which bioclimatic design strategies were applied
Ref. [23] This paper aims to classify almost all climatic strategies into Qiﬂerent levels of space in Iranian vernacular architecture
strategies
Problem Target Methodology Result
The necessity to pay for Characterize the metrics Specifying the design

cold regions’
architecture case study
northwest Iran

The rich culture of Islamic
Iran and Its architectural
factors in the northwest

region as a cold area
along with the coherence
of that architecture with
nature and climate

conditions, confirm the
demand for attention to

of historical buildings in
energy saving and
climate design

Try to identify the
architectural features for
energy saving in
residential buildings in
the cold area of Iran

Old buildings selection,
almost from important
cities of Azerbaijan Iran

Historical houses located
in the northwest and
northeast of Iran (Tabriz,
Urmia, Ardabil, and
Maragheh cities) are
Chosen. Two main criteria
including buildings

metrics of sustainable
buildings in vernacular
architecture

These results from
architectural buildings
carried out: benefit from
the sunlight based on
building orientation, the
layout of interior spaces
roles in energy saving and

Iranian architecture and
recognition of its
traditional values.

. . . the building density i
orientation and material ¢ burding ensity in
are evaluated protection of thermal
: loads

FIGURE 1: A overall framework of the current study.

from Tabriz, while Urmia Lake (1220 meters) is not more
than 100 kilometers far from Tabriz city [29]. Such a geo-
graphical position and altitude lead to cold, dry, raining, and
snowing weather in certain seasons, with a massive differ-
ence between the conditions in the cold and hot seasons. In
essence, this part of the country significantly differs from the
central arid zones in terms of temperature and weather.

2.2. Main Contributions and Novelties. Reviewing the pre-
vious studies confirms that investigating the vernacular
buildings of northwest Iran did not observe based on their
climate features. Hence, this paper tried to identify the
architectural features for energy saving in residential
buildings in the cold area of Iran. The study area is Iran’s
cold climate around West and East Azerbaijan. The current
paper focuses on sustainable vernacular buildings according
to their orientation and material. Therefore, this matter
motivates this paper to investigate the energy in Iranian
architectures based on climate design and energy saving, in
which thermal comfort in architecture based on cold
weather and the optimum use of solar energy without any

mechanical systems are evaluated. In addition, the relation
between the architecture of the old building in the proposed
area and this building’s orientation and density are inves-
tigated. For exact statistical analysis, the collected data in-
clude all buildings in the cold climate that have followed the
climatic model and indigenous architecture. Library and
field studies and case studies are selected as data collection
tools according to the environmental features of the terri-
tory. Hence, based on the aim of vernacular architecture,
sustainable buildings were built as environmental-friendly
buildings, which tried to have a minimum negative effect on
the environment. The following novelties are considered to
clarify the current paper’s advantages:

(i) Selection of 29 old buildings almost from important
cities of Azerbaijan and Iran as shown in Table 2.

(ii) The collected data are employed to investigate the
climate influence on the orientation of the studied
old domestic building.

(iii) The using materials and their effects on energy
saving are specified.
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TaBLE 2: The studied houses were separately sorted by each city (Source: Author).

Maragheh Urmia Tabriz Ardabil

House of Ashraf Al-Muluk Ansari House Sharbat Oghli House Mobasheri residential complex in the center of the Uch

Nabi Vand Urmia) & Dokan neighborhood

Nosrati Azar House Dlz;)losizash Heidarzadeh House Sadeghi House

Shahabian House General houses

Majidi Afshar

(Laleei)

— Ghadaki House

House
— Hadidi House
Moayeri Nia

— Mojtahedi House

House

— Behnam House
Sarraflar House (alavi)
Salmasi House

House of Dr. Yahya Zaka

House of Amir Nezam

Ershadi House

Vakil-or-Roaya House
Moravej House
Manafzadeh House

Marathi House
Asef House
Mobasheri House

(iv) The specific partitioning of the studied areas is
identified.

(v) The zone with the most application is located on the
south front, such as the family living room.

3. Main Discussion

3.1. Architectural Climatology. According to the scientific
definition of climate, climate is the temporal combination of
the physical state of the atmosphere, which is a characteristic
of a specific geographical location. Since the weather is the
current atmospheric condition of a specific location, we can
define climate as the temporal combination of weather
conditions [30]. Today, paying attention to climatic con-
ditions in the design and construction of all buildings, es-
pecially buildings directly used by humans and living
creatures, is vital in two ways. On the one hand, buildings in
harmony with climate or with a climatic design have a better
quality in terms of human thermal comfort. The environ-
mental conditions of such buildings are better, and the daily
and seasonal change and variety, light, heat, and airflow
create various and pleasant spaces. On the other hand, the
harmony of the building with the climate saves energy
consumption required to control the environmental con-
ditions of such buildings. In this building, the interior
conditions of buildings in harmony with the climate can be
adjusted to human comfort naturally throughout the year
without the need for mechanical HVAC systems. To achieve
a comfortable condition, using ways to provide comfort in
buildings is essential. The following conditions must be
observed to continue the fight against the environment in
the construction of buildings:

(a) designing a building suitable for the environment;

(b) selecting materials suitable for the environment.

3.1.1. Energy in Architecture. Each city and region consumes
different energy based on the types of existing buildings. In
residential buildings, space heating, water heating, lighting,
and cooking shape energy consumption. Among the men-
tioned activities, energy consumption for heating the house’s

interior accounts for about 60% of the total energy con-
sumption in these buildings and has the most significant
proportion [31]. In architecture, energy is divided into two
components: light energy and thermal energy. A) Light
energy is for sighting, seeing, studying, walking, and living.
This type of energy is controllable and adjustable, but it is
wasted without planning. B) Thermal energy is to make the
environment favorable for work and life by heating or
cooling inside the house, work environment, and other
spaces for a better life. Such energies, like other energies, can
be wasted. One of the most important parameters in ar-
chitecture is the use of light, especially natural light such as
the sun. In ancient times, the use of light and thermal energy
in architecture was common, including inhibition of heating
by thick walls and cooling production by proper orientation
of the building. Necessary and sufficient light can turn the
environment of the created architectural space into an ar-
tistic, familiar, livable and useable environment [32]. Re-
garding the temperature inside the complex and its usability
and usefulness, like the optimal use of outside temperature,
it is necessary to make the necessary controls in the design
regarding the optimal use of thermal energy. In summer,
thermal energy is radiated by the sun on the building’s body
and makes inside the building warmer. In this case, archi-
tects must control this case by thinking together and seeking
the opinion of experts (engineers and installation experts)
[33].

In summer, thermal energy is transferred from outside to
inside. In winter, thermal energy is transferred from inside
to outside; this change and exchange of energy cause ar-
chitects and designers to consider the necessary design
arrangements.To achieve the above goals to control and use
energy optimally, according to current knowledge, experts
have developed guidelines and criteria for the optimal use of
energy in the design of buildings known as Article [34].
Therefore, the world should focus on how to save energy in
their operations and environmental impacts and improve
resource efficiency [35].

3.1.2. Climatic Design and Energy Saving. The degradability
and limitation of energy resources, especially fossil fuel
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sources, have led countries to research and study other
energy sources, especially renewable energy such as solar,
wind, geothermal, and sea and ocean waves, and on the other
hand, to put the optimal, appropriate, and correct use of
fossil fuels on the agenda.

Governments have committed themselves to various
climate change agreements and policies. Trends are high-
lighted, and motivations for specific trends are explored and
investigated, distinguishing between the world’s developed
and developing economies. Despite the efforts and resolu-
tions of many countries, the cursory penetration of energy
efficiency and the adoption of environmentally sustainable
energy sources highlight the fundamental challenge of the
need for a solution that will entrench a culture of energy
efficiency and sustainable energy in our way of life [36-41].

Throughout the history of architecture and construction,
designers have always sought to respond to climatic con-
ditions; so-called traditional architects” climatic design has
had an accurate and orderly expression. In this method of
climatic design, no mechanical and installation means are
used. In other words, this method has no cost, and the
building receives and maintains this energy with its elements
and components. Only knowledge and awareness about
buildings of climatic design are needed. Whether in the form
of the direction of buildings located in mountainous cities
that are protected from the wind and facing south or in the
form of traditional central courtyard house plans designed to
maintain the cold of night in hot and dry climates. For
example, the design of the buildings (Pavilion) is based on
the ancient architecture of Iran using renewable energy such
as solar and wind energy [16, 17, 34, 42].

Indigenous buildings and local styles, climate, and
weather were considered the primary basis of human life and
activities, ultimately leading to a beautiful form. This method
is called building climatic design, and climate design is a
method to reduce the energy of a building. The building
design is the first line of defense against external climatic
factors. In all climates, buildings built according to design
principles minimize the need for mechanical heating and
cooling and instead use the natural energy around the
building. The climatic design causes the buildings to have the
best comfort conditions. Instead of putting much pressure
on the heating and cooling systems, the building provides
comfortable conditions without equipment and devices. The
use of central generating devices reduces the environmental
effects and the consumption of fossil fuels, which we see in
this model of climatic design in the architectural design of
traditional houses. Factors such as heat, humidity, wind, etc.,
are effective in the type and style of buildings in a city [43]
(Figure 2).

3.1.3. Typology of Architecture and Climate. Designing is the
attempt to see beyond. It is an attempt to control a space’s
quality and make it appropriate for humans. We have the
perception that in many cases, the visual quality was the
main element considered by architects. However—at the
same time—the missing control of “other” qualities in the
building was precise. The result was an unbalanced feeling of

pleasant and unpleasantness that is difficult to decode and
understand [34].

The function of the building envelope is to physically
separate the interior of the building from the exterior en-
vironment. Therefore, it serves as external protection to the
indoor environment while facilitating climate control at the
same time [43-45]. Environmental control installations
must be considered with the external conditions [43]. Be-
cause building envelopes separate indoor and outdoor en-
vironments, they are exposed to temperature fluctuations,
humidity, air movement, rain, solar radiation, and other
natural factors [46]. The climatic thermal design of the
building envelope affects thermal performance, which also
affects energy consumption [47].

There are five methods of heat and mass transfer in the
buildings: conduction through opaque elements, including
external walls, ceilings, floor slabs, roofs, and partitions;
solar radiation and conduction through window glazing;
infiltration of outdoor air and air from adjacent rooms; and
heat and moisture dissipation from the room’s lighting,
equipment, occupants, and other materials. The HVAC
system provides heating or cooling and humidification or
dehumidification [48]. A study by Ref. [49] shows that the
building envelope contributes 73% of the total heat/gain loss.
The choice of construction materials is dependent on
thermal, moisture, and sound considerations. Walls, doors,
windows, ventilators, roofs, etc., are components that are
directly exposed to the sun.

3.2. Building Density. Building density is one of (Figure 3)
the most critical factors affecting the amount of energy
consumption in the building. The higher the building
density, the lower the covered area of the land and the better
the area’s climate will become. It should be noted that in case
of an excessive increase in building density in the city, the
height of buildings will increase. Then, it will cause wind
draft around the building and thus reduce the temperature.
Therefore, more energy is spent on heating the house space
in the building [50].

3.2.1. Plan and Layout of the Building. The layout form of
residential buildings is referred to how they are placed,
which has various types. Such as attached and separate,
linear, central courtyard, and high-rise blocks. Each of them
has its characteristics and changes the amount of energy
consumption of the building considering the difference
between each point of view of access to sunlight and ex-
posure to wind. For example, suppose residential buildings
are attached. In that case, the free surface of the buildings is
reduced. As a result, the heat exchange of the building with
the surrounding environment is reduced. Less energy is
needed to heat the building [50].

3.3. Orientation of Traditional Houses in the Cold Climate of
Azerbaijan. The orientation of buildings (particularly
houses) is one of the most influencing factors in determining
the characteristics of Iranian architecture and urban
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structures. The term “Ron” was the dominant traditional
term that Iranian architects used to orient buildings. In
terms of the classification of the building based on their
orientation, Iranian vernacular architectures have three
Rons: Raster Ron, Isfahani Ron, and Kermani or Shirazi
Ron. Pirnia (1995) asserted that vernacularly in Iran, climate,
ground conditions, topography, and slope significantly
contribute to the formation of these Rons. Based on their
tacit knowledge, traditional Iranian architects were aware of
the direction of the prevailing winds, and they knew that
giving enough credit to this factor could significantly affect
environmental comfort. For instance, although the plateau
of Tabriz, which is located among high mountains, naturally
has various strong winds throughout the year, some pre-
vailing winds strongly affect the direction of houses in this
region, e.g., the East wind throughout the year and the
North-East wind, which is very strong in winters [51]. As
such, the vernacular houses of Tabriz mainly face south
(varying from 15 degrees towards East to 10 degrees towards
West), and all main spaces, including Tanabe (reception),
study rooms, and lounge area are located at this site [18].
Mosques are also not excluded from this rule. Unlike those
in the central parts of Iran, most mosques in Tabriz have
multiple openings. This Ron order is the only Iranian Ron
that coincides with the Kiblah direction as the direction for
the prayer of Muslims, hence the natural.

The religious beliefs further lead to the orientation of
buildings in the Azerbaijan area. In traditional complexes,
using natural resources and energies is one of the principles
of their construction and spatial organization. The direction
of the house followed the angle of sunlight and the Kiblah. In
the vast majority of traditional houses, the main axis of the

buildings was the north-south axis. They had the best po-
sition to receive sunlight, so they could have shade on hot
summer days and warm sun in winter. The main living
spaces were built on the north and south sides, and the less
important spaces, especially the service spaces, were built on
the east and west sides. Considering the difficult climate and
environmental and natural elements, the traditional archi-
tect has paid attention to the suitable climatic direction. The
direction of buildings in villages and cities with cold climates
is generally on the foothills’ southern slopes (positive
slopes). With this type of placement and extension of
buildings in the east and west axis, the lowest surface is
exposed to adverse winds, which often blow from the west.
In addition, the construction of buildings on negative slopes
(behind the sun) should be avoided, and positive slopes
(slopes facing south and up to +60 degrees of deviation to the
east and west) should be selected for the location of buildings
[52].

3.3.1. Building Materials in the Cold Climate. What should
be examined more carefully in this climate are the materials
used in the body of walls and the body of buildings. In most
areas and climates, using vernacular materials favorably
meets the climatic needs of the region. For example, clay and
mud are obtained from the region’s clay in hot and dry
climates. In temperate and humid climates, wood, found in
abundance in temperate and humid areas, meets the climatic
demands of the regions. However, in cold climates, such as
mountainous areas, the body and walls are often made of
stone, which due to the high heat transfer property of the
stone causes the heat exchange of the indoor and outdoor
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spaces to increase. The cold outside enters the interior spaces
in the cold areas, and the inside heat is transferred to the
outside environment. Therefore, it is recommended to use
materials with low density and high heat capacity in cold
climates. In ancient times, a Cobb covering was used on the
stone wall to prevent this heat exchange. However, the
appropriate materials for this climate and materials with low
thermal conductivity should be used due to the great variety
of building materials in all climates and, most notably, in
cold and mountainous climates. This climate has high energy
consumption, and in fact, a lot of heat energy is required to
heat different parts of a building and stabilize the temper-
ature of various interior spaces. Considering this issue,
materials with low heat capacity (porous and lightweight
concrete) are among the suitable materials that can be very
practical and useful in this climate. However, it should be
noted that these materials are more desirable to be used in
parts of the building that are used for insulation and are not
suitable in parts of the building that require dense materials
(such as Trombe walls on the south). In the other parts of the
building, where thermal insulation is important, mineral
wool (glass wool and rock wool with thermal conductivity of
0.039-0.047 and expanded polystyrene plastics with thermal
conductivity of 0.047-0.057) can be used. The proper use of
materials such as thermal insulation (felt layers and soft
coatings impregnated with bitumen as well as rubbles at the
foot of the walls) is another critical factor in removing
moisture around the building. The proper use of these
materials is a good solution for preventing the infiltration of
rising dampness into the walls of the building [53].

3.3.2. Evaluation of Energy-Saving Criteria in Residential
Architecture in the Cold Climate. As we know, the number
of residential buildings in a city is much higher than office-
commercial; in this article, the main emphasis is on resi-
dential buildings and their energy consumption. Based on
the reviewed sources, factors such as orientation, the layout
of the building plan (using the direction of sunlight), and
building density are introduced as physical features of the
building, which affect energy consumption and are affected
by the traditional design model of residential houses
[54-56]. Qualitative criteria in case research samples are
evaluated using the tools that in this research are energy
management indicators in the design of residential archi-
tecture in cold climates. Two groups of data are obtained in
this study, which is related to the indicators obtained from
the two main factors of the research. The first group is the
parameters derived from the indicators about the first fac-
tor—the characteristics and needs of users—in traditional
houses, the information provided by various methods of
library studies, document reviews, and interviews with ex-
perts. The second group is the parameters obtained about the
second factor—the characteristics and needs of the resi-
dential environment—in each of these houses, the infor-
mation obtained by the literature review, interviews with
experts, observation, analysis of maps, and investigations of
spatial features. In this way, the necessary background for
recognizing the criteria related to each indicator, developing
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FIGURE 4: Positions of solar radiation at latitude 37° north in
summer and winter seasons [53].

a model for each of them, and then evaluating the priority of
the indicators in defining the climatic design of traditional
houses is provided.

4. Findings and Analysis of the Research

The architecture requires special design measures that, in
addition to saving energy consumption, provide very fa-
vorable conditions for residents in terms of cooling and
heating in a cold and dry climate.

Concerning issues, with the proper design of residential
buildings and considering the critical factors suitable for the
climatic conditions of this region, efforts are made to create a
favorable condition for the comfort of residents in this
region. In the history of modern architecture, the
achievements of environmental adjustment have signifi-
cantly affected the visual appearance of many architectural
masterpieces. Moreover, the climatic design is an obvious
reaction to the visible and hidden forces. In traditional
architectural design, instead of relying on HVAC equipment
and energy consumption, efforts are made to use the form
and orientation of a building so that the necessary comfort is
provided by using natural energy flows. Thermal comfort is a
state that includes both physical and mental comfort, and
designers are obliged to create weather conditions.

Revitalization in this approach: The effort is to minimize
the intervention with the structure, and the emphasis is on
application change to eliminate functional exhaustion. The
primary purpose is to keep the main structure of the old
structure and framework unchanged while introducing
positive social and economic functions to it.

Now, given the cold weather in this climate in winter, it is
tried to create solar space in the building to heat and balance
the temperature of the building at night by storing heat
during the day. In fact, by the maximum use of thermal
energy in winter and creating a temperature draft in sum-
mer, it is possible to provide an ideal condition without the
intervention of any electrical system. Used sunlight is di-
rectly related to the geographical direction of the opening
and the building skin relative to the south. At the design
stage, only the volumetric orientation of the building in the
face of wind and radiation is usually considered, and the
composition of the spaces based on the solar cycle is
marginalized. We reach the following results by determining
the peak hours of receiving solar energy and the position and
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FIGURE 5: Dominant building partitioning of northwest Iran [57].

angles of solar radiation at latitude 37 degrees north. Since
the position of the sun and its radiation is known, the spaces
can be designed and laid out to make the most of the
beneficial heat of the sun.

The main goal is to find a solution for a more out-
standing balance between natural and artificial to achieve a
higher level of quality of life and energy storage in residential
architecture.

4.1. Solar Altitude Angle. Due to the cold climate in
northwest Iran, the main goal of traditional architecture is
utilizing solar energy and temperature fluctuations and
avoiding cold winter wind to provide thermal comfort. In
these areas, extreme cold is the main factor in forming urban
and village contexts. The compact cities with central
courtyards, flat roofs, low heights of rooms, the good-sized
windows facing to the south, and thick walls are the features
of northwest buildings. Generally, traditional architecture
tries to minimize the building surface’s connection with the
cold outside in cold areas. As above-mentioned, the
northwest of Iran is located about 37° north latitude, so the
position of buildings in the purposed area and solar radi-
ation angels in the winter and summer seasons is shown in
Figure 4. As can be seen from Figure 4, the buildings are
south facing to get the maximum solar energy in winter; the
old architects funded it. In addition, building partitioning in
the intended area is discussed in the next section.

In the design based on the sun circulation, the space
occupancy model by residents during the day and night is
the most important factor in the layout of zones (Figure 5).

According to the above figure, the warm and daily used
spaces are placed on the south face of the building, the spaces
used in the morning are placed on the east section, the spaces
used at night are placed on the north section, and the warm
spaces are placed on the west front of the building. The cold
and dry climate where the spaces are arranged next to each
other is dense to store more energy and prevent energy loss.
The neighborhoods should be east-westward, and the
lighting should be provided from the south-north.

The results of studies conducted for four sample cities
and residential buildings in the cold weather context are
investigated to achieve the optimal orientation for the lo-
cation of buildings in cold climates. In the present research,
historical houses located in the northwest and northeast of
Iran (Tabriz, Urmia, Ardabil, and Maragheh cities) are
evaluated, which are located in cold climates. After studies, it
was found that the construction of buildings was based on
the region’s climatic conditions and the direction of sunlight
and light. The following table and results are obtained from
the review of 29 samples.

Table 3 shows the plan of selected residential buildings.
Based on the plan analysis and considering the solar energy
role in the cold climates, the following reasons can be
derived:

(i) The family living room is located on the south front,
and the rooms use southwest light.

(ii) Retaining spaces such as stairs and entrance
warehouses should be located between the main
zone and the undesirable front.

(iii) The kitchen islocated on the east side of the building
to enjoy the morning sun.

4.2. Interpretation of Results. Table 3 shows the results of the
analysis of 29 case studies that discussed and studied the
plans of historical buildings using solar plans. Based on the
29 samples studied, four models of buildings are given in
Table 3. According to this study, it is found that historical
buildings received the maximum natural energy by fol-
lowing the orientation of sunlight in all months of the year
and other climatic factors.

In Figure 6, 19% of the buildings were constructed in the
north, 17% of the buildings were constructed in the
northeast, 16% of the buildings were constructed in the
northwest of the land (52% in the north in total), 6.7% of the
buildings were constructed in the south, 12% of the
buildings were constructed in the southeast, 12% of the
buildings were constructed in the southwest (30.7% in the
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TaBLE 3: Evaluation of the studied architectural plan (Source: Author).

Plan

Explanation

Tabriz (Sharbat Oghli g G .
House) 6 Ooc—a o
g =

The lighting direction of north and Complies with the solar
east plan

Urmia (Ansari House)

The lighting direction of north, east, Complies with the solar
and south plan

Mobasheri House

The lighting direction of north and Complies with the solar
east plan

Maragheh (Shahabian
House)

The lighting direction of north and Complies with the solar
east, west plan

south in total), 6.7% of the buildings were constructed in the
east, and 10.6% of the buildings were constructed in the west.

In Figure 7, the density of the studied buildings was
analyzed. 3 units had a density of up to 50%, 22 units had a
density of up to 100%, 3 units had a density of up to 150%,
one unit had a density of more than 150%, and the per-
centages are 20% to 50%, 68% to 100%, 9% to 150%, and 2%
more than 150%.

The general plan forms in various periods and their
changes; most of the plans followed the module of room and
atrium, and now all the plans are affected by the region’s cold
climate. As mentioned, all plans are dense and the close
connection of heat-creating spaces such as the kitchen with
the living area, the relatively proper use of solar energy,
double-glazed windows, and the small size of doors and

windows that minimize the connection with the outside
space and thick walls can be considered as reasons for the
effect of climate on the architecture of this region.

4.3. Limits of the Research. Because this research is a kind of
historical study with all case studies aligned accordingly, it is
evident that neither time nor limited resource access allowed
the deep ancient archeological study to obtain new data. As a
result, the best practice was to go through as many available
books and documents as possible. Furthermore, due to a lack
of sufficient observations or information, studying the
shreds of evidence belonging to specific eras became inev-
itable. In addition, any literature similar to the present study
did not do previously to validate this work.
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FIGURE 6: Orientation of the studied buildings (Source: authors
based on the research findings).
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FiGUre 7: The density of studied buildings (Source: authors based
on the research findings).

5. Conclusion

Today, reduction in the consumption of non-renewable
energy and maximum use of sustainable and green energy,
including solar thermal energy, is considered by architects
and building designers. Hence, paying attention to each
region’s climate and climatic conditions and designing based
on climatic conditions, especially in cold and dry climates, is
very important. Due to Iran’s geographical and climatic
location can reach the energy-saving model in contemporary
houses by considering other factors such as economy, in-
dependence, using natural (non-fossil) energy such as the
sun and wind for energy saving, using past experiences, and
the help of traditional architectural methods. Therefore,
harmonizing the environment with the prevailing climatic
conditions is the first step to using natural energy. In other
words, the necessary condition for using natural conditions
is the coordination and adaptation of buildings to climatic
conditions. The optimal orientation of a building has a
significant effect on reducing energy demand. Hence, in cold
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weather, the orientation of a building plays a vital role in its
energy demand. Consequently, it is more important to pay
attention to the orientation in cold weather conditions.
Optimal orientation always reduces the total annual energy
consumption. Buildings with optimal orientation need less
insulation than those built with other orientations. It can be
inferred that orientation plays a more prominent role.

On the other hand, architecture often ignores sufficient
attention to the building orientation, which can be im-
portant for urban planners and decision-makers. The above
analysis and comparison of the structure and unique features
of the space in traditional Iranian houses in cold climates
and case studies is the main objective of the present research,
and various results can be yielded. These results in the
similar buildings studied are as follows: In the historical
buildings in the cold climate, to reduce the thermal load of
the houses, the points necessary to benefit from the sunlight
are taken into account. In addition to the orientation of
buildings, the layout of interior spaces is very effective in the
amount of thermal load of the buildings. By modeling
traditional buildings in cold climates, it can be seen that
these buildings significantly decrease the thermal load of the
building and thus the energy consumption of houses. For
architecture to be able to orient toward energy-saving goals
and the construction industry to minimize environmental
pollution, it is necessary to observe two principles in it: First,
the architecture should be flexible, compatible, and adapt-
able to the environmental conditions and needs of the
residents of that region, and measures should be taken so
that it can accept future developments at any time and can be
updated. Second, the plan should be designed using the
surrounding environment and climate in the area, and the
materials used in it should be vernacular and returnable to
the environmental cycle. Thus, it can be inferred that the
designer of such a structure should also be its main planner.

Moreover, as it turned out from the historical documents
and traditional houses, the designer must design the building
entirely, aware of the environment’s information. In other
words, the design should be local and indigenous. Finally, it
can be concluded that in contemporary houses, according to
the climatic conditions of the region, using renewable energy
in the main aspect of the building, proper orientation, the
layout of spaces next to each other, and choosing the suitable
form and volume for the building and building components
should be considered.

All of the above solutions seek to make the most of the
available and appropriate renewable energy in the region
and greater coordination and consistency with the envi-
ronment and climate of the region. Since this study depends
on climatic factors, the same can be repeated in any climatic
condition. Further analysis of the results showed that the
type of building in the cold climate of Azerbaijan to confirm
whether it is compatible with the climate, and further re-
search is needed. Orientation is the best choice for all types
of buildings.
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Over the decades, a rapid upsurge in electricity demand has been observed due to overpopulation and technological growth. The
optimum production of energy is mandatory to preserve it and improve the energy infrastructure using the power load forecasting
(PLF) method. However, the complex energy systems’ transition towards more robust and intelligent system will ensure its
momentous role in the industrial and economical world. The extraction of deep knowledge from complex energy data patterns
requires an efficient and computationally intelligent deep learning-based method to examine the future electricity demand. Stand
by this, we propose an intelligent deep learning-based PLF method where at first the data collected from the house through meters
are fed into the pre-assessment step. Next, the sequence of refined data is passed into a modified convolutional long short-term
memory (ConvLSTM) network that captures the spatiotemporal correlations from the sequence and generates the feature maps.
The generated feature map is forward propagated into a deep gated recurrent unit (GRU) network for learning, which provides the
final PLF. We experimentally proved that the proposed method revealed promising results using mean square error (MSE) and
root mean square error (RMSE) and outperformed state of the art using the competitive power load dataset.(Github Code).

(Github code: https://github.com/FathUMinUllah3797/ConvLSTM-Deep_GRU).

1. Introduction

Over the decade, the global energy consumption by the
large-scale machinery in factories, buildings, and transport
has remarkably increased due to population growth and
economic development [1, 2]. This phenomenon rapidly
shifted the energy resource demands towards clean power
generation and its system improvement through intelligent
methods for its efficiency [3]. These days, different renewable
energy resources such as solar, wind, etc., are becoming the
most optimal and significant resources aiming towards
green technology; therefore, an extra layer of PLF will
further assist the smart grid operation and its smooth
maintenance [4]. Still, there exist some challenges for energy
scientists to precisely establish an accurate and smart

cooperative platform between the smart grids and the
consumer side. A large amount of power energy is consumed
and wasted due to improper infrastructure. Therefore,
forecasting this power energy is an essential and imperative
step towards optimal usage to overcome its dissipation. This
will also enhance its future demand through smart grid and
renewable energy production [5]. Researchers and data
scientists are developing efficient ways to handle energy
wastage and improve its optimal usage through different
machine learning and time-series modeling techniques.
However, a large amount of work has been done so far, with
accurate results or with some uncertainties yielding erro-
neous forecasting that raised the need of establishing a
highly precise, generalized ability, and robust energy fore-
casting model. According to [6], the scenario of generating
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FIGURE 1: Statistics of power energy generation [6] as of 2016 and 2030. Also, different sources of power energy consumption are stepped.

the power energy from 2016 is 40%, 30%, 22%, 5%, and 3%
for coal, nuclear, liquefied natural gas (LNG), renewables,
and other resources, respectively. This statistic is illustrated
in Figure 1, which shows the percentage of power energy
generation and the consumption of resources.

Energy consumption via machinery in factories, build-
ings, and transport has remarkably increased over the last
decades in the world due to population growth and the
development in the economy. The prediction of this energy
consumption is essential to reserve it for optimal use to
overcome its dissipation and enhance its future demand,
which is especially the current need of several countries.
Researchers and scientists are developing efficient ways to
handle energy wastage and improve its optimal usage in
industries and residential areas. However, a large amount of
work has been done so far, with accurate results or with
some uncertainties. A challenge was raised to establish a
highly precise, generalized ability, and robust energy pre-
diction model. Mainly three kinds of building energy
consumption models are used such as data-driven models,
physical models, and hybrid models [7, 8]. Among these
models, the most provocative is the data-driven model that
became a popular method owning lower time in con-
sumption with good performance. Several data-driven ap-
proaches are appropriate to cluster the buildings (residential
[9] and nonresidential buildings [10]) with different time-
scales such as short term [11] or long term [12]. A majority of
prediction methods have been proposed over the past years
in building ECP. Therefore, it is important to predict the
future energy consumption and manage the energy usage
accordingly. This method is a step towards efficient energy
consumption. Also, it is an emerging field where the future
world is widely based on energy and its utilization in in-
dustries, companies, government organizations, etc.

The utmost goal of the proposed method is the reduction
of energy consumption and to ensure its efficient usage that
is a prominent factor influencing the economy growth in the
country. However, there exist numerous challenges in power
load forecasting in buildings such as accuracy, efficient data
processing, model evaluation, errors calculation, etc.

Therefore, it is important to develop a method that can
achieve a fast performance to forecast and assess power
energy infrastructure with a reasonable accuracy and least
error. The tactics used for PLF heavily depend on the
available data gained from the meters that are the foci of
various problems. The mainstream methods that are mostly
based on lack of preprocessing of power load data and fail in
noisy condition when the data are noisy and have outliers or
effects of user’s behavior. This problem is handled via the
refinement layer. Similarly, they provide a coarse way to
collect the features for PLF, practicing low-level methods
that widely skip the most discriminative features of the
power data sequence. They are based on traditional feature
extraction such as clustering, ensemble learning, or hand-
feature engineering techniques which fail in terms of
amassing the most advanced knowledge and deep charac-
teristic from the data. In addition, the practiced approaches
use a single RNN layer and passed via single hidden state that
ignore the capturing of (hierarchical/think) temporal
structure of the sequence. Furthermore, existing PLF
techniques hands on complex architecture resulting into a
large number of parameters and become computational. We
handle these problems by proposing a deep learning-assisted
short-term PLF method, which investigate the ConvLSTM
layers giving its latter to GRU. Applying such procedure, the
proposed method achieved the accurate and fast calculation
results.

The key contributions of the proposed method are
highlighted as follows:

(1) Existing PLF strategies practice traditional filters to
overcome noisiness in data which remove the noisy
disordering only. To tackle this problem, an acqui-
sition and refinement layer is employed that refines
the data through past value substitution, normali-
zation, and organizing the data into a rolling window
sequence.

(2) Employed works apply conventional learning and
hand-feature engineering strategies making the load
forecasting stiffer and tedious. However, for the first
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time, we propose a novel ConvLSTM network for
PLF that extracts the most discriminative spatio-
temporal features from the power load sequence and
generate a block of feature map.

(3) We employ a deep GRU for sequence learning that
obtains the spatiotemporal features (feature map)
from the ConvLSTM network. The deep GRU net-
work is more suitable for learning the sequence
patterns and provides effective PLF demonstrated
through visual and tabular results.

(4) We experimentally prove that the proposed method
shows outstanding results and outperforms state of
the art through recording the least value of MSE and
RMSE on the most challenging dataset. The dem-
onstration of the proposed method’s results depicts
the method suitability for efficient management of
energy infrastructure and ensuring saving of vast
amount of energy wastage.

The rest of the article is organized as follows: Section 2
covers the literature review while the proposed PLF method
and experimental analysis are discussed in Section 3 and
Section 4, respectively. Finally, Section 5 describes the
comparative analysis while Section 6 concludes the article.

2. Literature Review

Several techniques have been developed with the aim to
efficiently forecast the energy consumption for buildings,
industries, institutes, or residential areas. These methods are
broadly based on conventional and deep learning-based
techniques. The details are covered in the following sections.

2.1. Conventional Learning-Based PLF Methods. PLF
methods remained popular for their promising results to
forecast the power load consumption in residential buildings
[13, 14], subways [15], industries [16], and households
[17, 18]. Majority of the methods are based on traditional
approaches. For instance, Guo et al. [19] composed a ma-
chine learning-based model to forecast the building thermal
energy using extreme learning machine (ELM), multiple
linear regression, and support vector machine. They ana-
lyzed the performance of each model for the heating system.
Next, Peng et al. [20] used a framework that worked with
multiprocessing learning based on certain defined rules to
control cooling. They applied a method to adapt user sce-
narios with no prior knowledge. Similarly, Ngo [21] pro-
posed an ensemble machine learning-based method to
estimate the inside building cooling loads and analytically
proven the ensemble learning as best performance. Hygh
et al. [22] employed the Monte Carlo framework to develop
multivariate linear regression model for 27 buildings that are
relevant to early design, as the energy performance is sen-
sitive to the size and building geometry. Another researcher,
Wang and Ding [23], proposed an occupant-based PLF
model for equipment by applying the polynomial and
Markov Chain Monte method to investigate the time-
varying occupancy rate. Considering time accumulation,

they calculated the consumption of equipment in the office.
Furthermore, Zhong et al. [24] defined a vector field based
on support vector regression for PLF in building. They
transformed the model nonlinearity into linearity using
these vectors. Another research in [25] performed daily and
hourly analysis with the use of quadratic regression such as
simple and multiple linear regression. They proved that the
time interval is the relevant factor that defines the model
quality. Furthermore, the researchers also proposed clus-
tering-based energy consumption to categorize electricity
usage into different levels. Hence, a majority of these
methods failed and remained limited to obtain accurate
forecasting and least error.

2.2. Deep Learning-Based PLF Methods. Deep learning is
gaining overwhelming growth in solving different computer
vision tasks such as video analytics [26] or time-series
problem [27, 28]. It deeply inspires the field of energy
consumption and getting involved due to model robustness
and performance. For instance, Muralitharan et al. [29]
proposed an optimization approach based on a neural
network to analyze the energy demand through PLF. They
used neural network-based genetic algorithm and particle
swarm optimization methodologies. A research carried out
in [30] proposed a hybrid forecasting model based on
evolutionary deep learning which combined the genetic
algorithm with LSTM and optimized it with the objective
function. Inspired by LSTM performance, a method pre-
sented in [31] applied deep recurrent neural network
(DRNN) with LSTM for PLF and photovoltaic power in a
microgrid. They proved that the DRNN with LSTM per-
forms better than multilayer perceptron and optimized the
load dispatch using the particle swarm algorithm. Next,
Rahman et al. [32] developed two DRNNs to forecast the
electricity and applied them over medium to long horizon.
They further used these models to compute the missing data
scheme. Several researchers proposed hybrid approaches of
combining convolutional neural network (CNN) with LSTM
autoencoder to forecast future energy in residential building.
Similarly, Shi et al. [33] used pooling-based DRNN that
batches the group comprise customer’s profiles where they
addressed the problem of overfitting by increasing the data
volume and its diversity. An approach presented in [34]
combined the stacked autoencoders with ELM as a hybrid
connection. They used ELM as a predictor and used auto-
correlation analysis to determine the ELM variables.

3. Proposed Power Load Forecasting Method

The energy consumption from small buildings infrastructure
to global level has greater consequences. Worldwide de-
velopment and rise in technology increased energy con-
sumption. Its management by the users is greatly impacted,
bringing drastic variations in economies and different sec-
tors. In this view, the industries and smart grids have energy
deficits due to wastage of large amount of energy, improper
infrastructure, inefficient supply system, and the con-
sumption building are not synchronized to efficiently



manage it. So far, the researchers apply several techniques to
manage and synchronize the energy usage through its future
forecasting. However, their improper spatial and temporal
structure has made it more difficult to build the most robust
forecasting model. The existing state of the arts have pre-
sented several sets of procedure but failed due to misleading
features tools, metering procedure, etc. Based on these as-
sumptions, we propose a proficient deep learning-assisted
intelligent PLF method that provides a useful way to
overcome the energy dissipation. The proposed method
reduces the error rates with a high margin and obtains the
most promising results. The visuals of each steps performed
in the proposed method are presented in Figure 2, while the
details are covered in the following sections.

3.1. Power Data Acquisition. This section delivers a detailed
explanation of data gathering from its sources such as meter
and installed sensors, and the data preprocessing is explained.
To collect the data, wires across the building floors are ar-
ticulated into a single edge with the main board and the meter
with few sensors is installed to read and measure the energy
consumed over the building setup where the data are nor-
mally collected with minute resolutions. Usually, the data
collected through sensors and meter are greatly affected by the
climate condition, occupant’s behavior, redundancy, wire
break or short circuit that brings abnormalities, outlier, and
noise in the variable values. Tackling this issue is necessary for
accurate forecasting; therefore, we refine the data prior to
actual processing. For cleansing the data, we apply several
smoothing filters such as LOESS or LOWESS that are used by
numerous researchers [35, 36] for reasonable results. We
remove the noise and considered the previous values on that
position and remove data redundancy. In addition, we found
the data attributes with different scale that are handled by
applying the normalization.

3.2. Sequence Modeling via Long Short-Term Memory.
Long-term dependencies with distant characteristics are not
sufficiently captured through RNN because of the vanishing
gradient effect. Therefore, the gating mechanisms are in-
troduced where the classical activation is replaced. To model
the sequential data, a type of recurrent neural networks
(RNNs) such as LSTM has been proven to be the most stable
and powerful network which understands and deals the
long-range information [37]. LSTM has the capability of
learning the long-term sequence information. The most
interesting fact about the LSTM is their memory cells C, that
significantly act as accumulator for the state information.
These cells are accessed, controlled, and written through
numerous self-parameterized gates. The cells are accumu-
lated by keeping the input gates active I, with the arrival of a
new information as an input. The controlled information
flow inside the cell allows the network to memorize long-
term dependencies. Similarly, if the forget gate F, is active,
the status of past cell C,_; will be forgotten. Next, the latest
information that will be controlled by the final gate F, is
managed by an output gate O,. The most significant and vital
role of the memory cells and gates for the information flow is
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such that the gradient will be trapped into the cell which is
known to be constant error [38], is prevented from van-
ishing, and acts as a critical problem for vanilla RNN model
[38]. The fully connected LSTM is considered to be LSTM
multivariate version where the input, output, and forget
gates are briefly given in Figure 3(a). The sigmoid activation
determines what kind of information needs to be updated, as
certain information might be ignored. The mechanism
followed in an LSTM is defined by equations (1) to (6).

iy =0, (Wi x, +W;xh,_, +b,), (1)
fi=0,(Wysx, +Wxh_ +b), (2)
0,=0,(W,*x,+Wyxh_; +b,), (3)
C,=0. (W, xx,+W_xh_, +b,), (4)
¢, =firc +i xCp, (5)
h, =0, x0.(c,), (6)

where i,, f,, and o, are the input, forget, and output gate,
respectively, while ¢, and h, are the cell state and hidden
state, respectively. Similarly, C, is the vector value con-
structed for tanh at f represented by o, while o, is sigmoid
function. x is the elementwise multiplication. W ¢, W, and
W,, are weight matrices representing forget, input, and

output cell, respectively.

3.3. ConvLSTM Network. Input data that have to be col-
lected in a longer time horizon can be reduced and filtered
based on the convolution operations incorporated in LSTM
networks or LSTM cell directly. Such approaches intend in
the improvement of prediction accuracy of long-term se-
quence based on additional input data processing through
projecting the data into lower dimensional space. Ap-
proaches to incorporate the convolution operations in
LSTM are present in [39]. In the previous cases, the network
is capable to model locally distributed relations and extract
the corresponding features. LSTM, on the other hand, is
useful to learn the temporal dependencies, so that the
composition of the networks in the stacked form shows the
best prediction results. Using convolutional LSTM, features
can capture long-term horizon which makes them able of
incorporating a larger amount of past information in the
prediction. Fully connected LSTM is powerful in handling
the temporal correlation and face redundancy in the spatial
data. Tackling such an issue needs an extension of an entirely
connected LSTM that has a convolutional’ structure with
both input and state-to-state transition. To form an
encoding forecasting mechanism, multiple ConvLSTM
layers are stacked together which not only build the model
for precipitation forecasting but also build the model for
spatiotemporal sequencing forecasting procedure. In fully
connected LSTM, the inputs are unfolded into 1D vectors
before actual processing to handle the spatiotemporal data;
as result of this, the important information is lost. This
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FIGURE 2: Overview of the proposed framework. Step 1: Data acquisition from sensors and the smart meters that contain the user behavior
for data management and response to energy usage. Also, its refinement is performed to stabilize and remove the user behavior. Step 2:
Detailed feature extraction from the energy data through ConvLSTM. Step 3: The prediction of future energy consumption based on the

input data resolution.

problem can be overcome such that all the inputs into
ConvLSTM are likely to be 3D tensors where the last di-
mensions are spatial row and column. ConvLSTM defines
next state of some cells into a grid through inputs and
previous states around its neighbor sides. This strategy can
be achieved through convolution operation from the input-
to-state and also state-to-state transitions. Furthermore, the
deep mechanism along with the key equations of the process
is given in equations (7) to (11).

iy = 0(Wyxx, + Wy ) + W0C,_, + b)), (7)

fo=o(Wepxx + Wyp s Ty + WepoC, +by),  (8)

C, =F,0C,_; +i,0 tanh(W, x X, + W, .« Z,_, + be),

(9)
0,=0(Wy, xx, + Wy, « Z,_, + W,0C, +b,), (10)
H, = 0,0 tanh(C,). (11)

Similar to simple LSTM, the ConvLSTM can also be
adopted which is the building block for the complex type
of structure. The structure presented in Figure 3(c) solves
the forecasting problem of our spatiotemporal sequence.
The structure of this building block consists of an
encoding and a forecasting network. To form such a
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FIGURE 3: Internal structure of each sequential network. (a) LSTM has three main gates such as input, output, and forget. (b) GRU has two
gates including reset and update. (c) Internal mechanism of ConvLSTM.

network, multiple ConvLSTM layers are stacked together,
where the states in forecasting network are concatenated
and fed into a 1 x 1 convolutional layer to generate final
forecasting. This strategy is performed, as the input has
the same dimensionality to target the prediction. This
structure is considered with a similar viewpoint as in [37].
The encoding LSTM compresses the given sequence into
state of hidden tensor where the forecasting LSTM un-
folds the hidden state that gives the final prediction. The
structure of this network is similar to LSTM as a future
prediction model [40], but the input and output
elements in our model are 3D tensors where the spatial
information is preserved. As multiple ConvLSTM layers
are stacked together, they give a strong representation and
empower to give a fine prediction for a complex sequence
such as PLF.

3.4. Deep GRU Network. GRU is an improved form of RNN
which uses the time-series data sample for forecasting
purposes. Traditional neural networks are characterized via
the interconnection established between the input towards
the hidden layer and then towards the input layer where a
direct node in every layer is connected [41]. Consequently,

RNN memorizes the previously passed information that is
applied to compute and find the current output. Several
improvements are made in LSTM that solve the common
errors and the shortcomings in the long-term sequential
application of RNN. For instance, LSTM holds three gates
such as input, output, and forget. Here, the forget gate is
used to control the information and its rate of forgotten,
while the output gate is applied to control the status of
current unit condition that is strained out. The GRU
overcomes the deficiencies present in RNN which is unable
to handle the long-term dependencies in an effective
manner; however, GRU on the other hand, makes the
structure simpler and brings efficiency by preserving the
effectiveness of LSTM [42]. The GRU network is well vi-
sualized in Figure 3(b). The GRU contains two gate
functions, namely update and reset. The update gate
function is to control the state information of the previous
moment that is brought to current state (rate of updating
state information). The greater the value of the update
function, the more information will be brought in the
previous moment. Similarly, the reset gate controls to avoid
the information obtained from the previous moment (rate
of forgetting information). The minute value of the reset
gate indicates more information will be forgotten.
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Subsequently, the unit state and output are combined into a
single state H where the input is X,, the state previously
passed by the hidden layer is H,_;, and similarly the in-
formation from the previous node is included via X, and
H,_;. The GRU gets the output from the hidden state with
the control gate while the information is passed into the
next hidden layer. Two gates with states are obtained that
are based on information Z, and R,, which are given in the
following equations.

b = f(wp [xe by ] + bp)’ (12)

a = f(wq [x0 ey ] + bq)’ (13)

where W, and W, are weights of neurons, f shows the
sigmoid function controlling the values between 1 and 0,
which are used to obtain the gating signal. After getting the
signal, first, the reset gate is used and then the data are
obtained from the reset function that is combined with tanh
activation function that give ~ H,.

4. Experimental Results

This section discusses the experiments performed over the
competitive energy dataset such as the household power
dataset [43]. We comprehensively inspect the energy con-
sumption and discuss the details of the dataset in the
subsequent sections. Similarly, we visualize the results of
energy consumption and its forecasting. The comparison of
forecasting results on the existing dataset with state of the art
is also covered which prove the effectiveness of the proposed
method.

4.1. Implementation Settings. We verify and analyze the
results of the proposed method using different kinds of
experiments to check and evaluate the method’s perfor-
mance. The proposed method is implemented in Python
(Version 3.5) with Keras (Deep Learning Framework)
supported by the TensorFlow at the backend and ADAM-
prop optimizer is used. Next, as we are dealing with re-
gression problem, we apply four basic evaluation metrics
such as MSE, RMSE, mean absolute error (MAE), and mean
absolute percentage error (MAPE). These metrics are
abundantly used for performance evaluation in regression
problems throughout the energy forecasting-related litera-
ture. MSE is the basic error metric used in the PLF, re-
newable energy generation forecasting, weather prediction,
humidity, etc. The formulation of each metric is described
below:

Suppose y;” indicates the variable values for n number
of predictions for energy consumption and y; indicates
the observed values, so equations (14) to (16) show the
MSE, RMSE, and MAE formulation where the RMSE is
the square root of MSE values. Similarly, to measure the
performance of forecasting that compute the correctness
of the proposed method, MAPE is used, which gives the
absolute error in percentage and compute the mean of the
error and is given in equation 17.

n

1 -
MSE=- 3 (yi-y )" (14)

RMSE = VMSE = % Y iy ), (15)
1 & -
MAE = n Zb’i — i |’ (16)
MAPE = 100% Zly" b/l (17)
n i I Yi |

4.2. Dataset. Standard and publicly available dataset is used
to verify and evaluate the proposed method. The dataset is
publicly available at [43] and its further details are covered in
the following sections.

4.2.1. House Power Dataset. We evaluate and analyze the
proposed ConvLSTM-GRU network using several kinds of
experiments to gauge its performance on the household
power dataset [43] that is available on the UCI official (deep
learning) repository. This dataset is collected between 2006
and 2010—4 years of data. It contains 2075259 instances,
where 25979 instances contain missing values making 1.25%
of total data. Usually, the use of missing values creates
problems in incorrect forecasting of energy consumption.
Researchers use various techniques to overcome this
problem. To tackle this problem, we pass the data from the
refinement step that is previously explained in the proposed
method. Next, this dataset is covered with 1 minute’s time
horizons of electric power consumption over the building
located in France. In this dataset, the global active power
indicates the total power consumed by submetering 1, 2, and
3 over single minutes provided in watt-hours. Testing the
proposed method, we use different time steps that explain
the PLF for each time horizon. The variables used in this
dataset are given in Table 1 with their detailed remarks.
Furthermore, we provide the quantitative details of the
household power dataset in Table 2, where 11.12 is the
maximum value for active power given in kilowatts and
0.076 is the minimum value. If we analyze the attribute
values, the maximum energy is consumed over submetering
1 such as 88.000 that is dissipated over the daily usage
devices such as microwave oven, dishwasher, etc.

4.3. Result Analysis and Discussion. This section describes
the detailed experimental evaluation of the proposed
method on the household power dataset [43].

We perform an ablation study where each model is
implemented and trained on the given dataset to inspect the
performance of the proposed method. These models include
GRU and its variants such as encoder-decoder GRU (ED-
GRU) and CNN-GRU. Each deep learning network is
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TaBLE 1: Household power dataset [43] with its attribute description.
Given Given . _—
attributes symbol Used units Description
1 Date D Days/months/years 1~30/1~12/2006~2010
2 Timing T Hours/minutes/ 1~24/1~60/1~60.
seconds
3 Active power AP Kilowatts Total power consumed in each minute
4 Reactive power RP - Total reactive power consumed in each minute
5 Voltage Vv Volts Total voltage in each minute
6 Intensity I Ampere Current consumed in each minute.

7 Submetering-1 S(1) Watts per hour
8 Submetering-2 S(2) -
9 Submetering-3 S(3) -

Energy consumed for dishwasher and microwave oven.
Energy consumed in living room over washing machines, drier, and refrigerator
Energy consumed for air conditioner and water heater

TABLE 2: Detailed description of the household power dataset [43] with its attributes and quantitative analysis.

Attribute D AP RP \4 I S1 S2 S3
Average / 1.089 0.124 240.844 4.618 1.117 1.289 6.453
Min 16.12.2006 0.076 0 223.200 0.200 0 0 0
Max 26.11.2010 11.12 1.390 254.150 48.400 88.000 80.000 31.000
Std. Dev / 0.055 0.113 3.239 4.435 6.139 5.794 8.436

compared with the proposed method for every time horizon
such as minute, hour, day, and week. The deep learning
networks are trained up to 100 epochs. Originally, the data in
the household power dataset are given in minutes’ resolu-
tion. For experiments, we convert the data into hour, day,
and weekly horizons. After conversion, the number of in-
stances become smaller which can be easily identified from
the patterns given in Figure 4 showing the representation of
the data.

4.3.1. Performance Evaluation of the GRU Network.
Conducting the experiments, the deep GRU is initially
evaluated to check its performance over the household
power dataset [43]. Basically, the GRU network tries to
solve the vanishing gradient problem which is originated
with the standard RNN. This network is also considered to
be a variation of LSTM because both have similarities and
sometimes produce equally excellent results. A simple GRU
network uses update and reset gates which are basically two
vectors that control the information which need to be
passed as an input. Its internal details are covered in the
previous section while its internal structure is given in
Figure 3(b).

For experiments, two GRU layers are stacked together
followed by the dense layer. The total obtained parameters
for this network are 382607. Furthermore, the values ob-
tained for MSE, RMSE, MAE, and MAPE for GRU on
minutes’ horizons are 0.3569, 0.5974, 0.4012, and 0.4083,
respectively. The other error values obtained for the
household power dataset on each time horizon such as
minute, hour, day, and weekly are provided in Table 3. The
forecasting obtained for energy consumption over minute
and hour time horizons using the GRU network is graph-
ically presented in Figure 5, while the daily and weekly based
results are given in Figure 6.

4.3.2. Performance Evaluation of the ED-GRU Network.
Subsequently, we also use the ED-GRU network to identify
its results and performance in the forecasting of energy
consumption over the buildings. Setting the internal
structure of ED-GRU, the encoder is set to stack several
layers of GRU in such a way that each unit accepts a single
input element sequence and collects the most important
information from it and forward propagate it. Internally, the
encoder vector is produced from the encoder which is
known to be final hidden state. This state encapsulates the
information of all the input elements to make an accurate
load forecasting of power energy. It acts to be the hidden
state of the model decoder part. Next, the decoder stacks
several units which predict the output y at time ¢. Each of the
decoder unit accepts the hidden state from the previous and
produce its own hidden state. The hidden state h; can be
calculated using the formula given in (18) while the output y,
at time t is calculated through the formula given in (19). The
layered GRU is followed by the time distributed layer. The
number of obtained parameters for ED-GRU is 154,051. The
values obtained on each time resolution for the household
power dataset are given in Table 3. Next, the forecasting for
the energy consumed considering minute and hour reso-
lution is visually presented in Figure 7 while the daily and
weekly based forecasting is given in Figure 8. The MSE
obtained for ED-GRU on the household power dataset
considering minute horizon is 0.3246 while RMSE, MAE,
and MAPE are 0.5697, 0.3635, and 0.3485, respectively.
Similarly, its performance is somehow improved on hour
resolution with the least MSE which is 0.3134. Similar to its
performance on the household power dataset, its perfor-
mance becomes better when daily resolution is considered,
where the value becomes 0.3054 while the RMSE, MAE, and
MAPE are 0.5526, 0.3519, and 0.3401, respectively. Hence,
this analysis clearly exhibits the good performance of ED-
GRU after CNN-GRU and the proposed method.
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FIGURE 4: Data representation of the publicly available household power dataset [43] with different horizons. (a) Minutely data. (b) Hourly
data. (c) Daily data. (d) Weekly data.

TaBLE 3: Performance results of the proposed method and its comparison with other competitive deep learning models on the household
power dataset for all time horizons such as minute, hour, daily, and week.

Minutely
Methods
MSE RMSE MAE MAPE
GRU 0.3569 0.5974 0.4012 0.4083
ED-GRU 0.3246 0.5697 0.3635 0.3485
CNN-GRU 0.3215 0.5670 0.3618 0.3064
Proposed method 0.3101 0.5568 0.3467 0.2902
Hourly
GRU 0.3251 0.5701 0.3814 0.3962
ED-GRU 0.3134 0.5598 0.3585 0.3415
CNN-GRU 0.2897 0.5382 0.3607 0.3042
Proposed method 0.2384 0.4882 0.3435 0.2897
Daily
GRU 0.3099 0.5566 0.3691 0.3586
ED-GRU 0.3054 0.5526 0.3519 0.3401
CNN-GRU 0.2821 0.5311 0.3524 0.3021
Proposed method 0.2315 0.4811 0.3419 0.2879
Weekly
GRU 0.3198 0.5655 0.3796 0.3697
ED-GRU 0.3157 0.5618 0.3627 0.3591
CNN-GRU 0.2981 0.5459 0.3619 0.3032
Proposed method 0.2497 0.4996 0.3517 0.2882
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FIGURE 5: Visual representation of GRU-based forecasting results
considering minute and hour horizons on the household power
dataset.

hs, = fF(W"™hs, ),

(18)
¥, = software (W’hs,).

4.3.3. Performance Evaluation of the CNN-GRU Network.
Recently, CNNs have shown the most promising results in
different fields such as computer vision, time-series analysis,
energy informatics, and energy monitoring system. To
evaluate and analyze its performance, we incorporate its
several layers for PLF problem. We combine it as hybrid
connection with deep GRU and add three convolutional
layers followed by the max pooling and flatten layer. The
features obtained from these layers are given to deep GRU
where two GRU layers are connected and followed by the
time distributed layer. Furthermore, the error values ob-
tained for each time horizon on the CNN-GRU network for
the household power dataset are given in Table 3. Moreover,
the forecasting of energy consumption on this network
considering minute and hour resolution is graphically il-
lustrated in Figure 9, while the daily and weekly based
consumption forecasting is given in Figure 10. The CNN-
GRU network has better performance than other deep
learning models for consumption forecasting in terms of
MAPE and MAE metrics.

Furthermore, CNN-GRU has better performance over
all the methods and become a runner up. CNN-GRU shows
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FIGURE 6: Visual representation of GRU-based forecasting results
considering daily and weekly horizons on the household power
dataset.

the same response as ED-GRU in terms of its performance
for resolution. For instance, CNN-GRU achieves an MSE of
0.3215 value considering the minute horizon; however, its
results become better in hour resolution where MSE ob-
tained is 0.2897. The value of RMSE, MAE, and MAPE
obtained for CNN-GRU considering minutes resolution is
0.5670, 0.3618, and 0.3964, respectively. After deep analysis,
we realize that CNN-GRU reflects its better results on the
household power dataset rather than in terms of considering
the minute resolution. In the final phase, we pose the results
obtained for the proposed ConvLSTM with the GRU net-
work. The values obtained by the proposed method on the
household power dataset for metrics of MSE, RMSE, MAE,
and MAPE for the minute horizon are 0.3101, 0.5568, 0.3467,
and 0.2902, respectively, and are given in Table 3. Next, the
visual representation of forecasting results considering
minute and hour resolution is given in Figure 11, while the
daily and weekly based resolution results are depicted in
Figure 12.

5. Comparison with State of the Art

In this section, we analyze and compare the results of the
proposed method with existing competitive state of the art in
terms of performance considering the basic metric using the
household power dataset. For a fair comparison, we consider
and evaluate the minute horizon of the proposed method as
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F1GuRre 11: Forecasting results obtained using the proposed method
for the household power dataset considering minute and hour time
horizons.

considered by other works. Similarly, we consider the same
metrics for comparison. A method presented in [47] pro-
posed a three-stage hybrid network of CNN with a multi-
layer BLSTM network to forecast the power load. They first
practiced LSTM and then BLSTM to assess their perfor-
mance by obtaining 0.3446 and 0.3295 MSE values, re-
spectively. However, their proposed method’s outcomes
obtained for MSE, RMSE, MAE, and MAPE on this method
are 0.3193, 0.5650, 0.3469, and 0.2910, respectively. Next,
Mocanu et al. [44] investigated two main models to estimate
the energy consumption in buildings such as the conditional
restricted Boltzmann machine and the factored conditional
restricted Boltzmann machine. They further considered the
support vector machine and RNN to investigate their
method. Their method used a single layer of factored
conditional restricted Boltzmann machine to fit the needs
for representing different useful parameters. They used
RMSE as an evaluation metric and obtained 0.6663 value for
it. They also computed correlation coefficient (R) and
p-value achieving 0.4552 and 0.0070, respectively. Fur-
thermore, Kim and Cho [45] proposed a deep learning-
based method to forecast the energy demand. For this
purpose, they used a state explainable autoencoder-based
model and obtained 0.3840 value for the RMSE metric. A
research presented in [46] used the hybrid approach of CNN
with LSTM and reported 0.3738, 0.6114, 0.3493, and 0.3484
values for MSE, RMSE, MAE, and MAPE, respectively. The
comparative results are summarized in Table 4.
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FIGURE 12: Forecasting results obtained through the proposed
method for the household power dataset over day and week time
horizons.

TaBLE 4: Detailed comparative analysis with competitive state of
the arts with the proposed method on the household power dataset.

Evaluation metrics

Techniques

MSE RMSE MAE MAPE
FCBRM [44] — 0.6663 — —
BPTT [45] 0.3840 0.6196 0.3953 —
CNN-LSTM [46] 0.3738 0.6114 0.3493 0.3484
CNN-M-BLSTM [47] 0.3193 0.5650 0.3469 0.2910
Proposed method 0.3101  0.5568  0.3467  0.2902

Primarily, the aforementioned methods apply the
traditional way of collecting the feature information from
the sequence, which are old machine learning practices
yielding lower correctness in prediction problem. Simi-
larly, in the case of deep learning usage by these methods,
their networks apply complex architectures where the
training consumes more time. Next, if overview, the PLF
methods are heading towards convolutional networks and
sequential learning mechanisms such as RNN, LSTM, or
BLSTM, which are the recent state-of-the-art learning
methods [48]. These methods highly rely on the input
model parameters and mostly hunt towards error re-
duction for the precise prediction. After thorough ex-
ploration, these methods have high error rates
considering the minute horizon and have complex ar-
chitecture. We improved our method by reducing the
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error to 0.3101 while the runner up method is our pre-
viously published work with an error rate of 0.3193. The
comparison of our method with other PLF methods is
visually presented in Figure 13.

6. Conclusions

Over the decades, the energy demand is growing
throughout the world due to an increase in technology,
industrial machinery, and population. This results in the
wastage of a large amount of energy due to a lack of ef-
ficient usage and its storage from the grid or renewable
energy resources. Therefore, energy generation companies
and smart grid authorities are investigating new ways to
tackle this issue. To this end, we proposed an intelligent
deep learning-based architecture for energy to boost the
PLF for the proper establishment of energy infrastructure.
To carry out, initially, the data collected through various
installed sensors and meters are fed into the acquisition
layer for refinement purposes. Next, the refined data are
passed into the ConvLSTM network to extract the deep
features and generate the final feature map. Further, the
feature map is passed into deep GRU to learn the series
which gives us final forecasting of the energy. In addition,
we proved that the proposed method outperforms the
existing state of the art using different error metrics that
are applied for regression model evaluation. The proposed
method is verified and tested on a publicly available
household power dataset.

In the future, we intend to enhance the method by the
involvement of the Internet of things (IoT) [49], that is the
deployment over resource-constrained devices, which will
reduce the complexity in terms of computational power and
resources as performed in [50]. This will help to reduce the
bandwidth and easethe transmission of information. Fur-
thermore, we aim to include the forecasting for years and
decade-wise consumption and generation of power energy
by considering various characteristics. The characteristic
involves weather condition, energy consumption over in-
dustries, public transport, and occupants’ behavior in re-
sponse to these disruptions. We will incorporate these kinds
of datasets to further confirm and verify their impact on load
forecasting.
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Hybrid technology (including plug-in hybrid) integrates the advantages of traditional automobile technology and pure electric
technology, which can greatly reduce fuel consumption and improve emissions. It has become one of the main technologies
developed at present and in the next 15~20 years. Energy management is the core algorithm of hybrid electric vehicle control
strategy, and it is the focus of current research. However, these studies mainly focus on the high efficiency of control assembly,
optimal management of power system energy, and maximum recovery of renewable energy but have not considered energy
distribution management and optimization between the power battery and the low-voltage battery. Hence, based on the high-
voltage topology of the plug-in hybrid system, this paper proposes the optimal energy management strategy between the power
battery and the low-voltage battery under different working conditions. The charging and discharging characteristics of the power
battery under different electric quantities are also combined. The experimental results show that based on the optimized energy
management strategy, the pure electric driving range is increased by 6% under NEDC condition for a C-class plug-in hybrid car,

and the energy-saving effect of the vehicle is further improved.

1. Introduction

The power unit of plug-in hybrid electric vehicle (PHEV) is a
hybrid system composed of engine and electric drive system.
Through the advanced vehicle control system, the two work
together to distribute the driving force reasonably between
engine and motor, so as to achieve high efficiency, energy
saving, and low pollutant emission [1].

The real-time optimal distribution of driving force is
realized through the whole vehicle energy management
strategy. Energy management is the core algorithm of hybrid
electric vehicle control strategy and the focus of current
research results [2]. Yang et al. proposed a new type of an
electromechanical-electrohydraulic coupling power vehicle
model that combines the traditional motor and the piston
pump into a unit and achieves the torque of electric and
hydraulic torque. It ensures the reasonable use of vehicle

energy [3]. You et al. used Matlab/Simulink to establish the
IEEE 13 bus test feeder model with a cross-feedback end and
conducted experimental testing on the hardware in the loop
platform and proposed a control strategy for comprehensive
voltage imbalance compensation to use standard operation
procedures to alleviate the adjacent unbalanced voltage
between feed lines [4]. Zhang et al. selected typical four types
of urban conditions and applied the K average clustering
algorithm to identify the working conditions and established
the relationship between fuel coefficient and fuel con-
sumption and proposed the minimum energy management
strategy based on equivalent fuel [5]. Hofman et al. analyzed
and evaluated the concept of IMA and Prius’s transmission
system, in order to reveal the potential limitations of fuel
economy and performance, and the design and cost involved
in the quantitative implementation (limited) fuel economy
and performance trade off [6]. Torres et al. designed a rules-
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based controller to ensure that the vehicle manages the
power system in accordance with the standards of maxi-
mizing efficiency and autonomy [7]. Noyori et al. have
developed a regenerative braking system. The regenerative
braking energy obtained through the speed of vehicle de-
celeration or coast-down, through efficient power genera-
tion and charging, realized the improvement of fuel
economy [8]. Masjosthusmann et al. carried out research on
electric vehicle energy management, a type of electric vehicle
energy management system proposed by testing on a test
bench, and established a vehicle simulation model for the
electric vehicle [9]

The study of the abovementioned hybrid vehicle energy
management strategies mainly focuses on the energy dis-
tribution between power systems. At the same time, it is
considered that the SOC of the power battery is maintained
in a reasonable range, so that the entire system consumes the
smallest energy, and the above work is considered during the
design stage of the vehicle power system solution. However,
by optimizing the power distribution between the power
battery and the low-voltage battery, it can also improve the
economic performance of the vehicle. No relevant research
has been seen in this field.

The major contributions of this paper include the
following:

(1) A special energy management strategy and optimi-
zation idea are proposed, namely, the optimized
energy management strategy between the power
battery and the low-voltage battery is considered.

(2) We construct a high-voltage topology of the plug-in
hybrid system, while the special operation conditions
are classified into charging conditions, electric driving
conditions, and energy regenerating conditions.

(3) The energy management strategies under different
operation conditions are carried out and verified as
energy saving based on the charging and discharging
characteristics of the power battery in different
power.

This paper is organized as follows: in Section 2, we in-
troduce the system overview of high-voltage system topol-
ogy and vehicle and main components specifications. In
Section 3, the energy management strategy and optimization
solution are proposed under different operation conditions.
Section 4 gives the experimental results to illustrate the
effectiveness of the proposed control strategy. Some con-
clusions are stated in Section 5.

2. Problem Formulation

2.1. High-Voltage System Topology. The P2 configuration of a
C-class car hybrid system is shown as Figure 1, which
consists of a high-efliciency 4-cylinder gasoline direct in-
jection boost engine, clutch coupling motor module, motor
inverter, 7-speed dual clutch transmission, lithium-ion
power battery, DC/DC converter, and on-board charger. The
C-class vehicle and components main technical parameters
are given in Table 1.
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FIGURE 1: A certain C class plug-in hybrid system configuration.

The high-voltage system topology of the plug-in hybrid
car is as shown in Figure 2, where the power battery high-
voltage end is connected to the motor inverter, the on-board
charger high-voltage output terminal and the DC/DC high-
voltage input are connected together, and DC/DC low-voltage
output and the low-voltage battery and the low-voltage load
are connected. Based on the high-voltage system topology, the
charging and discharge state of the power battery and the low-
voltage battery can be managed to achieve optimize energy
management purposes by adjusting the operating state of the
motor, DC/DC, and on-board charger.

2.2. High-Voltage System Operation Conditions. Based on
high-voltage system topology, several basic operation con-
ditions of high-voltage systems can be determined.

2.2.1. Charging Conditions. The input 220V AC electrically
converted to the high-voltage of the power battery charged
the power battery by on-board charger under the charging
operation. DC/DC converts a portion of the charge output of
on-board charger to the low-voltage output and supply
charge to the power battery and the low-voltage load.

2.2.2. Electrical Drive Conditions. The power battery in the
driving condition is in the discharge state. The motor in-
verter converts the DC power output from the power battery
to the electricity of the motor, providing driving power for
the motor, while DC/DC converts the power battery elec-
trical energy to the low-voltage output terminal, which
provides power to the power battery and the low voltage
load. The DC/DC output can also be unpermitted to provide
an energy source to a low-voltage load in the case of suf-
ficient low-voltage battery power.

2.2.3. Energy Recovery Conditions. Under the energy re-
covery condition, the motor is in the energy feedback state of
negative torque, and the inverter can transfer the feedback
energy of the motor to the power battery and DC/DC [2].
When the power battery can recover energy, a part of the
recovered energy transmitted by the inverter will charge the
power battery and the other part will supply power to DC/DC.
When the power battery cannot recover energy, all the re-
covered energy transmitted by the inverter can be stored in the
battery and consumed by the low voltage load through DC/DC.
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TaBLE 1: Main technical parameters of the C-class vehicle and components.
Items Technical indicator Value
Vehicle parameters Lx W x H/axis/mm 5095 x 1875 x 1485/2970
P Curb weight/kg 2000
Powertrain configuration
Max. Speed/km >210
Vehicle performance 0-100 acceleration time/s <8.6
P NEDC driving cycle fuel consumption L/100 km <24
Pure electric driving range/km =50
. Type 4-Cylinder GDI
Engine Power kW/torque Nm 145/280
Transmission Type DCT-7gears
Type PM
Driving motor Peak power/kW 55
Peak torque/Nm 280
Type Lithium
Battery Energy/kWh 13
Input voltage/V 200~400@DC
DCDC Rated output voltage/V 14.5+0.2@DC
Rated output current/A 120
Rated power/kW 3.6
Input voltage/V 180~260V@AC
On-board charger Output voltage/V 200~400
Input current/A <16

— | charger ~220V
Motor |—]{Inverter DC/DC Low voltage load
A
Low voltage
Power battery| battery

FiGure 2: High-voltage system topology.

3. Energy Management Strategy

3.1. Power Battery Charge and Discharge Power
Characteristics. Ternary lithium-ion batteries are often used
as power batteries. Figure 3 shows the characteristic curve of
the allowable charge and discharge power of the power
battery. It can be seen from Figure 3 that the higher the
battery temperature within the normal non-limit operating
temperature range, the higher the allowable charge power
and allowable discharge power of the battery. However, as
battery power is higher than a certain value a%, the allowable
charge power of the battery drops rapidly to close to zero,
when battery power is lower than a certain value b%, the
allowable discharge power of the battery drops rapidly to
close to zero. The power battery power range in which the
vehicle can run purely electric is between b% and 100%.
Therefore, in terms of improving the driving range of purely
electric, it is necessary to focus on solving the charging
recovery problem in the power battery power range from a%
to 100%.

3.2. Energy Optimization Solution. In the later stage of ve-
hicle performance achievement, improving the pure electric
driving range of the vehicle needs to be realized by opti-
mizing the energy management strategy. The optimization
work can be performed in the following two aspects, as
described below.

3.2.1. Energy Recovery Optimization When the Low Per-
mitted Charging Power of the Power Battery. According to
the charging and discharging characteristics of the power
battery, in order to solve the problem that the energy cannot
be recovered when the allowable charging power of the
power battery is low, an energy recovery scheme as shown in
Figure 4(a) can be formulated. The recovered electric energy
is absorbed through the low voltage load and the battery, and
the recovered electric energy is used for the low voltage load
part, which can reduce electric energy consumption of the
power battery at the current time, while a small part of the
recovered electric energy can be stored in the battery for later
use.

3.2.2. Optimization of Low Voltage Battery Power. To make
full use of the electric energy of the battery, the electric
energy stored in the battery during charging and energy
recovery can be released to the low voltage load under the
electric driving condition, so as to further reduce the electric
energy consumption when the power battery is driven, as
shown in Figure 4(b).

3.3. Energy Management Strategies under Different
Conditions. Figure 5 shows a complete energy management
process, the period is a charging condition from ¢, to ¢,, and
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power in the grid is stored in the power battery and the low-
voltage battery. The period is a power consumption process
from t; to ts, stored power in the power battery and the low-
voltage battery is converted to the kinetic energy of the
vehicle by motor driving. The period is the power retention
process from t5 to t, the power battery and the low-voltage
battery are maintained at a certain level.

The following is description for energy management
strategies under different conditions of different
conditions:

3.3.1. Charging Conditions. Since the power of the power
battery is at a lower level due to the use of the power battery,
meanwhile, low-voltage battery power has a certain lifting
space, so the electric energy in the grid can be stored in the
power battery and the low-voltage battery when the battery
is charged, as shown in Figure 6. The power battery and the
low-voltage battery can be filled in the full power state, which
can increase the electric energy reserves stored in the low-
voltage battery, and this stored electrical energy can be lately
used for motor drive and low-voltage load consumption. The
relation of input and out energy shown in (1) and (2).

_ Echargeout
grid — . (1)

charger

E

(Elvbin + Elvlin)
fIpc pe

E (2)

chargerout — Ebutteryin

E pargerour 1S the energy output of charger; E,,; 4 is the
energy of grid; g, is the efficiency of charger; Epgyer i i
the energy input of power battery; Ej,;;, is the energy input
of low-voltage battery; Ej;, is the energy input of low-
voltage load; and #p p¢ is the efficiency of DCDC.

3.3.2. Electric Drive Conditions When Sufficient Low Voltage
Battery Power. Under the electric drive, the power battery
needs to provide driving power to the motor. The power
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FIGURE 6: Energy management under charging conditions.

consumption of the low voltage load can be provided from
the low-voltage battery in sufficient low-voltage battery
power, as shown in Figure 7(a), i.e., during the electric
driving process, stored power in the low-voltage battery can
be released to a low-voltage load at this time, reducing the
power consumption of the power battery.

The relation of input and output energy are shown in (3)
and (4).

Emotorin

Ebutteryout = . (3)
Hinverter

Elvbout = Elvlin (4)

Epatter yout 18 the energy output of power battery; E, ;orin
is the energy input of drive motor; #;,,,.., is the efficiency of
inverter; Ej,,,, is the energy output of low-voltage battery;
and Ej;, is the energy input of low-voltage load.

3.3.3. Electrical Drive Conditions When the Low Voltage
Battery Power Balance. When the low-voltage battery is
released to a better operating point, the low-voltage battery
power balance mode is entered. In this mode, the target load
of DC/DC is set to zero; that is, the zero with the target
output current of DC/DC is closed-loop controlled, so that it
can be protected to prolong the low-voltage battery life [9].
At this time, the power battery is not only supplied to the
motor but also provides power consumption to the low-
voltage load by DC/DC, as shown in Figure 7(b).

Because of the low-voltage battery in an electric quantity
balancing control mode, the low-voltage battery is no longer
acquired from the power battery, which can reduce the
power consumption of the power battery.

The relation of input and out energy are shown in

(5)-(7).

Ebatteryout = Einverterin + EDCDCin (5)
Emotorin = Einverterin X Hinverter (6)
EDCDCout = Elvbin + Elvlin (7)

Epatteryour 1s the energy output of power battery; Ej,,errerin
is the energy input of inverter; Epcpcy, is the energy input of

DCDG; E,,, ;o is the energy input of drive motor; E;,,,crrerin
is the energy input of inverter; #;,,.., is the efficiency of
inverter; Epcpeo: 18 the energy output of DCDC; Ej,;,, is the
energy input low-voltage battery; and E;;, is the energy
input low-voltage load.

3.3.4. Energy Recovery Conditions When Low Permitted
Charging Power of the Power Battery. When the allowable
charging power of the power battery is very low or even close
to zero, if the power battery is charged through energy
recovery, the battery cell voltage may be too high, resulting
in cell failure. Hence, the power battery absorbed the energy
recovery replacement of DC/DC, as shown in Figure 8(a).
DC/DC passes the recovered energy to a low voltage load
and the low-voltage battery, and the battery can store
partially recovered energy and release it to the low-voltage
load under electric drive conditions.

The relation of input and output energy are shown in

(8)-(10).

E.
_ “inverterout
Emotorout - . (8)
Hinverter
E
_ *~DCDCout
Einverterin - . (9)
Nbcpe
EDCDCout = Elvbin + Elvlin (10)
E, otorous 18 the energy output of drive motor; E;,,...rerour 1S

the energy output of inverter; #;,,,,4., is the efficiency of
inverter; E;,ererin 1S the energy input of inverter; Epcpeoys 1S
the energy output of DCDC; #pcpe is the efficiency of
DCDG; Ej,;, is the energy input low-voltage battery; and
E, ;i is the energy input low-voltage load.

3.3.5. Energy Recovery Conditions When the High Permitted
Charging Power of the Power Battery. When the power
battery is in the normal power range, and the battery
temperature is in the normal temperature range, the power
battery has a higher charging power, and the energy of the
sliding or braking can be recovered, as shown in Figure 8(b).
The power battery stores most of the energy recovered by the
motor, and a small portion is supplied to a low-voltage load
through DC/DC, and the low-voltage battery is in a power
balance. Thus, when the power battery is in the normal
power range, it is possible to store most of the electric energy
recovered by the sliding or braking.

The relation of input and output energy are shown in
(11)-(Q13).

E

inverterout
Emotomut = - ( 1 1)
Minverter
E _ Ebutteryin + EDC DCout 12
inverterout — . ( )
fIpc pc
EDCDCout = Elvbin + Elvlin (13)
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battery.

E, otorous 18 the energy output of drive motor; E;, . erous 1S
the energy out of inverter; #;,,,,.,¢., is the efficiency of inverter;
Epatteryin is the energy input of power battery; Epcpeoy is the
energy output of DCDGC; #pcpc is the efficiency of DCDC;
E,,p, is the energy input low-voltage battery; and E; ;, is the
energy input low-voltage load.

3.4. Energy Management Strategy Implementation.
According to the abovementioned energy management
policy and optimization, the key of implementation is to
adjust the energy of the DC/DC output. Based on the
situation, it can be achieved by controlling the output
voltage of DC/DC at different operation conditions, as
shown in Table 2. The current conditions should be
identified through the vehicle state, the state of the power
battery, and the state of the low-voltage battery, and then
the corresponding DC/DC target output voltage command
is output according to the identified operation condition
and finally implements the energy management policy and
optimization.

4. Test Verification

In order to verify the effect of the optimized energy man-
agement strategy, a comparative test of two groups of pure
electric driving range tests was carried out on the vehicle.
One group used the original strategy that was not optimized
and the other group used the optimized strategy. The final
test results are shown in Table 3. It can be seen from the table
that the total electric energy consumption after the strategy
optimization is 0.642kWh lower than that of the non-
optimization when driving the same 50 km.

Figure 9 shows the curve comparison of two groups of
tests in the first NEDC cycle. It can be seen from the figure
that in this cycle, compared with the nonoptimized strategy,
the optimized strategy can discharge the battery when
driving and charge when recovering, realizing the optimal
management of energy.

Table 4 shows the comparison results of the pure electric
driving range of the two groups of tests when the power
consumption of the power battery is the same. It can be seen
from the table that the optimized energy management
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TaBLE 2: Target output voltage of DC/DC.

Target output voltage before

Target output

Num. Conditions o, voltage after optimization of
optimization of DC/DC (V) DC/DC (V)
1 Charging condition 14.5 14.5
Electric driving condition under sufficient
2 14.5 12.0
power of low-voltage battery power
Electric driving condition under
3 14.5 12.0
balance power of low-voltage battery power
Energy recovery condition when low permitted charging
4 14.5 14.5
power of the power battery
Energy recovery condition when sufficient permitted
5 . 14.5 14.5
charging power of the power battery
TaBLE 3: Energy management comparison test data.
Electric driving range  Energy consumption of low-voltage Energy consumption Total energy consumption
Num. (k) battery (kWh) of power battery (kWh)
R (kWh)
Before 50 0.637 10.297 10.934
optimization
After 50 0.289 10.009 10.298
optimization
Current of low voltage battery (A)
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FIGURE 9: Comparison of two sets of tests under the first NEDC cycle.
TaBLE 4: Comparison of electric range.
Test num. Window range SOC of power battery (%) Pure electric range (km)

Before optimization
After optimization

80
80

50

53




strategy can increase the pure electric driving range of the
vehicle from 50km to 53 km; that is, the driving range is
increased by 6%, and the expected goal is achieved.

5. Conclusion

In the later stage of the vehicle performance, in order to
further improve the pure electric driving range of the ve-
hicle, the strategy of energy management optimization be-
tween the power battery and the battery under different
working conditions is proposed. The strategy fully considers
the allowable charge discharge power characteristics of the
power battery and summarizes five service conditions for
optimizing energy management, namely, charging condi-
tion, electric driving condition when the battery is full,
electric driving condition when the battery is balanced,
energy recovery condition when the allowable charging
power of the power battery is low, and energy recovery
condition when the allowable charging power of the power
battery is high.

Then the corresponding energy management optimi-
zation strategy is formulated for each working condition.
Finally, based on the energy management optimization
strategy under different working conditions, the corre-
sponding target output voltage of DC/DC is controlled to
achieve the expected results. Through the NEDC pure
electric driving range test results of C-class plug-in hybrid
power, it can be seen that when the optimized energy
management strategy is used for control, the pure electric
driving range of the vehicle is increased by 6%, and the
purpose of improving the pure electric driving range is
achieved.
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In the Internet age, information security is threatened anytime and anywhere and the copyright protection of audio and video as
well as the need for matching detection is increasingly strong. In view of this need, this paper proposes a zero-watermarking
algorithm for audio and video matching based on NSCT. The algorithm uses NSCT, DCT, SVD, and Schur decomposition to
extract video features and audio features and generates zero-watermark stream through synthesis, which is stored in a third-party
organization for detection and identification. The detection algorithm can obtain zero watermark from the audio and video to be
tested and judge and locate tampering by comparing with the zero watermark of the third party. From the experimental results,
this algorithm can not only detect whether the audio and video are mismatched due to tampering attacks but also locate the
mismatched audio and video segments and protect the copyright.

1. Introduction

With the development of global networking, digital media is
fast and convenient. While bringing convenience, security
issues are increasingly prominent. Digital watermarking
technology can protect the copyright of audio or video to a
certain extent and is a hot research field of data security. But
at present, the matching of audio and video cannot be
detected and located by digital watermarking technology,
which is a blind area of security protection and detection.
Therefore, the research on audio and video matching de-
tection and location is urgent.

At present, there are very few watermarking algorithms
for audio and video matching detection. Most of the digital
watermarking algorithms are image watermarking, audio
watermarking, video watermarking, etc. The media attached
to the algorithm are single. Image digital watermarking
mainly includes spatial domain method [1], transform do-
main method [2-6], and deep learning-based method [7].
Transform domain method commonly uses DCT (Discrete
Cosine Transform), NSCT (Nonsubsampled Contourlet
Transform) [4, 5], DWT (Discrete Wavelet Transform) [6],
and so on. As a new direction, watermarking algorithm

based on deep learning appears on the way of watermarking
technology, but it still needs to be improved in terms of
watermark capacity and algorithm complexity. Video
watermarking can be divided into original video water-
marking algorithm and video watermarking algorithm based
on compression domain. The former can refer to the existing
image watermarking algorithm [8-10]. The latter is a
watermarking technology combined with specific video
encoding methods, such as MPEG [11], H.264 [12], and
H.265 [13] video watermarking algorithms. Audio water-
marking algorithms mainly include time domain and
transform domain algorithms, and time domain audio al-
gorithms include least significant bit algorithm [14], echo
hiding algorithm [15], and phase coding algorithm. In order
to improve the robustness of watermarking algorithm, more
scholars begin to pay attention to the research of water-
marking algorithm in transform domain and transfer the
embedding position of watermark from time domain to
transform domain. For example, [16] proposed the audio
watermarking technology based on DWT, [17] proposed the
audio watermarking technology based on SVD (singular
value decomposition) and fractional Fourier transform, and
[18] proposed the audio watermarking technology based on
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DWT and SVD. At present, most of the watermarking al-
gorithms of audio and video are designed separately, but
multimedia data is composed of audio and video together, so
it is not enough to protect only one of them. Tamper
protection or even matching protection is needed for both
audio and video. Dittmann et al. [19] proposed the earliest
cross-watermarking algorithm in 1999, which can verify the
synchronization between audio and video. Although this
cross-watermarking algorithm can be easily implemented,
the watermark cannot resist various attacks [19]. In order to
improve the robustness of watermarking, Wang and Pan
[20] proposed an audio-video cross-watermarking algo-
rithm combined with a visual saliency model, which em-
bedded the watermark into the DC coefficient of DCT
through quantitative index modulation [20]. Esmaeilbeig
and Ghaemmaghami [21] proposed an audio and video
watermarking algorithm based on compressed domain. The
algorithm generates hash bits in the audio part and embeds
them as watermarks in the QDCT coeflicients of video
Immcl frames [21]. The above audio and video cross-
watermarking does not provide copyright protection for
audio and video at the same time but only generates wa-
termarks based on the whole multimedia stream, which can
only judge whether the whole audio and video match and
cannot locate the tampering of small segments in audio and
video streams. Sun et al. [22] proposed a video zero-
watermarking algorithm based on NSCT, DCT, DWT, and
SVD. The algorithm generates zero-watermarking frame by
combining audio watermark with video frame feature ma-
trix, which can be utilized locating the attacks for the video
besides verifying its copyright [22].

This paper presents an audio and video matching digital
watermarking algorithm based on NSCT transform. The
algorithm extracts video features and audio features of each
segment, respectively, and generates a zero-watermark
stream through synthesis. Experiments show that this al-
gorithm can not only detect whether the audio and video are
mismatched due to tampering attacks and locate the mis-
matched audio and video segments but also protect the
copyright.

2. General Framework of Audio and Video
Matching Zero-Watermarking Algorithm

The difference between zero watermarking and traditional
digital watermarking is that it is not really embedded into the
carrier, but it is obtained by extracting the stable features of
the carrier to construct the feature moment and performing
XOR operation with the watermark information. This paper
can not only generate zero watermark but also realize the
matching detection of audio and video, and its generation
and detection framework is shown in Figure 1. The gen-
eration algorithm first preprocesses the audio and video and
segments them by 1s, and the audio and video segments are
synchronized and corresponding in time. Then, the audio
stable features are extracted from the audio segment to
construct the audio feature matrix, and the key frames and
their features are extracted from the visual frequency band to
generate the encrypted video watermark. XOR is performed

Complexity

between the encrypted video watermark and the audio
feature matrix to obtain the zero watermark of the segment.
The zero watermark generated by each segment is integrated
with its audio and video features. When the whole audio and
video performs the same operation, a zero-watermark
stream is formed, which is saved together with the key frame
number and other information to a third party such as the
copyright center. The matching detection process is to
generate zero watermark for audio and video segments in the
same way as that of the copyright center and detect the
matching of audio and video by comparing with the zero
watermark of the copyright center. In addition to detecting
audio and video matching, this zero watermark can also be
used for traditional copyright recognition.

3. Zero-Watermarking Generation
Algorithm for Audio and Video Matching

The zero-watermark generation algorithm for audio and
video matching is shown in Figure 2. The audio and video
are decoded and segmented in 1s to obtain several short
audio and video pairs composed of video and audio seg-
ments. Each audio and video pair are matched and detected
so as to realize audio and video tampering judgment and
positioning in a small time period. Video watermarking is
generated by NSCT, DCT, Schur decomposition, and other
algorithms. DWT and SVD algorithms are used to extract
audio features. The encrypted video watermarking is XOR
operated with the extracted sound feature matrix to obtain
the audio and video matching zero watermark. Zero wa-
termark will be registered by the third-party copyright or-
ganization to save, when the audio and video need to be
authenticated and detected out of the use.

3.1. Generation of Encrypted Video Watermark. Video wa-
termark is composed of key frame features of video segment.
First, the key frame image is extracted based on frame
difference Euclide distance method, and the extracted key
frame number is saved as the key, and the video frame image
as the watermark is found by the key in the zero-water-
marking detection of audio and video matching. Based on
the key frame image, it is converted from RGB space to
YCoCg color space. The Co component was decomposed by
NSCT, DCT, Schur decomposition, and other methods to
generate the video feature matrix, which was binarized and
encrypted to obtain the encrypted video watermark. The
detailed steps of generating encrypted video watermarks are
shown in Figure 3.

3.1.1. Key Frame Extraction Algorithm Based on Euclidean
Distance between Frames. This algorithm uses the method
based on the Euclidean distance between frames to extract
key frames [23]. The main idea of this method is to calculate
the Euclidean distance of two consecutive frames of images
and select the key nodes through the Euclidean distance of
images. This method is simple and easy to operate. The
definition of interframe Euclidean distance is shown in the
following equations:
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FIGURE 2: Zero-watermark generation process based on audio and video features.
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Algorithm 1
name:

Generation of encrypted video watermark

Input:
Initialize:

Keyframe image I
D=zeros (32,32)

Begin:

L=NSCT2 (Co)

N,;= DCT2 (niyj)

for i=1:32
for j=1:32
[Ui)j)Ti)j] = Schur (Ni,j,)
A = diag (T; )
d (i,j)=max (1)
end for
end for
calculate M=mean (d)
a=find (d>M)
D (a)=1

calculate B, = Zernike (I) /*Calculate the Zernike moment B, of I*/
Convert I from RGB to YCocg and extract Co component

/*The low-frequency subband L is obtained by two-layer
NSCT transformation of Co*/

L is divided into non overlapping blocks, and block (i,j) is remarked as ni;j (i,j = 1,2,...,32)
/*2-D DCT transformation of ni,j*/

/*Schur decomposition of N */

/*Look for points greater than M in the matrix D*/

W=logistics (D) /*Encrypt D with logistics to obtain the encrypted video watermark W*/

Output: Encrypted video watermark W

FIGURE 3: Pseudocode of generating algorithm of encrypted video watermark.

ti (i, 1) = (Gre2 G5 ) = Giwr G5 1)) = (Grear Gs ) = gic (i5 7)), (1)

where g (i, j), gi.1 (> j), and gy, (i, j) represent the gray
value of the k frame image, k+ 1 frame image, and k +2
frame image at pixel point (4, j), respectively, k represents the
number of frames of the video, and k=1, 2,3, ..., J. t; (i, j)
represents the gray difference between the k + 2 frame image
and the k + 1 frame image minus the gray difference between
the k + 1 frame image and the k frame image. The image size
is M x N.

The steps of extracting key frames based on the Eu-
clidean distance between frames are as follows:

(1) Use (1) and (2) to calculate the Euclidean distance of
each frame of image. If there are ] frames of images,
there are J—2 Euclidean distances.

(2) Calculate the extreme value of J—2 Euclidean
distances.

(3) Find the maximum and minimum values of these
extreme points and calculate their mean values.

(4) Compare each extreme point and the mean value.
The image corresponding to the extreme point
greater than the mean value is the key frame image.

3.1.2. NSCT Transform. NSCT has multiscale property and
good anisotropy and translational invariance. NSCT
transform is composed of NSP (Nonsubsampled Pyramid)

(2)

and NSDFB (Nonsubsampled Directional Filter Bank). The
nonsampling tower filter performs multiscale decomposi-
tion on the image first and then removes the low-frequency
part. The nonsampling direction filter bank performs di-
rectional decomposition on the high-frequency part, making
the NSCT transform multiscale and multidirectional an-
isotropy. The principle of three-stage NSCT transformation
is shown in Figure 4. Its output is low-frequency yl and
three-stage high-frequency y2, y3, and y4, and its direction
numbers are 2, 4, and 8, respectively.

After NSCT, the low-frequency part gathers the energy
of the image and represents the contour information of the
image, while the high-frequency part contains less energy of
the image. The algorithm in this paper can ensure the
embedding strength of watermark by taking advantage of the
large energy value of the low-frequency part transformed by
NSCT and the same size of the image as the original image,
so the transformed low-frequency subband is selected as the
object to construct zero watermark.

3.1.3. DCT Transform. DCT is a kind of orthogonal real
transform, which has strong information concentration
ability and is widely used in digital watermarking technology
because of its strong robustness and good concealment [24].
For the two-dimensional image f (x, y), its DCT and its
inverse transform are shown as follows:
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2 AMELNCL (2x + Dum Q2y+
F(u,v) = c(u)c(v X, y)cos cos ,
(u,v) m()(),;)y;f( y)eos== N
(3)
2 MIINA (2x + Dum 2y +vm
X, V) = —— c(u)c(v)F (u, v)cos cos y
f(x) m;;””( ) o, N
1/\2yu v=0 the encrypted video watermarking. The detailed steps of
where ¢(u) =c(v) = 1 others [* ¥ and v are the 5144 feature matrix generation are shown in Figure 5.

horizontal and vertical frequency, respectively, x, y are the
pixel coordinates, xu=0,1,2,---,M - l,and
»,v=0,1,2,---,N - L

3.1.4. Schur Decomposition. Schur decomposition decom-
poses a matrix X into the unit orthogonal matrix Y and the
upper triangular matrix U such as X = YUYH, and Y¥ is the
conjugate transpose of Y [25]. Then, the Schur of any n-
order square matrix X can be decomposed into

Ay T e Ty,
Ao o
X =yUy" = 2 n (4)
A

n

Schur decomposition is widely used in digital water-
marking because of its scaling invariance and low compu-
tational complexity. When the matrix is scaled by a certain
multiple, only the eigenvalues change by a multiple. The
scaling invariance of Schur decomposition can deal with
scaling attack well and improve the robustness of water-
marking. In addition, Schur decomposition is a step of
singular value decomposition; it does not need to transform
the upper triangular matrix into diagonal matrix, so the
calculation is less.

3.2. Generation of the Sound Feature Matrix. The sound
feature matrix is generated from the features of the audio
segment. The algorithm performs DWT and SVD on the
segmented decoded audio to obtain stable audio features.
Based on this, the feature matrix is formed and binarization
is carried out. After that, XOR generates zero watermark for

4. Audio and Video Matching
Detection Algorithm

The video matching detection algorithm and the audio-video
matching zero-watermark generation algorithm are inverse
processes to each other, as shown in Figure 6. Supported by
the key frame number, Zernike moment, and other infor-
mation saved by the third party, the zero-watermarking
generation algorithm is used to obtain the zero watermark of
the audio and video to be tested. The similarity between the
zero watermark to be detected and the zero-watermark
stream saved by the third party is judged, and whether the
audio and video segment has been tampered is determined
according to the similarity threshold. The Zernike moment
can better resist rotation attack. The detailed steps of audio
and video matching detection algorithm are shown in
Figure 7.

5. Experimental Results and Analysis

The experiment is carried out on MATLAB R2018b. The
watermark is encrypted by logistic chaos, and its initial
value x, and parameter u are used as the key. Only by
knowing the zero-watermark algorithm, encryption
method, and its key can the watermark information be
decrypted correctly. Considering the security of the algo-
rithm and watermark, the parameter of Logistic chaotic
encryption is set as x, = 0.1, u = 4. For the length of audio
and video segments, this paper determines that the audio
and video segmentation unit is 1s through comprehensive
analysis and experiments from the aspects of the stability of
audio and video features, the rapidity of generating zero
watermark, the minimization of occupied resources, the
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Algorithm 2
gortthim Generation of sound characteristic matrix
name:
Input: Audio segment Q, Vector length of each segment n
Initialize: F=zeros (32,32)
Begin: [Ca2,L]=wavedec (Q,2,haar’)  /*Extract the approximate component Ca2 of
wavelet transform of audio Q*/
I=floor (sqrt (n))
for k=1:1024 do
A=Ca2 ((k-1)n+1 :kn) /*Divide Ca2 into 1024 segments, each with a
length of n*/
J=reshape (A, I, ]) /*Upgrade A dimension to a matrix of 32¥32 size*/
[U,S,V]=SVD (J) /*The diagonal matrix s is obtained by SVD
decomposition of J*/
e (k)=S (1,1)
end for
el = reshape (¢,32,32)  /* Upgrade e dimension to a matrix of 32 * 32 size*/
calculate m=mean (el)
b=find (el1>m) /* Look for the point in E1 greater than m*/
F (b)=1
Output: Sound characteristic matrix F

FIGURE 5: Pseudocode of sound feature matrix generation algorithm.
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; ' watermark
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7
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b
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FIGURE 6: Audio and video matching detection and location process.

accuracy of matching detection, and so on. In this way, on
the one hand, it can effectively extract the stable features of
audio and video segments and quickly build an optimized
zero watermark. On the other hand, it can also detect the
tampering of small audio or video segments in the entire
audio and video stream more accurately [22]. The following

experiments use the video (including audio) in H.264
coding format, which is divided into 30 audio and video
segments in the experiment. The video frame size is
1080 x 1920, the duration is 30 seconds, the frame rate is
27 fps, the audio stream sampling rate is 44.1 KHz, 16-bit
quantization bits, and two channels.
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Algorithm 3

name:

Zero-watermark detection algorithm

Input:

Audio and video streaming V, Zernike moment A
Zero-watermark W, Tamper judgement threshold T

ame Key frame number,

Begin:
verified

arg(A__-A

qa=

nm_ nm)
m

W=w F
calculate NC

ifNC>T then
Flag=0
else
Flag=1
end if

PNC(WW)=

Decode the V segment top obtain the audio segment and video segment to be

Extract key frame image G according to frame number

/* The Angle that the keyframe needs to be adjusted, where

m is the multiplicity of Zernike moments 7 is the order of
Zernike moment*/

The adjusted image G is obtained by rotating G angle a
Produce w for G using Algorithm 1

/*Generate encrypted video watermark*/
Produce F’ for audio segment using Algorithm2
/*Generate sound characteristic matrix*/

TSN WGEHWG,)

55T WG PRI S W)

/* T is the initial set tamper judgement threshold*/
/*V is not tampered with and remarked as 0%/

/* V is tampered with and marked as 1*/

Output:

Normalized correlation NC, Flag

FIGURE 7: Audio and video matching detection algorithm pseudocode.

In the experiment, the NC (Normalized Correlation) and
BER (Bit Error Ratio) are used as the objective evaluation
standard of watermark robustness. The NC experiment and
analysis of the watermark image show that when the NC
value is above 0.8, the correlation between the two water-
mark images is high [24]. Therefore, the tamper-proof
threshold of audio and video is set as 0.8 in this paper for
audio and video matching detection and identification; that
is, when NC is greater than or equal to 0.8, audio and video
are matched. When the value is less than 0.8, the audio or
video is tampered with [22]. BER refers to the percentage of
the extracted watermark error bits in the total bits. The
PSNR (Peak Signal-to-Noise Ratio) is used as the difference
measurement index of two images. The larger the value of
PSNR, the better the invisibility of the watermark algorithm.

5.1. Audio and Video Matching and Tamper-Proof Test.
For the above experimental audio and video, we replaced the
video frames and audio segments in different time periods
and then carried out the audio and video matching detection
and positioning experiment. The experimental results are
shown in Figure 8. The NC values of the zero watermark
detected in Figure 8(a) are all less than the set threshold
value of 0.8, so it is determined that they do not match.
Therefore, segments 2, 5, 8, 11, 13, 16, 20, 23, 25, and 27 of
the video are tampered with. The NC values in Figure 8(b)
are all lower than the initially set threshold value, so it is
determined that they do not match. Therefore, audio seg-
ments 2, 6, 8, 12, 15, 18, 21, 24, 26, 28, and 30 are tampered
with. Experiments show that this method can detect whether

the audio and video are mismatched due to tampering at-
tacks and can locate the mismatched audio and video
segments.

5.2. Algorithm Robustness Testing

5.2.1. Video Robustness Testing. In order to verify the ro-
bustness of this algorithm, common attacks such as Gaussian
noise, salt and pepper noise, clipping, scaling, rotation,
Gaussian filtering, median filtering, and frame attack are
carried out on the video, as well as the combination of
several one-way attacks, and the experimental results are
shown in Table 1. From the whole experimental results, after
the attack, even if some PSNR has reached below 10 dB, the
NC value of the watermark of this algorithm is still above 0.9,
indicating that the algorithm has good robustness:

(1) Noise Attack. Noise attack is one of the most com-
mon types of attacks. The algorithm in this paper has
carried out Gaussian noise and salt and pepper noise
attack experiments on the video. The results are
shown in Figure 9. The range of noise attack intensity
is 0.01-0.1, with 0.01 as an interval. The figure
demonstrates that as noise level increases, the signal-
to-noise ratio of the video key frame image is de-
creasing, but the NC mean of the watermark remains
above 0.95, which shows that the algorithm in this
paper has good robustness to noise attacks.

(2) JPEG Compression Attack. In this paper, the ro-
bustness of the algorithm is tested for JPEG
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compression in the range of quality factor 10-90
with increments of 10 intervals, which is shown in
Figure 10. According to experiment results shown
in the figure, when the quality factor improves,
the NC values which were extracted from key
frames steadily rise and the distribution becomes
more concentrated, and the NC values also in-
crease with the improvement of quality factor.
Within the experimental range, the NC values are
greater than 0.96, indicating that the algorithm in
this paper has good robustness in resisting JPEG
compression.

(3) Filter Attack. In the research of image and video,

image filtering is one of the most common opera-
tions. In this section, it is a Gaussian filtering attack
that is applied on the video. As shown in Figure 11,
when facing the Gaussian filtering attack, with the

FiGuRre 8: Experimental results of matching detection and location of audio and video. (a) Experimental results of matching detection after
video tampering. (b) Experimental results of matching detection after audio tampering.

increase of the filter window size and the sur-
rounding scale, the NC value of the watermark
decreases, but it is still greater than 0.94, which
shows that the robustness of the Gaussian filtering is
better.

(4) Shear Attack. The algorithm in this paper conducts

an attack experiment of cutting 1/20, 1/16, and 1/8 of
the video on the upper left, lower left, upper right,
and lower right, and the results are illustrated in
Figure 12. The results demonstrate that because the
algorithm extracts the features of the key frames
when generating the watermark, even if the clipping
attack will lead to the loss of a large number of
features of the key frame image, the mean value of
NC in the experiment is still above the matching
detection threshold, which ensures the accuracy of
the matching detection.
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TaBLE 1: Experimental results of video robustness.

Attack type Attack parameter PSNR NC BER (%)
Gaussian noise 0.01 20.7781 0.9947 0.1558
0.05 14.3098 0.9853 0.4748
Salt and pepper noise 0.01 21.3424 0.9948 0.1646
pbepp 0.05 16.7343 0.9892 0.4720
Upper left 1/16 13.2199 0.9821 0.4759
Shear attack Lower right 1/20 14.8016 0.9930 0.1546
Scalin 1/2 33.5737 0.9985 0.1498
J 2 45.3691 0.9994 0.1454

Frame attack Frame average 28.8532 0.9932 0.15

Frame reorganization 34.7721 0.9972 0.1499
Recompression Mpeg4 32.2128 0.9853 0.4819
P H.264 33.2266 0.9875 0.4812
15° 18.3589 0.98 0.4823
Rotate attack 90° 19.1075 0.9807 0.4817
180° 19.9432 0.9914 0.1745
90 45.8949 0.9984 0.1440
JPEG compression 50 35.4672 0.9917 0.1599
20 30.9995 0.9841 0.4798
JPEG60 + rotate 30° 8.803 0.9523 1.7499
JPEG30 + rotate 45° 8.2203 0.9340 2.2831
Combined attack JPEGI10 + rotate 90° 6.2247 0.9120 3.4837
Gaussian filtering 3*3 + upper left shear 1/20 14.1580 0.9835 0.4827
Gaussian filtering 5*5+ upper left shear 1/20 14.0569 0.9815 0.4850
Gaussian filtering 7*7 + upper right shear 1/20 14.4891 0.9841 0.4814
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Ficure 9: NC value under noise attack.
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Figure 11: NC value under Gaussian filter attack.

(5) Rotate Attack. The algorithm in this paper carries
out rotation attack from 0° to 180° on the video. It
can be seen from Figure 13 that, with the increase
of rotation angle, the NC value is gradually de-
creasing, but all of them are above 0.96, indicating
that the algorithm can resist rotation attack well.

(6) Scaling Attack. The algorithm in this paper uses
different scaling multiples to attack the video key
frame images, respectively. As can be seen from
Figure 14, the NC values are above 0.96, indicating
that the algorithm in this paper has good robustness
to scaling attacks.

(7) Combined Attack. In actual audio and video trans-
mission, video often suffers from more than one
attack, and there may be multiple attacks acting at
the same time. Robustness under combined attack is
also an important aspect of algorithm performance.
The algorithm in this paper selects three combined
attack methods of rotation and JPEG compression
attack, shearing and Gaussian filtering attack, and
H.264+ other attacks to conduct experiments. The
results are shown in Figures 15-17, respectively. In
general, for the three combined attacks, the NC value
of the watermark is above 0.9, and there is still a large
margin space from the threshold of 0.8, indicating
that the algorithm can well resist the combined
attack.
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For Figure 15, the NC value of the watermark extracted
by the algorithm under small-scale cropping and Gaussian
filtering attacks can reach more than 0.96, which has strong
robustness. Compared with the two attacks, the NC value of
the algorithm is lower under the large-scale cropping attack,
and the sensitivity to the cropping attack is slightly higher
than that of the Gaussian filter.

For Figure 16, the experimental results show that the
algorithm has good antiattack ability against the combined
attack of rotation + JPEG compression. Most of the extracted
watermark NC values are about 0.94, and it can be seen that
the sensitivity of the algorithm to rotation attack is higher
than that of JPEG compression attack.

For Figure 17, under the combined attack of format
conversion and other attacks, the NC value of the extracted
watermark is relatively high, which can be used for matching
detection. Further analysis will find that the sensitivity of
different video frames to the attack is different, and the
ability to resist the combined attack has a certain rela-
tionship with the image content.

5.2.2. Audio Robustness Test. Audio with watermark may
encounter attacks in the process of transmission. Some
attacks may be unintentional, such as noise. Although they
may not affect the visual perception, they also affect the
reliability of watermark; some attacks may be intentional,
such as cutting, filtering, and compression. The algorithm
needs to have sufficient attack ability to resist various attacks
and ensure the reliability and security of the watermark. In
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FIGURE 14: NC value under scaling attack.
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Figure 15: NC mean under combined attack of shear and Gaussian filter.
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FIGURE 16: NC mean under combined attack of rotation and JPEG compression.

this paper, noise, weight, resampling, MP3 compression,and ~ under several attacks on the experiment, the watermark NC
other attacks on audio are carried out, and the audio ro-  value obtained by the algorithm in this paper is more than
bustness experiments are carried out. The results are shown  0.91, most of which are more than 0.99, and the robustness of
in Table 2. It can be seen from the data in the table that,  the algorithm is good.
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TAaBLE 2: Experimental results of audio robustness.
Attack type Attack parameter NC mean PSNR mean BER mean (%)
20dB 0.9191 28.8435 3.4829
White Gaussian noise 25dB 0.9954 32.4838 0.1482
30dB 1 32.5631 0
Requantization Up quantization 0.9995 31.6278 0.1473
Down quantization 0.9962 32.0576 0.1492
Resampling Upsamplin.g 0.9939 31.5582 0.1495
Downsampling 0.9879 33.5632 0.4796
Low-pass filtering 4kHz 0.9954 329113 0.1489
8kHz 0.9938 32.9013 0.1496
MP3 compression 128 kbps 0.9917 31.4401 0.1507
64 kbps 0.9938 31.9790 0.1495

TaBLE 3: The experimental results of the proposed algorithm are compared with those of literature algorithms (NC value).

Experiment audio Attack type Literature [26] algorithm Literature [27] algorithm Proposed algorithm
Requantization 0.9910 0.9963 0.9978
Resampling 0.9874 0.9899 0.9914
. Gaussian noise (20 dB) 0.9158 0.9467 0.9235
Classical . .
Gaussian noise (30 dB) 0.9756 0.9999 1
Low-pass filtering 0.9845 0.9913 0.9946
MP3 compression 0.9389 0.9864 0.9969
Gaussian noise (20 dB) 0.9295 0.9665 0.9451
Gaussian noise (30 dB) 0.9819 0.9993 1
Pop Low-pass filtering 0.9876 0.9911 0.9985
MP3 compression 0.9539 0.9899 0.9984
Requantization 0.9945 0.9985 0.9992
Resampling 0.9956 0.9918 0.9996

5.3. Comparison Experiment with Similar Algorithms.
This paper makes relevant experiments on similar algo-
rithms in literature [26, 27] and compares and investigates
them with the algorithms in this paper. Literature [26] se-
lects the audio segment according to the local time domain
characteristics of the audio signal and uses DWT and SVD
algorithms to construct a zero watermark for the selected
audio segment. Reference [27] is a zero-watermarking
method based on DWT-DCT-SVD. Compared with the two
algorithms, the algorithm in this paper is different in feature
extraction and decomposition methods.

In the experiment, two different styles of audio signals,
classical and pop, are selected as the original audio carrier.
They are mono audio signals with the sampling frequency of
44.1 kHz and quantization accuracy of 16 bits; [26, 27] adopt
32 x 32 fixed binary watermark image, and the algorithm in
these papers adopts 32 x 32 binary video watermark image
generated from video. The attack experimental results of this
algorithm and two comparative literature algorithms are
shown in Table 3. It clearly shows that the proposed algo-
rithm has excellent robustness against Gaussian noise,
weighting, resampling, and low-pass filtering attacks. These
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attacks are better than the comparison algorithm, and the
advantage is more prominent under MP3 compression
attack.

6. Conclusion

In this paper, a zero-watermarking algorithm for audio and
video matching based on NSCT transform is proposed,
which can detect whether the audio and video are mis-
matched due to tampering attacks, locate the mismatched
audio and video segments, and play a role in protecting and
identifying digital media information security. The algo-
rithm uses NSCT, DCT, SVD, and Schur decomposition to
extract video features and audio features and generate zero
watermarking after synthesis. From the experimental results,
the algorithm not only has strong robustness to common
single-item attacks but also has high antiattack ability to
combined attacks. Information security is a subject of
constant development and change.

With the advancement of technology, the forms and
types of attacks are also changing and improving, further
improving antiattack capabilities, anti-new attack capabil-
ities, robustness, and positioning speed and accuracy. It
needs continuous research and continuous improvement.
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Nowadays, due to restrictions on fossil fuels, the use of renewable energies is increasing day by day. Among renewable energies,
solar energy has received more attraction due to its availability in all places. Among solar energy technologies, the solar tower has
been welcomed due to its high power generation of electrical energy. For accurate modeling of the studied system, each
component of the system has been evaluated and modeling has been done. Therefore, in this research, solar tower modeling has
been conducted to achieve high electrical energy production, and to better compare the production rate, 5 cities in Iran with
different weather conditions have been considered. According to the results, it can be mentioned that the highest production
power by the studied system is related to Shiraz city with an average production of 20 kW/m?, and among the cities studied, the

lowest rate is related to Mashhad with a production power of 15kW/m’.

1. Introduction

Nowadays, the importance of using clean energy and
replacing it with fossil fuels is not covered as a basic solution
for protecting the environment. Also, the advantages of
consuming solar energy as a clean energy source, especially
in Iran, are clear [1, 2]. A simple technology that uses solar
energy to generate electricity is the solar chimney power
plant. In addition to using a simple technology, this type of
power plant has special advantages such as no need for water
and the possibility of generating electricity during the day
and night [3, 4].

Figure 1 shows a solar chimney power plant in the form
of a schema. The power plant consists of a transparent
collector and a cylinder chimney at its center. One or more
turbines are also installed near the chimney base, which is
connected to a generator. The function of this power plant is
that the sun’s radiation after passing through the ceiling of

the collector (which is a transparent layer like a glass) mainly
absorbs the surface of the earth, leading to the warming of
the earth’s surface and, consequently, the air adjacent to the
earth, the higher temperature of the air inside the chimney
column than the outside air, causing the effect of the
chimney, which leads to the suction of the ambient air into
the collector and then the chimney. Inside the chimney, it
moves turbines and generates electricity [5-7].

The beginning of the most important studies on this
subject dates back to 1931 when the basic principles and
description of the solar chimney power plant were reported
by Giinter [8]. The original example of the solar chimney
power plant with an output power of 50 kilowatts was
designed by Cuce in 2020, 150 kilometers south of Madrid,
Manzanares, Spain [2, 3]. Cuce et al. presented a brief
discussion of energy balance, design rules, production
power, and power plant cost analysis [9]. In the next study,
Cuce reported the preliminary results of testing the power
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FIGURE 1: Schema of a solar chimney power plant.

plant built in Spain [10]. In 2021, Malta provided an analysis
to determine the total efficiency of the power plant. He found
that even though a solar chimney has little efficiency,
building a large-scale power plant is the only economically
viable option [11]. Belkhode et al. presented an evaluation of
the experimental data to determine the performance of a
solar chimney power plant [12].

Khidhir considered the airflow inside the collector as an
extended radial flow between the two parallel disks in order
to obtain the heat transfer coefficient of the solar chimney
collector. In this study, the required analytical equations
were presented to estimate the coeflicients of heat transfer
and pressure drop obtained from friction [13]. Galia studied
the performance of the turbine used in the solar chimney
power plant [14].

To predict the performance of solar chimney power
plants, many researchers have used computational fluid
dynamics (CFD). As an illustration, Torabi et al. presented a
two-dimensional numerical model to estimate the air
temperature distribution within the power plant collector
[15]. In the following sections, Arzpeyma et al. simulated the
solar chimney power plant and its correlation with the
ambient wind effect [16]. In Reference [17], the authors
presented the developed mathematical model CFD analysis
for solar chimney efficiency evaluation with height variation.

Habibollahzade et al. developed a comprehensive the-
oretical model considering hourly changes in solar radiation
and investigated the effect of different geometric parameters
of the power plant on the output power [18]. Moreover,
Aligholami et al. studied the feasibility of implementing
solar chimney power plants in the Mediterranean regions
[19].

Many researchers investigated the performance of solar
chimney power plants and the quantity of electrical energy
production in Iran [20, 21]. However, in most studies,
transmission phenomena in the power plant have been
modeled in a reliable state [22-24]. While the constraints of
accumulation, especially the accumulation of heat in the
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surface layers of the earth and the chimney wall, can cause a
significant error in the simulation results [25].

In Reference [4], the authors presented the effects of
geometric parameters on the performance of solar chimney
power plants. Torabi et al. studied the investigation the
performance of the solar chimney power plant for improving
the efficiency and increasing the outlet power of turbines
using computational fluid dynamics [15]. In Reference [26],
the authors presented the solar chimney power
plants—dimension matching for optimum performance.
Cuce et al. studied the performance assessment of solar
chimney power plants with the impacts of divergent and
convergent chimney geometry [27].

In this study, the modeling of all parts of the power plant
has been done seamlessly and in unstable conditions. The
use of the discontinuous model allows, along with consid-
ering the changes in the ambient temperature and the
amount of sunlight during the day and night, heat reserves in
different power plant environments, including in the surface
layers of the earth and the chimney wall, are included in the
calculations. In addition, the instantaneous solar radiation
for Iranian cities is calculated using associate professors’
equations, which have been developed based on Iran’s cli-
matic conditions. In addition, the information about am-
bient temperature during the day and night has been
extracted from meteorological data and used.

After verifying the accuracy of the proposed model by
comparing its results with the existing empirical data, a
simulation of the power plant with dimensions and same-sex
power plants constructed in Manzanares, Spain (capacity of
50kW) has been carried out in 5 different cities of Iran
(Shiraz, Bushehr, Kerman, Tehran, and Mashhad) and its
average year-long power has been calculated. The results of
the modeling, while emphasizing on higher efficiency of this
power plant in Iran compared to Spain, indicate a significant
difference in the performance of solar chimney power plants
in different cities of Iran. Accordingly, the construction of
power plants in Shiraz will have the highest efficiency among
the five selected cities.

2. Materials and Methods

In this section, the governing equations of transmission
phenomena are presented in different parts of the power
plant which include the collector, turbine, and chimney
tower. In order to be more accurate in calculations, in
modeling all parts of the collector and chimney, accumu-
lation expression is considered for continuity, motion, and
energy equations.

2.1. Collector. The governing equations in the collector,
assuming that the radial current is fully developed, are as
follows.

2.1.1. Equation of Continuity.

10 dp

—; —r (rpu) = g, (1)
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where p and u better is the density and speed of airflow
within the collector, 7 is the radius of the collector, and t is
the time.

2.1.2. Equation of Motion. This equation is derived from the
momentum balance as follows:

A (2)

Here, P and H, are better indications of the air pressure
inside the collector and the height of the collector’s cover
from the ground up. Also, 7r and 7g are better shear stress in
the ceiling of the collector and the ground surface.

By condoning the roughness of the collector’s ceiling,
during the fully developed turbulence, the value 77 can be
obtained from the following equation:

2
7, = 00235 (3)
Re™

The Reynolds number is defined and calculated as
follows:
_ pud,
‘Ll b

Re (4)

where p is the dynamic viscosity and dj, is the hydraulic
diameter. This quantity for flowing between parallel pages is
twice the distance between pages. Shear stress caused by the
radial flow on the earth’s surface can be calculated by the
Kruger-Bayes equation (6).

1
vy =5 foul, (5)

where f is the friction coefficient and can be calculated as
follows:

€ 0.254 0.51
f= 0.02975(dg> [1.75(“) + 1}. (6)
h pue,

Here, ¢, is earth roughness. The combination of the
above two equations can be expressed as follows:

€ 0.254 0.51
T, = 0.014875pu§<—~”’> [1.75(L) + 1]. (7)
2H, pu €,

2.1.3. The Equation of Air Energy inside the Collector.
Energy balance on a fluid element that is in contact from
below with the ground and from above is in contact with the
collector, as expressed in the following form:
or or

f _ f

“pCyH 1, + hoi(Ty=Ts) +h (T, - T) = PCoH, ==
(8)

In this equation, C, is special thermal capacity, and T',,
T, and T, are ground surface temperature, airflow tem-
perature inside the collector, and ceiling temperature of
collector cover, respectively.

Due to low airspeed, the displacement mechanism is a
combination of free and compulsory displacement. In this
case, the displacement coefficient between the air f and the
ground (hgf) can be calculated from the following rela-
tionship [8]:

K\ Ky 1/4
hﬂf:<<Nuforce2—I_Ir> +<Nufreeﬁy> ) . (9)

That k¢ is the thermal conductivity of the air inside the
collector. Also, Nusselt no-dimension numbers are obtained
based on the following equations:

Nugpe, = 0.15(GrPr)'?,

_ 9/3(Tg,1 - Tf)H3 (10)

2 >
v

Gr

Nuf,, = 0.024Re**Pr*?,
where Gr and Pr are better than numbers without the
Grashof dimension and Prandtl, g is the acceleration of
earth’s gravity,  volumetric expansion coefficient, v cine-
matic viscosity, and T;; ground surface temperature.

_2uH,
=—

(11)

Re

The heat transfer coefficient of the displacement between
the inner airflow and the cover of the collector (h,f) is
similar to the method of calculating the heat transfer co-
efficient of the displacement between the airflow and the
ground, of course, with this method.

The difference in the Grashof equation should be the
temperature of the collector’s surface instead of the tem-
perature of the earth’s surface.

2.1.4. Equation of Collector Ceiling Energy. The energy
balance on the roof of the collector is as follows:

Tr) - hm (Tr - Ta)

- hrs (Tr - Ts) + hrs (Tr - Ts) = prcpr(gr%‘
In this equation, I, and I; are direct solar radiation
intensity and scattered solar radiation intensity, respectively,
which are calculated by associate professors’ equations (17).
ay, is the direct effective absorption coefficient, a, is the
effective absorption coeflicient of dispersion, and T, is the
ambient air temperature. Also, p,, C,, and J, are better
density, special thermal capacity, and thickness of collector
coating. The heat transfer coefficient of the displacement
between the cover surface of the collector and the outer air
(h,,), which is affected by the wind on the flat surface, is
calculated as follows [18]:

Ih(xh + Id(xd + hgr(Tg -
(12)

h,, =2.8+3u,, (13)

Here, u,, is the ambient wind speed. Also, h,, and h,,
which are the radiation heat transfer coefficient between the
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FIGURE 2: Layout of calculations.

earth’s two surfaces and the coating, respectively, as well as
the radiation heat transfer coefficient between the earth and
the sky, can be calculated from the following equations (19):
o 2 2
h,=——77—7—(T,+T T, +T,),
9 1/£g+1/£,—1( g r)( 9 ’)
(14)

h,, = aer(Tﬁ + Tf) (T, +T,),
where 0, ¢, and ¢, are Stephen Boltzmann’s constant, land
propagation coefficient, and collector cover dike coefficient,

respectively, and T, is sky temperature, the amount of which
is estimated in terms of Kelvin as follows [20]:

T, = 0.0552T". (15)

2.1.5. Equation of Earth’s Energy. In this section, the Earth
can be considered as a semiunlimited body. Therefore, the
Earth’s temperature equation is as follows:
2
9 Tg _ 'Dchﬂ a& (16)

072 k, ot ’

where p 9 Cpg> and kg are density, special thermal capacity,
and thermal conductivity coefficient of the earth,
respectively.

The first boundary condition of this equation is obtained
using the energy balance at the ground level as follows:

or
Ih(Tf“g)b + Id(Tf“y)d = hgr(Tg - Tr) + hyf(Ty - Tf) —ky aZg'
(17)
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TaBLE 1: Thermophysics properties and power plant dimensions.
The ceiling of the collector (glass)
Glass emission coeflicient 0.85
The roughness of glass 0
Thickness of glass 0/004
External radius 112
Internal radius 12
Average elevation from the ground level 1/85
Earth (soil)
Emission coefficient 0/9
Absorb coefficient 0/91
Density 1900 Kg/m’®
Special thermal capacity 840 Jules per kilogram degree celsius
Roughness 0/05
Turbine
Output 0/83
Chimney (cement)
Height 200
Inner diameter 10
Thickness 0/1
Roughness on the surface 0/002
Publication coefficient 0/84
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FiGure 3: The output of Manzanares power plant in Spain and its comparison with experimental data.

Due to the inseparability of the Earth’s radius and its low
thermal conductivity, the second boundary condition is as
follows.

or
7 — 00: —2 = 0.

(18)
0Z

2.2. Turbine. Turbine pressure drop can be calculated using

the Betz power rule [8]:

8

Ap; = -puy, (19)

where u, is the airspeed at the turbine’s output. The power

output power of the power plant is also calculated as follows

[12]:

mi Ap,
P

Power = (20)

TaBLE 2: Comparison of production power and energy production
in September.

Daily generated energy Average production

MJ) (kW/day)
Shiraz 2671/49 30/92
Spain 1390/18 16/09

where 7, is the turbine efficiency, considering the experi-
mental results obtained in the Spanish laboratories, this
parameter is considered to be 0.83. [2].

2.3. Chimney. By condoning the changes in air velocity in
line with the radius of the governing equations in the
chimney, it is expressed as follows.
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FiGure 4: Comparison of (a) ambient temperature and (b) solar radiation between Shiraz and Manzanares on September 2.

2.3.1. Equation of Continuity.

0 op
- = 21
2.3.2. Equation of Motion.
_87P — % — 27y, - = auz (22)
oz Pz "R, PITP

Shear stress on the chimney wall can be calculated from
the following equation:

1
T = foud (23)

Due to the magnitude of the chimney diameter, the
roughness effect of its surface is negligent and the friction

coefficient of the (f) chimney wall is obtained from the
following equation (22):

f = (1.82logRe - 1.64)"°. (24)

2.3.3. The Equation of Air Energy inside the Chimney. By
condoning the changes in air temperature in the direction of
radius and in addition to giving up thermal conductivity in
comparison with displacement, the equation of air tem-
perature distribution inside the chimney is written as
follows.

aT, 2hf
Poz R,

aT,

—PMZC pg.

(Tz - Twi) = pC (25)
The required boundary condition of this part is obtained
from equal to the temperature of the entrance to the
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chimney with the air temperature of the output from the h, = 114 + L4u,,q. (30)

collector. The heat transfer coefficient between the air inside
the tower and the inner wall of the tower is calculated from
the following equations:

Nu .k ;
h, = f atr’
f dch
Nu, = 0.023Re*®Pr!”, (26)
Re = pudch.
U

2.3.4. Equation of Chimney Wall Energy. Since the thickness
of the chimney is insignificant compared to its height, heat
conductivity can be assumed to be one-dimensional and

unstable.
10
~—|rk
r or (r

Boundary conditions at the internal and external levels
of energy balance on those surfaces are obtained as follows:
The equation for the internal surface is as follows:

oT
k,—=2lr=R, =h;(T,lr=R,-T).
w Tlr i f( w|r i )

(PuCp,Tw). (27)

or,\_o
vor | ot

(28)

The equation for the external surface is as follows:
oT

gr — k”’a—rw lr =Ry +h,(T,r =Ry —T)=0. (29)
In this regard, g, is the total direct and solar intrusive
radiation absorbed by the external surface of the chimney.
The heat transfer coefficient between the ambient air and
the external wall of the tower can also be calculated from the

following equation (19):

2.4. Method of Performance Calculations. To simulate the
performance of a solar chimney power plant, it is necessary
to solve all the governing equations seamlessly. In the
prepared simulation, these equations are solved using the
finite difference numerical method.

Simulation calculations are performed in two circles of
trial and error. In the external circle, the early temperature
values of the fluid and power plant components (including
the air inside the collector and the chimney, the surface
layers of the earth, the cover surface, and the temperature of
the chimney wall) are guessed at zero time; all of these
temperatures must be equal to the computational values for
the temperature at the end of the day at 24 o’clock.

In the inner circle at each time stage, the mass discharge
of the air inside the power plant is guessed. The correct
condition of this guess is the equal value calculated for the air
pressure reached at the end of the chimney with the outside
air pressure at that altitude. Figure 2 shows the design of the
calculations in the prepared simulator.

3. Results and Discussion

To validate the prepared model and numerical method of
solving the simulation results equations are compared with
the experimental data of The Manzanares Solar Chimney
Power Plant in Spain. The power plant is built from a
collector with a diameter of 224 meters and a tower with a
diameter of 10 meters and a height of 200 meters. Also, the
average height of the collector from the ground level is 85.1
meters. Other thermophysics dimensions and properties of
different parts of the power plant are listed in Table 1 [28].

Figure 3, the output results of the Manzanars power
plant can be compared with the results of this research. As
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TaBLE 3: Climate and climatic conditions of selected cities.

City Latitude Average annual relative humidity (%) The average yearly temperature difference Annual solar radiation (M]J/m)
Shiraz 29/53 28/4 14/58 7675/51
Bushehr  28/29 62/7 8/49 7337/18
Kerman 30/25 12/5 18/55 7071/19
Tehran 35/68 23/4 8/54 6678/48
Mashhad  36/26 24/3 11/02 6571/66
35 310
305
300 —

Global imsolation (M]/mz/day)

5
0
0 2 4 6 8 10 12
Time (hr)
—4— Shiraz == Tehran
~@= Bushehr == Mashhad

Kerman

FIGURE 6: Average monthly total solar radiation per day in different
months of the Gregorian year in selected cities.

can be seen, the simulation results are in very good
agreement with the experimental data, which confirms the
accuracy of the calculations. Table 2 shows the average daily
power and energy generated on September 2 for two power
plants. As can be seen, this power plant in Shiraz has ap-
proximately 92% more production capacity than the Spanish
pilot. This indicates the importance of investigating and the
possibility of building such power plants in Iran, especially
in Shiraz.

Figure 4 shows changes in ambient temperature and
solar radiation in Shiraz and Manzanares cities. A com-
parison of the power output of the Shiraz power plant
compared to the Spanish pilot is shown in Figure 5.

In this research, to investigate the effect of geographical
location and environmental factors on the performance of
solar chimney power plants and to optimize their con-
struction location in Iran, 5 cities in Iran (Shiraz, Bushehr,
Kerman, Tehran, and Mashhad) with different climatic and
environmental conditions and a high amount of solar ra-
diation, have been selected. In Table 3, the climate and
climatic conditions of the selected cities can be seen [17].

Figure 6 shows the solar energy radiated per unit area of
the horizon on the middle of the moon in 5 selected cities,
fulfilled using the associate’s equations (17). As can be seen,
Shiraz has the highest M]/mz/year (51.7675) and Mashhad
has the lowest solar/year MJ/m (66.6571), and the average
monthly temperature in the 5 selected cities is shown in
Figure 7.

" ..
.74
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.

Monthly average temperture (K)

275
270
0 2 4 6 8 10 12
Month
—4— Shiraz == Tehran
—@— Bushehr == Mashhad

wde= Kerman

FIGUrRe 7: Monthly average temperature changes in different
months of the year for selected cities in Iran.
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FIGURE 8: Average changes in power plant production power in
different months of the year for selected cities.

Figure 8 shows the average monthly production power of
the modeled power plant in 5 cities in Iran (Shiraz, Bushehr,
Kerman, Tehran, and Mashhad).

As can be seen in Figure 8, among these five selected
cities, the construction of power plants in Shiraz has the
highest efficiency and is better than Mashhad, Tehran,
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Kerman, and Bushehr has better 40%, 13%, 3%, and 16%
more production capacity than Mashhad and Tehran,
comparing average year power and average year radiation
for 5 cities of Iran (Shiraz, Bushehr, Kerman, Tehran). In
Figure 9, we can see the results of Mashhad city, which
includes the average production power.

Bushehr, despite having the stronger radiation, has less
efficiency than Shiraz; the humidity of the air as well as the
amplitude of temperature changes during the day.

4. Conclusion

In this paper, the governing equations of the solar chimney
simulator were presented and it was illustrated that the
prepared household simulator has good accuracy. Using a
simulator of a solar power plant in the dimensions of a Spain
power plant, for five different cities of Iran (Shiraz, Bushehr,
Kerman, Tehran, and Mashhad), the model and the fol-
lowing results were observed.

(1) If this power plant is constructed in Shiraz, the
energy produced per month in September is 92%
higher than the same amount in Spain.

(2) Among the 5 selected cities, Shiraz has the highest
efficiency, and power plants in Shiraz are 7.14% more
than the average power in four cities (Bushehr,
Kerman, Tehran, and Mashhad) estimated.

(3) Among the five cities studied, after Shiraz, the pri-
ority of constructing power plants is in Kerman,
Tehran, Bushehr, and Mashhad, respectively.

(4) The reason for the lower efficiency of the power plant
in the coastal city of Bushehr seems to be the high
humidity of the city’s air, as well as the lower scope of
the daily temperature changes in this city.
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As one of the important components in the transmission line, the insulator is related to the safe and reliable operation of the entire
transmission line. Aerial images are characterized by complex backgrounds, multiple pseudotargets, and low signal-to-noise
ratios. Rapid and accurate localization of insulators in aerial images is a critical and challenging task in automatic inspection of
transmission lines. Most insulator localization methods suffer from the loss of target edge detail information and large amount of
model parameters. To solve these problems, this paper adopts an Encoder-Decoder architecture, called ED-Net, to realize end-to-
end intelligent and accurate identification of insulators in aerial images. Firstly, Initial Module and CA-Bottleneck which are used
to extract features from images to generate finer feature maps are proposed in the Encoder path. Meanwhile, global average
pooling is used to preserve the maximum receptive field. Secondly, in the Decoder path, Refinement Boundary Module and
Asymmetric Convolution Module are given to perform boundary optimization on the feature map, which are generated by the
Encoder path. Finally, the Attention Feature Fusion Module is introduced into the Decoder path to combine high-level features
with low-level features better and reduce the gap between features of different levels. The proposed model architecture keeps a
suitable balance between the model parameters and insulator segmentation performance on insulator test datasets. Specifically, for
a 512 x512 input image, 95.12% mean intersection over union is achieved on the insulator test datasets with different envi-
ronments and model parameters size being only 13.61 M. Compared with the current state-of-the-art semantic segmentation

methods, the results show that the proposed method has higher efficient and accuracy.

1. Introduction

As an important part of transmission line, the integrity of
insulator directly affects the safety and reliability of trans-
mission line. According to statistics, the trip accident of the
transmission lines due to insulator fault in Figure 1 accounts
for 81.3% [1]. Since insulators are exposed to the natural
environment for a long time, they will be affected inevitably
by different climate and environmental factors, resulting in
defects such as filthiness, corrosion, breakage, and so on,
which threaten the safe operation of transmission lines.
Therefore, it is necessary to inspect the insulators regularly to
eliminate hidden dangers in time to ensure the stable op-
eration of the entire transmission line.

In the early days, the regular inspection of transmission
lines was carried out manually, and the insulators on the

transmission lines were observed, inspected, and measured
manually through eyes or telescopes. This inspection
method requires personnel to have rich prior knowledge,
which is inefficient and dangerous. In recent years, with the
advancement of computer vision and Unmanned Aerial
Vehicle (UAV) multimodal information fusion, UAV-
based aerial solutions are widely used in the transmission
line inspection [2]. Camera is the main way for UAV to
perceive external information; technicians use the image
information collected by UAV and image processing
technology to complete the regular detection of insulators
in transmission lines. However, as transmission lines are
usually located in different natural environments, aerial
images obtained by UAV camera have characteristics of
complex background, multiple pseudotargets, and low
signal-to-noise ratio, which make it difficult for image
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FIGURE 1: Insulator image. (a) Original aerial image. (b) Common insulator defects.

processing technology to identify insulators from aerial
images [3].

In traditional image processing, artificial feature en-
gineering is used to design and extract the feature infor-
mation (e.g., color, texture, and edge) of the insulator to
distinguish the insulator from the background in the aerial
image [3]. Reddy et al. [4] first transformed the insulator
image into the LAB color space and used the k-means
clustering algorithm to fuse similar pixels in the image and
then calculated the pixel intensity to draw a bounding box
based on a preset threshold. The bounding box features are
extracted as the input of the adaptive neurofuzzy inference
system (ANFIS), and finally the ANFIS model is trained to
detect insulators in the image. The disadvantage of this
method is that the model relies on the bounding box
generated by the clustering results, which is suitable for the
segmentation of insulators with less background interfer-
ence. Murthy et al. used Hough transform and support
vector machines (SVM) to segment the insulators in aerial
images and used multiresolution wavelet changes to extract
the features of the extracted insulators and then used SVM
to judge the state [5]. This method is suitable for aerial
images where the background texture and intensity in-
formation are quite different from those of insulators. In
[6], a method based on orientation angle detection and
binary shape prior knowledge (OAD-BSPK) was proposed
to realize the localization of insulators with different azi-
muths in complex aerial survey images. The algorithm first
uses the binarization and multicascade morphological
methods to obtain the edge of the insulator in the image to
initially detect the possible azimuth of the insulator. For
possible azimuths, binary shape priors are used to precisely
locate the insulators in the image. However, this method
needs to set a large number of thresholds to segment the
insulators, and the thresholds for different environmental
changes need to be reset, which greatly weakens the de-
tection of insulators in the natural environment. In [7], a
method was proposed to identify insulators in aerial images
by fusing shape, color, and texture information. The line
segments in different directions in different images are
extracted; thus, the candidate regions are obtained by
clustering according to the characteristics of the insulators.

Moreover, the insulator regions are obtained based on the
saliency features of the color and the prior knowledge
model; the texture features are used to detect the insulator
shedding defects. In [8], saliency detection was used to
determine the position of insulators based on color and
gradient features. Furthermore, adaptive morphological
methods were used to detect insulator defects. This method
is only suitable for the identification of glass insulators.
Traditional image processing algorithms are limited to
scenes with single background and fixed objects. Although
all the above methods can solve some problems in object
recognition, the design of artificial features requires more a
priori knowledge and makes it difficult to be highly robust
in natural environment image of insulators.

In recent years, with the development of deep learning,
many models based on convolutional neural networks
(CNN) have achieved excellent results in semantic seg-
mentation tasks, such as FCN [9], SegNet [10], U-Net [11],
and so on. Pixel-level segmentation can obtain targets in the
image and the location of the targets precisely; these models
have been widely used in the field of autonomous driving,
industry, and embedded devices, solving problems in
computer vision and promoting industrial automation.
Compared with traditional methods, CNN can automati-
cally extract features from images, which reduces the sub-
jectivity of artificially designed features and provides more
flexible solutions. It makes the insulator segmentation and
identification process more robust to light, background,
material, and other changes. At present, many researchers
have studied semantic segmentation network models to
perform pixel-level segmentation of insulator images. Gao
et al. [12] used the two-stage target detection Faster-RCNN
network to detect the insulators in the aerial images, input
the detected insulators into the fully convolutional network
(FCN) to complete the segmentation, and completed the
defect detection of the insulators. But the network is divided
into two convolutional neural networks: object detection
and semantic segmentation. This method reduces the
computational complexity of the semantic segmentation
algorithm and improves the segmentation speed. Ling et al.
[13] used the object detection network to identify insulators
in aerial images and cropped the identified insulators from
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the images, which were input into the U-Net semantic
segmentation network to complete the detection of the
insulator defects. The object detection would be unable to
satisfy demands for the detection of small defects (e.g.,
flashover and corrosion). However, semantic segmentation
is pixel-level detection, which would improve the accuracy of
model detection. It was noted that Up-Net network is given
to achieve semantic segmentation of insulator images in
[14]. This method does not require an object detection
network in advance and directly uses the semantic seg-
mentation method to complete the identification and seg-
mentation of insulators. Alahyari et al. [15] proposed a two-
stage convolutional neural network model consisting of
segmentation and classification units for fault classification
of insulators. Aerial insulator images have the characteristics
of complex backgrounds, many pseudotargets, and low
signal-to-noise ratios, which bring difficulties for segment
insulators. Semantic segmentation networks based on deep
convolutional neural networks are general algorithms.
Consequently, it is necessary to fine-tune the algorithm to
improve its accurate and efficiency for the enhancement of
insulator ~ segmentation  performance in complex

background.

Since the premise of insulator fault detection is to ac-
curately identify the insulator target in the image, it is radical
to develop a better insulator identification algorithm. This
paper focuses on the identification and segmentation of
insulators in complex background, aiming to improve the
identification efficiency and segmentation accuracy of in-
sulators in aerial images. In this paper, an insulator semantic
segmentation network is proposed, called ED-Net, which is
constructed based on an end-to-end Encoder-Decoder
structure, which realizes pixel-level segmentation of insu-
lators. The network consists of two parts: Encoder path and
Decoder path. In the Encoder path, Initial Module (IM) and
CA-Bottleneck Module are proposed to extract the feature of
the original image. The Coordinate Attention (CA) mech-
anism [16] and the depth-wise separable convolution are
used in the CA-Bottleneck module to make the network pay
more attention to the region of interest in the image and
reduce the amount of model parameters and make the
network more effective, respectively. The global average
pooling layer (GP) is added in the tail of the Encoder path to
retain the maximum receptive field. In the Decoder path, we
proposed Asymmetric Convolution Module (ASM) and
Refinement Boundary Module (RBM) to optimize the in-
sulator boundary information. For reducing the diversity of
features, the attention feature fusion module (AFFM) is
proposed to fuse the features better in each stage.

Our contributions are summarized as follows:

(1) In the Encoder path, the proposed IM is used to
quickly downsample the original image and then add
coordinate attention mechanism in the original
Bottleneck module, named CA-Bottleneck Module.
The module is stacked in the Encoder path to en-
hance the feature extraction ability of the network.
Ultimately, the GP is added at the end of the encoder
path to retain the maximum receptive field.

(2) In the Decoder path, this paper introduces ASM and
RBM modules for optimizing edge detail informa-
tion of feature maps. AFFM is thus used to fuse high-
level features and low-level features and reduce the
diversity of them. In this case, the effectiveness of
feature fusion can be ensured.

(3) The impressive results are achieved on the insulator
dataset. More specifically, 95.18% mean IOU on the
insulator test dataset and the parameter amount of
the network of only 13.61 M are obtained.

The rest of this paper is organized as follows: Section 2
reviews the semantic segmentation network model and the
work of attention mechanism. Section 3 introduces the
proposed semantic segmentation network model based on
the encoder-decoder structure and the details of each part of
the network. Section 4 introduces the insulator segmenta-
tion dataset and discusses the impact of each module in the
network model proposed in Section 3 on the overall seg-
mentation accuracy. The experimental results of mainstream
semantic segmentation models in the insulator test dataset
are compared and analyzed. Section 5 provides the
conclusions.

2. Related Work

In recent years, researchers have made a lot of progress on
insulator defect detection and state classification. How-
ever, in most of these tasks, deep learning-based object
detection algorithms are used to obtain the region of the
insulator in the image and crop it into the region of in-
terest. The segmentation method is used to obtain the
segmentation map of the insulator in the region of interest
(Rol), and finally the insulator defect detection is carried
out. These algorithms usually require two CNN models,
resulting in a large number of model parameters, which
cannot be applied to devices with limited computing
resources. With the development of semantic segmenta-
tion algorithms in deep learning, more and more semantic
segmentation models can be used to solve the problems of
complex backgrounds and many pseudotargets when
segmenting insulator images and have achieved state-of-
the-art performance. Most of the current insulator seg-
mentation methods are based on FCN [9] variants or
U-Net [11] variants to achieve high performance. How-
ever, these methods do not consider applying the CNN
model to mobile devices. In semantic segmentation tasks,
most networks are designed based on encoder-decoder
structures, and to achieve a balance between network
speed and accuracy, some methods will be used, such as
depth-wise separable convolution and attention
mechanisms.

2.1. Encoder-Decoder Structure. The encoder part inherent
in the FCN [9] model encodes the feature of different scales.
Naturally, some methods combine features of different scales
to optimize the final prediction map. These methods mainly



consider the loss of target spatial information due to the
decrease of spatial resolution caused by continuous pooling
and convolution with stride equal to 2 and restore the
resolution of the feature map by feature fusion. For example,
SegNet [10] restores the resolution of the feature map by
saving the index at the time of the maximum pooling op-
eration to reduce the loss of image spatial information,
U-Net [11] uses skip joins to fuse high-level semantic in-
formation with low-level spatial information to improve the
result of the segmentation, GCN [17] uses a large convo-
lution kernel to obtain a larger receptive field and extract
more image context information when fusing the feature
map in the encoding and decoding structure. However,
spatial information lost during image downsampling is
difficult to be restored by directly fusing feature maps of
different scales [18].

2.2. Feature Fusion in Semantic Segmentation. Feature fusion
is a common method in the semantic segmentation task,
which is used to fuse feature images extracted at different
stages. In DeepLab series [19-22], ASPP modules are pro-
posed to extract multiscale features with different dilation
rates and combine them to process targets of different scales.
The pyramid pooling module in PSPNet [23] achieves the
goal of coding different scales through the feature map of
different stages. ParseNet [24] adds global pooling branches
to extract multiscale feature.

2.3. Context Information. Semantic segmentation requires
more image context information to generate more accurate
segmentation results. Recently, most methods use the fusion
of different scale feature maps or large receptive fields to
obtain the context information of the image. DeepLab v2/v3
uses hole convolution with different dilation rates in parallel
to extract multiscale context information from the feature
map extracted from the backbone network. It is proposed
that ASPP module can change the receptive field of con-
volution kernel by controlling the dilation rate so as to
capture richer multiscale features. PSPNet [23] proposed a
PSP module using multiscale pooling to captures multiscale
information. However, atrous convolution will lose the
continuity of image information while increasing the re-
ceptive field, which is not conducive to the pixel-level dense
prediction task [25].

2.4. Attention Mechanism. The attention module can make
the model pay more attention to the region of interest.
Attention mechanism is a powerful tool for depth convo-
lution neural network [26]. At present, the most popular
attention mechanism is the SE Attention proposed by SENet
[27]. Tt calculates channel attention through 2D global
pooling, providing significant performance improvements at
arelatively low computational cost. However, the SE module
only considers the encoding of information between
channels and ignores the importance of location informa-
tion, which is crucial for semantic segmentation. CBAM [28]
combines the spatial attention module and the channel
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attention module to refine the extracted features and im-
prove the expressive force of the model.

3. Methodology

In daily inspections, UAV can collect hundreds of thousands
of aerial images. The network should have less complexity
and less parameters while ensuring the segmentation ac-
curacy. Traditional convolutional neural networks (e.g.,
GoogLeNet [29] and ResNet [30]) have a large number of
network model parameters and high computational com-
plexity, making it difficult to run on mobile devices (e.g.,
UAV). Aiming at the characteristics of the complex back-
ground of aerial images, the traditional CNNs is complicated
calculation, and the number of model parameters is large. In
this section, an alternative network is proposed to solve the
above problems, called ED-Net; Figure 2(a) shows the
overall framework of the network. The network achieves a
balance between the amounts of parameters and the seg-
mentation accuracy. Then, the details of components in
these two paths are described. Finally, how we fuse features
of different scales in the decoder path and restore the image
resolution to obtain the final prediction result is
demonstrated.

3.1. Encoder Path. For the insulator semantic segmentation
task, ensuring a large receptive field is crucial for the final
semantic segmentation result. Since the insulator is only in a
small part of the aerial image and the pseudotarget in the
background will interfere with the segmentation of the
insulator, it is necessary to retain the largest receptive field to
ensure the accuracy of insulator segmentation from a global
perspective. At present, the mainstream methods of
expanding the receptive field use the pyramid pooling
module, Atrous Spatial Pyramid Pooling [20], or large kernel
[17]. In this paper, attention mechanism and depth-wise
separable convolution are introduced in the encoder stage to
reduce the number of model parameters and expand the
receptive field so that it can obtain more image context
information. The encoder path consists of five stages, one of
which is the initial module, and the other four stages are
modules with the same structure. The details of Encoder
path are shown in Figure 3, including IM, CA module, and
CA-Bottleneck module. The initial module consists of two
branches. One branch uses the depth-wise separable con-
volution of 3 x 3 and stride equal to 2 to downsample the
original image; the other is divided into max-pooling to
downsample the original image and finally fuse and input to
the next stage in Figure 3(a). The next four stages consist of
stacking different numbers of CA-Bottleneck modules, and
only the first CA-Bottleneck module in each stage uses 1 x 1
conv for input-output feature map scale matching. The rest
of the CA-Bottleneck modules have the same structure, as
shown in Figure 3(c). It consists of the following four parts:
(1) 1 x 1 convolution layer for dimension decline. (2) Depth-
wise separable convolution is used to extract its features. The
significance of depth-wise separable convolution layer is to
reduce the amount of model parameters. (3) Adding
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FIGURE 2: Overview of proposed ED-Net architecture (a). It consists of two parts: Encoder path and Decoder path. The feature maps of C1,
C2, C3, C4, and C5 are obtained by the Initial Module (IM) and Bottleneck + CA Module. M2, M3, M4, and M5 are the feature maps of the
encoder path obtained through Asymmetric Convolution Module (ASM) or Refinement Boundary Module (RBM). P1-P5 are obtained by
the Attention Feature Fusion Module (AFFM), and P1 is used for insulator segmentation. The details of ASM, RBM, and AFFM are
illustrated in (b), (c), and (d), respectively. The red and black lines represent the upsample and downsample operations, respectively. The
green line does not change the size of the feature map, only the number of channels.

Coordinate Attention Mechanism and residual connection
to weight the feature map to make the model pay more
attention to the region of interest. (4) 1 x 1 convolution layer
is used to improve the dimension and fuse with the input
feature map to obtain the final output. The Batch Nor-
malization [31] and ReLU are placed in the between of whole
convolution operation.

3.2. Decoder Path. In the semantic segmentation task, the
final segmentation result of the network is determined by the
quality of feature fusion, since the features at different stages
have different recognition capabilities. In the shallow stage
of the encoder path, the network pays more attention to
some low-level features, such as point, line, or edge infor-
mation. At this time, the feature map has a large resolution,
so it contains a lot of spatial information. However, in the
high-level stage of the encoder, the features extracted from
the network contain more semantic information, but the
resolution of the feature map is low at this time, and the
spatial information of the image is lost. Therefore, the
Decoder path proposed in this paper integrates the high-
level semantic information extracted from the network into
the low-level features so as to better combine the semantic
information and spatial information, thus improving the
segmentation result of the network.

In this paper, RBM is proposed to optimize edge details
of feature maps. The module is a residual structure com-
posed of depth-wise separable convolution, Batch normal-
ization, and nonlinear activation function, as shown in

Figure 2(c). It is worth noting that only the feature maps
from stage 2 to stage 4 of the Encoder path need to go
through RBM. Second, inspired by the structure of Incep-
tionV3, on m x m feature maps, where m ranges between 12
and 20, using asymmetric convolutions can improve the
classification performance of the network [32]. Therefore,
this paper proposes ASM for the feature map of stage 5
output in the Encoder path, as shown in Figure 2(b). ASM
uses asymmetric convolution. Compared with the tradi-
tional 3x3 convolution, it requires less resource con-
sumption and parameter amount, which is more effective for
large kernel sizes. Finally, due to the difference between low-
level features and high-level features, these features cannot
be simply added together. In the early stage of the network,
the network encodes rich spatial information, and in the
later stage of the network, it mainly encodes the context
information of the image. In other words, the feature map
output at the early stage of the network is of low level, and
the feature map output at the later stage of the network is of
high level. Therefore, the AFFM is proposed to fuse low-level
and high-level features in Figure 2(d). This module first sums
low-dimensional and high-dimensional features for differ-
ent levels of features. Next, average pooling is performed on
the x-direction and y-direction of the feature map, re-
spectively. After concatenating the feature map, convolu-
tion, Batch normalization and ReLU are used to balance the
feature map scale. Finally, the weight vectors in the x-di-
rection and y-direction are obtained through the sigmoid
activation function, respectively, and the original feature
map is reweighted. This module uses high-level semantic
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FiGure 3: Encoder path components. (a) Components of the Initial Module. (b) Coordinate Attention Module. (c) Overall composition of

CA-Bottleneck Module.

features to guide low-level detail features and refines feature
maps so as to obtain improved segmentation result.

The proposed Encoder-Decoder Path Network did not
use bias terms in any of the projections in order to reduce
the number of kernel and overall memory operations, as
cuDNN [33] uses separate kernels for convolution and bias
addition. This choice did not have any impact on the ac-
curacy. It is noted that each convolution operation make
network better for gradient return accompanied by nor-
malization and activation function, reducing the phe-
nomenon of gradient disappearance and gradient
explosion.

3.3. Network Architecture. With the Encoder path and
Decoder path, a semantic segmentation network based on
Encoder-Decoder structure is proposed to segment insu-
lator images, called ED-Net. The overall flow of the network
in this paper is shown in Figure 4. The multiscale feature
map that is extracted from different stages of the Encoder
path is used in the decoder path to generate finally pre-
dicted result.

In the Encoder path, the IM and stacked CA-Bottle-
neck module are used as the backbone network. CA-
Bottleneck module adds coordinate attention mechanism

with depth-wise separable convolution. The coordinate
attention mechanism is effectively applied to semantic
segmentation tasks, which enables the convolutional
kernel to capture channel, direction, and position in-
formation and enables the model to locate the target more
accurately. Depth-wise separable convolution is used to
reduce the number of model parameters and improve the
efficiency of model calculation. Then, the GP is added in
the tail of backbone network to get the strongest con-
sistency feature.

In the Decoder path, the output feature maps of Encoder
path C2 to C4 are passed through RBM module, and the
output of C5 is passed through ASM module to further
enhance the consistency of feature. The feature maps of GP
are 2 x upsampling and the feature maps of C5 are fused by
AFFM. The fused feature map is deconvolved and the output
feature map of the previous stage of RBM is fused by AFFM.
Through this operation, high-level features and low-level
features are fused together to reduce the gap between feature
maps so that feature maps contain rich semantic informa-
tion and spatial information. Finally, the image size is re-
stored through deconvolution to achieve end-to-end
training of the network. It is worth noting that the attention
mechanism is only performed on the current feature map in
the last AFFM.
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4. Experiment Results

In this section, the proposed ED-Net network model is
evaluated to verify the segmentation effect of the model on
insulators in different environments. Firstly, the insulator
dataset, implementation, and evaluation metrics used in the

experiments are introduced. Then, the impact of each
module in the proposed method on the overall model is
analyzed. Next, the amounts of parameters, GFLOPs of the
network, and the results that are generated by our algorithm
on the insulator test dataset are shown, respectively. Finally,
comparison with the current mainstream semantic seg-
mentation models is carried out.

4.1. Insulator Dataset and Implementation

4.1.1. Insulator Dataset. Figure 5 shows the acquisition
equipment of the aerial insulator image data used in this
paper. The data acquisition system is composed of a FC300S
camera of CASIO and a DJI Phantom 3 advanced UAV. The
camera captures insulator images of transmission lines lo-
cated in different environments, and the captured images are
used as the insulator dataset in this paper. The insulator
dataset used in this paper contains 100 training images and
20 testing images, which are resized to 512 x 512. Examples
of train sample and label data are shown in Figure 6. The
images contain 2 semantic categories, namely, insulator and
background.

4.1.2. Training details. During the training time, a batch size
of 16 is applied. The standard Adaptive Moment Estimation
(Adam) optimizer is used to update the model weight pa-
rameters, where 8, and f3, are set to 0.9 and 0.99, respec-
tively, weight decay le™3, initial learning rate le™*, and the
learn rate is multiplied by 0.1 for every 40 iterations. All
experiments are implemented in Python and trained using
the PyTorch deep learning framework. All the experiments
have been conducted on a Nvidia GeForce GTX 3090 GPU
under Ubuntu 16.04.

4.1.3. Evaluation Metrics. In order to better understand the
results of the insulator semantic segmentation network, this
paper summarizes the different evaluation metrics [9] as
follows:

(i) Pixel Accuracy: (Ym;/ (2;Xm))
(ii) Class  Accuracy:  ((X;m; + X m;)/ (Xmy; + Xy,
+) My + Zjnjj))
(iii) Mean Intersection over Union (mean IOU):
(Un (il (Ximy; + 2 mj = 157))
(iv) Frequency weighted Intersection over Union (f.w.

I0U): ((1/21'2]‘”1‘]')21'”&/(21‘”1‘]' + Zjnji - n;))

where n, represents the number of categories in the
dataset, n; represents the number of pixels whose real pixel
class is i predicted to belong to class i, nj; represents the
number of pixels whose real category j predicted to belong
to class i, and n;; represents the number of pixels whose real
category is i predicted to belong to class j.

In the following sections, a series of ablation experiments
is to evaluate the effectiveness of proposed method. Then, the
full results on Insulator test dataset are reported.
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FIGURE 6: Example of train sample and label data.

4.2. Ablation Study. In this section, the proposed method is
broken down step by step to reveal the effect produced by
each module. The effectiveness of our method on the in-
sulator dataset is verified using the Base Model as the base
network.

Base Model. ResNet-50 is used as the feature extraction
module of the Base Model, which is the Encoder Path. The
Decoder Path directly deconvolution and fuses the feature
maps to obtain the final prediction result, as shown in
Figure 7. The Conv-1 in the Base Model uses the convo-
lution of kernel size equal to 7, stride equal to 2 to
downsample the image, and then stacks different numbers
of Bottlenecks Module to obtain feature maps Res-2, Res-3,
Res-4m and Res-5. The pooling operation is not used in the
network, and the convolution with stride equal to 2 is used
for downsampling instead. Considering the amounts of
parameter in the network, all 3 x 3 convolution operations
in the network are replaced by depth-wise separable
convolutions. The depth-wise separable convolution can
greatly reduce the amount of network parameters, reducing
the complexity of the model and making it possible to run
on devices with limited computing resources, as shown in
Table 1. The output feature map of each stage first needs to
go through the Trans Module (composed of 1 x 1 convo-
lution), and after reducing the number of channels,
deconvolution is performed and the feature map of the

previous stage is fused. It is worth noting that the Conv-1
feature map does not participate in the fusion. After
obtaining the P2 feature map, the image size is restored by
two deconvolutions to obtain the final prediction result.
The network prediction results are shown in the second
column of Figure 8.

CA-Bottleneck Module. The Encoder part of the ED-Net
proposed in this paper uses the CA-Bottleneck module for
stacking, and adding an attention mechanism to the Bot-
tleneck makes the network better focus on the global in-
formation of the image. The key parameter reduction ratio
y is gradually increased, but the performance of the model
decreases when y is increased to 512, as shown in Table 2.
This shows that choosing a suitable reduction ratio y in the
early stage of the model is crucial to improve the perfor-
mance of the model. Note that only multiples of two are
used in the experiments because there is a twofold rela-
tionship between feature map size reduction and channel
count improvement. In particular, when y equals to 2, the
model outperforms the Base Model by 6.05%. In the Base
Model, the size of the feature map at each stage needs to be
reduced by 1/2, and the number of corresponding channels
needs to be doubled. According to this idea, the corre-
sponding reduction ratio y in the CA module of Res-3, Res-
4, and Res-5 should also be reduced by two times to in-
crease the number of channels. Using the CA-Bottleneck
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FIGURE 7: Base Model. Trans is to use 1 * 1 convolution to change the number of channels. Sum is the addition of the corresponding
elements of the feature map. Deconv uses the deconvolution of kernel size equal to 4, stride equal to 2, and padding equal to 2 to expand the
feature map size.

TaBLE 1: Accuracy and parameter analysis of Base Model on the insulator dataset. ResNet-50 and depth-wise separable convolution (DW)—
ResNet-50 refers to the replacement of all 3 x 3 convolution in the network with depth-wise separable convolutions. GFLOPs estimated
model complexity for 3 x 512 x 512 input image.

Parameter (M) GFLOPs mIOU (%)
Base 25.56 21.71 72.57
DW-base 13.48 13.18 72.50

F1GUre 8: Examples of semantic segmentation results on insulator test dataset. (a) Original input image; (b) the predicted image of Base
Module; (c) the predicted image of the former combined with CAM; (d) the predicted image of the former combined with RBM; (e) the
predicted image of the former combined with AFFM; and (f) Ground truth.
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TaBLE 2: Experimental results of setting different reduction ratios y using the CA-Bottleneck module in Res-2. The score is evaluated by

standard mean IOU (%) on insulator test dataset.

y Base 8 16

64 128 256 512

mlIOU 72.50 73.91 74.88

75.14

75.58 76.89 78.55 77.65

module in ResNet-50, the model mIOU =81.08%. After
adding CA Module, the network prediction results are
shown in the third column of Figure 8.

Initial Module. As described in Section 3, the module is
proposed which consists of depth-wise separable convolu-
tion and max-pooling to reduce model parameters and
spatial information loss. The module subjects the input
image to 3 x 3 depth-wise separable convolution with stride
equal to 2 and overlapping max-pooling, respectively. The
two outputs are concatenated in the channel dimension
through Batch Normalization and ReLU. This module re-
places the convolution of kernel size equal to 7, and the
network performance is improved from 81.08% to 82.29%, as
shown in Table 3.

4.2.1. Global average Pooling. The layer is used to make the
Encoder path provide a larger receptive field. Although the
original ResNet-50 network can theoretically cover most of
the input image, it is necessary to use GP to further expand
the receptive field. In this paper, the GP is added to the tail of
the Encoder Path, then the output upsampling of the GP is
fused with the feature map of Res-5 in the Encoder path in an
additive manner. Model performance ranges from 82.29% to
83.93%, validating the effectiveness of GP, as shown in
Table 3.

4.2.2. Refinement Boundary Module. To further improve
the performance of the network, the RBM is designed in the
Decoder Path. This module contains convolution, Batch
normalization, and ReLU wunit. Compared with Trans
Module, RBM improves the model ability to optimize the
target boundary, as shown in Table 3. After adding RBM,
the network results are shown in the fourth column of
Figure 8.

4.2.3. Asymmetric Convolution Module. Based on the RBM
in the Decoder Path, the ASM is proposed to be applied in
the stage with the smallest feature map size. ASM uses large
convolution kernels to densely connect feature maps. The
model performance ranges from 88.51% to 89.57%, which
verifies the improvement of the overall performance of the
model by ASM, as shown in Table 3.

4.2.4. Attention Feature Fusion Module. Considering the
different levels of feature maps generated in different
stages of the network, the low-level features generated
when the network is shallow, and the high-level features
generated by the deep network, the AFFM is proposed to
effectively fuse these features. The evaluation of the results

TaBLE 3: Detailed performance comparison of each component in
our proposed ED-Net.

Module mIOU (%)
CAM 81.08
CAM +IM 82.29
CAM +IM + GP 83.95
CAM +IM + GP + RBEM 88.51
CAM +IM + GP + RBM (ASM) 89.57
CAM +IM + GP + RBM (ASM) + AFFM 95.12

TABLE 4: Parameter comparison of our method against other state-
of-the-art methods on the Insulator test dataset. GFLOPs are es-
timated for input of 3 x512 x 512.

Model Backbone GFLOPs Parameters (M)
FCN-8s VGGl6 80.63 20.1
SegNet VGGl16 286.0 29.43
U-Net \ 184.64 34,53
DeepLabV3 Xception 57.06 29.4
GCN ResNet152 67.96 58.38
Ours CA-Bottleneck 12.62 13.61

that is generated by summing these features directly and
proposed AFFM is shown in Table 3. The network pre-
diction results after using AFFM are shown in the fifth
column of Figure 8.

4.3. Comparison of Different Semantic Segmentation
Algorithm. In this section, the complexity and parameter
quantity of the model in this paper are firstly analyzed, and a
comparative analysis is made with the current mainstream
semantic segmentation networks, as shown in Table 4.
Secondly, the segmentation results of the proposed algo-
rithm and the mainstream algorithm in the insulator test set
are compared, as shown in Table 5. Finally, some visual
examples of the method in this paper and the mainstream
semantic segmentation models are also given, as shown in
Figure 9.

As shown in Table 4, the comparison between our
proposed method and other methods between GFLOPs and
parameter quantities is shown. GFLOPs represent the
complexity of the model, and the amounts of parameter
represents the number of operations when processing the
image. In this paper, the unified input image resolution is
512x512. Table 5 shows the accuracy and speed com-
parison between the different methods in the insulator test
dataset. Figure 10 shows the ROC curves generated by ED-
Net and mainstream semantic segmentation models on the
insulator test dataset. Compared with other mainstream



Complexity 11

TaBLE 5: Experimental results of our method against other state-of-the-art methods on the Insulator test dataset comparison of our method
against other state-of-the-art methods on the Insulator test dataset.

Model Pixel Acc Class Acc mIOU f.w. IOU Time (ms)
FCN-8s 98.85 88.50 86.66 97.75 157
SegNet 99.07 93.01 89.64 98.22 167
U-Net 99.20 93.28 90.67 98.46 181
DeepLabV3 98.90 91.10 87.40 97.89 176
GCN 99.06 92.11 89.07 98.18 348
Ours 99.61 97.44 95.12 99.24 67

7
N 7
| 7N
{
. . - p,
’ //
.
,

FIGURE 9: In the insulator test dataset, the ROC curves are generated by ED-Net and mainstream segmentation models.
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FIGURE 10: Semantic segmentation results of our method and other state-of-the-art methods on the insulator test set. The figure is the
original image and the prediction results of each algorithm. From top to bottom are the original image, Ground Truth, FCN-8s, SegNet-
VGG16, U-Net, DeepLabV3+, and GCN-ResNet152 and the last row is the prediction result of the network in this paper. The yellow box

shows the details of the segmentation.

semantic segmentation models, our method has achieved
great progress in both speed and accuracy.

Figure 9 shows the segmentation results of the pro-
posed segmentation method and other state-of-the-art
segmentation methods on the insulator test dataset. This
set of images is representative because these images in-
clude insulators that are in different shapes, viewing
angle, environments, and so on. As shown in Figure 9,
semantic segmentation results of insulators can be
achieved in most networks, but misclassification and
missing segmentation will occur when there is too much
background and insulator interference, such as the fourth
and sixth images. The robustness of the proposed method
is proved.

5. Conclusion

In this paper, an insulator semantic segmentation network
is designed to achieve accurate and efficient segmentation
insulators in different environments, which is based on
Encoder-Decoder structure, called ED-Net. The network
architecture consists of two paths: Encoder path and De-
coder path. In the Encoder path, in order to improve the
feature extraction ability of encoder, the CA Module is
added into original Bottleneck to make the network focus

on the insulator region. The amount of model parameters is
reduced by initial module and depth-wise separable con-
volution to improve the efficiency of feature extraction.
Moreover, GP is used to achieve more semantic infor-
mation. In the Decoder Path, the RBM optimizes the edge
details of the feature map generated by Encoder path. ASM
uses large kernel size to obtain rich contexture information
and reduce the number of parameters. Attention feature
fusion model are proposed to reduce the difference between
high-level features and low-level features and improve the
accuracy of the model. For aerial images under different
environments and lighting conditions, 95.12% mean IOU is
obtained in the insulator test dataset and the amount of
model parameters is only 13.61 M. In the future work, the
insulator dataset needs to be further extended to ensure
that the model can obtain accurate insulators in more
complex environments. In addition, we will pay more
attention to lightweight convolution neural network to
obtain real-time segmentation results.

Data Availability

The data used to support the findings of the study are
available from the corresponding author upon request.
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Greenhouse gas (GHG) emissions are one of the major problems that the world is facing nowadays. The transportation sector,
where vehicles run on oil, contributes a large amount of GHG. The development of electric vehicles to meet the allowed GHG
limits has recently been the main focus of research worldwide. Research in electric vehicles (EVs) has observed a tremendous
upsurge in recent years. However, reviews that analyze and present the demand and development of EVs comprehensively are still
inadequate, and this integrative review is an effort to fill that gap. This study has revealed many thought-provoking understandings
related to specific developments, specifically global demand and growth of EVs along with electricity and battery demand, current
technological developments in EVs, energy storage technologies, and charging strategies. It also details the next generation of EV's
and their technological advancements, such as wireless power transfer. The development of a smart city concept by EV
implementation added a new aspect to this review. The summary would be advantageous to both scholars and policymakers, as
there has been a lack of integrative reviews that assessed EVs’ global demand and development simultaneously and collectively.

This review concludes the intuitions for investors and policymakers to envisage electric mobility.

1. Introduction

Electric vehicle (EV) adoption rates have been growing
around the world due to various favorable environments,
such as no pollution, dependence on fossil fuel energy, ef-
ficiency, and less noise [1]. The current research into EVs is
concerned with the means and productivity of expanding
transportation, reducing costs, and planning effective
charging strategies. Regardless of whether it is a hybrid, a
modular crossover, or one of a multitude of functional EVs,
people’s interest will increase with falling costs. Moreover,
the development of EVs is based on current and future
global demand, which is interconnected to electricity and
battery demand. Besides that, the productive development of
EVs depends on the improvement of global values, EV
policies, comprehensive frameworks, related peripherals,
and easy-to-use programming [2]. However, the primary

energy source of fossil fuel still commands the world’s road
transportation, but it is only a matter of time before EV's are
adopted; in the next decade, people will begin to rely on
electric vehicles.

Although there is virtually no scope for greenhouse gas
emissions in EVs, the benefits of transport electrification in
mitigating environmental changes become more apparent
when the organization of EVs matches the DE (distributed
energies) carbonization of the intensity structure. Strategies
continue to improve electrical flexibility. The use of EVs
usually begins with the formulation of many goals, followed
by specifications for receiving and charging vehicles. Electric
vehicle approval plans typically include acquisition pro-
grams to arouse interest in EVs and stand out from the
public charging infrastructure system. On the other hand,
the technological development of showcases for EVs has led
to the creation of countless charging stations for EVs, with
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which the electric vehicle network (EV-grid integration) can
be connected. Newer charging stations can be divided into
private and nonprivate charging stations, which can stim-
ulate medium charging (levels 1 and (2) and fast charging
(levels 3 and DC) [3]. The high tolls for EVs are private in
moderately charged ports. However, future charging stations
are to be developed at commercial locations to make them
petrol stations for electric cars with extensive charging ports
[4]. Wireless innovation is at the center of the future ver-
satility of electrical equipment. These progressive develop-
ments cover the entire value chain of the project and the
whole circular economy: research of managers, production
and processing of crude oil, battery design, as well as the
production, use, and disposal (sorting, reuse, and reuse) of
the battery and the solution to overall savings and main-
tainability [5]. Most of the current progress of the battery
depends on lithium particles, polymers of lithium particles,
or nickel-cadmium, nickel-metal hydride [6]. Naumanen
etal. and their team reported on the method of solid lithium-
ion battery cars in China, the European Union, Japan, and
the United States. They summarized the bulk of the use of the
national battery improvement system at the point of an
electric vehicle. China and the United States are the leading
licensors and countries that monitor batteries [7]. However,
the developing countries can lean on them to maintain the
EV-related development and manufacturing R&D sectors.
Despite the advancement of battery-based innovations, the
battery testing phase, the construction of measuring in-
struments, the disposal and reuse of batteries, and the
conduct of assessments are significant [8]. There will be a
change in the amount of CO, emitted from the EV fleet’s
well-to-wheel (WTW) greenhouse gas emissions as energy
use and electricity generation carbon intensity both decrease
[9]. Thus, EVs could lead the decarbonization of the
transportation sector towards carbon neutrality.

Besides that, smart cities are looking for new solutions to
address some of the urban dilemmas (environmental, social,
and financial) caused by the grid network, development, and
the operation of underlying conditions (such as vehicles,
waste, energy). However, this cooperation is not always
recognizable and should be tested for the most considerable
advantage [10, 11]. The use of petroleum products in the
transport system causes atmospheric pollution due to the
formation of particles and unnatural meteorological changes
caused by carbon dioxide and primary air pollutant emis-
sions. There are many mineral-filled vehicles in the world
that can carry substances that deplete the ozone layer, which
is one of the significant challenges facing the world [12, 13].
Consider that the benefit of answering the request is to
improve the charge coordination of using low-carbon or
low-carbon energy. Another essential aspect of EVs is the
charging of batteries. The charging speed of the battery
depends on the type of EV and the main battery charge. In
most cases, the charger is divided into four levels, from level
1 to level 4. To complete the checkpoint, an accurate as-
sessment of the relevant conditions for the electric vehicle
must be made. Coordination between energy and land use
and issues related to changes in global temperature and air
pollution are fundamental prerequisites for the
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transportation sector. Therefore, car manufacturers only
need to establish more apparent incentives to see increas-
ingly effective results. In this particular case, there has re-
cently been a concentration of vehicles with selective fuel
and EVs. The International Energy Agency (IEA) is taking
measures to reduce the similar outflow of carbon dioxide
(COs¢q)> and many countries have made the introduction of
EVs on the market an important goal [14, 15].

To overcome those difficulties, this study presents an
innovative approach to EV development to provide an
appropriate guideline for developing and nondeveloping
countries. EVs coordinate various types of individual
achievements and divide the overall field of EVs into several
key areas, which can give increasingly important point-by-
point data. Consider the benefit of answering the request: to
improve the charge coordination of using low-carbon or
low-carbon energy. It is assumed that the strength structure
representation of the use of DG (distributed generation)
assets will be further enhanced and combined with sus-
tainable energy. The following article summarizes EV status,
policies, future demand, and EV-related technology, spe-
cifically delving into next-generation EVs and their ap-
proaches. Nowadays, smart city development and
maintenance are hot topics, and electric vehicles are playing
an essential role in renewable energy growth. In this regard,
this study went through an impact-related discussion. Lastly,
the study summarizes and explores some different methods
and their advantages and disadvantages. These discussions
will give a general framework for increasing EV growth in
the world.

However, it is important to see EV growth in the world.
Figure 1 shows a summary of the global EV stock and EV
sales market. The market share report shows that 3% of the
total newly sold vehicles are EVs. As indicated in the
Navigant Research report, this number may exceed 7%, or
6.6 million a year worldwide by 2020 [9]. The transportation
of EVs has developed rapidly in the last ten years; in 2018, the
worldwide transportation volume of EVs was more than 5
million. This is an increase of 63% over the previous year. In
2018, around 45% of EVs were produced in China, where the
total number of EVs was 2.3 million, an increase of 39% over
the previous year. In any case, 24% of the world’s fleet is in
Europe, while the United States has 22%. On the other hand,
Norway is still a worldwide pioneer in the production of
electric cars. About 49.10% of new electric car transactions in
2018 were almost twice as much as Iceland, an increase of
17.50%, and six times as much as Iceland as Sweden, an
increase of 7.20% [16]. Most of the existing EVs have been
manufactured in recent years, and more than 300 million
vehicles will be manufactured by the end of 2018. Of course,
most of them are in China. In contrast, two-wheeler electric
vehicle sales are hundreds of times larger than anywhere in
the world. Transactions with EVs are also increasing. In
2018, more than 460,000 cars are already on the world’s
roads. In addition, 5 million passenger cars and slow EVs
were sold in 2018. All low-speed electric vehicles (EVs) are in
China. Shared electric foot scooters, often known as “free-
floating” scooters, became extremely popular in major cities
throughout the world in 2018 and early 2019. These foot
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FIGURE 1: Global EV stock and EV sales market share in 2020. Redrawn and taken permission from Elsevier [17].

scooter conspiracies are currently active in approximately
129 urban areas in the United States; 30 in Europe; 7 in Asia;
and 6 in Australia and New Zealand.

Moreover, the structure and configuration of EVs can be
found in the next section. The development of EVs is based
on current and future global demand, which is inter-
connected to electricity and battery demand. Besides that,
the productive development of EVs depends on the im-
provement of global values, comprehensive frameworks,
related peripherals, and easy-to-use programming [2]. There
are several challenges to making EVs inexpensive in the
market, such as efficient charging to the battery, battery
price, flexibility in charging stations, EV technology inno-
vation systems, EV sharing, and impacts related to EV and
policy development. Thus, this review will provide signifi-
cant approaches to EV growth in the world, which are based
on technological advancement, identifying problems, and
smart solutions. The following section summarizes the EV
status, future EV material demand, and EV-related tech-
nology. We can see next-generation EVs and their ap-
proaches. Nowadays, smart city development and
maintenance are some of the hot topics, and electric vehicles
are playing an essential role in renewable energy growth. In
this regard, the review went through an impact-related
discussion. These discussions will give an overall dimension
to resolving EV growth and development in the world.

2. Electric Vehicles (EVs) Status

EVs can be divided into two categories: hybrid EVs (HEV)
and each type of all-electric vehicle (AEV) [18, 19]. An AEV
is only equipped with a motor controlled by the power
supply. AEV can also be divided into battery EV (BEV) and
EV fuel cells (FCEV). A BEV is contained within an energy
storage system (ESS) and a power control unit (PCU). The
difference between BEV and FCEV is that the PCU is
connected to a hydrogen tank (HT) and fuel cells (FCs).
Thus, the FCEV does not require an external charging
system. However, BEV only relies on the external power
supply of the network to load a storage unit. A plug-in

hybrid EV (PHEV) is a type of HEV that can be powered by a
grid. The difference between a PHEV and a mild hybrid
electric vehicle (MHEV) is that a PHEV has a smaller fuel
engine and can be powered exclusively by a large battery
pack. An MHEV blends traditional internal combustion
(ICE) with electric power. All BEVs and PHEVs are called
EVs. Figure 2 illustrates the classification of EVs and power
sources for their wheels [17].

Figure 3 provides specific information about affordable
EVs produced by different manufacturers [20-33]. The
figure also shows the estimated charging time required to
charge the car from 0% to 80% based on various charging
principles. Here, the charging voltage in the first stage is
equivalent to 110-120V, the charging voltage in the second
stage is 220-240V, and the charging voltage in the third
stage or DC fast charging (DCFC) is 200-800 V. It can be
seen that the range of an electric vehicle is based on the
battery charge. However, at about 100 kilometers, in some
vehicle models and some other models, the battery runs for
200 to 400kilometers. On the other hand, most of the
current EV models run over 400 kilometers in China [34].

3. The Demand of EVs

3.1. Future Global Demand for EVs. To determine the base
metals in future energy-based transportation, the first step is
to create a situation where the number of EVs and future
demand for subsequent metals can be estimated. Figure 4
shows an annual growth of three different types of EVs
(BEV, PHEV, and HEV) with historical (2010), and future
(2050) year scenarios, such as baseline (BS), Moderate (MS),
and Stringent (SS) outcomes. The information used to
improve the situation is taken from the integrated model to
assess greenhouse effects IMAGE), which was developed for
the database of the shared socioeconomics pathways (SSP).
An SSP is a long-term situation that enters the network due
to changes in the environment. They depend on five different
accounts, which translate into quantitative forecasts of three
major financial factors, namely population, currency flows,
and urbanization [35].
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According to the outcomes of improving the situation, the
absolute number of drivers in the basic situation is estimated
to go from 1.13 billion in 2011 to 2.6 billion in 2050. Under
moderate conditions, the number of station wagons is likely
to increase to 2.55 billion by 2050, and to 2.25 billion. In
difficult conditions, Figure 4 shows that in these three cases,
the supply of three EVs increased from year to year.

3.2. Electricity Demand for EVs. The demand for EVs in the
new political scenario is expected to reach only about 640
terawatt-hours (TWh), and the light-duty vehicle (LDV) is
the largest pantograph of all EVs in 2030. Facts have proved
that EVs are increasingly suitable for power supply systems,
so make sure that management does not prevent their use
through mandatory electrical structures. It is estimated that
by 2030 globally, slow chargers that can be used to provide
flexibility services to power systems will account for more
than 60% of all electrical energy consumption. Meanwhile,
fast charging demand periods such as at night will seriously
affect the pile shape in the power structure [16].

3.3. Battery Demand for Electric Cars. The consumption of
EVs and the relevant prerequisites for the production of
batteries indicate that the automotive sector is more in-
terested in new materials. Overall, by 2030, interest in cobalt
and lithium should increase in both cases. Generally,
cathode science influences the ability to control investment
in metals, especially cobalt. It is necessary to increase the
reserves of cobalt and lithium to ensure the expected EV
absorption rate [35]. The scale of raw material interest
adjustment for EVs also indicates the increase in raw ma-
terial supply. Difficulties related to raw materials are mainly
associated with the growth of creativity, natural impact, and
social issues. The identification and directness of raw ma-
terials are essential tools to deal with some of these criticisms
by maintaining the actual harvesting of minerals [6, 16].

4. EV-Related Technology

4.1. Current EV Technology. The innovation of EVs has
aroused great interest from experts, organizations, and
strategic developers in many countries. EVs coordinate

various types of individual achievements and divide the
overall field of EVs into several key areas, which can provide
increasingly important point-by-point data [36]. Due to the
positive aspects of use and low pollution levels, EVs can
promote the decarbonization of transportation, and the
growth of low-carbon emission urban areas has thus become
one of the models to increase the enthusiasm of the auto-
mobile industry [37-39]. In any case, the future success of the
electric vehicle business depends to a great extent on inno-
vation [40, 41]. Politicians in many countries, such as Sweden,
China, Malaysia, and South Korea, are serious about change
in the field of EVs and are developing strategies to support the
technological innovation of EVs [42, 43]. However, tech-
nological innovation in the field of EVs is an incredibly
exciting topic. Figure 5 shows the analysis of the estimated
improvement rate, where PE is the power electronics and EM
is the electric motor. The figure also shows the estimation
steps to improve the domains (power electronics, battery,
electric motor as well as charging and discharging sub-
domains), which is the estimated density of the technological
improvement of each domain or subdomain in the EV field.
An improved version of the HNS model (Human,
System, and Nature) is offered for the mechanical navigation
of EVs. They considered the need for angles (H, N, and S),
although they were balanced as another base for support.
The model is converted to NHS to show versatility from N to
H, then switched to H to S. An increasingly accurate idea of
the relationship between people, nature, and systems is that,
in practice, the frame within the circle of people is floating
around, and two of them fall into the sphere of nature, as
shown in Figure 6. As shown in Figure 6, according to the
previous model, each of the three representations has been
similarly adjusted, but according to their proposed model
(NHS), case (a) is more supportable than (b), and (b) more
practical and therefore is better than (c). In the proposed
model, we need to consider nature, humans, and systems
separately. Unlike humans, nature depends on us and will
remain without people as long as the structure depends on
both humans and nature. As a rule, support implies a
reasonable approach, which can limit negative environ-
mental impacts, trying to maintain harmony between all
three “columns.” The opinions of people and structures
should be determined from a natural point of view [44].
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FIGURE 3: The most popular electric vehicle currency positions are listed.

Human and financial factors are critical factors in
making progress. Countless people around the world have
increased traffic. There are three types of EVs: HEV, FCEV,
and EV. According to [45], all PHEVs in a municipal fleet
can be divided into six categories:

(1) electric bicycles and bicycles,

(2) street electric cars,

(3) high-speed urban EVs,

(4) low-speed electric cars,

(5) supercars, and
(6) electric bus and electric truck.

We are talking about EV's in highway road cars (level 2).
These types of vehicles are modular EV's that are driven by at
least one electric motor and that use the energy that is
regularly stored in battery-powered batteries. The use of
petroleum products in the transport system causes atmo-
spheric pollution due to the formation of particles and
unnatural meteorological changes caused by carbon dioxide
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and primary air pollutant emissions. Conventional vehicles
on transport chassis have the most significant influence on
dangerous atmospheric forms. There are many mineral-
filled vehicles in the world that can carry substances that
deplete the ozone layer.

Human progress has resulted in present atmospheric
changes and ozone-depleting chemical emissions, which
are the world’s major challenges [12, 13]. According to the
announcement issued by the European Commission,
transportation is the second most crucial factor in the
release of ozone-depleting substances. This is equivalent to
a quarter of the ozone layer in the European Union (EU).
One of the primary ozone-depleting materials is CO, gas,
and about 15% of the ozone-depleting elements (i.e., CO,)
are emitted by light vehicles such as pickup trucks and
automobiles [46]. In recent years, some research projects
involving the integration of electric vehicles into low-
voltage grids have been carried out in Denmark, Norway,
and Sweden. Figure 7 depicts a model of a grid-connected
vehicle. The solar energy is connected to the home power
supply for EV charging (during the daytime), which is
called a solar to a vehicle (S2V) power supply. This charging
process will reverse in the evening when the EV will dis-
charge to home power by way of the vehicle-to-home
(V2H) and vehicle-to-grid (V2G) processes. The issue of
local area network constraints for locating electric vehicles
with sufficient power in low-voltage residential area net-
works has been researched [13, 47].

4.1.1. Flexible and Innovative System in the Car. The ad-
vantages of EVs connected to the network include two-way
dynamics. Therefore, this application (Dynamic Mobility
between EVs and PHEV) will become an important choice
for the smart grid area [48]. In addition, it is often used as the
source of an energy crisis. An energy management mech-
anism is needed to promote the link between household
business taxes and fast car charging. The power control
mechanism is fractioning in two directions. For example, it
works with an inverter to convert the direct current dis-
charged by the battery into alternating current for home use
and works with a rectifier (for example, when the current
direction is opposite) to charge the battery. However, electric
vehicles can be the best option to supply the various utilities
because of their facilities and advantages [13, 49], such as the
following:

(1) The charging station has large-scale loads compared
to residential loads.

(2) In this situation, the transmission capacity has better
response speeds.

(3) The charging points are available and have high
flexibility.

4.1.2. Future Development Model of Electric Vehicle Network
(EVGI). EVs can be used not only for transportation but
also as electrical loads (grid-to-vehicle (G2V)), the corre-
sponding energy stock of the grid (vehicle-to-grid (V2G)),
the energy stock of various EVs (vehicle-to-vehicle (V2V)),

and the energy stock of buildings (vehicle-to-building
(V2B)) function system compliance center [17, 50]. In the
field of vehicles, some new results are proposed, which can
improve the availability and applicability of EVs in the most
modern power grids. The latest innovations include pro-
prietary wireless power transfer (WPT), connected mobility
(CM), autonomous or autonomous EVs, and EVs’ economic
saving, and life-saving power network. By using these in-
novations, the fate of the transportation sector is reversed.
Besides, how the future electrical transportation unit is
firmly connected to the grid will affect the strength and
energy of the automotive industry’s innovation in creating
these titles. Figure 8 shows a classification, and Figure 9
shows a proposed model for the future development of the
EV network.

4.1.3. Renewable Energy Sources. While researching the
impact of EV grid integration, it is difficult to overlook the
work of environmentally friendly energy sources and the
significant impact of the combination of EV's and systems.
This section studies the effects of sustainable energy. In
Knezovic et al. [52], the analysts considered the possibility
and difficulty of coordinating inexhaustible energy sources
(for example, based on wind and sun) to provide energy for
battery charging, and then started again from the per-
spective of limiting greenhouse gas emissions. When
adaptable loads are used, the problem of reducing the
stability of the power structure due to the abuse of sus-
tainable energy has not yet been significantly resolved.
PEVs can charge EVs in peak-off hours or when renewable
energy is available. Consider that the benefit of answering
the request is to improve the charge coordination of using
low-carbon or low-carbon energy. It is assumed that the
strength structure representation of the use of DE (dis-
tributed energies) assets will be further improved and
combined with sustainable energy. There is a lack of co-
ordination between the host and the distributed generation
energy system (DESS) with sustainable energy, which can
be completed under the basic and maximum loads. At the
optimal time, additional energy is fed into the grid. From
what is written, the work in this field basically meets the
broader prospects, which represents the study of the entire
future interesting grid system and network [13].

4.1.4. Smart Grid Structure. Currently, the construction of
the power grid does not meet the required flexibility. The
smart grid is a complex system that is connected to all grid
networks. To exhibit all system screen characters for this
application, various networks need to be effectively copied,
connected, and approved. However, the architect did not pay
much attention to the plan of the grid network. The fol-
lowing are the main components of planning a keen system
[13, 17].

(1) The substructure of the system must be adaptable
and its components must be considered.

(2) The structured grid model should be able to support
future expansion.
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Wireless power transfer is the latest
technique to charge / discharge the EV's
without any physical contac between source
and load. WPT transfers electrical energy
through electromagnetics.

A\

Connected mobility (CM) is the concept of
communication between vehicle-to-vehicle,
vehicle to a roadside base station, passenger,
traffc signal, power grid, etc.

( )

Autonomous or self driving vehicles are the next
generation vehicles, which have the ability to
sense their surroundings and act upon it. It is a
driverless technology, where the vehicle itself
decides the travelling route, identifes road
conditions, operates the vehicle to reach the
destination set by the user.

- )

EV shared economy

With the technological advancement in EV
technologies, a new concept of vehicle
ownership may evolve in the near future using
theshared economy or collaborative
consumption concept.

Energy intennet

EVs may play a vital role in the development of
the energy internet (EI) technology. The EI
concept, frst introduced by Jeremy Rifkin, is to
unify the power, transportation, gas, and thermal
systems in a single platform.

Figure 8: Classification of EV network.

(3) When planning the structure, the structure and
points of the programming/device/grid structures
should be considered.

(4) If the system update program is activated, it should
be executed automatically.

4.2. Energy Storage Technology. Battery innovation is the so-
called hot topic related to electric cars. The junction point is
the anode, and the electrons move toward the cathode. At
the same time, there is no electrical prevoltage during the
movement of particles in the electrolyte. Lithium particles
(Li particles) and nickel-metal hydride (NiMH) are two

types of batteries used in EVs. Cars like the Nissan LeFeng
and Mitsubishi iMiev use lithium batteries as an indis-
pensable source of energy. On the other hand, in half of the
EVs, such as the Toyota Prius, nickel-metal hydride batteries
are used as primary resources [53]. The only source of energy
that is remembered in EVs is batteries. It should be mea-
sured satisfactorily in order to promote energy transfer
continuously. Before the battery is completely discharged, it
can now confirm the additional charge generated by the
regeneration process, for example, decelerating. Experts
note that the safe zone is about 20%, which means that the
emission zone should not exceed 80%, although it is possible
to determine the state of a slow regenerative charge.
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Figure 10 shows an example of the EV battery charging
capacity.

For this reason, during the hour of charging the battery
[54], the stock increases by about 5%. If the highest state of
charge (SOC) is 95% of the first SOC and the highest release
rate is 20% of the first SOC, the battery size must be de-
termined so that the required limit is correctly reached. The
charge state is the current battery charge limit (upper limit),
and deep discharge is the battery level released as the upper
limit. Although the vehicle battery at the intersection is the
primary source of energy for the traction, the goal is that, as
with the device being measured, the limit of the required
battery should be a series of hybrid organized vehicles [13].
Due to the fact that the internal combustion engine of a plug-
in hybrid vehicle of this design distributes the required
energy for the pedaling force, the required limit for the
battery is small. In addition, batteries used in plug-in hybrid
vehicles must flexibly meet the activity requirements. When
the car stops at a low speed, it behaves like an electric car
battery. In this sense, it is necessary to improve the battery to
limit its highest point, freeing its depth to a higher level. To
know the energy storage device, energy generation system,
and energy sources for PEVs, the details of the approach can
be found in Figure 11.

The energy storage (ES) system is a rapidly growing
technology. ES gives attention to a solid-state storage system.
This is indicative of the fast pace of development in the car
battery area, whereas technical performance has a vital role
in economic development. A comparative study evaluates
the capital costs of different energy storage technologies [54].
The literature report shows that the energy storage capital
cost depends on several facts, such as cost per kilowatt, per
kilowatt-hour, and kilowatt-hour per cycle. For example, the
supercapacitors, li-ion, flywheels, and sodium sulfate storage
costs are calculated by kilowatt, kilowatt-hour, and fuel cell,
and flow batteries costs are measured by kilowatt-hour per
period.

4.2.1. Battery Charging Methods. Several structures can be
used to charge EVs. The power level (kW), the electricity
used, the accessories, and the battery types are factors that

100% +

} 20% SOC

Battery Capacity
Reserve (Safety Margin)
80% not exceed
Over charge risk

95% SOC
0% -

FIGUre 10: EV battery capacity.

determine the charging of EVs. The power for moderate
charging is approximately 3.3 kW and the power for fast DC
charging is approximately 50 kW [55].

At the simplest level, it is necessary to use chargers to
power the battery from a conventional single-phase power
source or a level two AC charging station or to connect a
plug-in hybrid electric vehicle that is an integral part of the
innovation of the complete vehicle. This innovation means
that, for example, in Europe, people can connect electricity
from a conventional single-phase 230 V. AC socket via ex-
ternal vehicle accessories and then convert internal devices
to DC to charge the battery. Charging is usually possible at
these locations with low voltage frames. On the other hand,
more and more people were demanding that the power of
the DC station be quickly charged to 50 kW, while the power
organized for the Tesla compressor was 120 kW.

4.2.2. Charging Cage for Electric Cars. Another essential
aspect of EVs is the charging of batteries. The charging speed
of the battery depends on the type of charger used and the
main battery charge. In most cases, the charger is divided
into four levels, from level 1 to level 4. In many EVs that use
power supplies from home devices, level 1 chargers are EVSE
(Electric Vehicle Maintenance) devices compared to implicit
chargers that can be used in electric cars to charge fully for
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FIGUre 11: Classification of (a) energy storage devices, (b) energy generation systems, and (c) PEVs energy sources.

7-9 hours. Tier 3 and Tier 4 chargers are chargers that use
advanced DC charging methods to charge EV batteries le-
gitimately. This kind of configuration is mostly used in
Singapore [56].

4.2.3. Approximate Time to Charge the Battery. The Inde-
pendent State of Charging: In this state, 55% of the battery
charge is completed during a period of low use (from 10: 00
p.m. to 7: 00 a.m.), and additionally, 45% is supplied from 7:
00 a.m. to 10:00 a.m. In the subsequent express delivery,
75% of the battery charge of the electric vehicle ends when
used less (from 10: 00 p.m. to 7:00 a.m.), and the remaining
25% is made available between 7:00 a.m. and 10: 00 p.m. In
this example, synchronous loading or first loading is con-
sidered one of the most effective strategies. The transaction
costs for energy, a measure of the energy consumption of a
battery in the state of charge (SOC), are regarded as the
parameters of this technology. In an uncontrolled state of
charge, 55% of the charging time of the battery is used
during periods of low usage (from 10:00 p.m. to 7: 00 a.m.)
and the remaining 45% at 7:00 a.m. (10:00 p.m.) provided
between them [12].

To complete the checkpoint, an accurate assessment of
the relevant conditions for the electric vehicle must be
characterized. The proposed charging time is shown in
Figure 12. It should be noted that one of the primary
problems with this strategy is that the charging of connected

EVs should be limited during periods of maximum energy
consumption. The following mode (controlled state of
charge) is considered as follows.

From the beginning, the battery pack and the bend of the
battery pack were chosen according to the type of day. If it is
possible to restore the possibility that the battery can hardly
be fully charged at night the next night, the total load at night
should be less than the estimated shutdown time, which
depends on the peak load the next day. The updated lithium
battery is suitable for charging EVs with a range of 170
kilometers. The maximum battery charge of EVs is around
20 to 30 kWh. EV FC batteries can charge 80% of EVs in less
than 30 minutes.

4.3. EVs Next-Generation

4.3.1. EV and HEV Unit Design and Advanced Unit De-
velopment Guide. Therefore, the main models of EVs that
compete with vehicles with an internal combustion engine
(ICE) are battery EVs (BEV), hybrid EVs (HEV), fuel cell
vehicles (FC), fuel cell hybrid EVs (FCHEV), and hybrid
solar EVs (HSEV). Figure 13 shows the architectures, and
the related inspections of ICE vehicles and charging vehicles
are summarized. The development of environmentally
friendly advanced vehicles based on advanced electric
driving technologies should focus on the following aspects:
reduction of costs, an increase in productivity, and the
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FiGure 12: Charging schedule of EVs. Redrawn and taken permission from Elsevier [13]. (a) Charging is limited during peak times.

(b) Charging process is completed before 6 a.m.

implementation of high power density [57]. The progress of
the key authorizations that can improve the aforementioned
engine performance can be summarized as [58-60]:

It is impossible to determine the absolute superiority of
one technology over another, and a technological decision
must be made after analyzing a number of factors for a
particular application. In this context, after protecting the
essential requirements for a specific EV or HEV vehicle
(torque, power, speed, transmission specifications, etc.), the
key features that need to be compared to choose the right
technology can be summarized as follows [58, 61]:

(a) space required for installation and allowable weight
of the machine (or specific power);

(b) special reliability requirements;

(c) overall efficiency over the entire operating range;
(d) the normal speed of the torque;

(e) overload capacity of the unit; and

(f) the total cost includes material and production.

4.3.2. Technological Approach from WPT. The world has
started to discover the wireless power transfer (WPT) system
for various applications such as electric cars, home appliances,
mobile phones, laptops, home appliances, medical devices,
and electric vehicles. Figure 14 shows a classification scheme
for various wireless energy transmission technologies. WPT
technology can be divided into four main categories: far-field,
near-field transmission [51, 62], mechanical force like mag-
netic gear, and acoustic gear [63-65]. Magnetic transmission
technology uses mechanical forces to convert energy. It was
initially introduced to replace conventional connected devices
and has proven itself for various applications, e.g., for the
fixed charging of EVs, driving electric cars, wind energy, and
low-performance medical devices [66].

The inductive power transfer (IPT) and EV framework
are shown in Figure 15. The frame has two electrically
separated sides: ground (transmitter, grid, or basic) and

vehicle (beneficiary or optional). The transmitter side is
installed on the street to get low repetitive power from the
network, convert it to high frequency (HF), and control the
transmitter circuit. The EMF generated by the transmitter is
combined with the receiver’s fluctuations (in the vehicle) to
excite the HF voltage and flux in the auxiliary circuit. The
optional HF power supply has been recertified to charge the
vehicle’s energy storage structure (such as a battery). Fig-
ure 15 also shows the close relationship between various
innovations in terms of performance level, driving separa-
tion, and repetitive work [51].

4.4. EV Smart City Development. The idea of a smart city
dates back to 2009, proposed by IBM in the United States
[67]. The general definition emphasizes the use of infor-
mation and communication technology (ICT) in vehicles,
energy supply, and management personnel, open funds,
urban assets of management personnel, and administrative
departments in a new era to improve and change the eco-
logical productivity of cities [10]. Besides, this study also
plays a significant role, as the so-called “understanding” also
implies updating the management structure, in which the
monitoring, recovery, investment, and improvement mod-
ules are combined to provide a structured strategy [68, 69].

Smart cities are looking for new solutions to address
some of the urban dilemmas (environmental, social, and
financial) caused by the network, development, and the
operation of underlying conditions (such as vehicles, waste,
energy). However, this cooperation is not always recog-
nizable and should be tested for the most considerable
advantage [10, 11].

Due to the enormous demand for energy and the sig-
nificant impact on air pollution and other related external
influences (such as social security costs), fast, competent,
and clean energy and transport structures are one of the
main problems that community governments usually face
[70]. For example, with regard to a cleaner and more efficient
framework, transport policies have been adopted in many
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urban areas to reduce pollution [71], and research and
development differ from the traditional structure. Among
these other options, electric cars are some of the most fa-
mous vehicles and deserve a lot of research. For example, the
link already includes a method of charging EVs. When
presenting an overview of the smart tariff system, reference
[50] discusses the use of EVs as a capacity. Fernandez et al.
[72] and Beer et al. [73] or its effect on the grid and its use as
a representative tool for maintaining sustainable energy in
references Baloglu and Demir [74] and Villar et al. [75].

4.4.1. General SEMS Management Scheme. Given these
points, Figure 16 shows the overall design of the proposed
sustainable energy management system (SEMS) control sys-
tem. To ensure reliable mobility, the level with the least control
level (excitation level) follows the usual method, which de-
pends on the PID (proportional integral derivative) and the
rule-based controller. On this floor, there are thermostatic
radiator valves (TRV) in each flat, siphons, and valves that feed
the thermosiphons, boilers, and storage, as well as switches
connected to all other electrical resources [76].

A technical basis of a smart city pilot project in China
shows in Figure 17. Government, business, and citizens are
the main actors. Based on the infrastructure of information
and communication technologies, intelligent management,
smart economy, smart citizens, and service are highlighted
in detail [69].

As smart cities, smart infrastructure, and ICT-based
management are also core components of smart industrial
parks. Figure 17 also shows the overall technical structure of
smart industrial parks, including smart infrastructure and
technologies that support efficient resource management in
industrial parks, smart decision support tools that support
the evaluation and optimization of smart industrial parks.
The stylish design of urban industrial symbols, supporting
resources, and the optimal use of energy parks, as well as
smooth business models and design software packages ION,
support the implementation of smart industrial parks [69].

4.4.2. Overview of V2G, S2V, and V2I Structure

(1) Vehicle to Grid. V2G provides intelligent network op-
erations through DR (Demand Response) services between
EVs and the electricity grid. V2G here refers to the trans-
mission of electricity and related data between transport and
network systems, which implements the synergy between the
two needed to achieve an intelligent city. Figure 18 shows a
possible block diagram of a V2G structure [77].

(2) Sun to Vehicle. EVs currently in use worldwide require
charging stations similar to those required for fuel-based
vehicles. The use of a charging station powered by photo-
voltaic cells to charge solar energy is called S2V or EV-PV
charging [78-80]. Figure 18 shows the smart grid concept
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implemented by S2V. Although the concept and imple-  (3) From Vehicles to Infrastructure. Communication V2I is
mentation of solar machines are quite old, Birnie mainly  one of the latest technologies in the fields of communications
uses the term S2V in his work [81]. He suggests that during  and automotive technology. In V2I, cars establish commu-
the day, passengers who use electric cars every day can be  nication with the road unit for the exchange of information.
charged by solar panels in the parking lot. These solar ~ Because of the different vehicle speeds, this architecture tends
systems, used as charging stations for EVs, can help balance  to create a dynamic performance. Some of the main problems
the current and reduce dependence on fossil fuels, thereby  solved with V2I technology are the increase in workload and
reducing carbon emissions. road safety while reducing the environmental impact [77].
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Figure 18 shows the block diagram of the overall in-
stallation of V2I. In this structure, only servers around the
domain need the Internet, where information can be pre-
pared and distributed as required. A global server with an
Internet office can be used in conjunction with all competent
authorities and contains a database for storing all data
recorded by vehicles in motion. The car is suitable for
continuously separating data about environmental and ve-
hicle conditions, which must be systematically returned to
the domain server. These can be completed through the
onboard unit (OBU), equipped with a camera, and installing
the sensor inside or inside the vehicle. The remote standard
IEEE 802.11p (orthogonal frequency division multiplexing
(OFDM)) is used to implement the physical V2I layer (PHY)
with multichannel ambiguity. OBU can display 2G, 3G, 4G,
or Wi-Fi to provide better usability in areas with little traffic.

5. Contribution of EV Technology Improvement
and GHG Emission Reduction

Table 1 shows the leading countries’ national EV battery
technology improvement systems and their contribution of
GHG emissions. China and the United States are the leading
countries in the area of improving control over EVs.

6. Conclusions, Current Research Trends, and
Future Recommendation

6.1. Conclusion. It is expected that progress in the devel-
opment of EVs and contributions to the overall resources
and facilities of renewable energy will improve the global
reputation of electric cars. In this sense, additional tech-
nology improvements such as appropriate and reasonable

charging rules, smart cities, robust adaptive frameworks, and
business structures, policy, CO, emission reduction, and
reduction to measure the impact on the environment,
health, and power grid are fundamental to ensuring the most
significant advantages from EVs with circulated benefit.
Besides, Energy Internet will become an innovative network
in the future and will use the latest energy frame panel to
compute the energy framework fully. This study introduces
all parts of the development structure of electric cars. After
incorporating the principles of EVs and their adoption
globally, electric vehicles must be widely known in the
market. We carefully analyze the known electric car ap-
proach guidelines and many components so that future
professionals can understand the solutions that will be
implemented. Also, the various parts of the current
framework used to load the communication and EV sharing
networks have been carefully examined and improved, for
example, strengths, consistency, control, and coordination
strength, including their benefits and drawbacks. This study
also suggests future research recommendations to overcome
the tide. A letter on the future possibilities for electric cars
shows that the exploration area needs to be reviewed.

6.2. Current Research Trends. Figure 19 shows the current
research article trends and the number of published papers
between 2010 and 2023 on EV-related topics. It can be
observed that the current research trends follow the study
topic, whereas EV technology is the top hot topic in these
research areas. There are 47498 plus articles published in
2021, and the current year’s published amount is about
34737. The second position is the EV environmental impact
topic. There are 4844 additional articles published between
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2020 and 2021, and till this year, 2022, about 10973 materials
are already online. However, in the current year, publication
topics such as EV battery, EV safety, EV health impact, and
EV sharing networks are 8621, 7838, 5219, and 2251 higher
than EV policy, EV CO, emission, EV adoption, and EV
with smart city 1429, 1300, 1150, and 50, respectively. On the
other hand, the EV advantage and disadvantage number of
articles are significantly low. It is concluded that in the recent
years from 2010 ahead, there has been significant progress in
electric vehicle technology, which gives this subject the
conviction area of exploration.

6.3. Future Recommendation. After reviewing the current
research on electric vehicles (EVs) status, it is felt that the
novel approaches can be useful to overcome the obstacles to
EV development. Besides that, it is unbearable to discuss all
the importance in one study. For further improvement, the
research needs some future recommendations for enlight-
ening its value, as given below.

(i) The energy storage battery technology needs to be
improved for EV adoption, as well as the need to
enhance the standard charging ports to user
friendly.

(ii) The materials used in EV batteries are challenging
to recycle. So, there is a need to find a new energy
storage technology.

(iii) EV battery charging with grid connection still has
adverse effects. These effects may need time to be
reduced, which will increase a great chance to in-
tegrate EVs with renewable energy sources.

(iv) Reduce the EV battery temperature; an air-cooled
medium technology can be applied, such as water
or PCM (Phase Change Material). For more details,
go to Akinlabi and Solyali [87].

(v) Develop new EV business and policy plans for
customer’s products and services about EVs.

(vi) Globally, EV acceptance still needs time. EV
implementation can be improved by following
some EV-accepted countries.

(vii) The information and communication should be
more advance in EV smart cities with renewable
energy development. To take the right plan, we need
to collect more literature or online survey data, and
the idea can generate from EV-developed countries.
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In the traditional case, the uncertainty of the ambient temperature measured by the experiential distributed sensor is considered.
In this paper, a model based on the moving least square method in the fusion algorithm is proposed to study the optimal
monitoring point of the sensor in the greenhouse and determine the most suitable installation position of the sensor in the
greenhouse to improve the control effect of the temperature control device of the system. MATLAB simulation software is used to
simulate each working condition of the greenhouse. Temperature data measured at 15 locations in the greenhouse were used to
evaluate all possible combinations of monitoring locations and to estimate the optimal location for indoor temperature sensors.
Compared with the traditional method, the error is reduced to 0.373, and the data are more accurate.

1. Introduction

At present, China has implemented greenhouse energy-
saving planting projects and intelligent technology is applied
to the modern greenhouse control system. Proper control of
temperature, humidity, and carbon dioxide concentration in
greenhouse can effectively improve the growth speed,
quality, and yield of crops [1]. All biochemical reactions of
crops in the whole growth cycle require appropriate tem-
perature. Compared with other environmental factors,
temperature is a decisive factor for crop growth and de-
velopment. Therefore, the study is of great importance to the
high efficiency, energy saving, and high yield under the
premise of greenhouse temperature analysis.

During the temperature data measurement in a green-
house, a limited number of sensors are usually installed to
improve the overall cost performance. In general, sensor
locations are determined by experience. However, according
to the empirical distribution measurement results, the
correct representation of the whole temperature environ-
ment in the greenhouse is uncertain. Therefore, it is

necessary to select the best installation location for a limited
number of sensors to accurately monitor the internal
temperature of larger greenhouses.

Currently, the studies on the optimal sensor placement
are mainly to measure the stability of the internal detection
system in a specific environment and to determine the
optimal sensor location in different measurement envi-
ronments. The new technology based on truck GPS tra-
jectory optimization deployment strategy in the California
highway has been investigated: one is to establish a flow
measurement based on the intercepting model flow
weighting factor with emphasis on different body position
and another is to set up the truck and choose different
relative position recognition model to determine the best
position of identification of heavy truck movement [2].

A unified TWLS framework was proposed for the joint
location estimation of multiple disconnected sources and
sensors based on a more general measurement model, which
can be applied to many different localization scenarios [3]. A
sensor network design strategy for monitoring nonlinear
dynamic chemical processes using UKF was proposed to
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approximate the true mean and covariance of a nonlinearly
transformed random variable, till the third order was cor-
rectly performed with a low computational workload [4]. A
four-stage program for a practical solution was developed to
predict seismic displacement responses on all building floors
using accelerometer measurements in optimized sensor
positions. A recursive neural network based on multiscale
attention was proposed [5]. Based on the response mode
analysis, the position optimization scheme of monitoring
sensor for a deep-water drilling riser was proposed to predict
the optimal position according to the principle of maximum
response acceleration amplitude by selecting main excitation
modes and considering the tilt angle of riser [6]. Wang
Xiaoping et al. established a two standard model for the
optimal sensor placement, by which gas concentration could
reach the given value and the maximum in the shortest time
[7]. Bowen et al. selected the position and number of
measuring points of a scramjet combustion chamber with a
genetic algorithm and obtained the best sensor position and
number by using the global optimal search and large-scale
parallel computing capability of the genetic algorithm [8]. A
probabilistic scheme for sensor monitoring in a discrete
nonlinear state space was proposed to estimate the proba-
bility density function of the state and the measurement
noise covariance, which is considered as a random variable.
With the variable decibel Bayesian method, a quantitative
index characterizing the measurement quality and satis-
factory state estimation was obtained [9].

However, the existing studies in sensor placement
method enhances unceasingly perfectness, but the precision
control is largely limited by the accuracy of the model and
the complexity of measurement environment conditions.
Due to the crop growth models, greenhouse temperature,
forecast model, and so on, there is a certain distance from the
actual production requirement of greenhouse.

Based on the crop growth model and performance index
function, the Pontryagin’s maximum principle (PMP) was
used to calculate the optimal set value of greenhouse daytime
temperature at different temperature and light levels [10].
The computer optimization system of greenhouse heating
control target based on energy consumption prediction
model was established [11], which can optimize and cal-
culate the greenhouse temperature setting points during the
day and night. A SVM prediction model for the photo-
synthetic rate was established to realize the increase of CO2
application on demand [12]. All possible combinations of
monitoring positions were evaluated in [13] and the best
sensor position was selected by many sensors. Two methods
were used for the optimization: sensor placement based on
error and sensor placement based on entropy. By the former
method, the sensor locations can be selected where the
monitoring data are close to the reference value, i.e., the
average data of all measured positions. By the latter method,
sensor locations that are subject to poor environmental
control due to external weather conditions can be selected.

In view of the disadvantages of reference setting as the
average value and the demand objectives of crop growth
characteristics, energy consumption, economic benefit, etc.,
the simulation temperature of indoor environment was
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calculated by the moving least square (MLS) method, which
was proposed systematically by P. Lancaster and
K. Salkauskas in the early 1980s [14]. The MLS has two major
improvements [15]: (1) it is more convenient to establish the
fitting functions instead of the traditional polynomials or
other functions and (2) it introduces the concept of compact
support, i.e., the value y at point x is regarded as only affected
by nodes in the subdomain near point x, which is called the
support domain of point x, while nodes outside the support
domain have no influence on the value of x. In the process of
fitting, different basis functions can be used to obtain dif-
ferent precision, and the same weight function can be used to
change the smoothness of the fitting curve.

The mobile least squares method is developed based on
the traditional least squares method with the high numerical
accuracy for good mathematical theory support. This is also
unmatched by other meshless methods, such as smooth
particle method, unit decomposition method, reconstructed
kernel particle method, and radial basis function method
[16].

Therefore, by the moving least square method, the
present study aims to investigate the best monitoring point
of the sensor in the greenhouse, determine the most suitable
installation position of the sensor in the greenhouse, and
improve the control effect of the system temperature control
device and the temperature environment quality in the
greenhouse.

2. Materials and Methods

2.1. Multisensor Distribution Model Based on Data Fusion.
Multisensor data fusion refers to the fusion of data collected
by different knowledge sources and sensors to achieve a
better understanding of observed phenomena. The moving
least square method selected in this paper belongs to data
layer fusion, as shown in Figure 1. First, the observation data
of all sensors are fused, and then feature vectors are taken
from the fused data for judgment and recognition. Data layer
fusion does not have the problem of data loss, and the result
is the most accurate, but it has a high requirement on system
communication bandwidth [17].

2.2. Moving Least Squares

2.2.1. Establishment of Fitting Function. In the local region
of a fitting function selected, the fitting function is [18-23]:

FG) =) k(0B (x) = b (2B (x). (1)
i=1

In formula (1), f(x)=Y"h(x)B;(x)=hT(x)B(x),
h(x) = [h (x), hy(x),...,h,, (x)]" is called the basis func-
tion vector, which is a complete polynomial of order k, and
m is the number of terms of the basis function. S(x) =
(B, (), B, (x), ..., B, (x)]" is the undetermined coefficient
of the fitting function, which is compared with the tradi-
tional least square method. B(x)#C, the undetermined
coeflicient is the spatial coordinate function of x.
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FiGgure 1: Flowchart of data layer fusion.

Consider the weighted discrete normal form of residuals
below:

7=Y w(x-x)[f () -y
j ) (2)
= Za)(x—xl)[hT(x)ﬁ(x)_J’I] :

In formula (2), n is the number of nodes in the solution
region, f(x) is the fitting function, y; is the node value at
x =xp, ¥; = y(x;) and w(x — x;) is the weight function of
the node x;. In order to determine the coefficient (x),
formula ] should take a minimum value, so the partial
derivative of its coefficient S(x) should be calculated as
follows:

U AB(x) - B(x)y =0,

0
4 (3)

B(x) = A" (x)B(x)y.

Substitute the following equations into formula (3)

n

Ax) = z w(x = x)h(x)h" (x))s

I=1

B(x) =[@(x = x)h(x)), @ (x = x,)h(x;), - @ (x = x, ) (x,,) ],

T
Y =yl
(4)

By substituting the formula f(x) into f(x), the moving
least square function is obtained as follows:

fx) =Y 6 (x)y =9 )y, (5)

where 9 (x) is called the form function and k represents the
order of the basis function.

9 (x) = [0 (x), 65 (x),...., 05 (x)] = p" (x)A™" (x)B ().
(6)

2.2.2. Weight Function. Weight function plays an important
role in moving least square method. The weight function
w(x — x;) in the moving least squares method should be
compactly supported, that is, the weight function is not equal
to zero in a subdomain of x, but is zero outside this sub-
domain, which is called the support domain of the weight
function (that is, the influence region of x). Generally, the

circle is chosen as the supporting domain of the
weight function (see Figure 2), and its radius is
denoted as R,,,. Due to the compact support of
the weight function, only these data points
contained in the influence region have an effect
on the value of point x.

The selection process of the influence radius
is as follows:

(1) First, the overall characteristic line is
obtained through linear fitting;

(2) Cycle each discrete point x again:

(2.1) Determine the support domain size of dis-
crete point x;
(2.2) Determine the key nodes contained in the
support domain of point x:
(2.2.1) Translate the overall feature line to point x;
(2.2.2) Calculate the distance between all nodes in x
support domain and the overall feature line;
(2.2.3) Select several nodes closest to the overall
feature line as key nodes and eliminate other
nodes in the support domain;

(3) End the cycle of discrete points and use the moving
least square method for curve fitting.

The weight function, w (x — x;), should be nonnegative
and decreasing monotonically as x —x;, increases. The
weight function should also have some smoothness because
the fitting function inherits the continuity of the weight
function. The commonly used weight function is spline
function, R = x — x;, R = R/R,,,, then cubic spline weight
function is shown in formula (10):

-

2 —2 —3 — 1
——4R +4R,<OSRS—>,
3 2

w(R)=14

_ _ 4__ _
§—4R+4R2—§R3,< <Rsl>, (7)

L 0, (R>1).

Figure 3 shows the cubic spline function curve, where the
independent variables are the values of R, and the dependent
variables are the values of the mapped spline function. The
influence region should contain enough nodes to make A (x)
in (5) invertible.

Verified in the literature [15], in using the moving least-
square method of curve fitting, the right to choose seven
times spline function fitting curve effect is the best, but the
large amount of calculation, and according to the example of
this chapter, choose three to five times spline weight
function was proposed to fit, take the high number of elected
five or six times spline weight function. The fitting result is
not as good as choosing cubic and quartic spline weight
function. In general curve fitting, we can get better fitting
results by using cubic spline weight function.

The derivation of the square matrix A (x) invertibility
condition of the weight function is as follows: Suppose there
isanode {x;;,x;, ..., x;,} in the support domain of point x,
and the total number of nodes is N. x; is the i node. Due to



FIGURE 2: Weight function support domain.

W (x) = diag (w, (x),w, (x), ...,w,(x)), when node x; is in
the support domain of x, there is w; > 0, otherwise there is
w; = 0 (1<i< N), so there is a permutation matrix B, which
makes BWBT = diag (w;,w;,, ..., w;,,0,...,0), so there is
A =P'WP = PT(BTB)W (B'B)P = (BP)" (BWBT) (BP).
Moreover, the first n behavior of the matrix BP:
BACHE
pi(xn)

Pl ('xin)
pa(xi1)
P2 (%)

P, = P2 (%) |. (8)

o)
Pm (xiZ)

o pm (xin) -

Write W, (x) = diag (w;; (x), w, (%), ..., Wy, (%)), P, as
the matrix formed by the last (NN —n) lines of BP, then

A=(BP)"(BWB")(BP) =(P] P})

Wy 0\/P . )
ERE
0 o/\p
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FiGure 3: Cubic spline function curve.
Because A is positive definite, )

rank (A) = rank (PTW,P)) = rank (P,).

If and only if the column vector P; is linearly inde-
pendent, p(x) is linearly independent with respect to this
node {x;;, xj, . .., x;,}, rank (P;) = m, so A(x) is invertible
if and only if our basis vector p(x) is linearly independent
with respect to these n nodes. In this way, when p(x) is a
two-dimensional linear basis, the column vectors of P, are
linearly independent if and only if there are at least three
non-collinear points in the support domain. When p(x) is a
two-dimensional quadratic basis, the column vectors of P,
are linearly independent if and only if there are at least six
points in the support domain, and these points are not on
any one of the conics.

2.2.3. Optimal Sensor Position Model. The method based on
moving least squares is used to select sensor locations that
best represent the overall greenhouse environment. In ad-
dition, statistical indicators such as root mean square error
(RMSE) and mean absolute percentage error (MAPE) are
calculated to verify the accuracy of the measured data at the
location selected by the moving least squares method.

RMSE is a measure of the difference between a com-
posite trend and a reference trend. MAPE is a measure of
predictive accuracy as a percentage of errors. Therefore,
MAPE is used to assess the accuracy of the composite trend
relative to the reference trend.

The comparison between RMSE and standard deviation
is needed: Standard deviation is used to measure the dis-
persion degree of a set of numbers, while root mean square
error is used to measure the deviation between the observed
value and the true value. Their research objects and purposes
are different, but the calculation process is similar. MAPE is
expressed as a percentage, independent of proportion and
can be used to compare predictions of different proportions.

Using these two statistics, the difference between the
reference trend and the combined trend based on the
number of sensors installed can be assessed. RMSE and
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FIGURE 5: Measured temperature data.

TaBLE 1: Specific measurement data.

Location Temperature measurement data (°C)
t1 29.5
t2 294
t3 29.8
t4 29.6
t5 29.3
t6 30.2
t7 30.0
t8 29.3
t9 29.2
t10 29.6
t11 31.1
t12 30.5
t13 29.3
t14 30.5
t15 30.4
The minimum value (°C) 29.20
The maximum value ("C) 31.10
The average (°C) 29.85
The standard deviation 0.57
The range 1.90
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TaBLE 2: Specific error data.
Location The relative error
1+x 1+x+x? 1+x+x%+¢e

tl 0.03 0.04 0.02
t2 -0.13 -0.13 -0.13
t3 0.22 0.20 0.18
t4 -0.02 -0.05 -0.08
t5 -0.35 -0.36 -0.38
t6 0.51 0.54 0.54
t7 0.27 0.33 0.34
t8 —0.49 —0.40 -0.39
t9 —-0.65 —0.58 -0.56
t10 -0.34 -0.29 -0.28
t1l 1.08 1.08 1.07
t12 0.38 0.35 0.36
t13 -0.91 -0.94 -0.84
t14 0.23 0.23 0.42
t15 0.06 0.08 —0.02
The minimum value (°C) 1.08 1.08 1.07
The maximum value (°C) -0.91 -0.94 -0.84
The average (°C) 0.378 0.373 0.374

TaBLE 3: Statistical index.

Statistical index

Location 1+x+x 1+x+x%+¢e
RMSE MAPE RMSE MAPE RMSE MAPE
t1 0.03 0.006 0.04 0.009 0.02 0.004
t2 0.09 0.03 0.09 0.03 0.09 0.03
t3 0.14 0.08 0.13 0.08 0.12 0.07
t4 0.12 0.08 0.12 0.09 0.11 0.09
t5 0.19 0.16 0.19 0.17 0.20 0.17
t6 0.27 0.28 0.28 0.29 0.28 0.29
t7 0.27 0.34 0.29 0.36 0.29 0.37
t8 0.30 0.45 0.30 0.45 0.30 0.46
t9 0.36 0.60 0.34 0.59 0.34 0.59
t10 0.36 0.67 0.34 0.65 0.33 0.65
t11 0.47 0.91 0.46 0.88 0.45 0.88
t12 0.46 0.99 0.45 0.96 0.44 0.96
t13 0.51 1.20 0.50 1.17 0.49 1.15
t14 0.49 1.25 0.49 1.22 0.48 1.24
t15 0.48 1.26 0.47 1.24 0.46 1.24
MAPE are calculated using equations, and detailed calcu-
The Quadric Curve Fitted Out lations are shown in formulas (10) and (11).
z 2
i RMSE = 2ia(Si-G) , (10)
Z
30.5 P
100 S, - C;
MAPE = — . 4‘ (11)
30 4 Z glS

29.5

2

2

F1GURE 9: Quadric curve fitted out.
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Here, RMSE is expressed in °C, MAPE is expressed in
percentage %, Z is the total amount of data, §; is the value of
the reference trend at a particular time, and C; is the
combined value of the trend at a particular time.

Compared with the traditional error method, the
method based on the lower basis function is adopted to
obtain the shape function with higher continuity and



compatibility by selecting appropriate weight function, and
the numerical error after fitting is smaller. Substitute

. RMSE
Ax) =Y xh (x)h" (%)),

Z MAPE

RMSE RMSE
B(x) = . il
) =|3apE ") apE:

3. Results and Discussion

3.1. Descriptive Analysis of Environmental Data. The internal
environment of the experimental greenhouse was moni-
tored, and temperature sensors were installed at 15 positions
in the greenhouse [24], SHT 71, Sensirion, a Switzerland
sensor, error range +0.1 °C, as shown in Figure 4. The
measured data were obtained by experimental temperature
collection in summer (May-June), and the broken line graph
of temperature data relative to position coordinates was
drawn, as shown in Figure 5. After excluding missing data
and rough error, the data were substituted into the moving
least square model for verification experiment. Specific data
are shown in Table 1.

In order to verify the effectiveness of the moving least
square method, this paper selects different weight functions
for comparison simulation under the condition of using the
same bar function and quadratic basis respectively. Suppose
that during the simulation, the range of influence area is
0.3m, and samples are taken every 10 minutes. Under the
same conditions, three different weight functions are sim-
ulated and compared, and the simulation results are output
as simulated temperature curves. The results are shown in
Figure 6, which is a simulated data graph by the moving least
square method. Figure 7 is the actual measurement data
connection diagram. The error function is analyzed, and the
results are shown in Figure 8 and Table 2. The ordinate of
Figures 6 and 7 is temperature in °C.

As can be seen from Figure 8, when the system model is
established and the weight function characteristics are
known, the moving least squares method has a good curve
fitting accuracy and memory stability. However, when the
weight function changes, its error characteristics will change.
It can be seen from Figure 7 that the weight function with
higher order has better fitting effect. When the system adopts
the moving least square method, the error data of T11 and
T13 are excluded due to the fact that there are also sensors in
the vent. During the whole simulation process, according to
the analysis and calculation of the error and combined with
the data in Table 2, the optimal sensor can be located at the
T10 sensor with the error closest to the fitting value, namely,
the central sensor.

3.2. Validation of Experimental Data. In order to further
verify the practicability of the proposed algorithm and
consider the feasibility of the experiment, root mean square
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formulas (10) and (11) into A(x) and B(x) to obtain formulas

(12) and (13).

(12)

RMSE
"> MAPEx

h(x,),.. h(x,) | (13)

error (RMSE) and mean absolute percentage error (MEAN
absolute percentage error) of statistical indicators are used
for experimental verification. The results are shown in Ta-
ble 3 and Figure 9.

As shown in Table 3, the error variation trend of the data
of statistical indicators and is basically the same as that of the
moving least squares method, that is, the position prediction
model based on the moving least squares method is verified.
At the same time, it can be seen from the temperature
simulation surface shown in Figure 9 that the temperature
measurement error of the sensor in the center of the
greenhouse is consistent with the trend of the simulation
error [25, 26].

4. Conclusion

In this paper, a simulation system based on the moving least
square method is proposed, which overcomes the divergence
problem of traditional error analysis under different weight
functions. Based on the moving least square method, the
optimal sensor position algorithm selects the corresponding
weight function by judging the statistical index. When the
error appears divergence, the corresponding position can be
eliminated in time to avoid mismeasurement. The short-
coming of the algorithm is that the error stability of the
moving least square method needs to be further improved
when the weight function of low order is adopted. Therefore,
in this paper, the moving least square method is used to
study the best monitoring point of the sensor in the
greenhouse, and determine the most suitable installation
position of the sensor in the greenhouse, and improve the
control effect of the system temperature control device and
the temperature environment quality in the greenhouse.
An adaptive control model can be added to improve the
control accuracy of greenhouse parameters. In order to
further reduce static errors, a genetic factor proposed in [27]
is used to summarize the historical errors, thus effectively
improving the system stability. We can take advantage of the
adaptive control system for the later research of the esti-
mation error [28] and minimize the cost function of the fixed
time by adaptive control scheme, in order to shorten the
time of the system state to reach sliding mode surface [29]
and the use of the finite time adaptive algorithm based on
parameter estimation error [30], make more accurate
measurement scheme, etc. In order to improve the stability
of temperature measurement system, the Lyapunov stability
theoretical analysis method proposed by [31] can be used.
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As a class of familiar nonlinear systems, nonaffine systems are frequently encountered in practical applications. Currently, in the
context of learning control, there is a lack of research results about such general class of nonlinear systems, especially for the case of
performing infinite interval tasks. This article focuses on the incremental adaptive control for nonlinear systems in nonaffine form,
without requiring periodicity or repeatability. Instead of using the integral adaptation, incremental adaptive mechanisms are
developed and the corresponding control schemes are presented, by which the numerical integration for implementation can be
avoided. With the proposed incremental adaptation, the implicit function theorem is introduced to solve the intractability
problem of the nonaffine structure. The robustness (robust convergence) of the tracking error is characterized, with the aid of a
proposed key lemma, while the boundedness of all the variables is examined. Numerical results are presented to verify the

effectiveness of the proposed control design.

1. Introduction

In recent years, with the acceleration of energy transition,
complex energy systems have become a fascinating research
area. In particular, more and more attention has been paid to
its complex nonlinear dynamic analysis and advanced
control method design. Many complex systems in the real
world can be described by nonaffine systems, such as wind
turbine systems, chemical reactions, and flight control
systems. Due to its important theoretical and practical
significance, plenty of research effort has been paid on the
topic over the years. Research works devoted in this topic
can be found in many publications (see [1-6] and references
therein).

In comparison with affine systems, the challenge for
nonaffine systems is that the control input couples with the
system state and acts on the system dynamics in a nonlinear
implicit way. Therefore, there is usually no concept of
control gain or control direction, which in fact increases the
difficulty of controller design. By utilizing Taylor series
expansion [2, 5], median value theorem [3], and Hadamard

theorem [4], the system model subjected to nonaffine
characteristics can be simplified before analysis and design.
With these mathematical approximations, nonaffine systems
can be expressed as an affine-like system or an exact affine
form within a neighborhood of the equilibrium. In [2], by
introducing the implicit function theorem, the existence of
an ideal controller for nonaffine system stabilization was
demonstrated. To deal with nonaffine problems, the dy-
namic inversion technology via time-scale separation was
proposed for the system dynamics that are exactly or par-
tially known [6]. Using the singular perturbation theory, this
dynamic approach has been shown to be effective in
obtaining equivalent controllers that satisfy the control
requirements. In order to further reduce the dependence on
the knowledge of system dynamics, the approximation
technology [7], represented by the neural network (NN) and
the fuzzy logic system (FLS), is widely used in nonaffine
systems [8-14], by applying the well approximation ability
on compact sets. In existing work, many efficient adaptive
neural/fuzzy control schemes have been developed. In [8],
the proposed neural control synthesis method avoids the
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fixed-point problem brought by nonaffine structures.
Exploiting input-to-state stability and the small gain theo-
rem, the adaptive neural control design was proposed in [14]
for the nonaffine systems with a mild assumption, which not
only can overcome the problem of intractability when
controlling nonaffine nonlinear systems, but also has the
characteristics of dynamic learning. Regarding the NN
approximation errors, [12] merged it with the external
disturbance as a compounded disturbance and designed the
disturbance observer for disturbance compensation. With
the stochastic generalized Takagi-Sugeno fuzzy approxi-
mation models, an approach to a stabilization controller
design was developed [13]. These results were generalized to
MIMO nonaffine nonlinear systems [9, 10]. More recently,
interesting results have been ever-increasing and reported in
[15-23], wherein various adaptive NN/FLS-based control
schemes have been shown to efficiently tackle challenges
such as input saturation [15], nonlinear faults [17, 19], state/
output constraints [23], and the consensus tracking control
problem for multiagent systems [20].

In the above methods, a variety of effective adaptive
mechanisms were proposed, in order to ensure the stability
and convergence of the closed-loop system. Taking from the
perspective of construction, these adaptive laws are integral
adaptation, which are conducted in the time domain. As an
alternative and supplement, the parameter adaptive learning
mechanisms in the iteration domain are provided, in the
context of learning control. As a control method that can
significantly improve the control performance of systems
that perform repeating tasks, learning control has been well
established and comprehended theoretically and technically
during the past several decades [24-35]. In the context of
adaptive control, the theoretical frameworks of adaptive
iterative learning control [28, 29, 32, 33] and adaptive re-
petitive control [25, 30, 31] are gradually developed and
formed. Both are important research topics in the field of
adaptive control and learning control, and different from
traditional learning control with input learning features
[24, 26], they emphasize parameter learning. Systematic
methodologies were proposed in [25, 28], where [25] ex-
plored the Lyapunov-like approach for a repetitive controller
design, while [28] developed the composite-energy-function
approach for iterative learning control schemes. The effec-
tiveness of the Lyapunov-like synthesis method in learning
control performance analysis was further systematically
demonstrated in [29]. In addition to the parameter adap-
tation in the iteration domain, adaptive learning control also
provides the time-domain parameter adaptation [27], which
can still perform well as the conventional adaptive control.
In [32, 33], the composite learning algorithm was proposed,
by combining the time- and iteration-domain parameter
adaptations. Moreover, in [34], the projection modification
was suggested, through which the parameter estimates can
be guaranteed vary within a prespecified region. Similar
correction ideas were also reflected in [30, 31], in which the
properties of saturated functions [25] have been mainly
applied, and the partially [30] and fully saturated [31]
learning algorithms were developed. In [35], the Barbalat-
like lemma was proposed to further address the problem of
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uniform convergence of learning control systems. The su-
periority and efficiency of learning control depend largely on
the repeatability of system operation. However, there are
often potential implementation problems for such strict
requirements, which limit the practical application of
learning control. To relax some fundamental constraints
encountered, a great deal of efforts have been put into related
research topics in recent years, and the main results are
concentrated on the initial condition issue [36-38], the
nonequal task problem [39-42], and so on. For the arbitrary
initial condition, various effective techniques have been
proposed to solve this problem, including the boundary
layer method [36], the trajectory rectifying strategy [37], and
the error tracking approach [38]. In addition, the identical
trial length assumption was removed in the framework of
adaptive learning control, and for the parameter learning,
the reference signals are permitted to vary with iteration, and
the controller design can be easily conducted [39-42]. With
the rapid development of adaptive learning control theory,
numerous results of the above control methods have been
successfully applied in various practical systems [43-46].

It should be pointed out that most of the above-
mentioned studies on learning control focus on the tracking
problem on a finite time interval or that of tracking a pe-
riodic reference signal. In addition, the existing learning
control theories mainly concern with the convergence
analysis. At present, there is still a lack of relevant research
for the learning systems performing the task over an infinite
interval, without involving repositioning and repeatability
[47-49]. Furthermore, few results on adaptive control have
been available to tackle such nonlinear systems with non-
affine form based on learning control.

In this article, novel incremental adaptive control design
methods are presented for nonaffine systems performing
infinite-duration tasks, where the incremental adaptive
mechanisms are exploited, instead of using the conventional
integral adaptation. Drawing on existing learning control
strategies, numerous incremental adaptations are developed
and the corresponding performances are characterized,
including the so-called closed-loop, open-loop, and fully
saturated learning mechanisms. With the proposed incre-
mental adaptation, the numerical integration required by the
implementation for an integral adaptive algorithm is avoi-
ded. What’s more, systems allow arbitrary bounded refer-
ence signals and there is no periodicity or repeatability
requirements. Moreover, the implicit function theorem is
applied to deal with the nonaffine-in-control problem, based
on the incremental adaptation. Furthermore, a key lemma is
provided as a technical tool, which can be used for the robust
convergence analysis of incremental adaptive control (IAC)
systems.

This article is organized as follows. The problem for-
mulation is provided in Section 2, and preliminaries are
given, which are helpful for the performance analysis of the
IAC algorithms. In Section 3, the IAC problem for a simple
class of uncertain nonaffine systems is addressed, in which
the basic forms of the incremental adaptation with the
corresponding system synthesis are described. In Section 4,
the learning control design methods are introduced to the
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high-order nonlinear nonaffine systems, and both the IAC
control design and performance analysis are presented. In
Section 5, the control performance is verified by the nu-
merical examples. The conclusion is finally drawn in Section
6.

2. Problem Formulation and Preliminaries

Let us begin with the following systems with unknown
parameters:

x=0"p(x)+u, (1)

where x and u are the scalar system state and the control
input, respectively, 8 € R” denotes a vector of unknown
parameters, and ¢(x) € R” represents a known state-de-
pendent vector-valued function, satisfying that ¢ is bounded
as the state is bounded.

The control goal is to design an adaptive controller for
system (1) such that the system state x converges to 0,
that is, lim,_,x (t) = 0, while the boundedness of all sig-

nals in the closed-loop system are guaranteed.
For the adaptive system consisting of system (1), the
controller can be designed as follows:

u= —@Tgo(x) - Bx, (2)
and the adaptation law
0= Y (x)x, (3)

where B,y >0 are adjustable parameters, and 6 is the esti-
mate of 0. Let us denote by 6 = 0 — 0 the estimation error.
With control law (2), (1) can be expressed as

X= éTgo(x) - px. (4)

To ensure the convergence of the adqptwe system, the
Lyapunov function V = x%/2 + (2y)~ 190, is chosen. By
applying (3), the derivative of V along (4) can be rewritten as
V = —px?, which implies that V is negative semidefinite; that
is, V/(¢) is bounded, as V' (0) is bounded. Because of the
boundedness of V, the boundedness of x and 6 is obvious,
and then, we can say that X and u are bounded, as well as
I; x?(s)ds< + 0o, as t — 0o. Invoking Barbalat’s lemma
shows that lim, , x(t) =0

Now let us look into (3), which is usually referred to as
the integral adaptive law, because it can be rewritten as

e e t
60 =00 +y [ o x()x (s, (5)
which implies that, for t > T, where T is a positive constant,
N N =T
B(t-T) = B(0) +y I ¢ (x ())x (s)ds. (©6)
0
From the above two equations, we obtain

() =0(t-T) +yJ‘ Tgo(x(s))x(s)ds. (7)

Furthermore, by the integral mean value theorem, an
incremental form of (3) can be given as

0(t) = 0(t - T) + Tyg (x (1)x (1), (8)

with 7 being a certain moment located between ¢t — T and ¢.

Looking into the second item of the right-hand side of
(8), Ty (x(1))x(7), both the values of ¢ (x(7)) and x(7)
depend on 7, which should be given a priori. However, as
time varies, 7 also changes that the values of these items
cannot be determined in advance at different moments. Due
to the application of digital control technology, the integral
adaptive law (3) can only be approximated in the imple-
mentation; that is, ¢(x(7))x(r) can be replaced by
@ (x(1))x(t) or ¢(x(t —T))x(t — T). Obviously, such these
approximations have a deviation from the integral adaptive
law (3) itself. In fact, no matter what kind of interpolation is
used, the long-term drifting phenomenon may occur, since
the small but unavoidable error at each numerical inte-
gration step accumulates.

Instead of using the integral adaptation, we intend to
explore the incremental adaptive control method and
present the corresponding performance analysis of the
closed-loop system in detail, aiming at avoiding the nu-
merical integration problems encountered when imple-
menting the integral adaptation.

The following lemmas are useful for the control design
and the performance analysis to be presented:

Lemma 1 (mean Value Theorem). Function f: [a,b] — R
is continuous on the closed interval [a,b] and differentiable
on the open interval (a,b). Then, there exists ¢ € (a,b) such

that f'(c) = f(b) - f (a)/b - a.

Lemma 2 (implicit Function theorem [2]). Assume that
function f: R" x R — R is continuously differentiable, and
there is a positive constant d such that for all (x,u) € R" x
R, [0f (x,u)/oul >d >0 holds. Then, there exists only a
continuous function g: R* — R that makes f (x, g(x)) = 0.

Lemma3 Let{d,} be a sequence of real numbers (need not be
positive). Assume that both sequences of positive numbers

{fi} and {gy} satisfy
Fesfia
where f is given and bounded. Then,

(i) if for all k,|d,| <d, then klim supgy < d;
(ii) As di = 0, limy__ oo =0.

- gk +dp 9)

[31]) For a,beR™
then

Lemma 4 (see
b._. <a<b;

imin =

[({ + 1)a — ({b + sat(b))]" A[ (b - sat(b))] <O, (10)

if a satisfies

1max’

where (>0 is a constant and A>0 is a diagonal matrix of
appropriate dimensions. In partlcular, when { =0 and A is
the identity matrix, (a — sat (b))T (b - sat (b)) <0 holds.



Throughout this article, radial basis function neural
network (RBFNN) will be used to model nonlinear func-
tions. As an efficient approximation tool, RBFNN is widely
used in the adaptive controller design. It has been shown
that, by selecting enough neurons, RBFNN can approximate
any smooth function on a given compact set with the ex-
pected approximation accuracy.

For smooth nonlinear function f(Z): Q, ¢ RT — R,
using RBF network 6" (Z), f (Z) can be approximated as

f(2)=0T9(2)+e(2), VZeQy, (11)

where 0" is an N-dimensional ideal constant weight vector,
defined as

0" = argmin{ sup |f(2)| -6 9(2) }, (12)
0<RN | zeq,

where 0= [0,,0,,...05]" is an N-dimensional weight
vector, N is the number of neural network nodes, ¢ (Z) =
[, (2), 9, (Z),...(pN(Z)]T € RN is the basis vector con-
sisting of a series of basis functions ¢; (Z), i = 1,...,N, and
e(Z) is the approximation error that satisfies
£xe(2)|>0,VZ € Q.

A commonly used basis function is the Gauss function,
which has the following form:

0. (2) = e 7l i1 N, (13)

where Z is the network input, ¢;,i=1,2,...,N are the
receptive field centers, and b; is the width of the Gaussian
function. For Gauss RBF networks, the following lemma
provides an upper bound on ¢ (Z), which is useful for the
convergence analysis to be presented.

Lemma 5. [7] For Gauss RBF network, let
p=1/2minlu; — p;l, the upper bound of ¢(Z) can be pre-
sented ad"

lp(2)< Y 3qG+ DT e 70 =y (14)
i=0

3. Incremental Adaptive Control Algorithm

For simplify the presentation, we address the problem of
trajectory tracking of a simple class of uncertain nonaffine
systems as an illustrative example. The proposed IAC
strategies are shown to be able to deal with the difficulty in
controlling nonaffine nonlinear systems, and the control
design will be extended to the higher-order systems.

Let us consider the first-order nonaffine systems:

x = f(x,u), (15)

where x € R is the system state, u € R is the control input,
and f(x,u): Rx R — R is a smooth unknown nonlinear
function.

Define f, = (0f (x,u))/ (0u), for which the following

assumptions are made:

Complexity

Assumption 1. The sign of f, is known, and |f,|>0,
V(x,u) € RXR.

2. There exists a continuous

Assumption )
Vx € R, such that |f,/f,|<p(x).

B(x)>0,

function

Remark 1. Assumption 1 means that 0 f (x,u)/0u is strictly
either positive or negative. Without loss of generality, suppose
that there is a positive constant by such that f,>b>0. It
should be noted that in the controller design to be presented,
only Assumptions 1 and 2 are required, and there is no need
to know the true value of b and the exact expression of p(x).

Here, the control goal is to design the controller u for
system (15) to guarantee that the system state x tracks the
given desired trajectory x; with acceptable accuracy, while
all closed-loop system signals are ensured to be bounded. For
the given desired trajectory x,(t), both itself and the first
derivative with respect to time are bounded. To achieve this
control objective, this article proposes IAC approaches for
the adaptive control design, with incremental adaptive
mechanisms, instead of using the conventional integral
adaptation.

3.1. Controller Design. Let us define the tracking error of the
system undertaken as e = x —x,. Its derivative can be
written as follows, by adding and subtracting f3(x)e:

é=f(x,u)—x;—-P(x)e+p(x)e,

) (16)
= —B(x)e + f (x,u) + v(x, x4 X4),

where v(x,x4,%x,;) = —X;+ f(x)(x —x,). According to
Lemma 2, for the given desired trajectory x; and the system
state x, there always exists a smooth function « (x, x4, X;)
such that

f(x’ u)|u:o¢ (x,xd,xd) + U(x’ Xd> xd) =0. (17)

Therefore, if the controller is taken as u = a(x, x4, x,), the
error system (16) can be rewritten as

é=—B(x)e+ f(x a(x,x4%7)) + v(x, x4 Xy)5
= —f(x)e.

Since f(x)>0, according to assumption 2, the error
system € = —f3(x)e is asymptotically stable, and e converges
to zero asymptotically, that is, lim, e (t) = 0.

To proceed, we apply RBF network to approximate the
unknown smooth nonlinear function «(x, x,, x,;), that is,

(18)

a(x,x %) = 0 9(2) +(2),  z=[xx5%4]" (19)

where 6 represents the weight vector, ¢ indicates the vector

of basis functions, and ¢(z) is the approximation error

bounded by |e(2z)| <€, with € being a positive constant.
Now, the following controller can be designed as

u=—Ke+ §T¢(z), (20)
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where x>0 is the adjustable gain, and 6 is the estimated
value of 6, for which the adaptation law is to be presented.

Moreover, by applying Lemma 1, there is a constant
0<A<1 that satisfies

fGou) = f (3 a(x xa X4)) = fu, (u—a(xxg %)), (21)

where f, =0f (x,u)/0f (x, Uz, and wuy =Au+ (1-
Ma(x, x4, x4). Apparently, f, >b;>0 according to As-
sumption 1.

According to (19) and (21), and using controller (20),
then the error dynamics (16) can be rewritten as follows:

= —Px)e+ f(x,a(x, x5 %4)) + fo, (u = a(x, x4 %)) + 0(%, X4, Xg),

— _B(x)e+ qu<-Ke “80(2) - s(z)),

where 6 = 6 - 6 is the weight estimation error.

3.2. Performance Analysis. For the parameter adaptation, we
first consider the following incremental adaptive law:

(1) = { 0 =T) ~yp(z()e®,
6,, te[-T,0),

>0,
(23)

where the constant 8, > 0 is the initial value of 6(t), T >0 is
the learning cycle, and y > 0 is the adjustable parameter. By

(22)

the closed-loop system and the convergence of the tracking
error in the following theorem.

Theorem 1. Considering the learning control system con-
sisting of system (15) and controller (20), and the learning law
(23), under assumptions 1-2. For any bounded initial con-
dition, e, I ||9(s)||2ds and I U 2 (s)ds are bounded, and e
converges to a neighborhood to the origin whose radius is
proportional to €.

Proof. Let us choose the Lyapunov-like function:

applying the incremental adaptation (23), we summarize the = (2f,) 2+ (2y)7! I ! HT(s)G(s)ds Its derivative
theoretical results including the boundedness of variables in along (12) can be calculated as
[=- ( Bx)e+ f ( ke B ¢(2) —s(z))) fup, 1 ("T(t)’é(t) Bt -T)B(t - T))
f"‘l ! qu/\ 2)/ )
(24)
<~ - T (Dp(2)e - P P2 fu ¢ — ee(z) ——9 ) (@(t) - 8(t - T)),
f“)L zqu
where
8 (00t -8 (t-T)B(t-T) = -2(8(t) - 0(t = T) B(t) - (B(t) - 0t = T)" (B(¢t) - B(t - T)) (25)
< -2(8(1) -0t -T)"0(),
—ee(z) <€ + e (2) S e + e 28
Employing the learning law (23) gives rise to eelz) = 4,16 e = 4,76 e (28)

2 B2

L< —ke” - f”‘ 2
f”/\ qu

e —ee(z). (26)

According to Assumptions 1 and 2, we have the fol-
lowing relationship:

fu _ fun B P
2ful 2f f’h qu

(27)

In addition, using Young’s inequality yields

where # > 0 is a constant. Substituting (27) and (28) into (26)
gives rise to

. 1
L< _(K_E)ez +r1§2. (29)

In this way, when x > (411) and le| > (27€)/ (\/4nx - 1),
L <0, ensuring that e is uniformly ultimately bounded,
which means that there exists T;>0 such that
le(t)| < (2ne)/ (\fAnk — 1), for t > T}. Then, integrating both
sides of (29) over [0,t], we have



1\ [t 44¢
L(t)SL(O)—<K—4]1) L(e —4’7;{_1 ds. (30)

For any bounded initial condition, L (0) is bounded. Due
to the positive definiteness of L(t), for any finite time t,
fo e” (s)ds is bounded; otherwise, the right side of (30) tends
to negative infinity, which contradicts the positive defi-
niteness of L(t). Therefore, for any finite time, L(t) is
bounded, and accordmg to the definition of L(t), the
boundedness of _[ 16]*ds can be guaranteed

By the 1nequa11ty (a+b)*<2a® + 21, it follows from
(20) that

T \2 ~
w <2 +2(0'¢) <dy + 100" (31)
where d, =2« sup ¢ and d,=2 sup ol
Furthermore, t€[0,+00) t€[0,+00)

t t —~
j M@@sj d, + d,18(s)Pds
t=T

t=T
t -~
sd1T+dzj 10(s)Ids (32)
t=T

< + 00,

which implies that JE_T u? (s)ds is bounded..

Remark 2. As for the incremental adaptation law (23), the
main feature is that the correction item, yo (z(t))e(t), de-
pends entirely on the information at the current moment. We
may call it the closed-loop incremental adaptive learning law.
As an alternative, an open-loop learning law,

0(t+T) = { f(t) —yp(z(D)e(t), 2T, )
90, t e [0, T),

. ~T
L=-xe* -0 ¢ (2)e -
f“a 2f124)L

For the item @T (t+T)O(t + T) in the right side of (38),
we have

0 (t+T)B(t+T) =

Substituting (33) into (38), L can be rewritten as

/3()6) 2 qu 2
f“A zful

L =—xe* —ec(z) —

2@ +T)=01) 0 +0 ()®) + @t +T) -
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is also valid for system (15).

The following theorem illustrates the flexibility of choice
of incremental adaptive learning mechanisms.

Theorem 2. Let the control laws

u= —K€+§T(p+u1, (34)

1
w == vy ge. (35)

Together with the learning law (33) be applied to system
(15), then the same results as in Theorem 1 hold.

Proof. We choose the Lyapunov—Krasovskii function
candidate, L(t) =V () + 2y)"" [*7 8 (5)0(s)ds,
V=12 f,“ By applying the control law (34), the error
dynamics (16) can be rewritten as

é = —ﬂ(x)e+fuk<—xe—§Tgo—s(z) +u1>. (36)

where

Further using the control law (35), the derivative of V
can be expressed as

B(x) 2 fu, 2
f”/\ zfu,l

V= —ke’ - §T¢(z)e - —ee(z) - —W’ ge’.

(37)
According to (36) and (37), the derivative of L is

1 ¢ 5 1 /=1 ~ =T, =
&~ e~ y9" e +5<9 (t+T)B(t +T) - 0 (t)6(t)>. (38)

0T @t +T) - 0(1)). (39)

—9 goe——ygv (z)(p(z)e +9 pe + = ygv (z)q)(z)e < — ke’ —ee(2), (40)
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where —(B(x)/f,)e’ — ( (flul)/ (ZfiA))e2 <0, according to
(27). Then, the proof can be carried out with similar lines to
those of the proof for Theorem 1.

Remark 3. In (34), an additional component u, is added into
(20), for cancelling the extra term appeared when applying
(33).

Remark 4. By Theorems 1 and 2, both the proposed incre-
mental adaptive mechanisms (23) and (33) are applicable to
the aforementioned system (15). In comparison with (8), no t
appears in the correction item of the adaptation laws (23) and
(33). Furthermore, taking the learning cycle T' as the sampling
period or an integer multiple of the sampling period, both the
incremental adaptive learning laws (23) and (33) can be
applied to the actual digital computer control system directly.

Remark 5. With incremental adaptation (23) or (33), the

tracking error e, ﬁ—T II@IIst and JLT u? (s)ds are assured to
be bounded, while e converges to a neighborhood to the origin
with the radius being proportional to €. It is worth noting that
the boundedness of the parameter estimates and control input
themselves are not guaranteed. In the following, we will
provide more incremental adaptive learning mechanisms to
achieve better control performance.

4. Extension to High-Order Nonaffine
Nonlinear Systems

In this section, the proposed design methods are extended to
the following class of n th-order nonaffine nonlinear
systems:

¥y = f(ny™,. Ly ), (41)

where y is the measurement output, u is the control input,
y®@ (i=1,...,n) is the i th time derivative of y, and the
unknown smooth nonlinearity f(-): R**! — R is an im-
plicit function with respect to wu.

Defining the state vector x = [x},%,,...,%,] =
[y, y, ...,y DT, system (41) can be rewritten in a state
space model:

(X, = x,,
Xy = X3,

1 (42)
X, = f(x,u),

L Y = X

Let f, = ((0f (x,u))/(0u)), and the following as-
sumption is used for system (42).

Assumption 3. Without loss of generality, we shall assume
that f, >0, and there are positive constants f and f, that
satisfies 0< f <|f,[<f, <00, V(x,u)¢€ R

The control goal of this section is to design an incre-
mental-adaptation-based IAC controller for system (42)

such that the system output follows the given smooth desired
trajectory y, with acceptable accuracy, while all the signals
in the closed-loop system are bounded. The given desired
trajector(y y; is continuous and differentiable, and
ya (), vV (1), ..., 3" (t) are all bounded for all £ >0.

4.1. IAC Design and Analysis. To design an IAC controller
for the high-order nonaffine system (42), let us define the

state error e=x—x; = [e,ey...,e,] , with x;= [y,
(1), y‘gl) (1), ... yt(i"_l) (1)]", and the filtered error is defined as
e;=[A"1]e, (43)

with A = [A;,A,,...4, ,]" that is chosen to guarantee the
polynomial s" !+, ;s"%?+..-+ A, is a Hurwitz. Obvi-
ously, e will converge to zero, as e, approaches zero. At the
same time, the output error (e, = y — y,) converges to zero
too. Then, the e¢-dynamics can be given as

- =[oAT (x,u) -yt
€f [ ]e+fxu Vi 41)
= F(x,v,u),

where F(x,v,u) = f(x,u)+v, and v = [0AT]e - y;”) with
(ov)/ (ou) = 0.

By applying Lemma 2, there is a continuous smooth
function «(x, v) that assures

F (%, 0, )] (x0)

(45)
= f(x,a(x,v))+v=0.

RBENN is used for approximating the unknown smooth
nonlinear function « (x, v), in the manner of

a(x,v) = GTgo(z) +e(z), ze€lx, v]T, (46)

where ¢(z) is the approximation error that satisfies |e (z)| <F,
and € is a positive constant.
To proceed, applying Lemma 1 again, we obtain that

F(x,v,u) = F(x,v,a(x,v)) + F, (u - a(x,v)), (47)
where F, = ((OF (x,v,m))/ (aa))b:uk, and uy = Au+ (1-

Ma(x,v), with A € (0,1). According to Assumption 3 and
the fact that (dv)/(du) = 0, it is obvious that

_ OF(x,v,u)
iu s F”A - auA >
(48)
_ O(f () + U)<7
au)t T

Then, the adaptive neural controller can be designed as
T
u=-xe;+0 ¢(2), (49)

where x>0 is the adjustable control gain, and 8 is the es-
timate of the ideal weight 6.

According to (45)-(49), the error system (44) can be
rewritten as



ér = FHA<—K€f - @T(p(z) - s(z)), (50)

where 6 = 6 - 6 is the weight estimation error.

Given &, let 8 € RN be such that (46) hold. The results
about the closed-loop stability and the error convergence of
the proposed IAC scheme are summarized in the following
theorem.

Theorem 3. Consider the IAC system described by system
(42), adaptive controller (49), and the following incremental
adaptive learning law:

(1+y0)0(t) = 0(t - T) + yp(z(t)e; (),  (51)

Complexity

and (t) = 0 for t<0, where y and o are the adjustable
parameters, under the assumption 3. Then, for bounded initial
conditions, by selecting the parameters appropriately, all the
signals in the closed-loop system are bounded, and the state x

remains in Q, = {x(t)llef(t)l sgl/zx}m\/?z +6]1*/2 }, t>

T), where the positive constant k; satisfies ky<kf,
—Qf )+ f/A+ Zt)(z)/a. Moreover, the filtered error sat-
isfies lim,__ o sup [, e} (s)ds<x7'oT (& + 6]%/2).

Proof. Let us consider the Lyapunov function candidate,
L(t) = 1/263; +1/2y L_T 0 (s)0(s)ds.Then, the derivative of
L(t) along (50) is

L) = F, (ke (0 -0 (09 (e () - e (0e(2)) + % (8" -8 -de-))

(52)

< (~xe} (1) =8 (Op(2de; (1) - e (e (2) ) —%ET(t) (B(r) -8t - 1)),

where the aljgebraic equation (a — ba-b)-(a-c)(a-
¢)=(c-b)'[2(a-b)+ (b-c)] is used.

Using the fact that |e(z)| <&, and applying Young’s in-
equality yields

2

i 2Fu 0=T ~
~F, 8 (D9(2)e; ()< (09" (2)p(2) + B (08 (1)

(53)

2F% 42 o

_Lxe} ®) + 28" 18 (),
o 8
2 2

_ Tmp 2 Twma 2 54
Fukefs(z)s40*ef+ae (z)S4aAef+a£, (54)

where [[¢ (z)[ <, according to Lemma 5.
Substituting (53) and (54) and the learning law (51) into
(52) implies

. 2F2 Xz O~T ~ P2 1= ~ ~
L(t) < = kF, €} (t) + —2¢} (t) + 20 (1)0(1) + =€ (1) + 08" ——0 (£)(0(r) = 0(t = T))
1 o 8 40 y
2F: ¥ F? T _ I
- _<KFW - I;AX - 4—’(‘;)4 (t) + geT (O0(0) + 08> - 8 (g (2)es (1) + 0B (HB(2) (55)

22 X2 P2 2)(2

< - <KFM _wk Tw 7)4 (1) +38 (18(1) + 08" + 08 (1(2),

where -8 (Dg(2)e; (1) <2108, (1)llg (2 + /88 (1)
(1)< 2)(2/063( (t) +0/80" (t)0(t) with [¢(2)| <y, by using

Young’s inequality. Subsequently, the following inequality
can be derived by completing the square:
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o8 (H0(t) = 0B ()-8 (DB (1)
< g?f (OB(1) + ;fuenz —o0 (10(t)  (56)

%

~ o 2
=28 B+ 101",

implying that

' 2F: ¢ 22
L(t)s—(;cFm—LX—ﬁ—i e (1)
g

(57)

2
- ZET OB(t) + 0(82 + "02”>

The control parameter is selected appropriately so as to

satisty

t

LO<LE-D) x|

t—

t

SL(t—T)—KfJ

t—

Considering (59) with t =¢, € [0,T], it follows that
L(to) < — €% (ty) + 0 (€ + 161°/2) <o (€ + [16]1°/2), which
illustrates that L(¢,) is finite, due to the boundedness of 6.
Furthermore, with the aid of Lemma 3, the error variable

i_T e2(s)ds could enter the specified bound
(m}le(Ez +[611/2), that s,
‘ T oI’
lim sup J e; (s)ds< il (82 + u) (62)
t—00 t-T Kf 2

This completes the proof.

Remark 6. As for the learning algorithm (51), the modifi-
cation is suggested by introducing the parameter o, by which
the finiteness of estimates is assured.

4.2. Saturated Learning. In order to assure the finiteness of
estimates within a prespecified bound, the fully/partially
saturate learning algorithms are applicable. Taking advan-
tage of the fully saturated learning, the weight estimate 6
defined in (49) can be updated as follows:

t t 2
ezf (s)ds —Z J 16(s)|*ds + GJ (EZ + "0”>ds
T =T

—2 2 =2 2
K>2qu +fu/4+2)(. (58)

f,

Then, it follows that
L)< — e (1) - 28 ()0(1) + 0 §2+W , (59)
= fef 4 2

which is ensured to be negative on condition that

2
0) 2% <zz + @) (60)

As such, if lef|> al/zx}”%/? +617/2, L(t) will be
negative and L will decrease. Therefore, outside this region,
les| decreases and finally converges within the bound. This
ensures the uniformly ultimate boundedness of e £ implying
that there exists T such that the system state x () remains in
Q,, for t > T). Similarly, from (59), the UUB property of 6 (t)
can also be guaranteed. Due to boundedness of x, 0, and y,,
it is easy from (49) to establish the boundedness of u.

Now, integrating (59) over [t — T,t] results in

2 S e
— |T.
Tef(s)ds+0(s + 5

=T 2
(61)
0(1) = sat(8" (1)),
- - (63)
0 (1) =sat(6 (t-T)) +yp(z(t)e, (b).

Then, the results of boundedness and convergence are
summarized as Theorem 4.

Theorem 4. If the control law given by (49) with the fully
saturation incremental adaptive learning law (63) is applied
to system (42), then, by selecting the parameters appropri-
ately, all the signals in the closed-loop system are bounded,
and the state x remains in Q, = (x(t)llef(t)l < K}l/z

12 (92 4 52)1/2 i
n'*(2By+€)"7}, t=T,, where the positive constant x
satisfies kp <xf — (f,°x* + f.° + x*)/ (4n), and By is to be
specified. Moreover, the  filtered  error  satisfies
lim, _oosup [, e% (s)ds<x;'nT (2B + &)

Proof. Let us consider the same Lyapunov-like function
candidate as given in the proof for Theorem 3. Similarly, by
following the same line used in (52), and applying (63), the
time derivative of L can be obtained:
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L)< Fu/‘<—;cef[ (1) -8 (D9 (e, ()¢, (t)s(z)) - %@T (1) (B(1) - B(t - T))
(64)
= Fw(—xeif t)-9" (g (2)es (1) ey (t)s(z)) - %@T (t)(é(t) -9 (t)) -7 (g (2)es (1),

. 5 ~T
By invoking Lemma 4, and we have the following L@ = —wFyer (B = F, 0 (Dg(2)es () — Fyyer (De(2)

inequality: _ éT (D9 (2)es (t).
1= ~ o
- ;GT(t)(G(t) SCN0) (66)
(65) By Young’s inequality, we obtain the following

relationships:

= %(9 - sat(@ﬂ= (t)))T(é* (t) - sat(é* (t))) <0,

implying that

2 2 2
F. X,

~F, 0" (D9 (e, (1) < lp@Ie (0 + 70 (D8(r) < TRIAGA: AOLION (67)
—¢F (t)<F—i*2(t)+ 2<F—i*2(t)+ e (68)
eF ep(t) < 4’7ef ne” < 411€f ne,
T 1 T X2 T
= 22 =T % 2 A7
-0 (t)(P(Z)ef(t)SE"(P(Z)” e (t)+no (t)e(t)SEef(tHﬂ@ (0)0(1), (69)
where [|¢ (2)]| <y, by using Lemma 5, and the constant # > 0,
which can be arbitrarily small. It follows that
. Fox' F. -
Pys - xE, X _Tn X244 7
(t)< <K W Ty o ef(t)+ no (1)0(t) + ye
(70)
7142)(2 7142 X2> 2 70 2, =22
< —|kf - =2 el () + (210" +E).
( iu 45 4n 4y f rl( )
By setting will remain in Q_, for t € [T, +00). The conclusions follow

7 22, 7 2, 2 with similar lines to those in the proof for Theorem 3.
K> M) (71)

anf, Remark 7. By Theorems 3 and 4, the robustness of the
proposed IAC schemes is established, with the aid of Lemma 3.

e have This lemma plays a key role to finalize the robust convergence
L(t) < —xpef (1) + (210 ()1 +&). (72)  analyss.
There exists a positive constant By such that [|0(¢)l| < By, ~ Remark 8. Both the incremental adaptive control schemes

for t >0, due to the properties of fully saturated learning  proposed in Theorems 3 and 4 are applicable for performing

algorithm (63). Thus, as long as le/| > Kg}”zqm (2B3+#)2,  infinite-duration tasks. The presented theoretical results hold,

L will decrease, and we conclude the UUB of e;. Then, x(¢)  as long as y,(t) and its derivatives are bounded, whereas the
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periodicity that y,(t) = y;(t =T) is not required, where
T >0 is the period.

Remark 9. Similarly, taking advantage of the partially sat-
urated learning algorithms developed in [30], we can also
propose a partially saturated incremental adaptive learning
mechanism:

0(1) = sat(B(t = 7)) + yo (2 (t)e (1). (73)

11

However, in the case of using incremental adaptation
(73), a dilemma arises in the corresponding stability and
convergence analysis. Below, we briefly explain this difficulty.
Consider the IAC system described by the system (42), the
adaptive controller (33), and the learning law (73), under
Assumption 3. In the case, a Lyapunov- -Krasovskii functzon
candidate, L(t) = ef(t)/2+ (2y)” IL o (60— sat(@(s))) (6-
sat(@(s)))ds, is suggested. Differentiating the function L(t),

AL(t)=L(t)-L(t-T)
1 1 1 t . . . N (74)
= e () —sey (t=T)+ % J (6 - sat(8(s))" (8- sat(8(s))) — (0 —sat (B(s = T)))" (6 - sat(B(s - T)))ds.
=T
—sat(0(s = 1)) (0 -sat(B(s - T
where (&0~ = [ Fy (k)-8 (99 0TI Tsat( (=)
(z)ef (s) - sef(s)d% according to (50). Usmg Young’s in- ( 9(s)+ygo(z)ef(5)) (9—9(s)+y<p(z)ef (s)) (75)
equality for —F,, 9 (s)(p(z)ef (s). and —¢F, ef (s) same as _
(67) and (68), we have — 9 (s)q)(z)ef(s)< ((F2 Xz)/ =9(5) 9(5)+2)/9 (S)¢(Z)€f(5)+)’ ||§0(Z)|| ef(s)
(471))ef(5) +110(s)I1%, aﬂd “eF, 5 ()< ((F) )/(4'1))6f
(s) + ne®. Furthermore, the followmg inequality can be de- It follows that
rived by utilizing the incremental adaptation law (73):
— ! _ 2 — i —
AL(1) = LT KF, &2(5) ~ F, 0" ()9 (2)e (5) — eF, e ()ds
+$ L_T (8-sat (B(s))" (6= 5at(B(9)) = 9(5) 8(5) =248 () (e (5) =P llp(9)I’e] (s)ds
, 2 2 2
< LT -<KFW- 27 )ef(s)+17(||6(s)|| +2)
. (76)
+%J ((9—sat(9(5))) (6 - sat (B(s))) = 6(s)"6(s) - 290" ()9 (2)e(s) —y Ilgv(Z)Ilzeff(S))
! F.x FiA i _
< L_T—<x T P el (s) +n(210(s)I* + €)ds
+2ij ((6-sat(B(s)))" (8- sat(B(s))) - 0(s)"B(s))
Y
where —2)/§T(s)<p(z)ef (s)<y Xz/qe (s) + 11||9(s)|| upon
using Youngs inequality. Beszdes, according to [30],
(0—sat(8(s))" (8- sat(8(s))) - 0(s)TO(s) <0, then
! F.x’ F. 4y - _
AL(t) < Jt_T _<KFMA - ? - E - 4’7 e? (S) + 71(2”6(3)"2 + gz)ds (77)
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Obviously, for the above inequality, the weight estimation
error 0 is not guaranteed to be bounded, because the learning
law (73) cannot ensure that the parameter estimate 0 is
bounded in advance. Therefore, it is difficult to continue the
performance analysis. Compared with partially saturated
incremental adaptation (73), by the property of the saturation
function, the entire right-hand side of the learning algorithm
(63) is saturated, and the estimate for each parameter is
guaranteed to be constrained in a prespecified region.

5. Numerical Simulation

In this section, two examples are used to test the effectiveness
of the presented incremental-adaptation-based IAC control
schemes. The approach proposed in Theorem 4 will be
utilized to construct controllers to control the systems under
consideration.

Example 1. Consider the following second-order nonaffine
system [11]:

X = Xy,
-).CZ = f(-x: u)) (78)
V=X

where x = [x,,x,]" stands for the system state, and the
nonlinear function f (x,u) satisfies

f(x,u)={

u + 0.5 sin (1), it x; +x, <0,

sin(x; +x,) +u +0.5sin(u), otherwise.

(79)

(X, = X,,

Xy = X3,

Complexity

From the system descriptions above, we can achieve
fu = (0f (x,u)/0u) >0 such that Assumption 3 holds. In
addition, we assume that there is no a priori of uncertain
nonlinearities in the abovementioned nonaffine systems. The
reference trajectory is selected as y,(t) = 0.5 cos (0.57t).

The controller given by (49) is applied, and the weight
adaptation law (63) is adopted in this simulation, with the
following parameter settings: « =30,A; =12,y =2,T =
0.005,6, .. =-10,0,, . =10,i = 1,2,...,1089. In addition,
the centers of Gaussian RBFNN, ¢;,i=1,2,...,1089, are
evenly spaced on [-1,1] x [-4,4] x [-10,10], with the
width b; = 0.06. In the simulation, we set the initial state as
x(0) = [0,0], and the initial weight estimate is 6(0) = 0.

The simulation results are shown in Figures 1-6.
Figures 1-4 depict the tracking performance of the IAC
system, where Figure 1 shows the output tracking of the
system, Figure 2 describes the convergence behavior of the
system state, and Figures 3 and 4 give the corresponding
state errors e, and e,, respectively. Adopting the proposed
IAC scheme, the output error converges to a neighborhood
of the origin and remains there; that is, e, converges to
[-2.0,4.0] x 1073, The resultant input is shown in Figure 5.
In addition, Figure 6 shows the boundedness and conver-
gence of weight estimates 0. The presented numerical results
demonstrate that the boundedness of all variables of the
closed-loop system and the convergence of the tracking
error are achieved by the proposed IAC scheme.

Example 2. To further illustrate the effectiveness of the
proposed algorithm for higher-order and more complex
nonaffine nonlinear systems, we consider the following
system:

(80)

X7+ (24 0.5sin (x,x,))u + 0.34 cos (1)

%3 = x, —0.35sin(x3) +

L ) = X,

where x = [x,, X,, x;]” is the system state. For the nonlinear
function f (x,u) = x; — 0.35sin(x3) + x? + (2 + 0.5sin(x,
x,))u + 0.34 cos (u)/2 — cos (x3) + 0.57x7x3, we have f, =
Of (x,u)/ou>0 that Assumption 3 is also holds. The ref-
erence trajectory is selected as y, (¢) = 0.5 cos (0.57t).

The same controller, together with the same adaptation
laws is applied, and the control parameters are chosen as
k=304, = 10,1, = 5,9 = 0.5,T = 0.005,0;,,;, = -10, and
0

=10,i=1,2,...,3025. In addition, the centers c;,i =

imax

>

— cos(x3) + 0.57x7 x5

1,2,...,3025 are evenly spaced in [-0.6,0.6] x [-1.0, 1.0]x
[-2,3] x [-15,15], and the width b; = 0.1. In this simula-
tion, the initial state is x(0) = [0,0,0]".

The simulation results are shown in Figures 7-13.
Similarly, the results about the boundedness and the error
convergence of the proposed IAC control scheme are ob-
tained. The state tracking performance is shown in
Figures 7-11, and it is observed from Figure 9 that the
boundary range of the wultimate output error is
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[-3.4,3.6] x 107%. Figure 12 shows the corresponding
control input. In Figure 13, the convergence of the weight
estimates is given.

6. Conclusion

The incremental adaptation mechanisms are suggested in
this article, including the so-called closed-loop, open-loop,
and fully saturated learning mechanisms, and based on
them, IAC schemes using neural network for nonaffine
systems with infinite interval tracking are developed. With
the proposed incremental-adaptation-based IAC schemes,
there is no periodicity or repeatability requirements, while
the numerical integration for implementation can be ef-
fectively avoid. Additionally, the robust convergence of the
proposed learning control schemes is established, with the
use of a key lemma. Theoretical results of establishing
convergence performance of the tracking error and the
numerical results have been presented, which demonstrate
the effectiveness of the IAC schemes.
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