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This special issue contains contributions from the broad
interdisciplinary fields of bionanotechnology and nano-
medicine. Nanotechnology has great promise in biology and
medicine. This includes new approaches to fundamental
studies, improved methods for detection of protein or
nucleic acid-based biomarkers of disease, and new ways to
administer drugs or vaccines or enhancing their effects. The
tools of nanotechnology provide new insights into mech-
anisms of normal biological functions and diseases. Novel
nanotechnology-based imaging methods reveal structural
and functional information at progressively higher levels of
resolution, both in vitro, in cells and in organisms. Molecular
components of biological systems on their own can be often
viewed as nanoscale machines with functions that have been
tuned through evolution and with design principles often
based on self-assembly and self-organization phenomena.
These biological nanomachines can be incorporated into
micro- and nanofabricated devices, a merger that yields
novel structures and functionalities.
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that have applications to biology and/or medicine, and
perspectives on development of these fields, combined with
the promises and challenges that lie ahead. It is our hope
that this special issue will not only provide insights but also
stimulate new ideas and advances.
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Bionanomedicine and environmental research share need common terms and ontologies. This study applied knowledge systems,
data mining, and bibliometrics used in nano-scale ADME research from 1991 to 2011. The prominence of nano-ADME in
environmental research began to exceed the publication rate in medical research in 2006. That trend appears to continue as a result
of the growing products in commerce using nanotechnology, that is, 5-fold growth in number of countries with nanomaterials
research centers. Funding for this research virtually did not exist prior to 2002, whereas today both medical and environmental
research is funded globally. Key nanoparticle research began with pharmacology and therapeutic drug-delivery and contrasting
agents, but the advances have found utility in the environmental research community. As evidence ultrafine aerosols and aquatic
colloids research increased 6-fold, indicating a new emphasis on environmental nanotoxicology. User-directed expert elicitation
from the engineering and chemical/ADME domains can be combined with appropriate Boolean logic and queries to define the
corpus of nanoparticle interest. The study combined pharmacological expertise and informatics to identify the corpus by building
logical conclusions and observations. Publication records informatics can lead to an enhanced understanding the connectivity
between fields, as well as overcoming the differences in ontology between the fields.

1. Introduction

The hazard of a chemical compound largely depends on its
product formulation (i.e., an impregnated solid suspension
versus a chemical solution). Recently, there has been much
interest in the role that the size of a particle plays in chemical
hazard and exposure potential [1], such as the degree to
which very small particles cause greater chemical risk than
larger particles with the same chemical composition. Both
nanoparticles and derivative nanomaterials are pervasive
and growing at a rate of over 243 new products per year
worldwide. It is currently estimated that 1317 nanoproducts
are manufactured by 587 companies in over 30 countries.
These consumer products span several major categories (e.g.,
health and fitness, home and garden, automotive, food and
beverage, crosscutting, electronics and computers, appli-
ances, and goods for children) [2], yet their full impact on
product life-cycle and human health still remains poorly
understood due to a paucity of harmonized standards for
safety, environmental impacts, and human health threats.

In fact, there is still some dispute over what should be
deemed a nanoparticle [3]. Current standards in biomedi-
cine and environmental contamination define nanoparticles
as being <100 nm in at least one dimension. Whereas such
dimensional thresholds between nanoscale and bulk mate-
rials are useful for research and scientific inquiry, they are
not completely applicable to toxicology and risk assessment.
When looking at a particle as a whole, its dimensions may
not meet the above criteria for a nanoparticle while its
construction may have important nanoscale variability that
requires it be studied as a nanoparticle. As evidence, take
a nanoparticle composite with two distinct compartments:
surface and core. These particles may change in time and
space, so that the core becomes the surface with time, as the
original surface is degraded (e.g., during metabolism and
environmental degradation). Such particles constituencies
(i.e., surface versus core) are therefore key in determining
efficacy and toxicity as a function of time and space, there-
by validating the need for studying such a particle using
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nanoscale techniques though its overall dimensions need not
be <100 nm.

Setting the definition of a nanoparticle aside, the federal
government of the United States has with the creation of
the National Nanotechnology Initiative (NNI—see also:
http://www.nano.gov/) identified a need for the organiza-
tional framework to coordinate nanorelated research efforts
and domains among the federal agencies. The eight major
research areas are the following: (1) fundamental nanoscale
phenomena and processes, (2) nanomaterials, (3) devices
and systems, (4) instrumentation and standards, (5) na-
nomanufacturing, (6) facilities and acquisitions, (7) envi-
ronment, health, and safety, and (8) educational and soci-
etal dimensions. Interestingly, the most impactful fields of
research appear to be aggregated under a single consolidated
area: environment, health, and safety. This choice to aggre-
gate such fields is one that should be scrutinized further.

In a sense, researchers advancing therapeutics investigate
similar phenomena as researchers aiming to improve the
understanding of environmental xenobiotics, but in opposite
directions. That is, both assess and address the factors that
govern the dose-response characteristic of the material and
the risks presented by an agent, whether it is chemical,
or physical. However, biomedicine is looking for ways to
improve the efficacy of a substance while environmental tox-
icologists are searching for ways to prevent a xenobiotic from
having biological effects.

According to the US Environmental Protection Agency’s
(EPA) white paper on nanotechnology, the primary research
target for absorption, distribution, metabolism, and elimina-
tion (ADME) research of nanoparticles is ecological risk (i.e.,
mainly focused on nonhuman species). In addition, lessons
learned from computational toxicology in other agencies
such as the U.S. Food and Drug Administration (FDA) or
on methods gleaned from natural or incidental particulate
matter may prove to be useful to fill the data gaps for these
emerging materials [5]. However, such hypotheses cannot
be tested without first identifying the landscape of available
research. Hence, informatics and other knowledge tools pro-
vide a means of assessing the growth, extent, and congruence
of these research domains addressing nanomaterials.

Drug delivery concepts can, in theory, be applied to
toxicology models, such as the need to keep a substance that
is efficacious in certain tissue from reaching other tissues
for which it is toxic (i.e., controlled dose, pharmacokinetics,
or toxicokinetics). For example, liposomes are developed
for drug delivery based on their ability to evade immune
response and enabling bioavailability of the drug to the tar-
get site. Both the biomedical and environmental scientific
communities are seeking better models for pharmacokinetic
and dynamic (PBPK/PD) behavior of nanoparticles. These
models should be built using the expertise of both con-
tingents as the same ADME processes are in force. Fur-
ther, emergent materials, including nanoparticles, have at-
tracted considerable attention from scientists from the expo-
sure and health hazards communities alike. The source of
these emerging materials in products, and their overall envi-
ronmental fate and transport, environmental degradation,

Table 1: Comparison table of critical factors at play in nanotox-
icology versus toxicity of bulk material of identical composition
(reproduced from: [4]).

Bulk properties Nanoscale properties

Chemical composition Structure (nanostructure)

Dose (mass concentration) Particle concentration

Exposure route Size distributions

Reactivity Particle numbers

Conductivity Aggregation/agglomeration

Morphology Surface adsorb ability

Physical form Surface area

Impurities Surface charge

Solubility
Self-assembly

Quantum effects

biodegradation, biological uptake and disposition, and ef-
fects remains poorly characterized [5].

Usually, the toxicity, ADME, and other hazards associated
with chemical ingredients are a function of the physical
composition of the substance. This means that the properties
of both the surface and the substance core help to determine
the chemical risk. For example, surface properties drive the
mobility and toxicity of engineered nanomaterials/particle,
but the makeup of the material construct that has been
coated is also important. To this extent it has become more
apparent that there are significantly more than the nine
factors commonly used for bulk materials that affect nano-
material ADME and toxicity. Some of these nanomaterial
specific factors are listed in Table 1.

Chemical manufacturers, pharmaceutical companies,
and environmental researchers all share interest in the char-
acteristics of nanoparticles that may allow them to “hide”
from physiological processes as they find their way to the
target cells. For example, nanoparticles for drug delivery
consist of various biological substances like albumin, gelatin,
and phospholipids for liposomes, and abiotic substances,
including various polymers and solid metal containing
nanoparticles. The potential interaction of these nanoparti-
cles with tissues and cells is under investigation, but there
appears to be both great promise and concern, depending
on whether the target is drug delivery or potential toxicity
[1]. One aspect of more adequately addressing emerging
concerns of nanomaterials is being able to properly charac-
terize both their core and surface properties, variables that
ultimately delineate many downstream phenomena found in
biological systems that have remained elusive in public health
and environmental characterization.

Reliable information is needed to determine whether a
nanoparticle may provide benefits, risks, or, as is usually the
case, both. In the analogous field of chemical characteri-
zation, a typical means of gaining such information is to
compare a chemical to other chemicals with similar struc-
tures (known as quantitative structure activity relationships
(QSAR)). Unfortunately, QSAR treatment of chemicals has
its limitations. In order to estimate properties, there must be
a sufficient amount of data regarding similar chemicals. More
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importantly, QSAR cannot account for unique differences in
even very similar compounds. For example, it is well known
that chemicals with identical formulas, but with different
configurations (e.g., enantiomers), may either be efficacious
or toxic as ingredients in medicines. Likewise, chiral com-
pounds with the same composition but different handedness
[6] will have very different environmental persistence (e.g.,
the right-handed chiral may take years to biodegrade whereas
the left-hand compound may degrade in a few weeks). While
QSAR methods have shown some applicability in the field
of nanoparticle characterization, they certainly are not a
complete solution [7].

The typical means of gaining information about ADME,
aside from developed QSAR models and other tools for
predicting whether a bulk material or compound will present
risks, is to conduct in vitro, in vivo, and, more recently,
in silico experimental methods. In vitro studies may look
at cellular activity in a petri dish whereas in vivo studies
may expose rats to the chemical ingredient and observe
effects. In silico studies employ computational methods such
as genomic and proteomic studies, data mining, molecular
modeling, and quantitative structure activity relationships.
The pharmacokinetics/pharmacodynamics of a chemical or
its modified progeny must be understood in order to de-
termine how the particle and its components become bioa-
vailable. Similarly, a variety of accelerated degradation stud-
ies can be performed on varied core-surface combinations
by using biomimetics methods (i.e., lung-on-a-chip technol-
ogy) and employing models tailored for nanomaterial char-
acterization properties such as the chirally perturbed particle
in a box model (CPPIB) [8] and other core-surface models.
Subsequently, morphology size domain optimization can be
completed via microscopy and chromatography specialists
and methods. These studies fully integrate a variety of vital
activities, research streams, and facilities to take on a major
emerging challenge for this novel class of materials, from
both a modeling and characterization perspective.

While the high degree of overlap in environmental,
health, and safety nanoparticle research promotes the con-
solidation of the fields into one area, the differences in on-
tology between the fields is a significant impediment. Often,
different terminology is used to describe similar phenomena
or homonyms for different phenomena [9]. An example of
the former is the terminology employed for very small parti-
cles (<100 nm diameter). Aerosol researchers call them ultra-
fines. Nanotechnologists and material scientists call them
nanoparticles. Aquatic biologists and chemists call them
colloids. Soil scientists call them clay textures. An example
of the latter is the “E” in ADME. Biomedical researchers
usually consider it to be excretion whereas environmental
toxicologists usually consider it to be elimination. Another
example is the use of adsorption by physicists and engineers
versus its use by ADME researchers.

Such ontological differences typically lead to greater
segregation of researchers and reduce cross-field integration
of similar research streams. Such segregation may lead to
underutilization or slower incorporation of important dis-
coveries made by specialists in either the health or the envi-
ronmental specialty of nano research and thereby impede the

advancement of nanoscience. In this effort, we investigate the
growth of nanoparticle ADME research using bibliometric
techniques to visualize nature of growth, gaps in study, and
the isolation of research streams in the hope that the pressing
issues in the field can be identified leading to a cohesive and
comprehensive body of nanoparticle ADME research.

2. Methods

2.1. Corpus Selection. To obtain a knowledge concerning the
state of research in nanoparticle ADME, we sought to obtain
the corpus of relevant peer-reviewed literature by search-
ing two databases: the Web of Knowledge (WoK) and Pub-
Med (http://www.PubMed.org/). These two databases pro-
vide a comprehensive collection of peer-reviewed literature
citations related to nanoparticle ADME properties. Other
databases containing unreviewed publications on the topic
were omitted to ensure the integrity of the literature corpus.

Collecting the full set of the literature related to na-
noparticle ADME research involved integration of several
queries with Boolean logic. Thankfully, such logic is simple
to form using the query engines available through the Web
of Knowledge (WoK) advanced search interface and PubMed
title filters. The primary limitation in accessing the appropri-
ate articles was due to difference in the annotation of articles
as being related to ADME. In order to collect a corpus that
we felt covered the relevant literature space, we were forced
to include several terms related to ADME, pharmacokinetic
modeling, or degradation. The inclusion of nano-related
terms and toxicity was more facile. The respective queries
shown in Table 2 retrieved a total of 1802 and 630 references
from WoK and PubMed.

2.2. Bibliometric Techniques. Using the “Analyze Results”
section of Web of Science (WoS) found within WoK (Web
of Knowledge) various reports (related to WoS subject
heading domains, authors, countries, dates, journal titles,
etc.) were generated as a csv files for export into various
graphing applications. For the sake of this paper, we have
exported the reports related to histograms of (a) timeline,
(b) WoS subject heading, (c) journal title, and (d) country
of origin and have imported (b) and (d) into Many Eyes
(http://www.ManyEyes.com/) to create a bubble-plot and a
geographical map representation of the data, respectively.
Graphs for (a) and (c) were generated in Excel (Microsoft)
(see Figures 2–5).

Many Eyes is an open-access Web 2.0 data visualization
(or visual analytics toolbox) provided and developed by IBM.
We imported the domain-specific corpus of interest into
Many Eyes and used the Phrase Net visualization option with
Term 1 and Term 2 word structure map as an example (see
Figure 6).

Exporting the WOS reference list (plus cited references)
as a text file and importing into HistCite, we generated a
“histiograph” or timeline that contains information of im-
pact factor (circle size scaled to impact factor) as well as
linkages between citations within the specific collection or
corpus (see Figure 7).



4 Journal of Biomedicine and Biotechnology

Table 2: Queries used to obtain the studied literature corpus.

Database Query Record count

ISI’s Web of Knowledge
(http://wokinfo.com/)

TI = (nano∗ OR nanotox∗) AND

1802 references
TS = ((pharmacokinetic∗ OR toxicokinetic∗ OR disposition OR
distribution OR ADME OR pbpk OR environment∗)) AND TS = (toxic∗)

Timespan = All Years

Databases = SCI-EXPANDED

Lemmatization = On

PubMed
(http://www.PubMed.org/)

(Tissue distribution OR biodistribution OR dosimetry OR
pharmacokinetics OR dermal OR oral OR inhalation OR uptake OR
absorption OR route OR metabolism OR accumulation OR clearance OR
renal OR hepatic OR excretion OR elimination) AND (nano∗ OR
ultrafine∗)

630 references
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Figure 1: The distribution by year of the 1802 publications doc-
umented in the Web of Knowledge (WoK—see Table 2). The
exponential growth continued throughout the decade ending in
2010. The drop in 2011 is an artifact due to partial year reporting.

3. Results and Discussion

Bibliometric analysis was carried out on two corpora of the
literature resulting from searching of PubMed and the Web
of Knowledge (WoK) as described in Section 2.

3.1. Growth of Nanoparticle ADME. Figure 1 delineates the
growth in the number of publication related to ADME,
toxicity, and nanoparticles within the WoK. It can clearly
be seen that a drastic increase in publication started near
2002. In the eleven years prior to 2002, only 60 articles
were recorded in the WoK. Since, 1742 articles related to
nanoparticle ADME have been documented. To better un-
derstand the structure of this growth, we examined the time

period before and after this critical point when research
started to become mainstream.

We first sought to determine whether the growth evident
from Figure 1 was driven in a small number of locations,
or if the study of nanoparticle ADME had spread from
isolated research centers broadly throughout the world.
Figure 2 shows the distribution of publications by country
of authorship for publication before and after 2002. While
the study of ADME properties of nanoparticles may have
originally been primarily segregated to industrialized coun-
tries (U.S., Canada, Western Europe, China, and Japan), it
has since been picked up throughout the world. A large
number of the world’s nations have produced research
focused on nanoparticle ADME. This global expansion of
research highlights the importance of the topic and the
general concern regarding nanoparticles.

The global spread of interest in nanoparticles could be
caused by either an increased interest in the topics studied
prior to the spread or an integration of nanoparticle research
into more topics. To determine which one described the
observed growth, we examined the subject areas for which
ADME nanoscale research was being carried out (Figure
3). It is clear that the medical field drove the initial push
of nanoparticle ADME research. Pharmaceutical scientists
intent on controlling the release of medication pioneered
the study of nanoparticle delivery systems. The topic of
pharmacology/pharmacy contained over 50% of all pub-
lication prior to 2002. Upon investigating the journals in
which this research is commonly published, the importance
of the medical field on the inception of nano-ADME became
more apparent (Figure 4). While publication is evenly spread
amongst the represented journals prior to 2002, all of the
journals are related to medical research. However, as this
area has matured, environmental sciences and toxicology
have shown marked growth. As seen in Figure 3, the number
of articles related to these two fields has caught up to
the number of publications related to medical applications.
In addition, the number of specialty areas and topics
has expanded. Both of these aspects of growth are also
apparent when looking through the set of journals (Figure 4).
Environmental Science & Technology has become the journal
containing the most ADME nanoscale research evoking
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Figure 2: The distribution of publications by country of origin in the time before and after the boom of nanoresearch. The maps show
record for the years prior to and after 2002. Prior to 2002 the majority of novel nano research was originally centralized in North America
and certain pockets of Europe whereas China was a major source for manufacturing. More recently China has become a major player in
research (not just manufacturing) and global efforts spanning South America, to portions of Asia and Africa, and Eastern Europe have also
become evident alongside North America’s effort. (see Table 2: total of 1802 record corpus from WoK analyzed by country of origin in WoK
and exported to http://www.ManyEyes.com/).

1991–2002

2003–2011

Datasource: WOS, ISI Thomson Reuters 
Visualization using many-eyes.com

Figure 3: The distribution of publications by subject area in the time before and after the boom of nano research (i.e., ∼2002) as classified
by WoK subject heading citation analysis of 1802 records (see Table 2).

the former while the increase in specialty journals stresses the
latter.

3.2. Key Terms. While it is clear that the study of nanoparticle
ADME has grown, we considered it important to understand
which physiological processes were being the most exam-
ined. By studying the frequency of terms contained within
the collected nanoparticle ADME corpus of the literature,
insights into the extent of the covered fields were obtained.
We sought to uncover such information based on the corpus
of the literature we had collected.

First we looked at the frequency of keywords associated
with ADME in the literature base. Figure 5 displays these
keyword frequencies and highlights important portions of
the ADME process that are understudied. Uptake was the
most studied part of nanoparticle ADME, particularly uptake
via oral and inhalation routes. However, dermal uptake
was less studied though this is a highly probable form of

environmental exposure. Additionally, the study of nanopar-
ticle uptake has greatly outpaced research into the other parts
of the ADME process: metabolism and elimination. This
lack of focus on vital elements of the physiological processes
responsible for actual dose at targeted tissues points to areas
of the field that must be further developed.

Taking the abstracts for our set of articles, we then
completed a two-word PhraseNet analysis. The resulting
network of terms displayed in Figure 6 provides an excellent
summary of concepts within the area of nanoparticle ADME.
Key aspects of the research such as engineered properties,
exposure types, size domains, key organs, and the underlying
research domains are all evident. Such graphics provide a
high-level view of the principles connected within the field.
It is clear from Figure 6 that the study of the environmental
impact of nanoparticles has driven a large part of the
increased growth in nanoparticle ADME research, having
become the key term centralized in the network.
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3.3. Publication Segregation. Unfortunately, the large
amount of nanoparticle ADME research does not necessarily
mean that it is a cohesive area of research. In fact, the large
increase in the number of journals accepting ADME research
on nanoparticles (as seen in Figure 4) provides evidence to
the contrary. As the field has grown, it has become harder
to find and access all the publications that are relevant

to the topic. Figure 7 displays the citation analysis of the
WoK publication list and indicates segregation has occurred
within the corpus of research. While some distinct lines of
research are starting to link to other lines, and there may be
some pivotal research articles that have both impact factor
in addition to memory between years (looking at zoom in
of top 23 articles), there is overall a lack of crosstalk between
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Figure 7: Histiograph of WoK corpus of the nano-ADME literature from Table 2, generated using the HistCite package (http://thom-
sonreuters.com/products services/science/science products/a-z/histcite/).

specialties and research efforts. We found it surprising that
the majority of high-impact citations connected to none
of the previous high-impact citations with the field. What
is also apparent from the high-impact internal citation
histiograph is that the domains of nanobiomedicine (i.e.,
therapeutics) and nanotoxicology (adverse effects, and large
contribution to environmental characterization) emerged
over time. While nanobiomedicine dominated the high-
impact citations prior to 2002, the high-impact citations
after 2002 were primarily focused on environmental health
and nanotoxicology efforts.

4. Conclusions

Knowledge tools are effective in identifying trends in research
related to nanomaterials [10]. This study described how the
research landscape has changed rapidly for health and envi-
ronmental research. Ten years ago, the medical community
dominated ADME nanoscale research almost exclusively.
Five years ago, the environmental community surpassed
medical research in terms of volume of work and number
of journals accepting papers in this area. With the growth of
research focused on different aspects for nanoparticle ADME
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and the number of specialty subject in the field, there is a
clear need for effective communication amongst researchers.
The development of a blended ontology agreed upon by all
fields interested in nanoparticle ADME properties could ease
this communication.

Based on the key term frequencies, there is a void in the
literature that indicates some of the most important aspects
of the ADME process for nanoparticles are understudied.
We suggest that these areas be addressed more specifically
in future research by environmental, health, and safety re-
searchers. In order to reach a point where the pharmacoki-
netics of nanoparticles are truly understood, study of uptake
properties is insufficient.

Finally, this study highlights the segregation of the cur-
rent literature of what should be compatible academic and
professional disciplines engaged in research on this topic.
The lack of connectivity within the histiograph of the nano-
ADME literature seems to indicate that effective commu-
nication may not be occurring. It is important to discover
whether this is a common aspect of histiographs for other
fields of research or a unique feature of nano-ADME re-
search. Further study of the effects of ontology (or lack
of consistent language) on research connectivity should be
carried out in this field as well as others. While the problem
appears to be lessening with key papers connecting the
segregated fields, the results lend credence to the hypothesis
that current differences in language may be impeding com-
munication, and that blending terminology to avoid ambi-
guity could enhance collaborations among the health and
environmental disciplines.

Disclaimer

This paper was reviewed by EPA and approved for publi-
cation but does not necessarily reflect official agency policy.
The appearance or absence of product, services, companies,
organizations, home pages, or other websites in this paper
does not imply any endorsement by the agency.
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We here review the use of quantum dots (QDs) for the imaging of sarcomeric movements in cardiac muscle. QDs are fluorescence
substances (CdSe) that absorb photons and reemit photons at a different wavelength (depending on the size of the particle); they
are efficient in generating long-lasting, narrow symmetric emission profiles, and hence useful in various types of imaging studies.
Recently, we developed a novel system in which the length of a particular, single sarcomere in cardiomyocytes can be measured at
∼30 nm precision. Moreover, our system enables accurate measurement of sarcomere length in the isolated heart. We propose that
QDs are the ideal tool for the study of sarcomere dynamics during excitation-contraction coupling in healthy and diseased cardiac
muscle.

1. Mechanisms of Contraction and
Relaxation of Cardiac Muscle

First, we briefly summarize the cellular mechanisms of the
excitation-contraction (EC) coupling of cardiac muscle,
based on the literature (i.e., [1–3] and references therein).
Upon membrane depolarization, Ca2+ enters myocytes via
sarcolemmal L-type Ca2+ channels, which induces the release
of Ca2+ from the sarcoplasmic reticulum (SR) (i.e., Ca2+-
induced Ca2+ release mechanism; CICR), resulting in an
increase in [Ca2+]i and subsequently the binding of Ca2+

to troponin (Tn), resulting in the subsequent formation of
cross-bridges (see Figure 1 for sarcomere structure).

Tn is a heterotrimer of distinct gene products: that is,
TnC, TnI, and TnT (see [3, 4] and references therein). Ca2+

binds to the regulatory Ca2+-binding site of TnC, resulting
in the onset of conformational changes of the thin filament.
During diastole, the C-terminal domain of TnI tightly binds
to actin, and tropomyosin blocks the actomyosin interaction

(“off” state). However, when Ca2+ binds to the regulatory
Ca2+-binding site of TnC during systole, the C-terminal
domain of TnI is dissociated from actin and binds to the
N-terminal domain of TnC, due to the enhanced binding of
TnC and TnI (“on” state). The transition from the “off” to
“on” state is associated with a movement and conformational
change of tropomyosin on the thin filament, facilitating the
binding of myosin molecules to actin (see [3, 4] and refer-
ences therein). Similar to Ca2+, the strongly bound cross-
bridges such as the rigor complex or the actomyosin-ADP
complex can “turn on” the thin filament, as if Ca2+ were
bound to TnC, further promoting the formation of cycling
cross-bridges (e.g., [5–7]). Therefore, under physiologic con-
ditions, both Ca2+ and strongly bound cross-bridges regulate
the state of the thin filament in a coordinated fashion.

After the peak of contraction, [Ca2+]i is lowered via,
mostly, four Ca2+-transport systems: that is, (i) sequestration
by the SR Ca2+-ATPase pump, (ii) efflux via the sarcolemmal
Na+/Ca2+ exchanger, (iii) extrusion by the sarcolemmal
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Ca2+-ATPase pump, and (iv) uptake into mitochondria via
the Ca2+ uniporter [see [1, 2] and references therein].

Recent advances in molecular imaging technologies have
enhanced our understanding of the EC coupling of cardiac
muscle. In particular, the processes of the local changes of
various ions at/near the T-tubules (such as the dynamics
of Ca2+ sparks) in isolated myocytes have been elucidated
(e.g., [1, 2]). In addition, a recent study greatly improved the
quantification of Ca2+ sparks [8]. It should be stressed that
compared to ions/currents, our knowledge is still limited
regarding the sarcomere dynamics in localized, focal areas of
cardiomyocytes. Indeed, although it is generally thought that
all sarcomeres within a cardiomyocyte uniformly respond to
a change in [Ca2+]i to produce mechanical force, this notion
has yet to be verified. Therefore, careful experimentation
employing advanced nanotechnologies is needed to fully
reveal the mechanism by which EC coupling is regulated in
localized areas at/near T-tubules in a cardiomyocyte, and the
subsequent transmission throughout the myocyte.

2. Sarcomere Length Dependence of
Ca2+ Activation: Underling Mechanism for
Frank-Starling’s Law of the Heart

It is well established that active force production of cardiac
muscle is more sarcomere length-(SL-) dependent than that
of skeletal muscle (e.g., [3, 9–13]). Allen and Kurihara [14]
applied the Ca2+-sensitive photoprotein aequorin to cardiac
muscle and simultaneously measured [Ca2+]i and twitch
force at varying muscle lengths. Accordingly, they discovered
that the increase in twitch force was not associated with a rise
in [Ca2+]i, but with activation of myofilament proteins per
se. Indeed, a number of later studies using various types of
preparations have provided solid evidence that a change of
only ∼0.1 μm in SL causes a dramatic change in mechanical
properties, especially under physiologic partial activation
states where the average [Ca2+]i increases to ∼10−6 M (e.g.,
[15, 16]).

What is the molecular basis for this pronounced SL
dependence? It has been demonstrated that SL elongation
causes a decrease in interfilament lattice spacing via the radial
component of titin-based passive force in the sarcomere,
promoting cross-bridge attachment [17–19]. More recently,
we reported that the binding of myosin-ATP to actin upon
reduction in the lattice spacing depends highly on the thin
filament “on-off” state [7, 20]. It is therefore considered
that interfilament lattice spacing and thin filament “on-off”
switching are the two essential factors that regulate length-
dependent activation.

3. Use of Quantum Dots (QDs) for the Detection
of Sarcomere Length

Because of the large length dependence of active force,
accurate measurement of SL is the key to unveiling the con-
tracting functions of cardiac muscle at the molecular level.
A number of studies have been conducted on cardiomy-
ocytes, cardiac strips, and whole heart of various animal

species, but SL is usually averaged along the longitudinal axis
of the myocyte (e.g., [21, 22] and references therein). Indeed,
the averaging of SLs allows researchers to obtain stable and
consistent values with minimal deviation, hence useful for
quantification. However, it is likely that the SL value varies
even within the same myocyte during cardiac beat, due
to variations in the magnitude of the local rise in [Ca2+]i
at/near the T-tubules, especially in diseased tissues (see [1, 2]
and references therein). Therefore, the variance in SL may
be transmitted over a long distance along the longitudinal
axis, influencing the myocyte’s mechanical properties (e.g.,
length-dependent activation). Thus, it is critical to establish
a method by which one can visualize the motions of a single
sarcomere at high spatial and temporal resolution in various
regions of the myocyte.

In various fields within biological sciences, QDs are wide-
ly used to view the motions of molecules, because they are
extremely efficient in generating long-lasting fluorescence,
with their intrinsic brightness; in fact, they are many times
more efficient than other classes of fluorophores (see e.g.,
[23, 24]). These characteristics of QDs are favorable for
long-term imaging experiments in cells as well as in vivo.
Indeed, Tada et al. [23] successfully conducted the tracking
of the HER2 molecule in living mice. Later, Gonda et al. [24]
dramatically enhanced the quality of the positioning of QDs
and tracked the movement of cancer cells in anesthetized
living mice at a precision of ∼7 nm.

By taking advantage of the nature of QDs, we recently
developed a novel technique to measure the length of indi-
vidual sarcomeres in isolated cardiomyocytes and in the
whole heart [25] (see also Figure 1). In that study, we ana-
lyzed the movement of QDs (Qdot 655 Invitrogen, Carls-
bad, CA, USA) conjugated with anti-α-actinin antibody
attached to the Z-disks of sarcomeres in skinned rat ventric-
ular myocytes during spontaneous sarcomeric oscillations
(SPOC) that occur under partial activation states (i.e.,
ADP-SPOC and Ca-SPOC; see [26–30]), and in intact
cardiomyocytes under electric field stimulation. It should be
stressed that compared to a widely used organic dye (i.e.,
Alexa 488), QDs enable the measurement of the length of a
single sarcomere at a resolution of ∼30 nm for a relatively
long period (i.e., 1 min) [25]. Here, as shown in Figure 2,
even when the myocyte was in motion (due to ADP-SPOC),
we found that the QD fluorescence successfully provided
clear striations along the myocyte compared to that obtained
under the bright field (see also Supplementary Videos 1
and 2, see in Supplementary Material available online at
doi:10.1155/2012/313814).

One interesting finding in our previous work [25] is
that intact cardiomyocytes showed periodic outlines after
treatment with a mixture of anti-α-actinin antibody-QDs
and FuGENE HD (a lipid reagent; Roche Ltd., Basel,
Switzerland), indicating the infiltration of the antibody-QDs
into the myocytes and their subsequent attachment to the
Z-disks. The myocytes treated in this way were shown to
normally respond to electric field stimulations at various
frequencies (1–5 Hz), indicating the usefulness of QDs for
various physiological experiments with living myocytes.
Our previous finding that the waveform properties upon
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Figure 1: Schematic illustration indicating the structure of a cardiac sarcomere associated with T-tubules. As discussed in [33], T-tubules
and Z-disks are considered to run in parallel in cardiac muscle, causing Ca2+ sparks at/near the Z-disks. Thick and thin filaments, and titin
are shown in this illustration (for simplicity, only two titin molecules per half thick filament are shown) (cf. [37] for electron microscopic
images of titin molecules in the sarcomere). Also, troponin and tropomyosin are bound to the thin filaments. As described in detail in earlier
papers (e.g., [12, 13]), I-band titin is in a contracted state at the slack SL; straightening of the tandem Ig segment and, then, extension of the
PEVK and N2B segments are thought to occur (resulting in passive force generation) in response to stretch. In the lower part of the figure, the
antibodies we used in the present work and the structure of the QD (Qdot 655 Invitrogen, Carlsbad, CA, USA) are shown (number indicating
the emission wavelength). The anti-α-actinin antibody-QDs bind to Z-disks, and anti-α1B-adrenergic receptor (AR) antibody-QDs bind to
the T-tubules.

Fluorescence image

(A)

Bright field

(B)

Figure 2: (A) Epi-illumination of a rat skinned myocyte treated with anti-α-actinin antibody-QDs excited by blue light during ADP-SPOC
(see [25] for composition of the ADP-SPOC solution). Note the clear striations along the myocyte. (B) Same myocyte as in the (A) during
ADP-SPOC, observed under the bright field. Observations were conducted under the same optics system as described in [25], and the
temperature was maintained at 25◦C. See Supplementary Videos 1 and 2.
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Figure 3: (A) Top, Epi-illumination image of an intact cardiomyocyte treated with anti-α1B-adrenergic receptor antibody (sc-27136, Santa
Cruz, CA; see [38]) QDs at 3 nM in oxygenated Ca2+-free-HEPES-Tyrode’s solution containing 20 mM 2,3-butane-dione monoxime at 25◦C
(see [25]). Note the periodic fluorescent profiles of QDs along the myocyte. Bottom, enlarged view of the area shown in the rectangular
outline in the top of this figure. (a), (b), and (c) indicate the regions within the myocyte used for the length analyses in (B). (B) Analysis
of the distance (indicated by the number below each graph) between the QD fluorescence signals in (a), (b), and (c) in (a). Analysis was
conducted based on [25]. We found that the values differed for two sequential distances, that is, 1.73 and 1.51 μm, respectively, in (a) and
(b). The inhomogeneity of the length of the sarcomere in series may induce nonlinear phenomena such as SPOC upon activation (see
[30]), because the ∼0.2 μm difference in SL can affect the actomyosin interaction and titin-based restorative passive force (e.g., [10–13]). As
previously shown [38], α1B-adrenergic receptors are predominantly localized at the T-tubules.

electric field stimulation became similar to those obtained
during SPOC at high stimulation frequencies of 3–5 Hz (i.e.,
relatively slow shortening followed by quick re-lengthening)
suggests that SPOC may facilitate the organization of
sarcomeric waveform to efficiently produce mechanical force
in living myocytes. Future studies should be directed to
determine whether or not SPOC indeed occurs in the normal
physiological setting.

Figure 3(A) shows the epi-fluorescent image of an intact
cardiomyocyte treated with QDs conjugated with anti-α1B-
adrenergic receptor antibody (details given in the legend of
Figure 3; see also Figure 1 for binding of the antibody-QD

complex to the T-tubule). We observed periodic fluorescent
signals along the longitudinal axis of the myocyte, indicating
the positions of the T-tubules. Figure 3(B) shows the results
of the analyses of the distances between the peaks of the
QD signals at different locations in the myocyte shown in
Figure 3(A). We found that the distances between the T-
tubules (even two sequential distances) differ within the
myocyte to a magnitude greater than that found in skinned
myocytes (i.e., as much as∼0.2 μm; cf. [25]), suggesting rela-
tively large variance of SL, as previously reported in an earlier
study [31]. It has been reported that, albeit a probability
lower than that during systole, Ca2+ sparks occur during
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diastole in intact cardiomyocytes (e.g., [1, 2]). Consistent
with this notion, we observed that Ca2+ sparks indeed ran-
domly occurred under our experimental condition in various
regions in an intact myocyte, followed by a marked Ca2+

wave, coupled presumably with autonomous depolarization
of the sarcolemma (see Supplemental Video 3). These results
may suggest that during diastole, differing magnitudes of
Ca2+ sparks occurring at varying localized areas of the my-
ocyte result in different magnitudes of contractions in sar-
comeres within the cell, hence different lengths of the sarco-
mere.

It is worthwhile noting that FuGENE HD (cf. [25])
may cause irreversible damage to the sarcolemmal functions
of cardiomyocytes, and this damage, albeit only a slight
magnitude, may result in abnormal depolarization and/or
repolarization. In contrast, we consider that the conjugation
of QDs and the antibody specific to the extracellular domains
of proteins present predominantly in the T-tubules, such as
α1B-adrenergic receptors (shown in the present study), allows
for visualization of mechanical performance of cardiomy-
ocytes under physiologic conditions with, possibly, little or
no damage of the sarcolemmal functions.

Here, a criticism may arise as to the verification of
the observed distance between the QD fluorescent signals
in intact cardiomyocytes (Figure 3(A)), because the signals
indicate the positions of the T-tubules (not the Z-disks).
Indeed, the T-tubules are reportedly disposed not simply
over but around the Z-disks [32], and because of this, mea-
suring the distance between two dots (fluorescence peaks)
may cause some error in detecting SL in a localized area,
especially during systole. However, considering the general
consensus that the T-tubules and Z-disks are closely associ-
ated and run in parallel in mammalian ventricular cells (e.g.,
[21, 33]), it is reasonable to assume in the present study that
the fluorescence signals obtained from QD-treated myocytes
represent the locations of the Z-disks, and therefore, the
distance between the two fluorescence peaks indicates the
length of a single sarcomere within a particular region.
Future studies, with, for example, a double optical path, are
needed to clarify how the T-tubules and Z-disks are aligned
in cardiomyocytes during diastole and systole.

4. Sarcomere Length Measurement in
the Whole Heart

Several groups have reported the results of SL measurement
in the heart at the organ level, by using X-ray diffraction [34],
postmortem histology [35], and two-photon imaging [21].
Time-resolved X-ray diffraction-based techniques appear
to be suitable for measuring rapid changes in SL during
contraction. However, in the whole heart, measured SL
data provide a group average of several hundred cells and,
therefore, are not suitable for determining SL values as a
function of local movement of cardiomyocytes. Recently,
Bub et al. [21] established a technique using two-photon
microscopy to directly image striations of cardiomyocytes
in the arrested isolated heart, stained with the fluorescent
marker di-4-ANEPPS. While this system appears to be useful
to accurately measure SL (or more precisely, the distance

between the T-tubules) alongside the cardiomyocyte, it is
not applicable to the heart at work (especially to the heart
of small animals with high heart rates), because of the
slow camera frame rate (>1 sec). In our previous study
[25], we detected the fluorescence of QDs from myocytes
at the surface of the LV of the whole heart of the rat,
and found that the peak-to-peak fluorescence distance was
∼2.00 μm (i.e., close to those obtained by using different
methods; cf. [8, 34–36]) under the relaxed state. Because
the experiment was conducted after perfusion of the heart
with Ca2+ free-HEPES-Tyrode solution containing 80 mM
2,3-butane-dione monoxime, we consider that the value
reflects the SL during diastole. In this system, we observed
epifluorescence of QDs with an EMCCD camera, allowing
us to measure the length of a single sarcomere at 30 frames
per second (fps). Therefore, in future studies, QDs may be
a valuable tool to detect the length of a single sarcomere in
a particular myocyte in the heart in vivo, after resolution
of the problems associated with focus adjustment in the Z-
direction during cardiac beat.

5. Conclusion

In this article, we summarized the molecular mechanisms
of the EC coupling of cardiac muscle, focusing on the
contractile function. We highlighted the recent advances
in the measurement of single sarcomere dynamics with
QDs in skinned and intact myocytes, as well as in the
whole heart. We also presented new data showing that
QDs revealed differences in the length of sarcomeres within
the same myocyte even during diastole, presumably due
to the “on/off” of Ca2+-sparks in localized regions. We
therefore consider that QDs are a useful, powerful tool to
quantitatively analyze the dynamics of cardiac muscle under
various experimental settings.
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Self-organization phenomena are of critical importance in living organisms and of great interest to exploit in nanotechnology. Here
we describe in vitro self-organization of molecular motor-propelled actin filaments, manifested as a tendency of the filaments to
accumulate in high density close to topographically defined edges on nano- and microstructured surfaces. We hypothesized that
this “edge-tracing” effect either (1) results from increased motor density along the guiding edges or (2) is a direct consequence
of the asymmetric constraints on stochastic changes in filament sliding direction imposed by the edges. The latter hypothesis is
well captured by a model explicitly defining the constraints of motility on structured surfaces in combination with Monte-Carlo
simulations [cf. Nitta et al. (2006)] of filament sliding. In support of hypothesis 2 we found that the model reproduced the edge
tracing effect without the need to assume increased motor density at the edges. We then used model simulations to elucidate
mechanistic details. The results are discussed in relation to nanotechnological applications and future experiments to test model
predictions.

1. Introduction

Self-organization of complex systems involves pattern or
structure formation due to multiple local interactions of the
participating elements when a system is left to itself. Whereas
self-organization phenomena are of critical importance in
biology, they are also of great interest to exploit for nanofab-
rication or, more dynamically, for the production of high
local densities of certain molecules on a chip, for example, for
biosensing. Molecular motors, predominantly myosins, and
kinesins, with their respective cytoskeletal filaments, that is,
actin filaments and microtubules, are instrumental for self-
organization phenomena in living systems. They are thus the
basis for organism motility (muscle contraction) as well as
cell motility in general and transport of molecular cargoes
within cells. Considerable efforts have been invested into
exploiting this motion-generating machinery for nanotech-
nological applications [1–17]. Also self-organization phe-
nomena of motor-propelled cytoskeletal filaments in vitro
under different conditions have been considered in this con-
text. Thus, in the presence of cross-linking molecules, stable

or meta-stable filament bundles of different shapes may form
[18]. In the absence of cross-linkers, on the other hand,
the filaments either move collectively in partly ordered, but
dynamically changing swarms [19–21], or execute random
diffusion like movement [19], depending on the conditions
[22]. The diffusion-like behaviour can be partly controlled
by chemical and topographical micro-, and/or nanopatterns
and used as a versatile method to produce actin filament
gradients [19] locked to the myosin-coated surface by
removal of ATP. Actin filaments are readily functionalized
with various biomolecules for example, extracellular matrix
proteins [19], and may serve as templates for formation
of gradients of other biomolecules, useful, for example, for
tissue engineering and studies of cell adhesion. Alternatively,
the filaments could be derivatized with gold [23] to produce
complex electrical circuits.

In previous studies [19] of actomyosin-based self-
organization on topographically and chemically nanopat-
terned surfaces we noted that the motor-propelled actin fila-
ments tend to accumulate along edges of the motility sup-
porting areas. We hypothesized [19] that this effect, that
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we here denote the “edge-tracing effect,” is attributed to:
(1) higher local motor density at the corner between a wall
and the floor of the motor supporting area or (2) reduced
probability for filaments to leave their current path along the
wall-floor junction because the thermal fluctuations of the
free leading end of the filament are limited to one (rather
than two, as on an open surface area) direction in the surface
plane. The asymmetric constraints imposed by the wall on
stochastic changes in filament position according to the
second hypothesis may also be extended to incorporate the
idea that filaments which have just moved away from the
edge have an increased likelihood of hitting the edge again
(cf. reasoning in [24] for a molecule close to a cell surface).
This possibility is considered in some detail here.

The motility of actin filaments on micro- and nanopat-
terned surfaces may be simulated by Monte-Carlo ap-
proaches [25, 26] where the winding filament paths on open
areas are characterized by a persistence length (the length
along a polymer/path over which the “memory” of a tangent
angle of the polymer/path is maintained. For example, the
higher flexural rigidity of the polymer the longer the persis-
tence length.) equal to that of the actin filament whereas fila-
ments when reaching borders are forced to follow these with
100% probability. The latter is a reasonable approximation
using actin filaments and walls with overhanging roofs and
combined chemical and topographical patterning [10, 27].

Here we first demonstrate the edge-tracing effect in ex-
perimental data using nanostructured surfaces with actin
filament guiding tracks of the type described previously [10,
27]. We then perform Monte-Carlo simulations for similar
surface track geometries as in the experiments showing excel-
lent prediction of the edge-tracing effect. This corroborates
the second hypothesis above because the simulations capture
the asymmetric effects of the walls on stochastic changes
in motion but do not include any effects of altered motor
density. The simulation results also lead to additional testable
predictions that open for further in depth insight into the
edge-tracing mechanism. These predictions and approaches
for testing them as well as the usefulness of the edge-tracing
effect for nanotechnological applications are discussed. The
experimental results have previously been published in a
PhD thesis [28].

2. Methods
2.1. Experiments. The methods for protein preparations, in
vitro motility assays and recording of in vitro motility assay
data have been described in detail elsewhere [10, 29–31].
The in vitro motility assays were performed at 25◦C, pH
7.4, 1 mM MgATP, and 40 mM ionic strength. The surfaces
were preincubated with heavy meromyosin (200 μg/mL) for
2 min. The methods for nanostructuring have been described
[10, 27, 31], including electron-beam lithography to produce
bilayer resist channels (Figure 1) and surface derivatization
of nanosized tracks and larger motility supporting areas with
trimethylchlorosilane (TMCS).

2.2. Model Simulations. A Monte-Carlo simulation approach
was developed on basis of previous work [25, 26] and im-

plemented in Matlab (Mathworks, Natick, MA). In the
modelling, different geometries for a motility supporting
area, delimited by walls like those surrounding the tracks in
Figure 1, could be simulated from an ellipse and two sec-
ond degree polynomials (Figure 2). The polynomials either
caused the right part of the motility supporting area to
be concave (dashed line) or convex (full line) inwards. For
Rmax = Rmin (exclusively used here) and with very small
L1, the motility supporting area is approximately circular.
The elliptical and polynomial parts were defined to make
the border-defining function and the first derivative of this
function continuous. The simulations were simplified by
symmetry, allowing us to consider only the lower half of the
zone in Figure 2.

In the simulations, the instantaneous angular changes
in actin filament sliding direction on the open motility
supporting area are assumed to be normally distributed with
standard deviation

Δϕ =
√

v f · Δt
LP

. (1)

Here, v f is the sliding velocity, Δt is the time interval (10 ms
unless otherwise stated) between updates in sliding direction,
and LP is the actin filament persistence length [25, 26, 32]
that has been found to be similar to the persistence length of
HMM-propelled actin filament paths in the in vitro motility
assay [32]. The angular changes in sliding direction are
regularly drawn from a normal distribution using inbuilt
Matlab functions. If filaments, as a result of these angular
updates, enter coordinates outside the defined borders of the
motility supporting zone, the filaments are guided along this
border [25] (synonymously denoted “wall”or “edge”). The
procedures that we employ to simulate guiding along curved
borders are described in greater detail in Figure 3. The proce-
dure when a filament first reaches the wall is straightforward
(Figure 3(a)) and has been illustrated previously. In contrast,
the subsequent procedure, when the filament is already in
contact with the wall, is not immediately obvious. We here
(Figure 3(b)) take the approach that filament fluctuations
are first simulated (1; with standard deviation for angular
change given by (1)) as if the wall was not present. If this
results in a new position at 2 in Figure 3(b), that is, beyond
the border of the motility supporting region, the filament
is shifted to the wall at a new position (3 in Figure 3(b))
compatible with a sliding distance v fΔt from the starting
position (0). The edge-tracing with a filament in contact with
the wall is interrupted if the thermal fluctuations bring the
filament away from the wall, into the motility supporting
area (Figure 3(c)).

3. Results and Discussions

3.1. Edge-Tracing Effect—General Aspects. Examples of the
edge-tracing effect are shown in the experimental records
in Figure 4. Here, actin filaments move along topographical
borders (inset Figure 4(a)) separating TMCS areas with good
motility quality from surrounding, resist-covered (PMMA),
areas without motility. In Figures 4(a) and 4(b), results are
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Figure 1: Scanning electron micrographs showing nanostructured surface produced by electron-beam lithography applied to bilayer resist
layer on SiO2, consisting of lift-off resist (LOR) and polymethylmethacrylate (PMMA). Following electron-beam exposure and development,
the PMMA layer was made hydrophilic by oxygen-plasma ashing followed by trimethylchlorosilane (TMCS) derivatization of the exposed
SiO2. The nanoscale track illustrated here has similar walls as the motility supporting open areas illustrated below (e.g., Figure 4).

(a) (b)

Rmax = Rmin; L1−→0
Rmin

Rmax

L1

Figure 2: Geometry of motility supporting zone for simulations. (a) Generalized geometry with one part of the zone defined by an ellipse and
another part defined by a second degree polynomial (e.g., filled or dashed line). Polynomials selected to be continuous with the ellipse and
also with continuity of first derivative. (b) Special case with Rmax = Rmin and very small value of L1. This special case was exclusively used here.
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Figure 3: The principle of filament guiding at curved edges in the Monte-Carlo simulations. (a) Filament front (grey filled circle) reaches
border from open motility supporting area. Without the border, the position 1 would be attained. In the guiding process, this is shifted to
position 2 while ensuring that the total distance moved between positions 0 and 2 is equal to sliding velocity times the simulation time step
(v fΔt). (b) Continued guiding along the wall. A new sliding direction is drawn from a Gaussian (with SD as in (1)) under the assumption that
the wall is not present. Even if the new position will be outside the wall, the filament front is first moved a distance v fΔt to that position (2).
The filament is then shifted to position 3 on the border in a process that maintains the sliding distance, v fΔt, between positions 0 and 3. (c)
The process if the random update in sliding direction moves the filament away from the border. Note, that the ratio v fΔt/R is unrealistically
large in this example for enhanced clarity in description of the guiding process.
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Figure 4: Experimental demonstration of the edge-tracing effect. (a) A time sequence of fluorescence micrographs showing actin filaments
moving on a disk-shaped motility supporting TMCS surface surrounded by hydrophilic and negatively charged PMMA (see inset with
schematic illustration of topography between full white lines in rightmost micrograph in first row). The lack of actin binding on PMMA
indicated by red and yellow filaments floating in solution. Note that several of the HMM-propelled actin filaments on the disk-shaped
TMCS-derivatized region move along the border of the motility supporting area. (b) Fluorescence micrograph integrated over 60 s to show
sliding trajectories of 8 motile filaments (4 stationary filaments) sliding at velocity of about 3 μm/s. (c) Intensity profile indicating the density
of actin filaments along the gray area in (b). (d) Time-integrated and color-enhanced fluorescence micrograph illustrating path of a filament
(length 3.5 μm) entering a channel (yellow-green area) from an open zone at the arrow. The image is not to scale but magnified 2x vertically
in order to more clearly illustrate the lateral position of the filament inside the channel. Green: approximate bottom channel borders (width
700 nm; LOR walls). Yellow: approximate top channel position (width 600 nm; with PMMA walls) for the type of channels illustrated in
Figure 1. Figure 4(d) reproduced from [27] (DOI: 10.1088/0957-4484/16/6/014) with permission from Institute of Physics.

illustrated for a nearly circular disk-shaped motility support-
ing area, and in Figure 4(d) data are shown for filaments slid-
ing along a 700 nm wide channel of the type illustrated in
Figure 1. A simulation of the experimental situation in Figure
4(b) is illustrated in Figures 5(a) and 5(b) using similar con-
ditions as in the experiment. That is, in Figure 5(a), about 10
filaments are assumed to be deposited randomly on the disk-
shaped motility supporting surface followed by simulation
of the filament paths for 60 s using similar velocity (∼3 μm/s)
as in the experiments. It is clear that the simulated behaviour
is similar to that seen in the experiment in Figure 4(a) with
preferential accumulation of filaments close to borders.
This is also emphasized in Figure 5(b) where the radial

density distribution of the number of filaments is shown,
corresponding to half the experimental intensity profile in
Figure 4(c). We also simulated heavy meromyosin-propelled
actin filament sliding along straight tracks similar to those
in Figures 1 and 4(d). Typical results are illustrated for
track widths between 0.2 and 1.2 μm in Figures 5(c)–5(e).
It can be seen that, in accordance with the experimental
result in Figure 4(d), the simulated paths exhibit an obvious
edge-tracing effect. Moreover, after losing contact with an
edge, the simulated filament paths, like the experimental
one, either shifted rapidly back to the same wall or moved
swiftly to the other wall (corresponding to reflection in the
top border in the records in Figures 5(c)–5(e)).
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Figure 5: Monte-Carlo simulations of actin filament paths for the experimental situation in Figures 4(b) and 4(c) with 8 motile filaments
(10 filaments in the simulations for practical reasons), a velocity of 3 μm/s, and a total integration time of 60 s. (a) Simulated filament
paths (blue) with starting points (green) and end-points (red). The motility supporting area is indicated by weak red (circular part) and
green (to the far left; polynomial part) lines. For symmetry reasons, the simulations were limited to a half-circular shape which simplified
the algorithm. Thus, filament paths are reflected in the top border of the simulated area, corresponding to their motility with unchanged
sliding direction past this border. (b) The radial distribution of filament positions accumulated during the entire simulation period. Here,
0 corresponds to the centre of the circular motility supporting zone, and 100% corresponds to the border with the LOR/PMMA-area. (c)
Simulation of sliding along 200 nm wide track similar to that in Figure 1. Simulation limited to lower half of the track with reflection of
filament paths in track midline (top of diagram). Thus, simulated filament paths at bottom of figure correspond either to motility at the
lower or top edge of the track. (d) Simulation of sliding along 700 nm wide track (delimited by upper and lower full lines) as in Figure 4(d).
Simulation only for lower half of track with reflection in midline (dashed line) as in Figure 5(c). (e) Simulation as in Figure 5(d) but track
width increased to 1.2 μm.

3.2. Edge-Tracing Radius of Motility Supporting Region versus
Filament Persistence Length. For further elucidation of the
mechanisms underlying the edge-tracing effects we next
turned to simulation of filament paths on motility support-
ing areas of different radii. The results for 50–100 simulated
filaments for 3 different radii of the motility supporting
area are illustrated in Figure 6(a). It is clear that the spatial
variation of the number of filaments within a given motility
supporting area is similar to that observed with considerably
fewer filaments in Figure 5. However, it can also be seen
more clearly in Figure 6(a) that the edge-tracing effect is
superimposed on a linear increase in the number of filaments
with radius. This linear increase is trivially expected for
randomly distributed objects on a circular area due to
increased circumference with increased radial distance. The
edge-tracing effect (the filament number at edges in excess

of that expected from the linear increase with radius)
in simulated data can be seen for example, for a radius
(R) > 15μm for a motility supporting zone of 20 μm radius
in Figure 6(a) (blue lines). The simulated edge-tracing effect,
however, becomes more prominent with reduced radius of
the motility supporting area (Figures 6(a)–6(c)) as well
as with increased filament persistence length (Figure 6(c));
that is, the edge-tracing effect increased with a reduction
of the R/LP ratio (Figure 6(c)). In contrast, altered sliding
velocity did not influence the edge-tracing effect in the
simulations (Figure 6(d)). The edge-tracing effect was fully
developed about 5 s after onset of the simulations for a
20 μm radius motility supporting zone, a velocity of 2.5 μm/s
and a persistence length of 10 μm. In all other cases (R <
20μm, v f > 2.5μm/s and LP ≥ 10μm), the effect was fully
developed within 2.5 s.
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Figure 6: Radial filament distributions simulated for motor-propelled filaments. (a) The effect of radius (R) of motility supporting region on
the radial distribution of filaments. Lp = 10μm, Vf = 10μm/s, Δt = 0.01 s. Note, a small linear increase in filament number with increased
radius related to the increase of circumference. Edge-tracing effect corresponds to steep increase (in excess of the linear change) in number
of filaments at periphery, for example, to the right of the dashed blue line for R = 20μm. Inset: part of diagram at the origin shown in greater
detail. (b) The data in A, replotted with the radial position normalized to the radius of the motility supporting region. (c) Radial filament
distributions for different LP − R combinations (v f = 10μm/s and Δt = 0.01 s). Note, increased edge-tracing with reduced R/LP ratio. That
is, under these conditions, the edge peak in filament number is shifted outwards and has increased amplitude relative to the expected linear
increase for all radial distances. (d) Radial filament distributions for different sliding velocities (R = 20μm, LP = 10μm and Δt = 0.01 s).
Distributions obtained during time periods over which no apparent time dependence of the distributions was noted. The unrealistically low
value of LP = 2μm (compared to actin filaments and microtubules) was included in (c) to more clearly illustrate the effect of altered R/LP
ratio.

3.3. Hypothesis 2—Detailed Mechanisms Underlying Edge-
Tracing. Before interpreting the simulation results in rela-
tion to experimental data it is important to consider what
is actually happening in the simulations when a filament is
guided at the edge. As described in Figure 3, the free leading
end of the filament is assumed to execute thermal fluctu-
ations governed by a Gaussian distribution with standard
deviation as in (1). For a straight (corresponding to circular
motility zone of infinite radius) rather than curved wall,

this would mean that in 50% of the trials (corresponding
to capture by a new myosin head) the filament will move
away from the wall. On this basis the filament would, on
average, stay in contact with the wall for up to 100 nm
before escaping. This may be inferred from the average value
(1 failure before escape) for a corresponding geometric
distribution and the average distance (∼40–100 nm; [32, 33])
between sequential captures of the actin filament tip on
myosin heads. Furthermore, several events with edge tracing
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for > 100 nm would be expected. For instance, on the
assumption of 100 nm distance between subsequent capture
of the filament tip on myosin heads, the probability is 1 −∑3

i=1 0.5i = 12.5% that filaments stay in contact with straight
edges for >300 nm before escaping. The occurrence of such
events can be seen in the simulated data in Figures 5(c)–
5(e) (corresponding to >4 simulated points) and also appear
to exist in the experimental data in Figure 4(d) (within the
experimental uncertainty).

From Figure 3 it can be readily inferred that a concave
wall towards the motility supporting area, as in Figures 4(a),
4(b), and 5(a), would reduce the probability of escape from
the edge. Thus, for a filament that moves a distance v fΔt
along the edge, the edge tangent will rotate by an angle Δθ,
given by (cf. Figure 3(b))

ΔθR = v fΔt. (2)

This rotation reduces the probability for the thermal oscilla-
tions of the actin filament tip to bring the tip to a position
away from the wall. This can be interpreted as an elastic
binding energy (ΔU) that tends to hold the free leading end
of a filament in contact with edges with a concave curvature
towards the motility supporting region. The energy can be
expressed as

ΔU = − 1
2R2

v fΔtLPkBT , (3)

where kBT is the Bolzmann factor. In contrast to concave
edges (e.g., Figure 3) inwards convex edges (not further con-
sidered below) would have a tendency to “repel” the filament
with a “repulsion energy,” ΔU , with the same magnitude as
in (3) but with a positive sign.

For both concave and convex edges, ΔU is significant
compared to thermal energy only if v f � tLP ≥ 2R2. Partic-
ularly, the effect of elastic binding forces is negligible for all
values of R studied here (R ≥ 5μm), assuming realistic dis-
tances between successive encounters of actin filaments with
myosin heads in the in vitro motility assay (≤100 nm; see
above) and an actin filament persistence length of ∼10 μm;
[32]. The situation would be different for considerably
increased values of Lp, reduced values of R, and/or increased
distance (v f � t) between successive motors, as if using stiff
microtubules propelled by processive kinesin motors at low
surface density.

It is important to note that edge tracing was observed
in the Monte-Carlo simulations without the assumption of
any other additional binding energy, for example, assuming
higher myosin head densities to keep the filaments at edges.
Under these conditions, the Monte-Carlo simulations, in
combination with the asymmetric constraints imposed by
borders (Figure 3), capture the essential elements of the sec-
ond hypothesis put forward in Introduction. The faithful
reproduction of the edge tracing in the simulations therefore
supports this hypothesis.

Above, we have considered two mechanisms for the edge-
tracing effect that may be viewed as two versions of hypothe-
sis 2 because asymmetric constraints on changes in sliding
direction at edges are central in both mechanisms. These

mechanisms are (i) the 50% probability of a filament to stay
at a straight edge for each new capture by a myosin motor
and (ii) the effect of an “elastic binding energy” at curved
edges. However, despite the fact that we have shown the
latter effect to be negligible under the conditions considered
here the simulated filament paths remain close to the edges
for considerably longer average distances than predicted by
mechanism (i) (≤100 nm). Therefore, there must be an ad-
ditional mechanistically different version of hypothesis 2
(mechanism (iii)) that contributes to the edge-tracing effect.
This is also suggested by the fact that the edge tracing effect
was considerably enhanced by reduced R and increased LP
in the simulations despite negligible changes in ΔU within
the ranges of R and LP studied. As a basis for mechanism
(iii), we consider the fact that filaments which have once en-
countered the border will tend to be rectified in their
sliding along that border. Further, the memory of this sliding
direction is maintained for path lengths short compared to
the persistence length even if the filaments do not stay in
direct contact with the edge. More insight into the above
mechanisms (particularly mechanism (iii)) are gained in
Figure 7. Here, we simulate an ensemble of filament paths all
with initial sliding direction along the tangent of a circle of
20 μm radius. It can be seen (Figure 7) that the simulations
predict that ∼50% of the filaments would be outside the
circle after a few nm of sliding. This may be thought to
correspond to mechanism (i) above. Thus, if there had
been an edge along the drawn circle in Figure 7 and if the
motility supporting region had been inside the circle (on top
in Figure 7), these filaments would have remained sliding
along that edge. Also most of those simulated filaments in
Figure 7 that did not cross the circular line (towards the
bottom of the figure) tend to move close to it as a result of
their initial rectification along the tangent and a persistence
length of 10 μm. As a consequence, within about 10 μm
of sliding, 90% of all filaments, would again have reached
and crossed the circular line (downwards in Figure 7). This
means that, in the presence of an edge, the filaments would
again be guided along this. It is straightforward to realize
that this effect would increase when LP increases relative to
the radius of curvature of the zone with motility. Thus,
filaments with larger LP that have left the wall would “have
a longer memory” of the sliding direction, thereby more rap-
idly hitting the wall again. It is illuminating to consider the
extreme (but unrealistic) situation that the radius of the
motility supporting zone would go to zero. Under these con-
ditions the probability would go to 1 that filaments escaping
from the edge immediately reach the edge again. The men-
tioned effects were seen in the simulations in Figure 6 as
considerably increased edge-tracing effect, with larger frac-
tion of the filaments closer to the edge, for reduced ratio of
R/LP (Figure 6(c)).

The edge-tracing effect was superimposed on the linear
increase in filament number (cf. Figure 6(a)) expected with
increased radius of the motility supporting region for
diffusion like filament transport [19]. However, if R is small
compared to LP , the influence of ballistic transport is sub-
stantial for most filaments in the motility supporting region,
consistent with our finding that the edge-tracing effect
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Figure 7: Monte-Carlo simulation of HMM-propelled actin filament sliding (LP = 10μm) without guiding but with the same initial position
and sliding direction for all filaments. (a) Distribution of sliding path lengths from onset of motility until the filament, for the first time,
moves below red circle arc in inset. Inset: all 200 simulated filament paths starting on the red circular border at the starting point of the
arrow. The direction of the latter represents the initial sliding direction. (b) Cumulative frequency distribution corresponding to frequency
distribution in (a). Inset: a limited ensemble of 10 simulated filament paths clearly illustrating that also filaments that have moved toward
the circle centre tend to rapidly reach and cross the circular border.

(see above) is fully developed within seconds. Clearly, in
agreement with the discussions above, ballistic transport in a
direction governed by the tangent along the edge, completely
dominates transport for those filaments that have just left this
edge.

It should be clear from the above discussion that the
second hypothesis in the Introduction accounts well for
the edge-tracing effect without the need to assume higher
HMM densities close to edges. We have also shown that this
second hypothesis, when considered in greater detail, may be
subdivided into three different mechanisms ((i)–(iii) above).

The Monte-Carlo simulations predict that a large frac-
tion of the “edge-tracing” filaments are not actually in con-
tact with but rather very close to the edge. This is broadly
consistent with our experimental results. However, it is
important to note that these results were included here as a
background to the simulations and not for critical testing of
model predictions. For such testing, future dedicated experi-
ments would be required where particular attention should
be directed to the spatial resolution in the experimental
records.

However, in spite of some experimental uncertainties, it
is of interest to note that the experimental results for sliding
along straight tracks (Figure 4(d)) and the simulations in
Figures 5(c)–5(e) seem to be reasonably consistent with each
other (within the spatial resolution) both with regard to the
number of edge-tracing events and their duration. Future
dedicated experiments to test the mechanisms above should
include studies of guiding along straight borders (with mech-
anism (i) dominating) as well as studies of guiding along bor-
ders with varying curvature. The latter type of studies would
particularly probe the importance of mechanism (iii) unless
filaments of long persistence length (e.g., microtubules or
actin filament bundles) are used in which case mechanism
ii may also be important.

3.4. Perspectives and Conclusions. The present study has
shown that the edge-tracing effect can be accounted for by
asymmetric constraints on stochastic changes in filament
sliding direction along edges (hypothesis 2 in the Introduc-
tion). Particularly at edges that are concave towards the mo-
tility supporting region, constraints seem to include an im-
portant component attributed to temporary rectification of
filament sliding that tends to keep the filaments close to the
edge for distances short compared to the filament persistence
length. We have proposed experiments above to gain further
insight into the three mechanisms encompassed within hy-
pothesis 2 and to test for possible contribution of other
factors. The increased insight into mechanisms behind the
edge tracing effect may be useful for enhanced concentration
of motor-transported cargoes at edges (cf. [13]). The results
would also guide the production of gradients of actin
filaments of certain shapes, thereby adding to the versatility
of previous approaches [19]. One may also expect that edge-
tracing could increase the versatility and spatial resolution of
surface imaging methods based on molecular motor driven
filament transport [34]. Finally, the results may be useful
for faster and more efficient feeding of filaments into tracks
of nanotransportation devices (see Supporting Information;
[10, 27, 35]).
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In the last decades, significant progress in research and clinics has been made to offer possible innovative therapeutics for the
management of allergic diseases. However, current allergen immunotherapy shows limitations concerning the long-term efficacy
and safety due to local side effects and risk of anaphylaxis. Thus, effective and safe vaccines with reduced dose of allergen have been
developed using adjuvants. Nevertheless, the use of adjuvants still has several disadvantages, which limits its use in human vaccines.
In this context, several novel adjuvants for allergen immunotherapy are currently being investigated and developed. Currently,
nanoparticles-based allergen-delivery systems have received much interest as potential adjuvants for allergen immunotherapy. It
has been demonstrated that the incorporation of allergens into a delivery system plays an important role in the efficacy of allergy
vaccines. Several nanoparticles-based delivery systems have been described, including biodegradable and nondegradable polymeric
carriers. Therefore, this paper provides an overview of the current adjuvants used for allergen immunotherapy. Furthermore,
nanoparticles-based allergen-delivery systems are focused as a novel and promising strategy for allergy vaccines.

1. Introduction

Over the past few years, a large increase in the prevalence
of allergic diseases has been reported [1]. Epidemiological
studies report that allergic sensitization is detected in
more than 25% of the general population, particularly in
industrialized countries [2]. Nowadays, allergy is defined as
immediate reactions (also known as type I hypersensitivity)
against foreign antigens, accompanied by a high IgE stimulus
[3]. Various environmental proteins, namely, allergens, are
recognized as foreign elements by the immune system of
some individuals. Allergic diseases include rhinitis (hay
fever), asthma, food allergy, allergic skin inflammation,
ocular allergy, and anaphylaxis [4].

The etiology of allergic immune responses is complex,
and several factors, including environmental and genetics,
have been described as triggers of allergic diseases [5].
Recently, different gene polymorphisms were identified, and

they also affect the individual predisposition to develop
allergy, known as atopy [6–9]. However, a genetic predis-
position alone does not explain the increased prevalence of
these diseases in the last decades. It has been proposed that
this increase seems to be attributed to environmental factors
acting on a genetic basis [7].

Since the first description of allergy in early 1900s, sig-
nificant progress to research and clinics has been made in
offer possible innovative therapeutics for the management
of allergic diseases [10–13]. Remarkable advances in allergen
immunotherapy include the use of purified allergens-based
vaccines [14], blocking antibodies [15], the recombinant
interleukins administration [16, 17], DNA vaccines [18],
and gene therapy [19]. However, current approaches show
limitations concerning the long-term efficacy and safety due
to local side effects and risk of anaphylaxis. Effective and
safe vaccines require the use of effective and safe adjuvants
[20–23]. Therefore, this paper provides an overview of
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and memory activation and a later phase response (b) after re-exposure to allergen, resulting in release of inflammatory mediators as a
consequence of allergen cross-linking basophil/mast cell-bound specific IgE.

the currently adjuvants used for allergen immunotherapy.
Furthermore, nanoparticles-based allergen-delivery systems
are focused and discussed as a novel and promising strategy
for allergy vaccines.

2. Immunological Aspects of Allergic Diseases

Allergic diseases are immunologic disorders characterized by
an imbalance in the responses of activation of CD4+ T helper
(TH1 and TH2) and T regulatory (TReg) cells [24]. Among
the many cells involved in allergic reaction, CD4+ T cells
play a central role in the immune response against allergens.
In atopic individuals, functional polarization of allergen-
specific response of CD4+ T cells and cytokine profile is TH2-
polarized (Figure 1). In contrast, activated allergen-specific T
cells from nonatopic subjects are TH1 polarized accompanied
by secretion of IFN-γ and IL-2. Allergic inflammatory
cytokines are secreted, particularly IL-4, IL-5, and/or IL-13.
This latter is an important mediator of allergic inflammation.
IL-13 promotes immunoglobulin class switching for IgE
production and increases both recruitment and activation
of inflammatory cells such as eosinophils, mast cells, and
basophils [25, 26]. Recently, several studies suggest that TH17
and TReg also have a significant role in the development of
allergic diseases [27, 28]. Current studies have demonstrated
that these novel T cells, producing IL-17 and IL-10, regulate
innate immunity by signal transduction, which mitigates
their proinflammatory function (Figure 1) [29].

The mechanism of the allergic reaction is characterized
by two phases: the initial sensitization phase, which is
followed by the second phase that is characterized by imme-
diate hypersensitivity symptoms. After an initial exposure
(Figure 1(a)), TH2 pathway is initiated by the uptake of
allergens by professional antigen-presenting cells (APCs)
that present peptides on MHC class II molecules to naive
CD4+ T cells, which activate a cell response. Thereafter,
high amounts of specific IgE antibodies are produced and
bind to high affinity IgE receptor (FcεRI) in membranes
of circulating basophils and mast cells that reside in skin
and mucous membranes. Upon re-exposure to the allergen
(Figure 1(b)), an immediate hypersensitivity response is
triggered as consequence of cross-linking of the allergen
with two molecules of mast cell-bound IgE. This signal
stimulates the release of histamine and other inflammatory
mediators such as serine proteases, platelet activating factor,
cytokines, leukotrienes and prostaglandins. These mediators
increase vascular permeability and promote mucus produc-
tion, which are responsible for the symptoms and signs of
allergic diseases [25, 26].

3. Allergen-Specific Immunotherapy

Allergen-specific immunotherapy (SIT) involves the admin-
istration of increasing doses of allergen(s) in order
to obtain a hyposensitization and long-term relief of
symptoms occurring after natural allergen exposure. SIT
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have been considered an efficient, safe, and long-term-
benefit approach, which may be combined with appro-
priate allergen-avoidance strategies. However, discovery of
allergen-specific immunotherapy raised a number of crucial
questions regarding the route of administration, the dose
response relationship, and the intervals between administra-
tions [30].

Nowadays, several immunotherapeutic strategies have
been achieved to modulate the immune system by different
pathways [13]. Advances in the standardization of allergenic
composition of vaccines, optimal dose of allergen and, above
all, clinical studies that support their effectiveness are crucial
not only to achieve more effective and safe vaccines, but also
to provide greater dosing convenience [31].

3.1. Mechanisms of Allergen-Specific Immunotherapy. It has
been established that an immune-tolerant state represents an
essential step for a successful immunotherapy [32]. Several
findings suggest that SIT acts through an immunomodu-
latory activity (Figure 2), changing the TH1, TH2, TH17,
and TReg cell differentiation [33–35]. Following SIT, an

increase in CD8+ cells and TH1/TH0 ratio are observed.
Also, a decrease in TH2/TH0 ratio takes place. Additionally,
a change in cytokine response with production of IL-4 and
IFN-γ (IL-4 to IFN-γ) is observed as result of downregu-
lation of TH2 or increased TH1 response. In this context,
the generation of allergen-specific TReg cells (producing
IL-10 and TGF-β) suppressed proliferative and cytokine
responses, initiating peripheral T-cell tolerance. In addition,
the number of TH2 cells such as basophils and eosinophils
is reduced at the allergen exposition sites (e.g., mucosa and
skin), which reduces the IgE-mediated release of histamine
by basophils [32–34].

Usually, SIT induces a transient increase in serum IgE,
which decreases during the course of the treatment. Success-
ful SIT is also associated with a high increase (10 to 100-
fold) in IgG blocking antibodies such as IgG4 and IgG1. IgG4
acts by capturing the allergen before it crosslinks with the
IgE that is bound on the surface IgE receptors of mast cells
and basophils, inhibiting its activation. Still, IgG4 antibodies
have anti-inflammatory activity through inhibition of the
production of other IgG subtypes [35].
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Recently, the counterregulatory role of IL-10 has been
demonstrated. It is secreted by TReg cells during SIT, which
modulates isotype formation and also change the response
from an IgE to an IgG4-dominated phenotype. Other
indirect function of TReg cells is the suppression of TH17 cells,
accompanied by a decrease in IL-17 secretion [36].

3.2. Routes of Administration. Lately, several routes for aller-
gen delivery have been assessed in immunotherapy. Since
its discovery, the traditional SIT has been commonly given
subcutaneously with high clinical efficacy [30]. However,
subcutaneous immunotherapy (SCIT) is associated with a
significant risk of severe adverse events [37, 38]. Thus,
efforts have been done towards alternative routes (local and
noninjection) for allergen delivery [39].

In the 1980s, the sublingual route appeared as a promis-
ing noninjection route [40]. Sublingual immunotherapy
(SLIT) was regarded as an efficient and safe route. Usually,
SLIT is recommended for patients with severe adverse
reactions to conventional SCIT [41]. Similarly, local nasal
immunotherapy (LNIT) proved to be effective and safe.
However, the exact mechanisms of action and optimal dose
of both SLIT and LNIT has not been established yet [39].
These noninjection routes were proposed by the World
Health Organization (WHO) as viable alternatives to the
subcutaneous route [42]. On the other hand, clinical efficacy
of oral immunotherapy (OIT) was achieved with high doses
of allergen. This has induced to a major research on the
development of new mucosal adjuvants, discussed in the
following section.

4. Adjuvants for Allergen Immunotherapy

The overall goal in allergen vaccine development is improv-
ing both clinical efficacy and safety. Nevertheless, the use
of high amount of allergen on allergen immunotherapy is
limited by a significant risk of allergic reactions [42]. Thus,
effective and safe vaccines with reduced dose of allergen
have been developed using adjuvants. Adjuvants (from Latin,
adjuvare, aid) are defined as heterogeneous compounds that
enhance the immune response against to coadministered
antigens [43].

Ideally, adjuvants for allergy immunotherapy should
stimulate a TH1 immune response without inducing autoim-
munity and should not be mutagenic, carcinogenic, and
teratogenic. Besides, optimal adjuvants need to be apyro-
genic and stable in the vaccine formulation [44]. Despite
the undeniable progress in this area, the use of adjuvants
still has several disadvantages, which limits its use in human
vaccines. Therefore, the benefits and risks related to the
use of adjuvants for allergy immunotherapy need to be
counterbalanced [45]. In this context, several novel adjuvants
for allergen immunotherapy are currently being investigated
and developed [43].

4.1. Mechanisms of Action. Traditionally, adjuvants exert
their effects in different ways: the depot effect, the targeting to
antigen-presenting cells, and the nonspecific modulation of

immune system [43]. The use of allergen extracts adsorbed to
adjuvants protects the antigen from enzymatic degradation.
On the other hand, depot formation entraps the antigen
and provides its slow release. The persistence of the antigen
increases the recruitment of APCs in the injection site,
which triggers a prolonged inflammatory response. Then, the
recruitment of competent cells activates innate and adaptive
immune system.

Adjuvants can be divided into two groups according
to their mechanisms of action as delivery systems and im-
munomodulatory adjuvants. However, some compounds
can act by both mechanisms simultaneously [45–47].

4.2. Traditional Adjuvants. Hundreds of compounds and
molecules have been extensively evaluated as adjuvants
[45]. Aluminium salts and emulsions are traditionally used
as general immunologic adjuvants. Recently, liposomes,
immunostimulating complexes (ISCOMs), oligonucleotides,
and microorganisms-derived adjuvants (i.e., MPL) have been
introduced as novel adjuvants in allergy vaccines [44, 46–48].

4.2.1. Aluminium Hydroxide. Aluminium salts (alum) rep-
resents the most commonly used adjuvant in human vac-
cines. Francis and Durham showed that alum-precipitated
diphtheria toxoid was more immunogenic than an aqueous
toxoid [44]. Alum-adsorbed allergen extracts induce a strong
TH2 response by a depot effect and also stimulates the
activation of APCs, independent of Toll-like receptor (TLR)
signalling, but dependent of NLR (NALP3) inflammasome
[46]. Alum is the most common and safe adjuvant for injec-
tion immunotherapy in humans. However, some problems
were reported after use of alum in allergic and prophylactic
vaccines. These drawbacks include the enhanced sensitivity
to alum and local granuloma formation at injection sites.
Yet, tolerance induction has been observed after the use
of aluminium. Thus, it seems to be rational to consider
replacing alum compounds with other more inert molecules
for the treatment of type I hypersensitivity [49].

4.2.2. Emulsions. Depot adjuvants based on Freund’s adju-
vants have been used in experimental studies and introduced
in the clinic. Usually, the allergens are incorporated in
a water-phase followed by the addition of oil and an
emulsifying agent to form an emulsion. This allergen dosage
forms have often a good immunogenic profile, with high
efficacy, and prevented treatment-induced anaphylactic side
effects. Nevertheless, frequent local reactions have limited the
use of emulsions on long-term human prophylactic vaccines
[46].

4.2.3. Liposomes. Liposomes are synthetic spheres based
on a bilayer structure of phospholipids, which allow the
encapsulation of hydrophilic antigens [50]. Liposomes act
as both delivery carrier and immunomodulators. However,
their low stability and manufacturing problems limited
the use of these systems as adjuvants in human vaccines
[46, 48].
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4.2.4. Monophosphoryl Lipid A. Currently, novel adjuvants
derived from Gram-negative bacterial cell components
have been investigated. Monophosphoryl lipid A (MPL;
Coriza, USA), a purified lipopolysaccharide extracted from
Salmonella minnesota, has been used as adjuvant in allergy
vaccines [44]. MPL increases the activation of dentritic cells
and T cells, inducing a shift in cytokine production with
a potent TH1 response [45]. In addition, MPL has been
shown to enhance both mucosal and systemic immunity
after intranasal administration. Clinically, SIT with MPL has
shown good efficacy and attenuated toxicity [44, 51].

4.2.5. ISCOMs. Immune stimulating complexes (ISCOMs)
are spherical complexes of about 40 nm, with a strong
negative charge, composed of saponin, cholesterol and phos-
pholipids. The micelles consist of three layers, hydrophilic-
hydrophobic-hydrophilic. ISCOMs-incorporated antigens
can trigger humoral, mucosal, and cellular immune re-
sponses [48, 52].

4.2.6. Oligonucleotides. Synthetic oligonucleotides contain-
ing immunostimulatory CpG (ISS) motifs present a strong
induction of TH1 response. Conjugation of ISS with aller-
gen showed enhancement in its immunogenicity and also
reduced its allergenicity [53]. Moreover, it caused an increase
in the activation of both dendritic and T cells, which induced
a shift in cytokine production to a TH1 profile [54].

4.2.7. Particulate Delivery Systems. Particulate delivery sys-
tems belong to the category of adjuvants that facilitate
the antigen uptake by APCs or by increasing the influx
of professional APCs into the injection site. Among the
different types of particulated delivery systems, polymer
nanoparticles are a group of delivery systems with interesting
abilities as adjuvants for both conventional and mucosal
vaccination, since they can enhance the delivery of the loaded
antigen to the gut lymphoid cells due to their ability to
be captured and internalized by cells of the GALT. We will
discuss in more detail the use of polymeric nanoparticles as
adjuvants in the following section.

5. Nanoparticles-Based
Allergen-Delivery Systems

Currently, nanoparticles-based allergen-delivery systems
have received much interest as potential adjuvants for
allergen immunotherapy [55]. It has been demonstrated that
incorporation of allergens into a delivery system plays an
important role in the efficacy of allergy vaccines. In the last
years, several nanoparticles-based delivery systems have been
described, including biodegradable and nonbiodegradable
polymeric carriers [44, 45].

5.1. Biodegradable Polymeric Nanoparticles. Polymeric nano-
particles are colloidal carriers that vary in size from 10 to
1000 nm [56]. They can be divided into two categories:
nanocapsules and nanospheres. Nanocapsules are vesicular
systems in which the drug is confined to a cavity surrounded

by a polymer membrane, whereas nanospheres are polymeric
matrix in which the drug is physically and uniformly
dispersed. Obtaining one or another type of nanoparticle
depends on the preparation method used [57].

Over the last thirty years, different types of polymers and
copolymers have been used to design nanoparticles. Among
them, biodegradable polymers are the most used as great
promise the field of drug-delivery systems. These types of
nanoparticles provide controlled/sustained release proper-
ties, subcellular size, and biocompatibility with tissues and
cells [58], and they are well established carrier systems with
high potential for the delivery of bioactive macromolecules,
including peptides, proteins, and nucleic acid vaccines
[59]. Encapsulation in the polymers allows maintaining the
integrity and activity of these biomolecules, protecting them
from exposure to extreme pH conditions, bile and panc-
treatic secretions, and augments the immunopotentiating
effect of the antigens [60].

It is well known that properties of nanoparticles such
as size, surface charge, hydrophobicity/hydrophilicity, and
steric effects of particle coating can determine its compati-
bility with the immune system [61–63].

Furthermore, nanoparticles can also be designed to
provoke an immune response, by either direct immunostim-
ulation of antigen presenting cells or delivering antigens to
specific cellular compartments [64].

For the obtention of the desired therapeutic response,
size particle control is important since microparticles are
rapidly cleared by reticuloendothelial system, while nanopar-
ticles have prolonged circulation time and are efficient drug,
enzyme, and protein carriers by any route of administration
[65, 66].

Furthermore, in order to achieve the desired therapeutic
response with these biodegradable polymeric devices, it
is also important, to select the right polymer to be used
as an encapsulating agent, since its nature significantly
influences the size and the release profile of the nanoparticles
[67]. These biodegradable polymers can be either natural
(chitosan, alginate, carrageenan, albumin, gelatin, collagen,
among others) or synthetic [poly(lactic acids), PLA),
poly(lactide-co-glycolic acids), PLGA), poly(methyl meth-
acrylate), PMMA), poly(ε-caprolactone), PCL), poly(alkyl-
cyanoacrylates), PACA), and copolymers]. The former gen-
erally provide a relatively quick drug release, while the latter
enable extended drug release over periods from days to
several weeks [67, 68]. However, the use of synthetic polymer
can be limited due to the need of organic solvents and harsh
formulation conditions [58, 68]. The most commonly and
extensively used polymeric nanoparticles for vaccine pur-
poses are described in this section.

5.1.1. Polyesters. Polyesters are thermoplastic polymers with
hydrolytically labile aliphatic ester linkages in their structure.
Although all polyesters are theoretically degradable, only
aliphatic ones with short aliphatic chains between ester
bonds can degrade in the time required for most of the
biomedical application [69]. These polymers are the most
used biodegradable polymers as drug-delivery systems and
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have attracted considerable attention as drug carriers due to
their biocompatibility and biodegradability.

(1) Polylactides. For vaccination purposes, polyesters such as
PLA and PLGA (of variable MW and composition) have been
the most popular materials for the preparation of polymer
nanoparticles [70]. Due to its well-documented biocompat-
ibility, safety, and biodegradability, these polymers are FDA
approved for several clinical applications in humans [59].

PLGA is a polyester composed by of one or more of three
different hydroxy acid monomers, d-lactic, l-lactic, and/or
glycolic acids [71]. These copolymers undergo hydrolysis of
its ester groups in the presence of water, and the degradation
time depends on the LA : GA monomer ratio (50 : 50 up
to 100 : 0), molecular mass, end functional group (free or
esterified carboxylic acid), and the shape and structure of the
matrix [69]. These parameters also determine the encapsula-
tion efficiency and release rate of drugs and antigens from
this material [72]. For instance, it has been demonstrated
that nanoparticles prepared from a 75 : 25 PLGA copolymer
(a slow degradation rate polymer) presented slower release
rate of antigen than those prepared from a 50 : 50 PLGA
copolymer (a fast degradation rate polymer) [73].

The application of these polymeric particles to antigen
delivery has been widely investigated from the early 90s
[59]. Several authors have reported that due to its ability
to efficiently target professional antigen presenting cells
(APCs), the effects of PLGA entrapped antigen on the cellular
and humoral immune response have several times been
shown to be superior to application of soluble, free antigen
[74–77].

Thus, both nano- and microparticles of PLGA can be
used to increase and modulate immune responses against
encapsulates antigens and to facilitate appropriate processing
and presenting antigens to T cells [78–80]. Therefore, in
recent years, these polymers have been studied for allergen-
delivery use, finding that the PLGA nanoparticles are of
great interest for therapy of allergies [81–83]. As an example,
PLGA nanoparticles loaded with Bet v1 (the major allergen
of birch pollen) reduce the predominance of the TH2
response, increasing the Bet v1 IgG2a levels, concomitant
with an increase in IFN-γ and IL-10 levels [82, 83].

Other less commonly used polylactide particles include
poly(DL-lactide glycolide) or PLG microparticles that are
also able to induce CD8+ T cell responses [84]. These
particles have been used as a vehicle for Ole e 1, the main
olive pollen allergen, in the desighning of allergen-specific
vaccine [85].

Despite its obvious interest as nanoparticulate adjuvants
and delivery systems for immunotherapy, the use of these
polymers as peptide or protein delivery may negatively
affect the stability of the loaded compound due to the
bulk degradation mechanism of the polymer and the acidic
degradation obtained products [59, 69, 86–89]. Another
limitation of these nanoparticles is their insufficient stability
and penetration capacity upon mucosal administration [59].

Thus, recent research has been focused on the search
for additional strategies to improve the efficiency of these

nanoparticles by addressing its limitations. Overall, most of
these strategies involve the modification of the surface of
the particles by using a suitable stabilizer. The substance
most commonly used for this purpose is poly(ethylene
glycol) (PEG) [59], which is a hydrophilic, non-ionic, and
biocompatible polymer that can be added to the particles
by different routes, including covalent bonding and mixing
during nanoparticle preparation or surface adsorption [90].
For instance, it was demonstrated that PLA-PEG nanopar-
ticles, with a high PEG coating density and small size, are
significantly better transporters across the nasal mucosa than
noncoated PLA and even than PLA-PEG nanoparticles with
a lower coating density [91].

Different studies have been performed using these
nanoparticles for vaccine purposes. For example, it has been
demonstrated that recombinant hepatitis B surface antigen
encapsulated within PEGylated PLGA nanoparticles allows
generating very fast immune responses compared to the
non encapsulated antigen counterpart [92]. Other authors
achieved an enhancement of the transport of the PEG-PLA
nanoparticles encapsulated tetanus toxin across the intestinal
barrier [93, 94].

(2) Poly(ε-Caprolactone). Poly(ε-caprolactone) (PCL) is a
biocompatible, bioerodable, biodegradable and semicrys-
talline polyester that can be used for the formulation
of nanoparticles [68]. Due to the semicrystallinity and
hydrophobicity, the in vivo degradation of PCL is much
slower than PLGA, making it more appropriate for long-
term delivery systems, extending over a period of more
than one year [58, 95]. Furthermore, PCL particles, unlike
polylactides, do not generate an acidic environment that
could negatively affect the antigenicity of the encapsulated
antigens or allergens [96].

However, most of the PCL studies found in the field of
immunotherapy have been performed using PCL micropar-
ticles/microspheres [95]. Studies that use this polymer as
nanoparticles for allergen immunotherapy have not been
found and it has been little used as nanoparticulate adju-
vant system for vaccine development. For example, PCL
nanospheres together with mucoadhesive polymers (alginate
or chitosan) were used as a potential carrier for Streptococcus
equi surface proteins. Serum IgG antibody levels of animals
vaccinated with S. equi antigens encapsulated or adsorbed
onto PCL particles were significantly higher than those
caused by free antigens or even free antigens adjuvanted with
cholera toxin B subunit [97]. Thus, although no examples
of the use of PCL nanoparticles for allergen immunotherapy
were found, the good results obtained by different authors
by using these PCL-nanoparticles in the field of vaccination
suggest these systems as potential adjuvants in allergen
immunotherapy.

5.1.2. Poly(Anhydrides). In contrast to polylactide nanopar-
ticles, the degradation products of polyanhydrides are non-
cytotoxic and less acidic than those of polyesters, which
can improve the stability of encapsulated antigen [88].
The copolymers between methyl vinyl ether and maleic
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anhydride (PVMA) (commercialized as Gantrez AN from
ISP, Corp.) are a good example of these polyanhydrides. Due
to the presence of reactive anhydride groups which do not
need time-consuming chemical activation, this copolymer
allows to easily prepare nanoparticles under mild conditions,
using a solvent displacement method [98]. Moreover, a
recent research concluded that the use of Gantrez AN 119
nanoparticles prepared by using reduced amount of organic
solvent (acetone) facilitates the encapsulation of the antigen
and offers a mild irritation at mucosal epithelia when orally
unstabilised nanoparticles are used [99].

One of the most important properties of the Gantrez
nanoparticles is their ability to develop strong bioadhesive
interactions with components of the gut mucosa [100]. In
addition, their surface can be easily modified by simple incu-
bation with different excipients or ligands in order to modify
their in vivo distribution [101, 102], and even to increase its
affinity for the intestinal mucosa [100]. This makes Gantrez
nanoparticles good candidates for oral immunotherapy
treatments, which have many evident advantages (patient
compliance, safest route, least expensive route etc). In fact,
some studies have demonstrated the efficacy of these particles
by this route. For example, Gómez and coworkers [103]
found enhancements in both TH1 and TH2 markers (IgG2a
and IgG1, resp.) after oral administration Gantrez AN
nanoparticles loaded with ovalbumin as allergen model.
Moreover, these carriers were able to protect a model of
sensitized mice to ovalbumin from anaphylactic shock. Thus,
these PVMA nanoparticles have been widely used as carriers
for controlled delivery of antigens such as Lolium perenne
(allergenic proteins of rye-grass pollen) (N), [88, 103–106].

Another advantage of this copolymer is that it can easily
react with amino groups, which makes easy to load or link
different types of immunostimulants, like proteins or even
lipopolysaccharides.

Also, the loading of antigens into these bioadhesive
nanoparticles has demonstrated to enhance the immune
responses in terms of a potent TH1 adjuvant capacity
[103, 105, 107]. This strong response may be due to the
effect produced by the nanoparticles that promote close
interactions between antigen and antigen-presenting cells,
and also act as agonists of various Toll-like receptors (TLRs),
mainly TLR2 and TLR 4 [86, 108].

Other polyanhydrides based on hydrophobic moieties
or on oligomeric ethylene glycol-containing anhydrides
have been shown promise as novel vaccine carriers with
immunomodulatory capabilities [88].

5.1.3. Poly(Gamma-Glutamic Acid). Poly(gamma-glutamic
acid) (γ-PGA) is a high molecular weight polypeptide
composed of γ-linked glutamic acid units and α-carboxylate
side chains produced by certain strains of Bacillus [109]. Due
to the amphiphilic nature of the hydrophobically modified
γ-PGA copolymer, it is possible to form nanoparticles with
a simple methodology [110]. In recent years, a research
group has developed biodegradable nanoparticles using γ-
PGA with L-phenylalanine ethyl ester and evaluated the
feasibility of protein entrapment on/into this carriers as well

as their biological potential. As a result of these rechearches,
ovalbumin (OVA), as a model protein, was successfully
encapsulated in these nanoparticles, which also did not
induce any cytotoxicity against HL-60 cells [109].

Subsequent studies also showed that these particles are
activators of human monocyte-derived dendritic cells and
strongly stimulate the production of chemokines and inflam-
matory cytokines as well as upregulation of costimulatory
molecules and immunomodulatory mediators involved in
efficient T cell priming. Furthermore, in vitro studies with
monocyte-derived dendritic cells and grass pollen allergen
Phleum pratense loaded γ-PGA nanoparticles showed an
increase allergen-specific IL-10 production and proliferation
of autologous CD4+ memory T cells [110].

Additionally, studies show that these biodegradable
nanoparticles induce in vitro innate immune cell activation,
produce antigen-specific immune responses in vivo through
the TLR 4 and MyD88-dependent signaling pathway, and can
influence innate and adaptive immune responses by first-line
host sensor [111].

In conclusion, these systems seem to be a new and
good adjuvants and antigen carriers for allergen-specific im-
munotherapy.

5.1.4. Poly(Vinylpyrrolidone). Although fewer employees
than polymers described before, there are some studies that
suggest the interest of using poly(vinylpyrrolidone) (PVP)
for the obtention of promising allergen-delivery nanocar-
riers. For example, Madan and coworkers [112] showed a
successful entrapment of antigens of Aspergillus fumigatus
(pathogenic fungi responsible of several allergic diseases) and
found a sustained IgG antibody levels for approximately 12
weeks in comparison to IgG levels for 7 days with free antigen
after immunization of male BALB/c mice. Moreover, IgE
levels of allergens loaded PVP nanoparticles were lower than
observed in free allergens studies.

5.1.5. Polysaccharides. The most investigated polysaccha-
ride for mucosal vaccine delivery is chitosan, poly(D-glu-
cosamine). This polymer is prepared by the partial N-
deacetylation of chitin, a natural polymer, the second most
abundant natural polysaccharide in nature, which is derived
from the cuticles of insect species or crustaceans such as crabs
and shrimp [113].

Chitosan is soluble in weekly acid solutions, resulting
in the formation of a cationic polymer with high charge
density, and can therefore form polyelectrolyte complexes
with a large variety of anionic polymers [69]. Besides, due
to the presence of highly reactive amino groups along its
structure, chitosan is susceptible to chemical or biological
functionalization [114]. Also, the preparation of chitosan
nanoparticles based on the basis this polymer can be easily
done without the use of organic solvents, which is interesting
to maintain the immunogenicity of the antigens [115].

Chitosan possesses other advantageous properties such
as low production costs, biocompatibility, biodegradability,
and nontoxicity that, along with its ability to enhance the
penetration of macromolecules across the intestinal and
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nasal barriers, make it a suitable candidate for the design
of mucosal vaccine formulations [68, 69, 116–119]. Thus,
slowed mucociliary transport as well as a transient increase
in paracellular absorption should lead to an improved
immunological response [115].

Several studies have reported the use of chitosan-
based nanocarriers for gene delivery [120–122]. CS-based
nanocomplexes have been developed for the targeted delivery
of plasmid DNA (pDNA) and also as carriers for RNA [122,
123].

Chitosan nanoparticles incorporating soluble antigens as
diphtheria and tetanus toxoids and plasmid DNA induced
high and long-lasting IgG immune responses, demonstrating
the effectiveness of these devices for intranasal vaccination
[93, 124]. This significant systemic and mucosal immune
response enhancement after nasally administered chitosan
nanoparticles has been demonstrated also for influenza,
pertussis, and diphtheria vaccines [115, 124]. However, until
now, the mechanism by which the antigen is delivered
to the nasal mucosa and the role of the physicochemical
characteristics of the particles in this processes have not been
well determined, and there is some contradictory theories
[124].

For oral vaccination studies, Roy and coworkers have
demonstrated the effectiveness of orally delivered chitosan-
DNA nanoparticles in inducing protective immunity in
the peanut allergy mouse model [125]. More specifically,
chitosan nanoparticles loaded with the gene for Ara h2 (main
peanut allergen) allow to obtain a significant reduction in the
levels of serum IgE, plasma histamine, and vascular leakage
and the induction of specific mucosal IgA antibodies.

Other studies show a significant amelioration of
ovalbumin-induced food allergy symptoms when the TGF-
beta expressing DNA vector is orally administered after its
encapsulation in chitosan nanoparticles, compared to the
previously reported protein-based strategies [126].

However, in spite of all the described advantageous
properties of chitosan, this polymer has a major limitation:
its low solubility at physiological pH and therefore loses
of its ability to enhance drug permeability and absorption
[127, 128].

To improve this drawback, several derivatives of chitosan
have been studied, such as trimethyl chitosan (TMC), that
shows high solubility, bioadhesive properties, and ability
to enhance permeability over a wide pH range [129, 130].
In fact, a recent study shows that trimethylated chitosan
nanoparticles obtained by using a new mild method induced
stronger humoral and mucosal immune responses compared
to generate by chitosan conventional nanoparticles [131].

Other interesting alternative is the use of chitosan
together with other biodegradable polyelectrolyte polymers
with opposite charge to obtain combined nanoparticles suit-
able for mucosal vaccinations. A typical example of this sec-
ond polymer can be sodium alginate, another biodegradable
and biocompatible polysaccharide. For instance, it has been
demonstrated that alginate-chitosan-coated nanoparticles
are an effective system for subcutaneous and oral vaccination
with the recombinant hepatitis B surface antigen [132–134].
Another study shows that these nanoparticles can prevent a

burst release of loaded ovalbumin and improve its stability in
simulated intestinal fluid at 37◦C [132].

5.2. Nondegradable Polymeric Nanoparticles. Nondegradable
nanoparticles of different materials such as latex, gold, silica,
or polystyrene are being evaluated as antigen carriers for
induction of immunity [70, 77, 135]. It is considered that
by using these particles, the antigen can be presented to
the immune system for extended periods of time, and
thus improve the immunogenicity, probably due to the
persistence of the nanoparticles in the tissues [70, 77].

On the other hand, these polymers have several techno-
logical advantages [64]. For example, polystyrene nanopar-
ticles can be made with several functional groups on their
surface to achieve effective conjugation with a variety of anti-
gens. Furthermore, when the antigen is covalently coupled to
the particle, it induces higher cellular and humoral responses
than in the cases where the antigen is absorbed [136].

For latex particles, some examples in the literature
have demonstrated that this polymer was presented 1000–
10,000-fold more efficiently by MHC-Class I molecules than
soluble antigens [137] or antigens presented via MHC-
Class II molecules [138]. Gold nanoparticles also appear to
enhance the effect of DNA vaccination by improving delivery
onto cellular interiors [139]. However, these results are
obtained using electroporation, which may not be applicable
in humans due to cell mortality. In the absence of this
technique, so by passive diffusion, the immunological effects
were not so interesting [140]. Other recent studies show that
the use of gold nanoparticles along with alum can enhance
the immune response against PfMSP-119 and PvMSP-119
[141].

However, in general terms, it was shown that nondegrad-
able particles were much less effective at cross-presenting
antigens than degradable ones [142, 143]. Also, to use this
type of nanoparticles for vaccination purposes is necessary
to consider aspects of toxicity and particles aggregation in the
tissues, which requires follow-up studies of in vivo clearance
and the determination of possible adverse effects resulting
from its use [77].

6. Conclusion

In summary, the use of nanotechnology platforms, although
widespread in recent years for vaccination purposes [98,
106], is emerging in the field of allergen immunotherapy
[103–105]. Given the promising results obtained so far,
polymeric nanoparticles can be of interest to develop new
therapeutic strategies able to improve both clinical efficacy
and safety of allergen vaccines.

On the other hand, our knowledge of the nanoparticle
interaction with the immune system has been increased
in recent years, but it still remains insufficient. Thus,
further studies related to the immunomodulatory effects of
the polymeric nanoparticles are required to improve our
understanding, and therefore our capability, to design better
specific and effective allergen vaccines.
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Espuelas, “Nanomedicine: novel approaches in human and
veterinary therapeutics,” Veterinary Parasitology, vol. 180, no.
1-2, pp. 47–71, 2011.

[69] K. S. Soppimath, T. M. Aminabhavi, A. R. Kulkarni, and W. E.
Rudzinski, “Biodegradable polymeric nanoparticles as drug
delivery devices,” Journal of Controlled Release, vol. 70, no. 1-
2, pp. 1–20, 2001.

[70] L. J. Peek, C. R. Middaugh, and C. Berkland, “Nanotechnol-
ogy in vaccine delivery,” Advanced Drug Delivery Reviews, vol.
60, no. 8, pp. 915–928, 2008.

[71] R. C. Mundargi, V. R. Babu, V. Rangaswamy, P. Patel, and
T. M. Aminabhavi, “Nano/micro technologies for deliver-
ing macromolecular therapeutics using poly(d,l-lactide-co-
glycolide) and its derivatives,” Journal of Controlled Release,
vol. 125, no. 3, pp. 193–209, 2008.

[72] H. Tamber, P. Johansen, H. P. Merkle, and B. Gander, “For-
mulation aspects of biodegradable polymeric microspheres
for antigen delivery,” Advanced Drug Delivery Reviews, vol.
57, no. 3, pp. 357–376, 2005.

[73] A. G. A. Coombes, E. C. Lavelle, P. G. Jenkins, and S. S.
Davis, “Single dose, polymeric, microparticle-based vaccines:
the influence of formulation conditions on the magnitude
and duration of the immune response to a protein antigen,”
Vaccine, vol. 14, no. 15, pp. 1429–1438, 1996.

[74] I. D. Spiers, J. E. Eyles, L. W. J. Baillie, E. D. Williamson, and
H. O. Alpar, “Biodegradable microparticles with different
release profiles: effect on the immune response after a single
administration via intranasal and intramuscular routes,”
Journal of Pharmacy and Pharmacology, vol. 52, no. 10, pp.
1195–1201, 2000.

[75] M. Igartua, R. M. Hernández, A. Esquisabel, A. R. Gascón, M.
B. Calvo, and J. L. Pedraz, “Enhanced immune response after
subcutaneous and oral immunization with biodegradable
PLGA microspheres,” Journal of Controlled Release, vol. 56,
no. 1–3, pp. 63–73, 1998.

[76] J. H. Eldrige, J. K. Staas, J. A. Meulbroek, J. R. McGhee, T.
R. Tice, and R. M. Gilley, “Biodegradable microspheres as a
vaccine delivery system,” Molecular Immunology, vol. 28, no.
3, pp. 287–294, 1991.

[77] B. Combadière and B. Mahé, “Particle-based vaccines
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Lasarte, and C. Gamazo, “Poly(anhydride) nanoparticles act
as active Th1 adjuvants through toll-like receptor exploita-
tion,” Clinical and Vaccine Immunology, vol. 17, no. 9, pp.
1356–1362, 2010.

[109] T. Akagi, T. Kaneko, T. Kida, and M. Akashi, “Preparation
and characterization of biodegradable nanoparticles based
on poly(γ-glutamic acid) with L-phenylalanine as a protein
carrier,” Journal of Controlled Release, vol. 108, no. 2-3, pp.
226–236, 2005.

[110] S. Broos, K. Lundberg, T. Akagi et al., “Immunomodulatory
nanoparticles as adjuvants and allergen-delivery system to

human dendritic cells: implications for specific immunother-
apy,” Vaccine, vol. 28, no. 31, pp. 5075–5085, 2010.

[111] T. Uto, T. Akagi, K. Yoshinaga, M. Toyama, M. Akashi, and
M. Baba, “The induction of innate and adaptive immunity
by biodegradable poly(γ-glutamic acid) nanoparticles via a
TLR4 and MyD88 signaling pathway,” Biomaterials, vol. 32,
no. 22, pp. 5206–5212, 2011.
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Interaction between P-factor, a peptide pheromone composed of 23 amino acid residues, and its pheromone receptor, Mam2, on
the cell surface of the fission yeast Schizosaccharomyces pombe was examined by an atomic force microscope (AFM). An AFM tip
was modified with P-factor derivatives to perform force curve measurements. The specific interaction force between P-factor and
Mam2 was calculated to be around 120 pN at a probe speed of 1.74 μm/s. When the AFM tip was modified with truncated P-factor
derivative lacking C-terminal Leu, the specific interaction between the tip and the cell surface was not observed. These results were
also confirmed with an assay system using a green fluorescent protein (GFP) reporter gene to monitor the activation level of signal
transduction following the interaction of Mam2 with P-factor.

1. Introduction

The fission yeast Schizosaccharomyces pombe (S. pombe) has
become a popular tool for analyzing heterologous GPCR due
to the tractability of genetic and biochemical manipulation
[1–4]. Most yeast systems for the studying of GPCR signaling
use reporter constructs to provide readouts for transcription
from signal-dependent promoters and are used for clinical
and pharmaceutical studies, for example, a drug screening,
due to similarities between the yeast mating response
pathway and human GPCR signal transduction pathways
[5]. The fission yeast has two haploid mating-cell types:
P cells and M cells. Under nutrition depletion, the cells
cease to divide with the cAMP cascade and conjugate with
cells of the opposite mating type to form diploid zygotes.
The conjugation between the two mating types is controlled
by diffusible peptide pheromones, P-factor and M-factor.

Pheromones are defined as chemical substances that mediate
communication between individuals of the same species.
The perception of pheromones results in individual changes
of physiological conditions and/or behaviors. Mating type-
specific pheromones are secreted from cells and are sensed
by cells of the opposite mating type [6, 7]. For example, P-
factor released from P cells binds to its receptor, Mam2 on
M cells, and stimulates M cells for mating. The two types of
the fission yeast pheromone receptors belong to G protein-
coupled receptors (GPCRs), the largest family of transmem-
brane receptors. The receptors with seventransmembrane
domains are coupled with a heterotrimeric G protein com-
plex and are responsible for transmitting extracellular signals
to intracellular responses by stimuli of pheromones. The
receptors undergo a conformational change from an inactive
form to an active form upon pheromone binding. The active
receptors induce Gα subunit Gpa1 to facilitate GDP to GTP
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exchange and the dissociation of Gα from the G protein
complex [8]. The Gα subunit with GTP then interacts with
downstream effectors to engage signaling cascades including
the MAP kinase pathway.

Since the invention of the atomic force microscope
(AFM) by Binnig et al., it has become a powerful tool to study
biological samples not only for imaging at the molecular
level but also for measuring their mechanical properties [9–
15]. As an AFM tip makes direct contact with the sample,
the physical properties as well as the topography of the
surface can be examined. For example, interaction force
between single molecules can be measured under physi-
ological conditions [16–21]. For these measurements, the
AFM tip modified with specific ligands is used to scan
over cell surface with its receptors. The tip makes contact
with the cell surface allowing binding between ligand and
receptor. The tip retraction then induces stretching of the
complex molecules followed by forced dissociation of the
complex. This technique has already permitted us to quantify
unbinding forces of numerous ligand-receptor pairs, either
on an artificial surface or on the surface of living cells.

In this study, we investigated the interaction between
P-factor and Mam2 by both AFM and the reporter assay.
Our study showed that P-factor had specific interaction
with Mam2 and was able to induce the signal transduction
pathway. The removal of Leu at C terminal of P-factor
by carboxypeptidase Sxa2 was reported to result in an
inactivation of P-factor function [22]. Our study showed that
P-factor lacking C-terminal Leu had no ability to bind Mam2
or induce the signal transduction pathway.

2. Materials and Methods

2.1. Peptides. Peptides used in this study are listed in Table 1.
The customized peptides were obtained from Operon Co.
Ltd., (Tokyo, Japan). Each peptide was prepared as a stock
solution of 1 mM in Milli-Q water and stored at −80◦C.

2.2. An AFM Tip Preparation. Coupling of peptides to
AFM Si3N4 tips (OMCL-TR400PSA, Olympus, Tokyo, Japan;
nominal value 0.02 N/m) was done using a heterobi-
functional polyethylene glycol (PEG) linker as shown in
Figure 1(a) [23, 24]. The AFM tips were cleaned in a UV
ozone cleaner (UV/Ozone ProCleaner, Bioforce Nano sci-
ences Inc., IA, USA) under ultraviolet light and exposed for
2 h to APTES (3-aminopropyl triethoxysilane) vapors in a
2-liter desiccator filled with argon and containing 30 μL of
APTES and 10 μL of N,N-diisopropylethylamine (Sigma-
Aldrich, Tokyo, Japan). The tips were then kept for up to 3
days in an argon-filled atmosphere until use. Amino-group
bearing tips were incubated for 60 min with 1 mg/mL of
N-hydroxy-succinimide ester-PEG-maleimide (NHS-PEG-
MAL, 3400 Da, Nektar Therapeutics, Huntsville, AL) in PBS
(phosphate-buffered saline). They were then washed several
times with PBS to remove unanchored linker molecules. The
final binding step was achieved by a reaction between the
linker maleimide end and cysteine residues of peptides. The
tips were incubated with each peptide (final concentration of

Table 1: List of peptides used in this study.

P-factor TYADFLRAYQSWNTFVNPDRPNL

C-P-factor CTYADFLRAYQSWNTFVNPDRPNL

C-P-factorΔLeu CTYADFLRAYQSWNTFVNPDRPN

1 μM) in PBS for 30 min and then were abundantly washed
with PBS to remove unbound peptides.

2.3. AFM Measurement. Force measurements were carried
out at room temperature with an NVB-100 AFM (Olympus,
Inc., Tokyo, Japan) which was set on an inverted optical
microscope (IX70, Olympus, Inc., Tokyo, Japan) [25–27].
The modified AFM tips were placed on the nitrogen
starved cell surface, and force curve measurements were
executed on different positions with a scan speed of around
1.74 μm/s and using a relative trigger of 20–40 nm on the
cantilever deflection (Figure 1(b)). The force curves from
about 1024 positions (32 × 32) were recorded in each
experimental condition to make a histogram of the rupture
force in force curves. In the inhibition experiments, the force
measurements were performed in an experimental buffer
with free P-factor (final concentration of 1 μM). To calibrate
the response of the cantilever deflection signal as a function
of piezoelectrics, standard force curve measurements were
carried out on a bottom of the dish, and the spring constant
of the cantilever was calibrated by the thermal vibration
method [28].

2.4. Strains and Media. Two S. pombe strains used in this
study (h−sxa2 > GFP pMAM3G/pAL7 and h−mam2::ura4+

sxa2 > GFP pMAM3G/pAL7) were derived from ARC010
(h−leu1-32 ura4-D18). The S. pombe cells were grown
in YES (0.5% yeast extract, 3% glucose and SP Supple-
ments), YES 10 (0.5% yeast extract, 3% glucose and SP
Supplements, 10 μg/mL G418 sulfate), EMM (Edinburgh
Minimal Medium, Sunrise Science Product), or YCB (Yeast
Carbon Base, Becton, Dickinson and Company, Franklin
Lakes, NJ, USA). Transformants were plated onto MMA
(Minimal Medium Agar, Sunrise Science Product) or MMA
supplemented with 1.25% leucine (120 μL/plate). To select
for the ura4− cells, transformants were plated onto the
YES plates containing 0.1% 5-fluoroorotic acid (YES-FOA).
Escherichia coli strain DH5α was used for the subcloning
of the plasmid preparation. Oligonucleotide synthesis was
performed by Operon Co., Ltd.

2.5. GFP Reporter Strain. The sxa2 genes were replaced with
green fluorescent protein (GFP) by standard homologous
recombination method. Briefly, the plasmid was constructed
as follows. Three DNA fragments were separately amplified,
which were then fused together. The first fragment, the target
gene (including upstream, open reading frame, and down-
stream sequences), was amplified from an S. pombe genomic
DNA using primers X1, 2 (sxa2) introducing NotI restriction
site. The sxa2 fragment was ligated into the multicloning
site of pTA2 vector (TOYOBO Co., Ltd., Osaka, Japan).
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Figure 1: Schematic overview of experiments. (a) AFM tip modification with peptides. Si3N4 AFM tips are aminosilanized by exposure to
APTES vapors. A heterobifunctional PEG linker is anchored to amino-group bearing tips through its NHS end. Peptide is attached to the PEG
linker free end via a maleimide-cysteine bond. (b) Force spectroscopy method. Peptide-modified AFM tips approached the cell surface on a
200 nm z-scan size at a speed of 1.74 μm/s and were retracted at the same speed. (c) The reporter assay. Pheromone binding to its receptors
on the cell surface activates the intracellular signaling pathway that leads to the expression of GFP. The released Gpa1 (Galpha) with GTP
from a heterotrimeric G protein activates the MAP kinase cascade of Byr2 (MAP3K), Byr1 (MAP2K), and Spk1 (MAPK). Activation of Byr2
also requires Ras1.

Inverse PCR was performed using primers X3, 4 (sxa2).
The second fragment: GFP-coding sequence was amplified
from a Monster Green Fluorescent Protein phMGFP Vector
(Promega, Madison, WI, USA) using primers G1, 2. The
third fragment: ura4 gene and 200 bp downstream of the
target gene were amplified from an S. pombe genomic DNA
using primers U1, 2 and X1, 2 (sxa2) introducing XbaI

restriction site. After the fragments were digested by XbaI,
they were ligated and performed PCR using primers X5, U2
(sxa2). Then three fragments were simultaneously ligated
with In-Fusion Advantage PCR Cloning Kit (Clontech, Palo
Alto, CA, USA), resulting in replacing GFP vector. The
resulting plasmid sequences were confirmed by sequence
analysis. The resulting plasmid was treated with NotI, and
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Table 2: List of primers used in this study.

X1 GCGGCCGC AGCTGTGTTTGTTTGCAATG

X2 GCGGCCGC GGAAGTTAGGCTTGTGTGC

X3 TCAATATCACAAGCT AAGTTTAATATCGGAAAATTTAA

X4 CTTGATCACGCCCAT TGAAAAGAGAGACAATGA

X5 CGCCAGGCCGGCTAA AAGTTTAATATCGGAAAATTTAA

X6 AAATCTAGA ATTTCTTATTTTGGGAACGA

G1 ATGGGCGTGATCAAGCCCGAC

G2 TTAGCCGGCCTGGCGGGG

U1 AAATCTAGA TCTATCTTCTTAATCGCATGGAAG

U2 AGCTTGTGATATTGACGAAACTTT

M31 AAAGAATTCTTTTAGAAAGTGTCTATTGTACC

M32 AAAGGTCTCTCATGACGAATTATGGGAAGATCAAG

G3 AAAGGCTCTACATGGGCGTGATCAAGCCC

G4 AAATCTAGATTAGCCGGCCTGGCGGGGTAGT

V1 AAAGAATTCGAGCTCGGTACCC

V2 AAAGAATTCGAACTAATGACCCCGTAATTGA

MU1 AAAGGTCTCTGGCCGCATCGGGATTGCATTGAGAGTT

MU2 AAA GGTCTCAAATGTCAGAGGGAGCAAGAACA

MD1 AAA GGTCTCACTTACGCCTGAATGTATCTTTTTTG

MD2 AAAGGTCTCAGGCCGCTCAAAGCCATAACTGTGCATTTATA

UR1 AAACACCTGCTTGTCATTTCTATCTTCTTAATCGCATGGAAG

UR2 AAACACCTGCTTGTTAAGAGCTTGTGATATTGACGAAACTTT

subsequently used to transform S. pombe strain using a
lithium acetate method. Transformed cells were plated onto
MMA plates supplemented with leucine. The plates were
incubated at 32◦C, and, after 2-3 days, positive colonies
were selected. To check for correct integration, PCR was
performed on a genomic DNA. Then correctly transformed
cells were plated onto YES-FOA plates to remove the ura4
marker. After 2 days, positive colonies were selected and
checked by PCR. Thereafter, the resultant transformants
were performed on additional gene replacement. Next,
we introduced an additional reporter to make the cells
more susceptible to P-factor. The second reporter system
expressed GFP under the control of mam3 gene, which was
expressed depending on pheromone P-factor. The plasmid
was constructed as follows. Three fragments named mam3P,
and GFP and pTL2M5-P were amplified by PCR using KOD-
plus-Neo. The fragment mam3P including mam3 upstream
region from −1,047 to −1 was amplified from an S. pombe
genomic DNA using M31 and M32 primers, each intro-
ducing EcoRI and BsaI restriction site. The fragment GFP
was GFP-coding sequence from phMGFP Vector using G3
and G4 primers introducing BsaI and XbaI restriction site.
The fragment pTL2M5-P containing no hCMV promoter
region was amplified from pTL2M5 (Asahi Glass Co., Ltd.,
Japan) using V1 and V2 primers introducing EcoRI and
XbaI restriction site. Then, three fragments were treated
with proper restriction enzymes and simultaneously ligated
with Ligation-Convenience Kit (Nippon Gene, Japan). The
plasmid was named pMAM3G. The sequence of pMAM3G
was confirmed by sequence analysis. The pMAM3G was

transformed into sxa2::GFP strain with pAL7 vector fol-
lowing the above method. Colonies were selected by YES10
medium containing 10 μg/mL of G418 three times. All DNA
fragments used for the plasmid construction were amplified
by PCR using the KOD-plus-Neo (TOYOBO) in accordance
with the supplier’s instructions. All primers used here are
listed in Table 2.

2.6. Construction of Mam2Δ Strain. The mam2 open reading
frame was replaced with 1.8 kb ura4+ fragment by standard
homologous recombination method. Plasmid was con-
structed as follows. Three fragments named mam2up, and
mam2dw and 1.8 kb ura4+ were amplified by PCR from the
S. pombe genomic DNA. The fragment mam2up including
mam2 upstream position−1,067 to−1 relative to mam2 ATG
was amplified using MU1 and MU2 primers introducing
BsaI restriction site. The fragment mam2dw including mam2
downstream position +1,048 to +2,055 relative to mam2 ATG
was amplified using MD1 and MD2 primers introducing
BsaI restriction site. The fragment 1.8 kb ura4+ position
−643 to +1,230 relative to mam2 ATG was amplified using
UR1 and UR2 primers introducing AarI restriction site.
Three fragments were digested with BsaI or AarI. Then,
we prepared the fragment containing pUC ori. and KmR

gene of pSL6Z digested with NotI. Four fragments were
ligated simultaneously with Ligation-Convenience Kit. The
sequence of the plasmid was confirmed by sequence analysis.
The plasmid was treated with NotI and subsequently used to
transform S. pombe strain using the lithium acetate method.
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Figure 2: (a) Typical retraction force curves between P-factor and the cells. Vertical axis indicates cantilever deflections as a function of the
cantilever-sample retraction distance. The first curve from the top shows no interaction, and the other curves display specific unbinding
events between peptide and the cell. The vertical force jump of events allows access to the specific unbinding force. (b) Force histogram of
unbinding events (blue columns) obtained after analysis of 1024 force curves. The mean unbinding force is 120 pN, for a mean loading rate
of 1.74 μm/s. In the presence of free 1 μM P-factor, the number of unbinding events decreased (red columns).

Transformants were plated onto MMA plates supplemented
with leucine. The plates were incubated at 32◦C, and, after
3 days, positive colonies were selected. To check for correct
integration, PCR was performed on the genomic DNA of
transformants.

2.7. GFP Assay for Mam2 Signaling. Reporter strains were
grown in YES10 media at 32◦C for 24–36 h and were
inoculated into 5 mL of the fresh YES10 media. Then the
cells were grown at 30◦C for 18 h and harvested. After having
been washed twice with sterile water, cells were transferred
to YCB media at OD600 of 1.0 for nitrogen starvation. The
cells were incubated at 30◦C for 2 h and used for AFM
study and Mam2 signaling assay. For the signaling assay
(Figure 1(c)), 1 mL aliquots of cells were transferred to 24-
well microplate containing 1 μL of peptide solution (final
concentration of 1 μM). After incubation at 30◦C for 20 h,
the cells were washed three times with PBS and resuspended
in the same volume of PBS. Fluorescence intensity of
GFP was measured by a fluorescence spectrophotometer
(Hitachi F-3010, Japan). The cells expressing GFP were
excited at 491 nm, and fluorescence emission was detected
at 515 nm.

3. Results and Discussion

A force-volume mode of AFM was carried out to examine
specific interactions between pheromone and pheromone
receptor. Using the AFM tip cross-linked with P-factor
derivatives via a heterobifunctional PEG linker, 1024 AFM
force curves were then obtained over different spots

on mam2+ strain cells expressing pheromone receptors.
Although most of retraction curves (around 90%) showed
no interaction (Figure 2(a), upper curve), some retraction
curves presented a downward deflection abruptly ending
with a force jump (Figure 2(a), others). Since the PEG
linker used to attach the peptide to the AFM tip has a
total length of 30 nm, only events occurring after 30 nm
extension were considered valid interaction events and were
included into further analyses. The distribution of unbinding
force is shown in Figure 2(b). To verify the specificity of
the unbinding force, force curves were also obtained in the
presence of 1 μM-free P-factor where specific interaction
was expected to be inhibited. Ranging from 100 to 160 pN,
122 interaction peaks (11.9%) were detected without free P-
factor while 33 unbinding events (3.2%) were detected with
free P-factor. The number of events clearly decreased and
the unbinding probability fell to 3.2 from 11.9%. Next, we
carried out force curve measurements to examine interaction
force between the AFM tip modified with P-factor and
mam2Δ strain cells expressing no pheromone receptors,
and between the AFM tip modified with P-factorΔLeu
and mam2+ strain cells. When mam2Δ strain cells were
used for force curve measurements with P-factor-modified
tips, the unbinding probabilities were not affected with or
without free P-factor, showing 2.7% without free P-factor
and 2.9% with free P-factor (Figure 3(a)). When the AFM
tip was modified with truncated P-factor derivative lacking
C-terminal Leu, which was reported to have no P-factor
function, the specific interaction was not observed, and the
unbinding probabilities were almost the same with (3.5%) or
without (3.1%) free P-factor (Figure 3(b)). From these three
kinds of force curve measurements, the unbinding forces
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Figure 3: Force histogram of unbinding events with (red columns) or without (blue columns) free 1 μM P-factor. (a) Unbinding events
between AFM tip modified with P-factor and mam2Δ strain cells. (b) Unbinding events between AFM tip modified with P-factorΔLeu and
mam2+ strain cells.
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Figure 4: GFP production of mam2+ strain cell (a) and mam2Δ strain cell (b). Under nutrition depletion, each cell was treated with Milli-Q
water (control), 1 μM of P-factor, C-P-factor, or P-factorΔLeu. Values are means with SD of triplicate samples.

observed in the first force curve measurement were supposed
to be caused by the specific interaction between P-factor and
its receptor.

To examine the interaction of Mam2 with P-factor
derivatives with a method other than AFM, we carried out
Mam2-signaling assay. Binding of P-factor to Mam2 on
the cell surface activates the intracellular signaling pathway
that leads to the expression of the genes necessary to bring
about cell fusion. Replacing the response genes with a
reporter construct, such as GFP, provides a simple readout
for signaling. The interaction of Mam2 and P-factor was
investigated in an S. pombe strain containing sxa2 > GFP
pMAM3G/pAL7 reporter constructs. The expression of GFP
in response to P-factor is monitored with a fluorescence spec-
trophotometer (Figure 4). When 1 μM P-factor was added to
the mam2+ strain cells, fluorescence intensity of the cells at
515 nm increased, which indicated that GFP was produced
in the response of the cells to P-factor (Figure 4(a)). The
addition of cysteine at N-terminal of P-factor slightly affect
its ability to induce the signal transduction pathway. Since
the mam2+ strain cells showed no response against 1 μM
C-P-factorΔLeu, this peptide was not able to induce the

signal transduction pathway. The mam2Δ strain cells (sxa2
> GFP pMAM3G/pAL7, Δmam2) showed no response with
the addition of any peptides including P-factor (Figure 4(b)).
Without Mam2, P-factor was not able to induce the signal
transduction pathway. The reporter assay confirmed the
result of AFM study. The specific interaction was only
observed by AFM study under the condition in which the
reporter assay showed the positive result.

4. Conclusions

We examined here the interaction between P-factor and
Mam2 by both AFM and the reporter assay. The unbinding
force was calculated to be around 120 pN at probe speed of
1.74 μm/s. The reporter assay using a fluorescent reporter
gene showed results similar to AFM studies. P-factor deriva-
tive having no specific interaction to Mam2 by AFM did
not activate Mam2-specific signaling pathway. This yeast-
based method combined AFM, and the reporter assay will be
available for the signaling study of heterologous GPCRs and
screening of their ligands.
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Microfabricated thermoelectric controllers can be employed to investigate mechanisms underlying myosin-driven sliding of Ca2+-
regulated actin and disease-associated mutations in myofilament proteins. Specifically, we examined actin filament sliding—
with or without human cardiac troponin (Tn) and α-tropomyosin (Tm)—propelled by rabbit skeletal heavy meromyosin, when
temperature was varied continuously over a wide range (∼20–63◦C). At the upper end of this temperature range, reversible
dysregulation of thin filaments occurred at pCa 9 and 5; actomyosin function was unaffected. Tn-Tm enhanced sliding speed
at pCa 5 and increased a transition temperature (Tt) between a high activation energy (Ea) but low temperature regime and a
low Ea but high temperature regime. This was modulated by factors that alter cross-bridge number and kinetics. Three familial
hypertrophic cardiomyopathy (FHC) mutations, cTnI R145G, cTnI K206Q, and cTnT R278C, cause dysregulation at temperatures
∼5–8◦C lower; the latter two increased speed at pCa 5 at all temperatures.

1. Introduction

Biomolecular motors have clear promise for transport
applications in micro- and nanofabricated devices although
control of motion remains a major challenge [1–4]. Toward
that end, we constructed a microfabricated thermoelectric
controller for rapid and reversible actuation using myosin,
the biomolecular motor of muscle, and its partner fila-
ment, actin [5, 6]. Thermal control of kinesin-microtubule
motility using thermally responsive polymers has also been
demonstrated as a possible temperature-dependent control
mechanism for biomolecular motors [7]. We present here
novel applications of our thermoelectric control system to

investigate changes in actin-myosin motility when Ca2+-
regulated thin (actin) filaments are used, and when thin-
filament Ca2+-regulatory protein mutations are introduced
that underlie an inherited cardiovascular disease, familial
hypertrophic cardiomyopathy (FHC) [8–10]. Results provide
insights into mechanisms of altered function when thin fila-
ments are reconstituted with human cardiac Ca2+-regulatory
proteins troponin (Tn) and tropomyosin (Tm), and further
modulated by FHC-related mutations in cardiac Tn.

In the heart—and in vertebrate striated muscles in
general—contraction is physiologically controlled by bind-
ing of cytoplasmic Ca2+ to thin filaments. Thin filaments are
comprised of three major proteins: actin, Tm, and Tn that
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is itself a complex of three polypeptides [11]. Ca2+ activates
thin filaments by binding to Tn, leading to structural
changes that ultimately expose myosin-binding sites on actin
subunits [11]. Our previous work on the thermoelectric
controller utilized only myosin and unregulated F-actin, that
is, Ca2+-independent motility achieved using actin filaments
without Tn or Tm [5, 6]. This study was initiated because
Ca2+-regulated thin filaments could have several advantages
over unregulated F-actin in a thermoelectric nanoactuator.
First, Ca2+ would provide a secondary control mechanism
that is separate from temperature. An additional benefit is
that the Ca2+-regulatory proteins Tn and Tm at saturating
Ca2+ can enhance function of the actomyosin system [12–
20]. These effects of Tn and Tm on actomyosin function,
however, appear to vary markedly over the limited temper-
ature ranges studied previously [16, 18, 21] and thus could
introduce nonlinearities to a thermoelectric nano-actuator.

Temperature has obvious physiological relevance as a
determinant of mammalian striated muscle contraction. It
affects several fundamental aspects of muscle structure and
function [22–24] although temperature effects on muscle
function appear to be greater at low temperatures used in
many experiments than at physiological temperature; exam-
ples are isometric tetanic tension [25–27] and maximum
mechanical power output [28]. Temperature also modulates
the control of striated muscle contraction by Ca2+ regulatory
proteins Tn and Tm, although there are both qualitative and
quantitative discrepancies on this point in the striated muscle
literature [22, 26, 29, 30]. Interestingly, mild hypothermia
has been reported to be a positive inotropic effector in living
cardiac muscle due to interplay between temperature and
cardiac thin filament Ca2+ regulation [31]. Our thermo-
electric controller allows us to address these issues and
more in a single experiment through rapid exploration of
broad temperature regimes surrounding physiological tem-
perature.

Some mutations in Tn and Tm alter thin-filament
function in ways that might make the mutant proteins useful
in biomolecular motor-based transport applications. In
particular, mutations associated with familial hypertrophic
cardiomyopathy (FHC)—one of a growing number of dis-
eases caused by mutations in the genes for sarcomere proteins
including thin-filament Ca2+-regulatory proteins [8–10]—
may be especially useful in bionanomechanical systems
even though those mutations are devastating for patients
[32–41]. The molecular basis by which these mutations
alter thin-filament function and bring about cardiovascular
disease is unknown [8, 10, 42]. Our thermoelectric controller
could provide important insight into mechanisms by which
these mutations in myofilament proteins alter contractile
function, and directly or indirectly signal changes in gene
expression that underlie the progression to pathological
cardiac hypertrophy in FHC.

2. Materials and Methods

2.1. Protein Preparations: Myosin, Heavy Meromyosin, Actin,
Troponin, and Tropomyosin. Florida State University’s Insti-
tutional Animal Care and Use Committee approved all

procedures and protocols involving vertebrate animals. Adult
New Zealand White rabbits were housed in Florida State
University’s Laboratory Animal Resources facility and were
handled in accordance with the current National Institutes
of Health/National Research Council Guide for the Care and
Use of Laboratory Animals. Briefly, rabbits were injected IM
with 3 mg Acepromazine + 10 mg/kg Xylazine + 50 mg/kg
Ketamine. Following verification of appropriate surgical
depth of anesthesia, the rabbits were exsanguinated via
laceration of the carotid artery. The euthanized animals were
skinned, eviscerated, and chilled on ice. Back and leg muscles
were removed for acetone powder, or back muscles only for
myosin preparation [12, 13, 43]. Myosin and the soluble
chymotryptic digest fragment heavy meromyosin (HMM)
were prepared from fast skeletal muscle as described [12,
13, 43, 44]. HMM was made from myosin stored <5 weeks
in glycerol (1 : 1) at −20◦C; HMM was used within 3 days
after preparation. Rabbit muscle actin was purified from
muscle acetone powder as described [12, 13, 43, 45]. F-actin
was labeled with rhodamine phalloidin (RhPh; Molecular
Probes) for fluorescence microscopy (Figure 1(a)). F-actin
(33 μg/mL) and RhPh (1 μM) were incubated in actin buffer
(AB) with 1 mM DTT at 4◦C overnight; fluorescently labeled
F-actin was stable at 4◦C for at least 2 weeks.

Recombinant human α-Tm was expressed in E. coli as a
homodimeric fusion protein with maltose binding protein
(MBP); α-Tm was purified following removal of the MBP
affinity tag via thrombin cleavage [13, 33]. After removal of
the MBP tag, recombinant α-Tm has two extra amino acids
(GS-) at the N-terminus; GS- is a conservative alternative to
the AS-dipeptide in bacterially expressed Tm that substitutes
functionally for acetylation of Tm’s N-terminus [46, 47].
Purified Tn from human cardiac muscle (cTn) was obtained
from Research Diagnostics (Flanders, NJ), or coexpressed
recombinantly (rHcTn) in E. coli as a fusion protein with
glutathione S-transferase (GST); the ternary rHcTn complex
was purified following removal of the GST affinity tag
via cleavage with TEV protease [13]. FHC mutations of
rHcTn were introduced via site-directed mutagenesis to
the bacterial coexpression plasmid; changes were verified
by DNA sequencing. Proteins were assessed by coomassie-
stained Tricine-SDS PAGE [48] and quantitative analysis
with a Kodak EDAS 290 digital imaging system.

2.2. In Vitro Motility Assays. The speed of RhPh F-actin
over HMM-coated surfaces was measured to assess the
kinetics of actomyosin interactions and, for reconstituted
thin filaments, their regulation by Ca2+. All aspects of the
motility experiments with unregulated F-actin, such as flow
cell assembly, solution preparation, assay procedures, and
data collection were conducted as described [5, 13, 43,
49]. [HMM] applied to flow cells was 250 μg mL−1 in the
majority of assays to achieve high density of HMM (ρ) on
the nitrocellulose-coated motility surface; to reduce ρ in a
limited set of experiments, 75 μg mL−1 HMM was applied to
the flow cell.

The standard motility buffer (MB) contained 10 mM eth-
ylene glycol-bis(2-aminoethylether)-N,N,N′,N′-tetraacetic
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Figure 1: Temperature dependence of HMM-driven sliding of RhPh-labeled actin filaments determined using a microfabricated
thermoelectric heater. (a) Modified flow cells were constructed as described [5]. Flow cells consisted of a microscope slide (light blue)
and a modified cover slip (gray and gold), separated by two, thin spacers and held together by nonfluorescent vacuum grease. Solutions
(Section 2.2) are pipetted through the flow cell as indicated by the blue, dashed arrows. To warm the flow cell, current is injected via circuit
ε1 into a microfabricated thermoelectric heater (gold) on the coverslip’s outer surface; flow cells are cooled by circulating chilled water
through a copper coil wrapped around the microscope objective. Temperature is monitored via a linear, resistive thermometer (dark gold
structure) that was microfabricated on the inner face of the coverslip (i.e., on the same side where actomyosin motility occurred, and opposite
to the side with the thermoelectric heater); temperature is obtained from a calibrated voltage readout (V) with bias current set by circuit ε2.
Motion of fluorescently labeled filaments on the inner side of the coverslip (top micrograph) is observed and recorded through a window
(black, dashed arrow) located immediately adjacent to the thermometer. (b) Time course of temperature (gray line; right ordinate) and
sliding speed (solid symbols; left ordinate) for regulated thin filaments (F-actin plus native cTn and α-Tm) at pCa 5 during the heating phase
of three cycles of heating and cooling (Section 2). Points represent mean ± S.D. of the sliding speed for 3–8 filaments during 1 s. Note that
the upper limit of the temperature-dependent increase in sliding speed occurs at ∼54◦C (t > 4.5 min). (c) The data from (b) were replotted
to eliminate time: cycle 1 (�), cycle 2 (�), and cycle 3 (�). An additional dataset for unregulated F-actin sliding is shown: cycle 1 (�) and
cycle 2 (�). Note that the sliding speed of regulated thin filaments at the highest temperature is almost the same as for unregulated F-actin.

acid (EGTA), 20 mM 3-(N-Morpholino)propanesulfonic
acid (MOPS), [K+] = 50 mM, [Na+] = 15 mM, pMg 3
(pMg = −log10[Mg2+], where [Mg2+] is in molar units),
and appropriate amounts of Tris+, and acetate (anion) to
obtain an ionic strength of 0.085 M at pH 7. Concentrations
of Ca2+, Mg2+, Na+, K+ were determined taking into account
known metal ion binding constants and their enthalpies
[32, 50]; solution composition was chosen to minimize
enthalpic changes in pH in flow cells when temperature
was varied. Glucose (3 mg/mL), 0.1 mg/mL glucose oxidase,
0.018 mg/mL catalase (Boeringher-Mannheim), and 40 mM
dithiothreitol (DTT) were added immediately prior to an
assay to minimize photooxidation and photobleaching [49].
Experiments were conducted at saturating [Ca2+] (pCa 5,
where pCa = −log10[Ca2+], with [Ca2+] in molar units) or,

where indicated, at low [Ca2+] (pCa 9); note that [Ca2+]
does not affect sliding speed of unregulated F-actin [12, 14].
Methylcellulose (final concentration 0.3%), dialyzed against
sodium azide (0.02%), was added to MB to prevent actin
filament diffusion away from the assay surface [12, 49, 51].
Solutions for assays with reconstituted thin filaments were
the same as for unregulated F-actin, except for the last two
solutions: the buffer applied to the flow cell before MB
contained 75 nM each of α-Tm and either native cTn or
recombinant hcTn and was incubated for three minutes
before infusing MB containing the same concentrations of
Tn and Tm [12, 13, 32, 50]. The minimum concentrations
of native or WT Tn and Tm added to MB to obtain well-
regulated filaments at 30◦C were determined by titrations
and applying the following criteria: filament sliding was
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Table 1: Metabolite concentrations in standard and modified motility buffers.

Metabolites
Standard1 Modified solutions for motility assays2

Motility buffer Control High Pi Low ATP

[ATP] 2 mM 2 mM 2 mM 0.2 mM

Sucrose phosphorylase — 5.3 μg/mL — 5.3 μg/mL

Sucrose — 10 mM 10 mM 10 mM

[Pi] ∼10 μM ∼1 μM 4 mM ∼1 μM

Creatine kinase (CK) — 0.1 mg/mL 0.1 mg/mL 0.1 mg/mL

Creatine (Cr) — 30 μM 30 μM 12 μM

Creatine phosphate (CP) — 1 mM 1 mM 1 mM

[ADP] ∼10 μM 0.42–0.57 μM 0.42–0.57 μM ∼0.02 μM

Values for [ATP], [Pi], and [ADP] represent final concentrations in motility buffers. [Pi] in columns 3 and 5 were estimated using Keq = 0.06 for the reaction
sucrose + Pi ↔ α-D-glucose-1-phosphate + D-fructose [52, 54]. [ADP] estimates are based on the equilibrium constant (Keq) for the reaction ATP + Cr
↔ ADP + CP, and are given in columns 3-4 with lowest and highest value corresponding to the lowest (27◦C) and highest (42◦C) temperatures employed,
respectively. The estimate of [ADP] in column 2 was based on Chase and Kushmerick [53].
1Motility buffer (MB) employed in the majority of experiments (data in Figures 1–4) did not include sucrose phosphorylase and creatine kinase.
2Modified motility buffers were used for experiments shown in Figure 5.

inhibited at pCa 9, while motility was fast and uniform at
pCa 5 and standard temperature of 30◦C [12, 13, 32, 50].
In a limited set of motility experiments, standard MB
was modified to vary metabolite concentrations (Table 1)
as follows: either 5.3 μg mL−1 sucrose phosphorylase and
10 mM sucrose were added to reduce inorganic phosphate
(Pi) [52] or acetate was partially replaced by Pi to achieve the
high Pi condition (sucrose phosphorylase was not added);
contaminating ADP was reduced to <1 μM by addition of
creatine phosphate (CP) and creatine phosphokinase (CK)
[53].

Motility data were collected while varying temperature
by employing modified flow cells containing microfabricated
Au heater and thermometer elements (Figure 1(a)), where
the thermometer is located immediately adjacent to the
viewing region [5]. In experiments using the thermoelectric
heater, cooling was achieved by circulating chilled water
through a copper coil wrapped around the microscope
objective; in a limited set of experiments, assays at con-
stant temperature were achieved by circulating temperature-
controlled water through the coil surrounding the objective
[13, 43]. Motility speed was analyzed using MetaMorph soft-
ware (Universal Imaging) as described [5]. Stacks of frames
(one stack for each second of temperature transient data, or
10–12 stacks for each constant temperature experiment from
one flow cell) were created from digitized movies.

2.3. Statistical Analyses. Averages and error estimates were
calculated with Microsoft Excel 2000. Averages are given as
unweighted mean ± SD. Linear regression analyses were per-
formed using Microsoft Excel 2000 or SigmaPlot (Windows
versions 8.0 and 11.2; SPSS Inc., Chicago, IL); nonlinear
regression analyses were performed using SigmaPlot.

A transition temperature (Tt) was estimated from
Arrhenius transformed speed versus temperature data that
exhibited a change in slope with temperature. To obtain
Tt, the data were divided into two parts (high- and low-
temperature regimes) that were separated by two adjacent
points on the Arrhenius plot’s temperature axis; several such

divisions of each dataset were processed using the following
algorithm. Linear regressions were obtained for each regime,
and the intersection point determined for those regressions.
In general, the intersection point does not fall between the
two data points that separate the high and low temperature
regimes. The small number of intersection points that did
fall between the high- and low-temperature regimes were
considered to be candidates for Tt ; in the few instances when
there was more than one candidate point, the median value
was chosen for Tt .

3. Results

3.1. Temperature Dependence of Unregulated F-Actin and Reg-
ulated Thin-Filament Sliding. To examine sliding of Ca2+-
regulated thin filaments over a broad range of temperatures,
we employed a thermoelectric controller (Figure 1(a)) that
enables both rapid and continuous variation of a flow cell’s
temperature [5]. Figure 1(b) shows sliding speed (solid sym-
bols) as a function of time for thin filaments reconstituted
with native cTn·α-Tm at pCa 5 during three heating phases
of cyclic heating and cooling (∼20–60◦C). Note that the
peak temperature (gray line) increased with each cycle. Speed
increased with temperature during the heating phase of each
cycle over most of the range examined. As temperature
increased during the third cycle, however, sliding speed of
regulated actin reached a maximum at ∼54◦C, and then
speed declined above ∼58◦C (Figure 1(b)). This anomalous
decline in speed for regulated thin filaments is particularly
evident in Figure 1(c), solid symbols where data from all
three heating cycles of Figure 1(b) were combined to show
the temperature dependence of sliding speed. Superposition
of the data from three cycles suggests that brief exposure to
elevated temperature over at least the first two cycles was fully
reversible.

Comparison of regulated versus unregulated F-actin slid-
ing speed at high temperature suggests that the anomalous
decline for regulated thin-filament speed is more likely
due to an effect of temperature on Tn·Tm rather than on
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Figure 2: Thin filaments remain motile but lose Ca2+-regulation at high temperature. (a) Time course of temperature (gray line; right
ordinate) and sliding speed (solid squares, red fill; left ordinate) for regulated thin filaments (F-actin plus rhcTn and α-Tm) at pCa 9 during
the heating phase of five cycles of heating and cooling. Points represent the mean sliding speed for 3–5 filaments during 1 s. At pCa 9, nonzero
sliding speeds in heating cycles 3–5 indicate loss of Ca2+-regulation (dysregulation); note that temperature-dependent loss of Ca2+-regulation
is fully reversible following cooling (beginning of cycles 4-5). (b) Data from (a) (pCa 9; solid squares, red fill) were replotted to eliminate
time. Additional data for regulated thin filaments (F-actin plus rhcTn and α-Tm) at pCa 5 (�) and unregulated F-actin (�) from the same
series of experiments are also shown for comparison.

actin or HMM. Regulated filament speed at pCa 5 (solid
symbols) was at least as fast as that for unregulated F-
actin (open symbols) at each temperature over the range
examined (∼20–60◦C) (Figure 1(c)), consistent with previ-
ous reports over more limited temperature ranges [12, 13,
16, 20]. The speed of unregulated F-actin, however, increased
continuously over the entire temperature range—even at
the highest temperatures examined, where regulated thin-
filament speed declined. To test the hypothesis that Tn·Tm
is responsible for the anomalous decline in speed (Figure 1),
we examined the effect of temperature on regulated thin-
filament motility at pCa 9, that is, in the absence of activating
Ca2+. Figure 2(a) shows sliding speed (red symbols) as
a function of time for thin filaments reconstituted with
rHcTn·α-Tm at pCa 9 during five heating phases of cyclic
heating and cooling. Note that the peak temperature (gray
line) increased with each cycle, as in Figure 1(b). Data
from all five heating cycles of Figure 2(a) were combined
to show the temperature dependence of sliding speed in
Figure 2(b). As expected in the absence of Ca2+, regulated
thin filaments exhibited little or no motion (note red
symbols at speed ∼0) over a broad range of temperatures
(∼20–43◦C). Above ∼43◦C, filament sliding was observed
indicating loss of Ca2+ regulation (red symbols; Figure 2)
although the average speed was generally less than or similar
to that of unregulated F-actin (open symbols; Figure 2(b)).
As for native cTn (Figure 1(c), solid symbols), rHcTn WT
regulated thin filaments at pCa 5 (Figure 2(b), solid symbols)
were faster than unregulated F-actin (Figure 2(b), open
symbols); an anomalous decline in speed with WT rHcTn
(Figure 2(b), solid black circles) occurred at slightly a higher
temperature (by ∼4–5◦C) than for native cTn (Figure 1(c),
solid symbols), suggesting increased stability of the re-
combinantly expressed protein or its interactions with

F-actin-α-Tm. The apparent loss of Ca2+-regulation, indi-
cated in Figure 2 by thin filament sliding (nonzero speeds) at
pCa 9 for temperatures above∼43◦C, is completely reversible
because thin-filaments stopped moving after temperature
was lowered during the cooling phase of each cycle at pCa
9 (Figure 2(a)).

Arrhenius analysis of the data in Figure 1(c) reveals that
the activation energy (Ea) for regulated thin-filament speed
at pCa 5 exhibited two distinct values, with a change in the
slope at Tt ∼ 38◦C (Figure 3, solid symbols and black solid
lines). For regulated thin filaments (Figure 3, solid symbols
and black solid lines), Ea at temperatures below physiological
(100.4 kJ/mol) was >2-fold greater than Ea for the higher-
temperature regime (41.8 kJ/mol), while the latter value was
closer to that of unregulated F-actin (61.9 kJ/mol) (Figure 3,
open symbols and black dashed line). Temperature has a
dramatic, nonlinear effect on the viscosity of water [55], and
the speed of filament sliding varies inversely with solvent
viscosity [43, 56]; we therefore asked whether temperature-
dependent changes in solvent viscosity could explain the
nonlinear Arrhenius relation (Figure 3). The data in Figure 3
were processed to remove the temperature dependence of
solvent viscosity by first normalizing viscosity with respect
to that of water at 37◦C (i.e., body temperature), and second
assuming that speed varies inversely with solvent viscosity
[43, 56]. After removing the effects of viscosity, slopes of
the Arrhenius plots were reduced (Figure 3, blue lines).
Ea for unregulated F-actin decreased from 61.9 kJ mol−1

to 47.0 kJ mol−1 (Figure 3, blue dashed line). For regulated
thin filaments, Ea decreased from 100.4 to 83.9 kJ mol−1 for
T < 38◦C, and from 41.8 to 26.6 kJ mol−1 for T > 38◦C
(Figure 3, black versus blue solid lines). The latter value
of Ea is suggestive of a diffusion-limited process, in accord
with the previously observed inverse relationship between
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Figure 3: Correction for temperature-dependent effects of solvent viscosity (solid, cyan lines) on filament sliding speed of regulated thin
filaments (solid symbols) and unregulated F-actin (open symbols). Data from Figure 1(c) were replotted in Arrhenius form (symbols as in
Figure 1), with data omitted for regulated thin filaments above ∼54◦C and filament sliding speeds expressed in μm s−1. Dashed lines (black)
are linear least squares regressions on the data before correction for temperature-dependent changes in solvent viscosity. Note the change in
slope at ∼38◦C (Tt) for regulated thin filaments. Effects of temperature-dependent changes in solvent viscosity (normalized to that at body
temperature, 37◦C) were removed by assuming that speed varies inversely with viscosity, as demonstrated experimentally [43]; the net result
of this correction in all instances is a decrease in apparent Ea.

speed and viscosity [43, 56]. Despite the reduction of
slopes for regulated thin-filaments, the ratio of Ea’s between
the two temperature regimes increased from 2.4 to 3.1.
Below 38◦C, the ratio of Ea’s for regulated thin-filament
sliding speed with respect to that of unregulated F-actin
increased from 1.6 to 1.8. It is clear from this analysis
that it is important to consider temperature-dependent
changes in solvent viscosity when evaluating actin filament
sliding speed. Nonlinearities in the Arrhenius plot (Figure 3),
however, cannot be explained by temperature-dependent
changes in solvent viscosity.

3.2. Influence of FHC Mutations in Troponin on the Tem-
perature Dependence of Thin-Filament Sliding. Because the
temperature dependence of maximum filament sliding speed
is influenced by the presence and function of Tn·Tm (Figures
1–3), and FHC-related mutations in troponin profoundly
influence the Ca2+ dependence of myofilament function [8–
10, 57], we utilized the thermoelectric controller to investi-
gate temperature effects on thin filaments reconstituted with
rHcTn·α-Tm when one of three FHC-related mutations—
TnI R145G, TnI K206Q, or TnT R278C—was incorporated
into the troponin complex (Section 2). At pCa 5, filament
sliding speed for two mutants (TnI K206Q and TnT R278C)
was faster than WT over the range of temperatures examined,
consistent with previously reported data for TnI K206Q
using recombinant rat cardiac Tn [32]. In contrast, speed
with TnI R145G was similar to WT (Figure 4).

The micromechanical thermal assays with thin filaments
containing FHC mutations in rHcTn suggest that either
the mutant troponins are intrinsically less thermally stable,
or the regulatory interaction of mutant troponin with
F-actin-α-Tm is less stable, or both (Figure 4(a)). All three
of the FHC mutants exhibited anomalous declines in speed

at lower temperatures than WT rHcTn, with the cTnT
R278C and cTnI R145G mutations resulting in ∼4-5◦C
decreases, and the cTnI K206Q mutation leading to a larger,
∼8-9◦C decrease in the temperature at which the anomalous
decline in speed occurred as temperature continued to rise
(Figure 4(a)).

Arhennius analysis suggests that there was little effect of
the FHC mutations on Tt for thin filaments reconstituted
with WT or mutant rHcTn, with values of 38–41◦C where
they could be unambiguously determined (Figure 4(b)). This
was similar to the value of Tt = ∼38◦C obtained with
native cTn (Figure 3). The slopes of the high- and low-
temperature regimes were more similar for the two fastest
mutants (cTnT R278C and cTnI K206Q) compared with
WT or the cTnI R145G mutant (Figure 4(b)); in fact, it was
not possible to unambiguously identify a value of Tt from
data with TnI K206Q by the algorithm used (Section 2).
When the data for unregulated F-actin from Figure 2(b)
(open symbols) were plotted in Arrhenius form (Figure 4(b),
gray dashed lines), a value of Tt ∼ 33◦C was obtained
in contrast to the dataset in Figures 1 and 3, where Tt

for unregulated F-actin could not be determined because
there were not sufficient points below Tt to define a low-
temperature regime.

3.3. Influence of Factors that Affect Cross-Bridge Number
and Kinetics on Temperature Dependence of Unregulated
F-Actin and Regulated Thin-Filament Sliding Speed. To
address whether changes in the number of cross-bridges and
distribution of cross-bridge states could be responsible for
differences in sliding speed and Ea between unregulated F-
actin and regulated thin filaments at saturating Ca2+, we
studied the effects of altered HMM density, and metabolite
concentrations which are known to affect the fraction of
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Figure 4: Influence of FHC-linked mutations in human cardiac troponin on temperature dependence of thin-filament sliding at pCa 5.
Thin filaments were reconstituted with α-Tm and either rhcTn WT (circles, black), rhcTn TnI,R145G (triangles, green), rhcTn TnI,K206Q
(squares, yellow), or rhcTn TnT, R278C (diamonds, blue). Data were obtained during the heating phases of multiple heating/cooling cycles,
as in Figure 1; note that WT data were replotted from Figure 2(b). (a) Points represent the mean sliding speed for 3–8 filaments during 1 s.
Note that speeds with TnI mutant K206Q [32] and TnT mutant R278C were generally elevated over WT. (b) Arrhenius analysis of data
from (a). Symbols and colors as in (a); unregulated F-actin from the same series of experiments (Figure 2(b)) was also included in (b)
(inverted triangle and dashed lines; light gray). Each dataset was fit by two linear regressions after omitting data above ∼60◦C (WT), ∼54◦C
(cTnI R145G),∼51.5◦C (cTnI K206Q), or∼55◦C (cTnT R278C). Regression lines are shown without correction for temperature-dependent
changes in solvent viscosity; points correspond to Tt , the intersection of each pair of lines. Filament sliding speeds are expressed in μm s−1.

weakly versus strongly bound cross-bridges. Solutions were
modified in the following ways, and compared with a control
condition that was itself modified in comparison with assays
reported in Figures 1–4 (Section 2): decreased [ATP] from
2 mM (Control) to 200 μM, increased [Pi] from ∼1 μM
(Control) to 4 mM, or reduced HMM density (ρ) from
0.25 mg/mL (Control) to 0.075 mg/mL (Figure 5). In these
experiments only, motility assays were performed at steady-
state temperatures of 27, 32, 37, or 42◦C so that we could
calculate metabolite concentrations in the presence of CP/CK
to buffer ATP/ADP and reduce ADP (Section 2), conditions
that did not apply to the nonsteady state temperature assays
reported in Figures 1–4.

Sliding speed increased with temperature for each
condition tested for both regulated thin filaments at pCa
5 and unregulated F-actin (Figure 5) as expected for the
temperature range examined. Sliding speed with respect
to the Control condition was reduced significantly for
the low ATP condition at the two highest temperatures
for unregulated F-actin (Figure 5(a)) and at the three
highest temperature points for regulated thin filaments
(Figure 5(b)). Sliding speed at high Pi (Figure 5) was higher
than in Control conditions at the two lower temperatures
for both regulated thin filaments and unregulated F-actin.
Decreasing ρ had little effect on unregulated F-actin sliding
speed (Figure 5(a)) but decreased regulated thin-filament
speed significantly at the three lowest temperatures (27, 32,
and 37◦C, Figure 5(b)). Addition of Tn·Tm was typically
associated with increased speed, but not at low ATP, which

is in good agreement with the results of Homsher et al. [16].
At reduced ρ, the enhancing effect of Tn·Tm was greater
at higher temperatures. The fraction of motile filaments at
reduced ρ increased over the three lowest temperatures (27,
32, and 37◦C) for unregulated F-actin (inset, Figure 5(a)),
but over the entire temperature range for regulated thin
filaments (inset Figure 5(b)).

4. Discussion

In this study, we utilized microfabricated thermoelectric
devices to rapidly and reversibly investigate the influ-
ence of temperature on myosin-driven sliding of Ca2+-
regulated, muscle thin filaments over a wide temperature
range (∼20–60◦C). To investigate molecular mechanisms of
normal cardiac function and pathophysiology, thin filaments
were reconstituted with human cardiac Tn and Tm, or
with FHC-related mutants of human cardiac Tn. The major
results of this study are as follows.

(a) At pCa 5, sliding speed of regulated thin filaments
increased reversibly with increasing temperature
(∼20–∼54◦C) as expected and was faster than unreg-
ulated F-actin over that range.

(b) Reversible dysregulation—loss of Ca2+-regulation—
occurred at both pCa 5 and pCa 9 at the upper
end of the temperature range examined; this suggests
thermal unfolding of the cardiac regulatory proteins
and/or their dissociation from actin.
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Figure 5: Influence of motility conditions on temperature dependence of filament sliding speeds for (a) unregulated F-actin and (b)
regulated thin filaments (F-actin plus native cTn and α-Tm) at pCa 5. Points are the mean of means ± S.D. from 45–75 filaments in each of
≥3 individual flow cells and are plotted against steady-state temperature (27– 42◦C) for four conditions. For this series of experiments only,
control conditions (circles, solid lines) were [Pi] = ∼1 μM (achieved by removal of contaminating Pi; Section 2); [ATP] = 2 mM (buffered
by CP and CK; Section 2), and high ρ achieved by infusing 0.25 mg/mL [HMM] into the flow cell. Conditions were modified to test low
ATP (200 μM ATP; inverted triangles, short dashed lines); high Pi (4 mM Pi; squares, long dash dotted lines); or low ρ (0.075 mg/mL HMM;
triangles, dash dotted line). Lines were drawn to connect the points. Insets: temperature dependence of fraction of filaments moving under
low ρ condition plotted for (a) unregulated F-actin and (b) regulated thin filaments at pCa 5. Note that the fraction of regulated thin
filaments, but not unregulated F-actin, increases continuously over this temperature range.

(c) Arrhenius analysis indicates two temperature regimes
with different Ea; the transition temperature between
those regimes was higher for regulated thin filaments
than unregulated F-actin, and this is explained by a
simple model.

(d) Factors that alter cross-bridge number and kinetics—
[ATP], [Pi], and ρHMM—alter the temperature de-
pendence of sliding speed of both regulated thin
filaments and unregulated F-actin in qualitatively
similar ways that provide insight into rate limiting
factors.

(e) Three FHC mutants in cTn (cTnI R145G, cTnI
K206Q, and cTnT R278C) destabilize regulatory
protein structure and/or interactions with F-actin-
Tm and may also alter the kinetics of thin filament
sliding at pCa 5.

4.1. Functional Assays for Thermal Stability of Regulated
Thin Filaments and Ca2+-Regulatory Proteins. A custom
thermoelectric controller [5] that was used in this study
(Figure 1(a)), and miniaturized versions thereof [6], provide
a novel approach to evaluate contractile protein function
over a wide range of temperatures and multiple temperature
cycles. The multiple datasets collected this way with native
and WT regulatory proteins (Figures 1–3) complement and
expand the range of information that can be obtained using
conventional motility assays [16, 58, 59] and traditional
approaches to studying protein structure in solution [60–
63]. Our device provides a simpler readout of temperature

than relying on intensity of the fluorescent label [64].
Speed of unregulated F-actin increased monotonically over
the temperature range used (Figures 1-2, open symbols),
indicating that HMM and actin are not affected detrimen-
tally at temperatures below 60◦C; this is consistent with
previous functional measurements [5, 64] and structural
assays showing that the structure of Ph-stabilized F-actin in
solution is thermally stable up to 78◦C [62], while unfolding
of subfragment 1 (S1) was reported for temperatures greater
than 58◦C in the presence of analogs of ATP or ADP·Pi [63].

Dysregulation of thin filaments at elevated temperatures
was observed at both pCa 5 (Figures 1-2) and pCa 9
(Figure 2), suggesting that altered function was likely due
to dissociation of Tn·Tm from actin or denaturation of
Tn and/or Tm. At pCa 5, the anomalous decline in sliding
speed for regulated thin filaments above ∼54◦C suggests a
loss of regulation (dysregulation) because as temperature
increased, speed decreased toward that of unregulated F-
actin (Figure 1(c)). At pCa 9, filament sliding was observed
at temperatures above ∼43◦C; speed increased with temper-
ature and was generally lower than, but approached that of
unregulated F-actin (Figure 2), indicating that cTn stabilizes
actin·Tm at pCa 5. Taken together, these results from
microthermal heater assays provide functional correlates
that are consistent with previous solution studies showing
half-maximal dissociation of Tm from Ph-stabilized F-
actin·Tm complex (no Tn) at 46–48◦C, and unfolding of
Tm alone in solution that was resolved into two separate
calorimetric domains with maxima of 42 and 51◦C [61, 62].
More generally, our results demonstrate that microthermal



Journal of Biomedicine and Biotechnology 9

10
10 20 30 40 50

100

1000

10000

R
at

e 
(s
−1

)
Temperature (◦C)

Figure 6: Temperature dependence of two apparent rate constants that may limit actin filament sliding speed at pCa 5. Data in Figure 3 (T <
∼54◦C) for sliding speed of regulated thin filaments were fitted to (2). The inverse of each of the exponential rate terms in the denominator
of (2) is plotted: for WT regulated thin filaments, one rate exhibits only slight temperature sensitivity (solid black line) while the other is
markedly temperature sensitive (red line). The rate-limiting step for filament sliding is the smaller of the two rates, and Tt is the intersection
of the two lines. The less temperature sensitive rate is also shown for unregulated F-actin (dashed black line; data from Figure 3). Note that
by assuming the temperature-sensitive rate (red line) is similar for both instances, decreasing the less temperature sensitive rate (black arrow,
as observed experimentally with unregulated F-actin) decreases Tt .

heater assays can provide unique, molecular level insights
into muscle thin-filament function, particularly when the
maximum temperature is limited such that the effects
of temperature on Ca2+ regulation are fully reversible
(Figure 2(a)).

4.2. Temperature Dependence of Ca2+-Regulated Thin-
Filament Sliding at pCa 5. Comparison of temperature-
dependence of regulated thin-filament sliding at pCa 5 with
that of unregulated F-actin provides insights into the roles
of cardiac troponin and tropomyosin. This is important in
light of the observation that not only do Tn-Tm modulate
the thin filament side of actomyosin interactions but cTn
can also directly accelerate myosin ATPase activity even in
the absence of actin and Tm [20]. This direct effect of cTn
on myosin kinetics is presumed to at least partially underlie
Tn·Tm’s enhancement of maximum unloaded sliding speed
under a wide variety of conditions (e.g., Figures 1(c), 2(b),
3, 4(b), and 5), although it is also possible that there are
differences in the myosin binding interface due to Tm·S1
interactions [65] or regulatory protein-induced structural
changes in actin itself [15].

While it is clear that Tn·Tm modulate filament sliding
speed primarily by affecting the number of cross-bridges
at submaximal Ca2+ activation [12, 14, 50], the most
straightforward mechanism by which Tn·Tm could directly
enhance actomyosin kinetics at saturating Ca2+ is through a
reduction in the time that cross-bridges spend in the strongly
bound state (ts) under the unloaded conditions of a motility
assay, as observed experimentally [33]. The maximum sliding
speed (sm) for regulated thin filaments at saturating Ca2+ or
for unregulated F-actin is simply related to myosin step size
(dx) and ts as proposed by Uyeda et al. [51]:

sm = dx
ts
. (1)

To accommodate the observed, biphasic Arrhenius plots
(Figures 3 and 4(b)), we assume that dx = 0.0055 μm [66]
for all conditions examined and rewrite (1) to express ts as
the sum of two exponential terms:

sm = 0.0055
(ae−bT + ce−dT)

, (2)

which, when fit to the data for regulated thin fila-
ments in Figure 3, yields sm = 0.0055/(0.301e−0.1855T +
0.00145e−0.0277T) with R2 = 0.97. Separating the two terms
and plotting them as rates, we can see that one varies
little with temperature (black solid line; Figure 6) and while
the other is highly temperature sensitive (red solid line;
Figure 6). Assuming that the more highly temperature-
dependent term is similar for both regulated thin filaments
and unregulated F-actin, regression estimates were obtained
for unregulated F-actin sliding in Figure 3, c = 0.0225
and d = 0.0676 (R2 = 0.97), and the corresponding rate
prediction was plotted in Figure 6 (black dashed line).

If the intersections of the red line with the two black lines
in Figure 6 are related to discontinuities in the Arrhenius
plots (Figures 3 and 4(b)) and thus values of Tt , then the
simple analysis of (1), (2) is in accord with observations
that the transition from high to low Ea will occur at higher
temperature for regulated thin filaments (red and solid black
lines) than for unregulated F-actin (red and dashed black
lines). In this model, the rate limitation for filament sliding
at a given temperature would be the lower of the two rates
from the red line and one black line: at low temperatures,
the steeper, red value is limiting, while the shallower, black
value is limited at elevated temperatures (Figure 6). The tem-
perature dependence of unloaded filament sliding speed has
been reported to vary as a function of temperature in some
but not all conditions [16, 58, 59]. For unregulated F-actin,
Arrhenius plots have been previously reported to be linear
within 20–60◦C [5] and 7–25◦C [16], but nonlinear within
3–42◦C with a transition temperature (Tt) of 15.4◦C [59],
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and 10–35◦C with a Tt ∼ 25◦C [58, 67]. Tt depends not
only on the experimental conditions but also on whether
Ca2+-regulatory proteins are present. The Arrhenius plot
of fish myofibrillar ATPase at saturating Ca2+ exhibited a
discontinuity [68], while this was not the case for in vitro
motility sliding speed and actin-activated MgATPase activity
with fish myosin and unregulated F-actin [69]. For regulated
thin filaments, Homsher et al. [16] reported a break in the
Arrhenius plot around 12.5◦C that was not observed for
unregulated F-actin within the 7–25◦C temperature range.
In this study using micromechanical thermal assays, dis-
continuities in Arrhenius plots for regulated thin filaments
(Figures 3 and 4(b)) occurred at a higher temperature
than when Tt could be identified for unregulated F-actin
(Figure 4(b)). While there is no universal agreement in the
limited data available on absolute values for Tt for filament
sliding, there does appear to be general agreement that
Tn·Tm modulates the temperature dependence of unloaded
filament sliding. Our data suggest that this modulation of
Tt by human cardiac Tn·Tm occurs around physiological
temperature.

The existence of discontinuities in Arrhenius plots
suggests that different factors are rate-limiting to filament
sliding above and below Tt. What factors could contribute
to this difference? Prior experiments with regulated thin
filaments at subsaturating levels of Ca2+ suggested that the
number of cross-bridges is limiting to sliding speed at 30◦C
[12, 50]. The data in Figure 5 indicate that sliding speed
is markedly sensitive to a reduction in the density (ρ) of
HMM on the flow cell surface at 27 and 32◦C for both
unregulated F-actin and especially regulated thin filaments
at maximal Ca2+ activation. At higher temperatures (37 and
42◦C), however, there was little or no effect of the same
reduction in ρ on sliding speed for either unregulated F-
actin or regulated thin filaments (Figure 5). In addition,
the fraction of moving filaments at low ρ increased with
temperature for regulated thin filaments at pCa 5 over
the entire temperature range (Figure 5(b), inset), while for
unregulated F-actin, the fraction started at a lower value
and plateaued (Figure 5(a), inset). Taken together, these
observations suggest an increase in strong cross-bridges with
temperature for both unregulated F-actin and regulated thin
filaments, consistent with previous reports using in vitro
assays and permeabilized muscle fibers [70–72]. Thus, it
appears that Tn·Tm can modulate at least one rate-limiting
factor, and also Tt , around physiological temperature: once a
temperature (Tt) is attained at which the availability of cross-
bridges is great enough to guarantee continuous filament
sliding, further increase of speed with temperature will only
depend on less temperature-sensitive kinetic rates that are
associated with transitions between strongly bound cross-
bridge states, and will therefore be characterized by low Ea
(Figure 6, cross-over from red to black lines).

In addition to the number of cross-bridges, filament
sliding speed can be altered by variations in the substrate
and products of the ATPase reaction through modulation
of actomyosin kinetics. According to the model implicit in
(1), changes in metabolite concentration would primarily
influence ts, and therefore sm, and also the number of

attached cross-bridges. For example, Tn·Tm could affect
the kinetics of ATP-induced cross-bridge dissociation that
has been suggested to limit filament sliding speed, at least
in fast skeletal muscle at low temperature [16, 73]. When
[ATP] was reduced to 200 μM—a substrate concentration
that is similar to the apparent Kd for sarcomere shortening
velocity and filament sliding speed [16, 53, 74, 75]—
inhibition of speed was greater for regulated thin filaments
at pCa 5 than unregulated F-actin (Figure 5), as reported
by Homsher et al. [16]. Inhibition of sm at low ATP levels
is explained by slower ATP-induced detachment of cross-
bridges at the end of attached phase the cycle, which increases
ts (1); the fraction of strongly attached cross-bridges would
also increase, although the dominant factor in determining
sm in this instance is slower cross-bridge cycling. The
relatively greater inhibition of regulated thin-filament sliding
was accentuated at higher, more physiological temperatures
(Figure 5). The net result was a generally shallow slope of
speed versus temperature for both regulated thin filaments
and unregulated F-actin (Figure 5) that corresponds to a
regime of relatively low Ea. The expectation would then be
that reduced [ATP] should shift Tt to a lower temperature
(Figure 6) although it was not resolved in this experiment,
likely because of the lower limit of temperature examined.

There are some interesting parallels with reduced [ATP]
effects, along with significant differences, when the con-
centration of product Pi was increased from micromolar
levels to 4 mM (Table 1), that is, the highest concentration
that we could achieve without necessitating an increase in
ionic strength. Temperature has previously been shown to
modulate the effect of Pi on isometric force in muscle
fibers, although there is disagreement about whether Pi is
either more [29, 76] or less [77] inhibitory of isometric
force as temperature increases. While Pi inhibits isometric
force, elevated Pi increases sliding speed for both regulated
thin filaments at pCa 5 and unregulated F-actin, although
the effect predominates at lower temperatures and is more
pronounced for regulated thin-filaments (Figure 5). Max-
imum velocity of sarcomere shortening [52, 70, 78, 79]
and unloaded sliding of unregulated F-actin [80] have
previously been reported to increase with elevated Pi. This
is generally understood to be the result of reversal of cross-
bridge attachment, which decreases ts as demonstrated at the
single molecule level by Baker et al. [81], thus reducing the
number of strongly attached cross-bridges and increasing sm
(1). The relatively greater enhancement of sliding speed at
lower temperatures results in a generally shallow slope of
speed versus temperature for both regulated thin filaments
and unregulated F-actin (Figure 5) that corresponds to a
regime of relatively low Ea; in contrast to the result with
low ATP, the expectation is that elevated Pi should shift
Tt to a higher temperature (Figure 6). Taken together, the
data in Figure 5 illustrate that the relative importance of
factors which influence cross-bridge cycling kinetics and/or
filament sliding speed varies with temperature around the
physiological range, and which are rate-limiting also varies as
implicated in Figure 6. This suggests that energetic state may
impact cardiac function when core body temperature varies,
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such as in mild hypothermia or with exercise, in ways that
may seem counterintuitive [31].

4.3. Implications for Understanding Cardiovascular Diseases.
Figure 4 illustrates that the microthermal heater can be
used to study effects of disease-related mutations in human
cardiac Ca2+ regulatory proteins on function of individual
thin filaments. This clearly goes beyond, and will ultimately
help explain, prior work that examined physical properties
of the mutant proteins in bulk solution, and the Ca2+-
dependence of function. cTn mutations may influence not
just sm (TnI K206Q and TnT R278C), but also the temper-
ature dependence of Ea (TnI K206Q and TnT R278C) and
possibly Tt (TnI K206Q). The mutations may also influence
the temperature at which thin-filament structure is affected
to the extent that dysregulation occurs and Ca2+ dependent
function is altered, whether the disease-related change in
function is most relevant in the myofilaments, or perhaps
in the nucleus [82]. For all three Tn mutants examined
(TnI R145G, TnI K206Q, and TnT R278C) mutations
destabilized thin-filament structure and function at lower
temperatures than WT; this effect was particularly noticeable
for an FHC mutant of human cardiac Tm (E180G) that
causes extreme shifts in Ca2+ sensitivity [33, 40]. Thus, we
anticipate that the thermoelectric heater will be generally
useful for characterization of clinically relevant mutants of
thin filament protein structural stability through assessment
of function at the level of individual thin filaments.

4.4. Conclusion. Results demonstrate the utility of our
thermoelectric controller for investigating molecular mecha-
nisms underlying biomolecular motor function, and cardio-
vascular diseases related to altered biomechanics of cardiac
myofilament proteins. This assay provides a novel view
of structure-function relationships for cardiac thin fila-
ments.
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Sensing biological agents at the genomic level, while enhancing the response time for biodetection over commonly used, optics-
based techniques such as nucleic acid microarrays or enzyme-linked immunosorbent assays (ELISAs), is an important criterion
for new biosensors. Here, we describe the successful detection of a 35-base, single-strand nucleic acid target by Hall-based
magnetic transduction as a mimic for pathogenic DNA target detection. The detection platform has low background, large signal
amplification following target binding and can discriminate a single, 350 nm superparamagnetic bead labeled with DNA. Detection
of the target sequence was demonstrated at 364 pM (<2 target DNA strands per bead) target DNA in the presence of 36 µM
nontarget (noncomplementary) DNA (<10 ppm target DNA) using optical microscopy detection on a GaAs Hall mimic. The use
of Hall magnetometers as magnetic transduction biosensors holds promise for multiplexing applications that can greatly improve
point-of-care (POC) diagnostics and subsequent medical care.

1. Introduction

The ability to detect and discriminate specific nucleic acid
sequences within a biological mixture has implications for
genome sequencing and single-nucleotide polymorphism
(SNP) detection, biowarfare target detection, and the devel-
opment of an efficient point-of-care (POC) device for path-
ogen identification [1–6]. Through the integration of biology
with nanotechnology, a detection platform utilizing mag-
netic transduction can capitalize on the high biological speci-
ficity of DNA base pairing, the scalability of nanotechnology,
the selectivity of self-assembled monolayer technology, and
the sensitivity of magnetic transduction [7, 8]. Coupling the
extreme sensitivity of Hall-based magnetic detection, which
operates over a wide magnetic field and temperature range,
with the versatility and specificity of DNA base pairing can
allow the realization of a new biological detection strategy
that will improve POC diagnostics and subsequent medical
treatment.

In this paper the detection of a 35-base pair DNA
target sequence is demonstrated at the single-bead level on
a Hall magnetometer biosensor. The biosensor is able to
identify a single-bead bound to target DNA (35 bases) and
is amenable to the discrimination of DNA at the 364 pM
concentration in a background of 36 µM noncomplementary
DNA (<10 ppm). The detection strategy utilizes three-strand
DNA annealing to colocalize a superparamagnetic (SPM)
bead labeled probe strand, a label-free target strand, and a
receptor strand at the surface of the Hall device. Localization
of the SPM bead on the surface of the Hall cross’ active area
through annealing of all three DNA strands induces a voltage
change in the Hall junction due to a change in the local
magnetic field. This study demonstrates the effective use
of an optical/magnetic bead detection platform to measure
DNA at the picomolar (pM) level in the presence of µM
extraneous DNA. At the concentrations of DNA used in the
mimic, the device platform can be optimized for clinical
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translation. Development of single-nucleotide mismatch and
real-world pathogen samples are underway, but are beyond
the scope of the current study.

Many biosensors [9–24] still suffer from limitations in
stability, portability, sensitivity, and selectivity. Traditional
ELISA based sensor platforms are sensitive at the pM level
and require 1-2 days for detection of a protein target. GMR
sensors, which are recent additions to the biosensor field, can
detect at the pM or femtomolar (fM) levels if magnetically
assisted [25]. Optics-based sensors, whether colorimetric or
using FRET assays, allow detection at the attomolar (aM)
to nanomolar (nM) level. A novel approach utilized in
some optics-based biosensors is the use of three-strand DNA
annealing to produce an optical response that is directly
proportional to the annealing event. The use of three-
strand ssDNA annealing strategies has been investigated for
biological target detection for the last 15 years and has
been shown to increase overall sensitivity. Mirkin et al.
first used the controlled assembly and aggregation of DNA
labeled Au nanoparticles in solution as a colorimetric sensor
[26]. Years later Taton et al. [14] utilized the tethering of
DNA-coated Au nanoparticles to DNA-coated surfaces using
an unlabeled target sequence for Ag-amplified colorimetric
detection with single-nucleotide mismatch sensitivity. The
technology has evolved further and been shown to detect
∼6 × 106 copies of genomic DNA using Ag-amplified
scanometric detection on a commercial platform [27, 28]. In
addition to the assembly of Au nanoparticles, the assembly of
Ag nanoparticles onto smooth metal films using three-strand
DNA assembly has been demonstrated for surface-enhanced
Raman spectroscopic detection of DNA sequences [29].
Optical methods focused on fluorescence blotting assays
have reached aM sensitivities [23], while methods employing
energy transfer detection of the three-strand assembly allow
nM pathogen DNA detection [20]. Despite these applications
of multisequence DNA assembly in the literature, the use of
three-strand assemblies for magnetic detection has only been
suggested and remains underutilized [30].

Sensing technologies based on magnetic transduction,
whether Hall magnetometry or giant magnetoresistive
(GMR), circumvent many of the limitations of classical sen-
sor designs since they exhibit low sensitivity to the surround-
ing biological matrix of samples, can be mass produced,
and, if configured properly, can offer dynamic detection
in a microfabricated scalable platform [31, 32]. Magnetic
transduction-based sensing technologies cover a wide range
of methods including GMR sensors through the use of spin
valves [25, 33–37] or bead array counters (BARCs) [38, 39]
and Hall-based sensors [40–45]. Already, examples of GMR
devices have demonstrated detection of matrix-insensitive
protein assays at the fM level using a magnetic transduction-
based device [37] and aM level by adding additional
magnetic beads to amplify the signal [46]. The use of Hall
magnetometry for DNA biosensing could represent the next
generation for magnetic transduction-based devices, since a
Hall junction is a 4-point probe device (current, voltage),
scalable down to the nanoscale, can be mass produced using
standard lithographic and fabrication methods, displays a
linear response through a wide range of magnetic fields [47]

with minimal influence of temperature [48] (which varies to
optimize DNA annealing), and can operate at high frequency
allowing for phase-sensitive detection of the transient fields
associated with SPM nanoscale beads. Hall biosensors may
thus offer a useful alternative to exclusively fluorescence-
based microarray technologies.

2. Materials and Methods

2.1. Substrate Fabrication and Passivation. The 1 µm2 Hall
junction is fabricated into the surface of an epitaxially grown
heterostructure consisting of a GaAs substrate containing an
InAs quantum well core, and SiO2 (60 nm) was sputtered
onto the device followed by a layer of Ti (5 nm) and
deposition of 3 µm gold pads (20 nm thick) directly over
the protected Hall junction. Registry of the gold pad was
accomplished by photolithography using alignment markers
in the photomask. Mimic microarrays (3 µm diameter circles
and 2 µm × 4 µm rectangular gold patterns) were fabricated
onto the 〈100〉 face of a single-crystal GaAs wafer. The
substrates were cleaned prior to use for 1 min at low power
in oxygen plasma (Harrick Plasma PDC-001). The substrates
were rinsed with absolute ethanol for 1 min and dried
under a constant stream of nitrogen gas, and the SiO2 sur-
face was passivated by 2-[methoxy(polyethyleneoxy)propyl]-
trimethoxysilane (Gelest) [49].

2.2. DNA Immobilization and Hybridization. Synthetic DNA
oligonucleotides were commercially synthesized (Midland
Certified Reagent Company). The two-strand DNA system
consisted of a 5′ disulfide modified complementary receptor
sequence 5′-/RSSR/-GAC TAC TCT ATC GGC AGC TAA
GAT TGT CAC AGT CG-3′, a 5′ disulfide modified noncom-
plementary receptor sequence 5′-/RSSR/-CGA CTG TGA
CAA TCT TAG CTG CCG ATA GAG TAG TC-3′, and a
5′ modified biotinylated probe sequence with an internal
fluorescein dT 5′-/BIOTIN/-CGA C-/iFLUORdT/-G TGA
CAA TCT TAG CTG CCG ATA GAG TAG TC-3′. The three-
strand DNA system consisted of a probe sequence 5′-TCA
TTC ACA CAC -/iFLUORdT/-CG/3BIOTIN/-3′ labeled with
an internal fluorescein dT and biotin, receptor sequence 5′-
/RSSR/GTC TTG TCT CCT GTC AGC TA-3′ with a disulfide
modifier, a 35-base unmodified target sequence 5′-CGA
GTG TGT GAA TGA TAG CTG ACA GGA GAC AAG AC-
3′, and a 35-base unmodified nontarget control sequence 5′-
GTC TAA GAG TGT CCT GGC TAT GAT CCG TGA GTA
TG-3′. The lyophilized DNA was buffer-exchanged using an
NAP-V size exclusion column (GE Healthcare) equilibrated
with 20 mM sodium phosphate buffer, 50 mM NaCl pH 7.0.

The receptor DNA (disulfide not previously reduced)
was incubated on top of the device in the form of a
50 µL droplet at a DNA concentration of 9 µM for 6 hrs in
an enclosed incubation chamber. The incubation chamber
also contains a supersaturated NaCl solution to maintain
constant humidity within the enclosed chamber. The device
was immersed in 5 mL of 18.2 MΩ-cm nanopure H2O
(Barnstead) containing 0.1% Tween-20 (v/v), twice in 5 mL
of 18.2 MΩ-cm nanopure H2O to rinse and remove unbound
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DNA, and dried under a constant stream of nitrogen gas.
The reporter DNA was bioconjugated to the SPM nanobead
(350 nm mean size, Bangs Laboratories) through a biotin-
streptavidin linkage at 30◦C for 1 hr. The DNA-nanobead
conjugate was purified away from free DNA using magnetic
separation and washing the sample 5 times with 20 mM
sodium phosphate buffer, 300 mM NaCl, pH 7.0. The three-
strand DNA strategy included a preconjugation step of the
target DNA to the probe DNA-SPM conjugate at 80◦C and
was allowed to slowly cool to room temperature over 1 hr.
Unbound nucleic acid was removed by magnetic separation.
The hybridization assay was carried out by incubating a
25 µL droplet of target biotinylated DNA (7 µM) bound
to streptavidin-coated SPM beads for 2 hrs in an enclosed
incubation chamber containing a super saturated NaCl
solution. The device was washed once in 5 mL of 20 mM
sodium phosphate buffer with 300 mM NaCl at pH 7.0
containing 0.1% Tween-20 (v/v), twice in 5 mL of 20 mM
sodium phosphate buffer with 300 mM NaCl at pH 7.0,
stored in 20 mM phosphate buffer with 300 mM NaCl at pH
7.0, and protected from ambient light.

2.3. Microscopy. Fluorescence microscopy was carried out on
an inverted Nikon TE2000-E2 Eclipse microscope (Nikon
Instruments Inc.) equipped with a Nikon CFI Plan Apoc-
hromat 40x objective (NA 0.95, 0.14 mm WD). Wide-
field imaging of the substrates utilized an EXFO E-Cite
illumination source and a FITC filter (Chroma, ex: 480/30,
DCLP: 505, em: 535/40). Images were acquired on a Pho-
tometrics Coolsnap HQ2 CCD camera. Bright-field overlays
utilized differential interference contrast (DIC) to observe
the differences in the index of refraction of the samples.
The data were analyzed using Nikon NIS Elements software.
Scanning electron microscopy (SEM) was carried out on a
FEI Nova 400 Nano SEM and utilizing a through-the-lens
(TLD) detector. The SEM images were acquired using a 32-
scan average.

2.4. Hall Measurement. The detection of preimmobilized
SPM beads was achieved by employing an ac phase-sensitive
technique as previously reported [45]. The Hall device was
biased with a dc current I = 50µA, and the beads were
magnetized with an ac magnetic field; lock-in detection of
the ac Hall voltage occurred at the magnetic field frequency.
The application of an additional dc magnetic field reduced
the SPM bead susceptibility and thus the ac magnetic field
generated by the beads. This produced a drop in the ac Hall
voltage signal indicating the presence of the beads.

3. Results and Discussion

3.1. Design. A schematic of the Hall magnetometer-based
biosensor and detection strategy used for detection of a
single-stranded DNA (ssDNA) target sequence by three-
strand annealing over the surface of a 1 µm2 Hall junction
is shown in Figure 1. The biosensor platform is assembled
in parallel steps to limit the processing time for target
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Figure 1: Generalized schematic for the detection of label-free
target DNA using Hall magnetometry. The label-free target DNA
(black) is detected by immobilization at the Hall device via comple-
mentary base pairing with receptor DNA (blue) preassembled on
the Hall device surface to additional complementary probe DNA
(red) with an internal fluorescent marker preconjugated to the
surface of a magnetic nanobead resulting in a detectable Hall signal.
Nanobead is not drawn to scale.

detection. This parallels work by others to detect three-
strand annealing using different sensor modalities, SERS [29]
and colorimetry-(gold plasmon shift) based technologies,
by simultaneously annealing the target, sensor, and probe
sequences [14, 26–28]. Our platform is composed of six
1 µm2 Hall junctions (Figure 2(a)) etched into an epitaxially
grown, vertically integrated InAs quantum well heterostruc-
ture isolated from the surrounding environment by a 60 nm
overlayer of silicon dioxide, as previously described [42, 44].
The six available Hall junctions are divided into a set of three
bioactive sensors (i, ii, and iii) and three nonactive controls
(ic, iic, and iiic). The bioactive sensors are generated via
patterning 3 µm gold bonding pads evaporated onto the SiO2

layer only over the bioactive junctions (i, ii, iii). The bonding
pads provide a site for self-assembly of the receptor single-
strand DNA onto the surface of the Hall junction sensor
without modifying the properties of the InAs quantum well
heterostructures. The nonactive controls do not have the
gold bonding pad. To minimize biofouling of the device
by the biological constituents in the sample via nonspecific
interactions, the exposed SiO2 surface is selectively modified
by a polyethylene-glycol-conjugated silane moiety [49]. The
bioactive junctions are modified by self-assembly of the
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Figure 2: (a) Optical microscopy characterization (wide-field fluorescence and DIC overlay) of three-strand DNA assembly is shown by the
presence of green fluorescence indicating the presence of probe DNA. (b) SEM was used to evaluate the location and to quantify the number
of nanobeads contributing to the Hall response for (iii), where the grey box designates the location of the underlying Hall junction. (c) Hall
responses for three active junctions (i, ii, iii) and a single control junction (iiic) are plotted as Hall voltage offset versus time; the presence
of nanobeads over the active Hall junctions results in a drop in Hall voltage when a dc magnetic field is applied. (d) The theoretical device
signal stemming from a single 344 nm SPM bead is shown to the right as a function of position over the Hall junction further illustrating the
local sensitivity of Hall magnetometry. Scale bars = 2 µm in (a) and (b).

receptor ssDNA (blue in Figure 1) onto the gold pads by
exposure of a solution of the receptor to the Hall junction
platform (Figure 1(I)) and subsequent washing to remove
unbound DNA. The fluorescein-labeled probe ssDNA
sequence (red in Figure 1) is preappended to the SPM bead
platform via streptavidin-biotin conjugation (Figure 1-(II)).

Prior to the detection of the target DNA sequence (black
in Figure 1), the probe strand and the target strand were
prehybridized (Figure 1-(III)). The detection of the target
DNA was then accomplished by annealing the SPM bead-
probe-target complex with the receptor sequence (blue)
preassembled at the surface of the Hall device platform
at room temperature (Figure 1-(IV)). The assembly of the
three-strand sequence requires 3 hrs, which is equivalent to
standard FRET, plasmonic, GMR and SERS-based detection
scenarios, but far faster than optical chip techniques that
can require 16–24 hrs to achieve hybridization. Although the
simultaneous addition of all three ssDNA components is
experimentally feasible, stepwise assembly allowed the added
benefit that the observed signal is not artificially enhanced
by nonspecific, non-DNA bound SPM beads. All unbound

nucleic acid species and nucleic acid-labeled SPM beads are
removed by magnetic separation prior to final three-strand
DNA assembly and washed prior to Hall detection. The
strategy allows a specific binding event at the electrically
isolated gold pad to induce a direct voltage response in
the device without altering the device properties directly, as
would be observed in SPR-based devices. The sequential,
parallel assembly strategy (Figure 1(I)–(IV)) allows conve-
nient concentration amplification for the target ssDNA from
extraneous DNA fragments.

3.2. Detection. In Figure 2 the detection of the 35-base
target on the dual optical/Hall device senor is shown for a
25 µL droplet containing 7 µM DNA. The specificity of the
assembly of the three-strand DNA complex onto the gold
pad (grey circle) over the Hall junction is clearly observed
in the wide-field fluorescence overlaid with differential
interference contrast (DIC) micrograph (Figure 2(a)). The
observed green photoluminescence in Figure 2(a) arises from
the fluorescein label on the probe strand and requires the
three-strand annealing process to occur in order for the
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probe to be optically detectable. The lack of nonspecific
binding of the probe to regions outside of the gold pad
region confirms the specificity of the three-strand assembly
protocol. The specificity of the assembly on the gold pads
is further con-firmed by comparing the optical micrograph
(Figure 2(a)) and a scanning electron micrograph of the
same region (Figure 2(b); see Figure S1 in Supplementary
Material available online at doi:10.1155/2012/492730). Scan-
ning election microscopy (SEM) imaging of junction (iii)
indicates that ∼73 beads are present on the 3 µm (diameter)
gold pad. Inspection of the DIC image of junction (iii)
(Figure 2(a)) reveals the registry between the underlying Hall
junction in the SEM image (Figure 2(b), grey box), and the
gold pad on the surface of the Hall magnetometer results in
only ∼12 na-nobeads being positioned directly or partially
over the active area of the Hall junction.

For detection of DNA annealing, the presence of the SPM
bead is measured as a change in voltage by the use of both ac
and dc magnetic fields. The use of both ac and dc fields allows
for a binding event signal to be cleanly isolated by using
lock-in detection. In the absence of the external dc field, no
signal is detectable in the Hall junction. The ac magnetic
field of 3.76 mT at 93 Hz is used to induce magnetization of
the SPM nanobeads. The 70.6 mT dc magnetic field (NdFeB)
is applied perpendicular to the Hall junction to shift the
magnetization of the nanobeads to lower susceptibility as
given by the expression ΔVH ∝ ΔM, where ΔM is the change
in the ac magnetization before and after the dc field was
applied. The Hall sensor was operated in constant current
mode with an applied dc current of 50 µA.

The voltage responses to binding of the target sequence
with the preappended probe and 350 nm magnetic beads
to receptor strands on the three active junctions (i, ii, iii),
plus one control junction without any beads (iiic) are shown
in Figure 2(c). The voltage response for all junctions and
controls are shown in Figure S1. The voltage across the
control junction (iiic) is 0± 0.03 µV. The successful assembly
of ssDNA over the active Hall junctions results in a sharp
drop in the measured Hall voltage for all three active sensor
elements when a dc field was applied. The Hall voltage
measurements are 0.79 µV (signal/noise (S/N) 40), 0.55 µV
(S/N 28), and 0.78 µV (S/N 39), for (i, ii, iii), respectively.
In Figure 2, the observed step function is generated by the
application and removal of the external dc magnetic field in
the presence of the small ac field to allow lock-in detection.
The S/N was determined by averaging the change in signal
when the dc field was applied and dividing it by the average
standard deviation from zero measured in the absence of the
applied dc field. The standard deviation in measured signals
for the active junctions is 0 ± 0.02 µV as shown in Figure S1.

To analyze the voltage change per binding event, the
number of beads per Hall junction must be assessed. In
Figure 2(a) and Figure S1, the SEM micrographs indicate
the presence of 41 beads on junction (i), 68 beads on
junction (ii), and 73 beads on junction (iii). In Figure 2(c),
the voltage response for the three pads is similar regardless
of the number of beads bound at the center of the Hall
junction (Figure 2(c)). The largest expected voltage change
in the Hall magnetometer will occur for beads directly

over the Hall junction, falling rapidly for beads positioned
>0.5 µm from the device center (Figure 2(d)). Directly over
the Hall junction (shaded region Figure 2(b)), junction
(i) has 8 beads, junction (ii) has 11 beads, and junction
(iii) has 12 beads. Calculation of the predicted voltage
response as a function of the distance of the bead from the
center of the Hall junction is shown in Figure 2(d). For a
single 350 nm magnetic bead approximately 272 nm from
the Hall device, a voltage response of 0.4 µV per bead is
expected. The experimental value of ∼0.6–0.8 µV measured
in Figure 2(c) following DNA annealing of the target and
probe indicates that more than one bead but not all of
the bound beads contribute to the measured Hall voltage.
For junction (iii), the result suggests the measured voltage
is likely dominated by the 12 beads directly over the Hall
junction (only beads contained within the grey box in
Figure 2(b)). Due to the large size dispersion and subsequent
large magnetic content variability in the commercially
obtained SPM beads utilized in this study, the calculation
of the number of beads contributing to the measured signal
cannot be obtained if more than one bead lies directly
over the underlying Hall junction. Based on the theoretical
voltage (Figure 2(d)) and the observed voltage in response
to DNA annealing (Figure 2(c)), a single bead should be
detectable.

3.3. Single-Bead Detection. Although magnetic transduction
devices are remarkably sensitive with detection of a single
bead (<500 nm) reported for an antibody-antigen sandwich-
assay-based assembly of a magnetic bead on a micron-sized
Hall device [44], and the multiple-bead detection by GMR
devices [36], the report of three-stand DNA target detection
at the single-magnetic-bead level by a Hall device has not
been reported to date. Single-bead detection was observed
for a 35-base pair DNA annealing event onto a Hall device,
as shown in Figure 3. The Hall voltage response (Figure 3(b))
and corresponding SEM image (Figure 3(c)) for the two-
strand annealing event (Figure 3(a)) indicate a voltage of 0.34
± 0.03 µV (0 ± 0.04 µV for control junction) for the two
observed beads near the Hall junction. The two-dimensional
(2D) theoretical Hall response has recently been modeled
with respect to SPM bead position over the Hall junction
[50]. The theoretical response for a single bead over the
Hall junction in Figure 3 is shown in Figure 3(d), where
red indicates a SPM particle positioned at the center of the
device, while blue is a SPM outside the detectable range of the
Hall junction. The measured voltage in Figure 3 is consistent
with the theoretical value for a single bead, and therefore it
is believed that the measured Hall voltage reflects only one
of the two beads, since only one of the beads lies within
the red zone for the theoretical plot (arrow in Figure 3(c)).
Improvement of the signal-to-noise ratio can be achieved by
operating the Hall device at higher frequencies; however, it is
important to note that the sensitivity of the device can clearly
distinguish a single-bead binding event from the noise floor
by an order of magnitude at the frequency utilized in this
study.
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Figure 3: Sequence-specific two-strand DNA assembly and subsequent Hall detection of a single 344 nm nanobead. (a) Pictorial
representation of two-strand DNA assembly, where the probe DNA (red) is complementary to the receptor DNA (blue). (b) Hall response
data for the active (iv) and control Hall junction (ivc) plotted as Hall voltage versus time, where the drop in Hall voltage corresponds to the
presence of a magnetic nanobead. (c) SEM was used to confirm that only one nanobead contributed significantly to the signal measured
in (iv); scale bar = 2 µm. (d) The theoretical Hall device cross-sectional response for a single 344 nm SPM bead as a function of position
from the center of the junction, where red indicates strongest change in voltage, aqua indicates weakest voltage change, and blue indicates a
negative voltage readout. The noise floor for the device is outlined in black for reference.

3.4. Selectivity and Detection Limits. The limit of detection
for DNA in a real sample will reflect the length and sequence
of target DNA (both of which influence annealing tempera-
ture), and the concentration of DNA, and the concentration
of DNA present in a milieu of nontarget DNA. Since
sensitivity will be influenced by bead size and the area of the
transduction platform, the concentration limit of detection
for target DNA was assessed using optical microscopy

analysis of the binding of the target DNA onto 2 × 4 µm gold
patterns that serve as mimics of the GaAs Hall devices.

The thermodynamic stability of the three-strand DNA
approach has been used for several sensor approaches,
including optical, SERS, and colorimetric platforms. In the
current study the stability of the three strands was experi-
mentally verified using a gel shift assay (Figure S3). In Figures
4(a) and 4(b), binding of the 35-base pair three-strand DNA
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Figure 4: Three-strand DNA assembly on a mimic array (patterned on a GaAs substrate) for (a) complementary target only and (c) 10 ppm
target in nontarget DNA. The inlays in the lower left of (a) and (c) are an enlarged portion of (a) and (c), respectively. Scale bars = 50 µm.
(b) A line scan of the wide-field fluorescence microscopy image in (a) showing fluorescein-labeled probe DNA (green) and DIC (black)
intensity correlates fluorescence intensity with nanobeads located primarily over gold pads, where the black arrows signify the presence of a
small number of nonspecifically bound nanobeads.

assembly onto a mimic was assessed by the fluorescently
labeled probe sequence conjugated to the 350 nm magnetic
beads. Inspection of a line scan for the fluorescence intensity
from the probe sequence shows good correlation with the
Hall mimic patterns (Figure 4(b)). The signal fluctuations
do not indicate single-bead response as the fluorescein
intensity depends on the particle size, number of DNA probe
strands, labeling efficiency, and focal plane of the microscopy
image. Little intensity is observed over the control PEGy-
lated regions surrounding gold pads (identified with black
arrows). The discrimination level is >10,000 counts above
background for selective target DNA binding at the gold pads
in buffered solution (Figure 4(a) and Figure S2).

An important measure of device performance is the abil-
ity to discriminate target ssDNA in the presence of extrane-
ous (noncomplementary) sequences in solution, particularly
at low levels of target DNA. The ability to discriminate target
DNA in the presence of nontarget sequences was analyzed
by optical microscopy on 3 µm patterned GaAs Hall device
mimics in a buffered solution. Since the sensitivity of the
device was demonstrated to achieve a limit of detection that
is consistent with a single bead (0.34 µV versus 0 ± 0.04 µV
noise floor), the choice of an optical mimic to only probe
fidelity over a Hall junction allows analysis of the limit of
detection for the three-strand annealing process. Fluores-
cently tagged nanobeads were selectively annealed at gold

pads at a concentration of 364 pM target DNA in a solution
containing 36 µM nontarget DNA, which corresponds to less
than two complementary target DNA sequences per 350 nm
nanobead (Figure 4(c)). The measurements equate to detec-
tion at the 10 ppm level target. For comparison, a mimic
array in which the receptor strand was noncomplementary to
the target strand clearly demonstrated that nonspecific DNA
binding is not observed (Figure S2). Although we have not
yet tested cellular extracts of nucleic acids, the sensitivity and
selectivity of the device—detection of a single SPM bead at a
Hall junction, corresponding to 1-2 target DNA molecules—
clearly demonstrate for the first time that this technology
holds substantial promise for biomoleculesensing.

4. Conclusion

The device strategy utilizing three-strand DNA assembly
on a Hall magnetometer provides a detection platform with
high specificity, low limit of detection (single SPM bead,
and small numbers of target DNA molecules), and very high
fidelity. Sensitivity of the Hall biosensor is attributable to the
properties of the Hall junction and is dependent on the size
of the Hall junction, the frequency of the ac field oscillation,
the moment of the SPM bead, and the distance of the SPM
bead from the Hall junction. In the nanotechnology device,
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the use of a SPM nanobead does not hinder the specificity
of Watson-Crick base pairing for the target nucleic acid as
evidenced by sequence-specific DNA hybridization (Figure 2
and Figure S2). At the detection frequency employed in this
study, the 3D plot in Figure 3(d) indicates the possibility
of detecting an SPM bead at distances approaching 0.9 µm
off the surface of the device when the SPM bead is located
directly over the center of the Hall junction, which may
allow much longer sequences of DNA to be detected.
Higher frequency measurements will decrease the noise level
and therefore increase the sensitivity of the device to the
magnetic bead position.

We have demonstrated the successful use of Hall mag-
netometry to detect a 35-base target DNA at the single-
magnetic-bead level that could be applied for POC diag-
nostics. Reduction of the dimension of the gold pad and
improved registry, as well as bead homogeneity could be used
to further improve upon the overall device performance.
Extrapolation of the device to a microarray of selectively
labeled Hall sensors could represent a transformative biosen-
sor platform. The parallel Hall device strategy could allow
multiple DNA sequences to be simultaneously detected in
a biological matrix since each magnetic bead and probe
strand can be bar-coded by dye photoluminescence [23] and
SPM bead size since the response will be proportional to the
SPM moment. Alternatively, the receptor DNA on the Hall
junction can be selectively dip-penned for multisequence
analysis [51]. By eliminating concerns associated with sample
amplification [3] such an array would allow screening for
nucleic acid targets of biomedical interest such as pathogens
or disease-related mutations [52–56].
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A method is presented for the electric-field-directed self-assembly of higher-order structures composed of alternating layers
of biotin nanoparticles and streptavidin-/avidin-conjugated enzymes carried out on a microelectrode array device. Enzymes
included in the study were glucose oxidase (GOx), horseradish peroxidase (HRP), and alkaline phosphatase (AP); all of which
could be used to form a light-emitting microscale glucose sensor. Directed assembly included fabricating multilayer structures
with 200 nm or 40 nm GOx-avidin-biotin nanoparticles, with AP-streptavidin-biotin nanoparticles, and with HRP-streptavidin-
biotin nanoparticles. Multilayered structures were also fabricated with alternate layering of HRP-streptavidin-biotin nanoparticles
and GOx-avidin-biotin nanoparticles. Results showed that enzymatic activity was retained after the assembly process, indicating
that substrates could still diffuse into the structures and that the electric-field-based fabrication process itself did not cause any
significant loss of enzyme activity. These methods provide a solution to overcome the cumbersome passive layer-by-layer assembly
methods to efficiently fabricate higher-order active biological and chemical hybrid structures that can be useful for creating novel
biosensors and drug delivery nanostructures, as well as for diagnostic applications.

1. Introduction

With recent advances in the assembly of nanoparticles
(NPs) into higher-order structures and components, the
ability to incorporate biologically active molecules has
become more important [1, 2]. Considerable research efforts
are now directed towards the fabrication and integration
of biologically active molecules into NP structures that
could be used in drug delivery, biological and chemical
sensors, and diagnostics. In most cases, these higher-order
structures are fabricated with passive layer-by-layer (LBL)
techniques to self-assemble the molecules into organized
structures through specific interactions including cova-
lent binding, gold-thiol interactions, electrostatic interac-
tions, and protein-ligand binding [3–11]. However, passive
processes are concentration dependent and these meth-
ods require complex processes and long incubation times
in high concentration solutions of molecules. Moreover, in
order to direct the assembly onto specific sites, blocking

agents or physical patterning such as lithography is necessary
[12]. To circumvent these issues, active processes have
been developed, including DC electrophoretic deposition
and magnetic-field-assisted deposition [13–18]. Also, work
has been carried out on the use of AC dielectrophoretic
techniques to manipulate NPs [19–21]. The application of
electric fields allows for rapid, site-directed concentration
of macromolecules, polymers, and NPs to enhance the self-
assembly process. Such methods have been employed to
produce colloidal aggregates as well as pattern NPs atop
electrode surfaces [17, 22–29]. In addition, nonspecific
binding and high background, which play a crucial role in the
incorporation and detection of biological molecules, can be
reduced with electrode patterns which direct the molecules
toward the active site where deposition is preferred and
away from nonactive regions. More recently, the method
of electrophoretic deposition has been applied to biological
components. This powerful tool has enabled devices to
be made which utilize the electric fields to enhance DNA
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hybridization, to form protein layers for biosensors, and to
pattern cells [30–36]. Recently we have shown the ability
to construct higher-order NP structures by electric-field-
directed self-assembly through the specific interactions of
complementary DNA sequences as well as through protein-
molecule interactions (Figures 1(a) and 1(b)) [14, 37, 38].
We now present the ability to integrate active enzymes
into these NP structures by directed electrophoretic means
(Figure 1(c)), thus providing a new bottom-up fabrication
method for patterning and constructing structures from NPs
in a rapid and combinatorial fashion atop a microarray.

2. Materials and Methods

2.1. CMOS Microarray Setup. An ACV 400 CMOS electronic
microarray (Nanogen, Inc.), shown in Figure 2, which con-
sists of 400 individually controllable 55 µm-diameter plat-
inum electrodes was used for all layer assembly experiments.
The microarray chip is overcoated by the manufacturer with
a streptavidin-embedded polyacrylamide hydrogel which
serves as a permeation layer. The device was computer
controlled using ACV400 software. The software allowed
each electrode to be configured to independently source 0 to
5 V or 0 to 1 µA per electrode, with each electrode on the
array capable of being independently biased.

2.2. Chip Preparation. To prepare the chip surface as de-
picted in the cross-section in Figure 2, the microarray chip
was first washed by pipetting 20 µL deionized water (dH2O,
Millipore, 18 MΩ) onto and off the chip a total of 10
times. Subsequently, 20 µL of a 2 µM biotin-dextran (Sigma)
solution in dH2O was pipetted onto the chip and allowed to
incubate for 30 minutes at room temperature. The chip was
then washed again with dH2O, followed by incubation with
20 µL of a 1 mg/mL solution of streptavidin (Sigma) in dH2O
for 30 minutes at room temperature. Finally, the chip was
washed with 100 mM L-histidine buffer and kept moist prior
to use.

2.3. Preparation of NPs and Enzymes. Yellow-green fluo-
rescent biotin-coated NPs, 200 nm and 40 nm in diameter
(Molecular Probes, ex505, em515), were diluted to 0.01%
(38 pM for 200 nm NPs and 4.7 nM for 40 nm NPs) in 100
mM L-histidine buffer. This suspension was vortexed and
sonicated in a water bath for 15 minutes just prior to use to
break up any aggregates. Additionally, glucose oxidase-avidin
(GOx-avidin, Rockland) was diluted to 30 nM, streptavidin-
alkaline phosphatase (streptavidin-AP, Sigma) was diluted
to 40 nM, and streptavidin-peroxidase (streptavidin-HRP,
Sigma) was diluted to 95 nM in 100 mM L-histidine buffer
just prior to use.

2.4. DC Electric-Field-Directed Assembly of Streptavidin/
Avidin Enzymes and Biotin NPs. NP and enzyme addressing
conditions are derived from previous work [14]. In brief,
20 µL of the 200 nm biotin NP solution or enzyme solution
was pipetted onto the chip. The selected electrodes were
biased positive and activated with a constant DC current

of 0.25 µA for 15 seconds to concentrate and assemble
the particles or enzymes atop the activated electrodes. The
solution was then removed and the chip washed with 20 µL
of L-histidine buffer a total of three times. Assembly of the
layer structures was achieved by alternating the addressing of
biotin NPs with streptavidin/avidin enzymes. Every structure
was capped with a final layer of biotin NPs. Different layer
structures include layers of biotin NPs and GOx-avidin,
layers of biotin NPs and streptavidin-AP, layers of biotin NPs
and streptavidin-HRP, and layers of biotin NPs with alternate
GOx-avidin and streptavidin-HRP to produce bienzyme
structures. Identical conditions were employed to assemble
layers of 40 nm biotin NPs with streptavidin-AP.

2.5. Monitoring of Layer Assembly by Fluorescence and ImageJ
Calculations. Monitoring of layer growth was done by real-
time imaging on an epifluorescent Leica microscope, with
a Hamamatsu Orca-ER CCD using a custom LabVIEW
interface. Images were acquired throughout the layering
process and processed in ImageJ. For analysis, each image
had its background subtracted with a rolling ball radius of
50. The image was then inverted and threshold fixed using
the IsoData threshold. Manual adjustments were made to
include as many electrodes as possible. A corresponding
mask was generated to ensure each measured electrode
area was identical. Raw integrated density values for each
electrode were then acquired by mapping the data in the
original image to the generated mask image.

2.6. Verification of Enzyme Activity via X-Ray Film. The
verification of enzyme activity was performed on chips com-
posed of alternate layers of 200 nm biotin NPs with either
GOx-avidin or streptavidin-AP as the enzyme layers. All 400
electrodes on the array were activated to maximize the total
number of fabrication sites for the layer structures. For the
structures assembled with GOx-avidin, a reaction solution
consisting of 227 mM glucose (Sigma), 8.4 mM luminol
(Fluka), and 0.1 mg/mL peroxidase (Sigma) in 0.035 M Tris-
HCl (pH 8.4) was prepared. The chips were washed with
100 mM L-histidine buffer and then with 0.1 M Tris-HCl
(pH 8.0). Subsequently, 15 µL of the reaction solution was
pipetted onto the chip surface. For chips with layer structures
assembled using streptavidin-AP, the chips were washed
with 100 mM L-histidine buffer and then 15 µL of CDP-star
chemiluminescent reagent (Sigma) was dispensed onto the
chips.

The chips were then wrapped in plastic wrap to prevent
solution loss and placed into a cassette with X-ray film
(Denville Scientific) for overnight exposure. The film was
developed in a Hope MicroMax developer, scanned, and
analyzed using ImageJ. The relative intensity from each chip
was normalized to a chip that did not undergo layer assembly
which was cleaned, prepared with the appropriate reaction
solution, and exposed overnight as well.

2.7. Environmental Scanning Electron Microscopy (ESEM) of
the Enzyme-NP Layers. After assembly of the enzyme-NP
layers, the chip was washed multiple times with 100 mM
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(a)
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Figure 1: Electric-field-directed assembly (layering) of biomolecule NPs by different binding mechanisms: (a) NP layering with alternate
biotin (blue)-functionalized NPs and streptavidin (yellow)-functionalized NPs. (b) NP layering by hybridization of complementary DNA
sequences. (c) NP layering of biotin-functionalized NPs with streptavidin-functionalized enzymes (brown) (image not to scale).
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Figure 2: Images of the 400 site platinum electrode CMOS microelectronic array and a cross-section of the structure. The microarray is
4 mm × 7 mm, and each microelectrode is 55 µm in diameter.
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Figure 3: (a) Fluorescence image of a section of the CMOS microarray after addressing 39 combined layers of biotin NPs and GOx-avidin.
(A) No current applied. (B) Current applied ONLY when biotin NPs were addressed. (C) Current applied when BOTH biotin NPs and
GOx-avidin were addressed. (b) Corresponding MATLAB plot of the relative fluorescence intensity (z-axis) of each electrode.

L-histidine buffer and then all solution was removed from
the surface to allow the chip to dry. Chips were then coated
with either 40 nm of gold sputtered via a Denton Discovery
18 sputter system or 40 nm of chromium via Denton IV
desktop sputter coater. Fractures were introduced into the
structures by careful cutting with a razor blade. Images were
then acquired on a Phillips XL30 ESEM using a 10 kV beam
in high vacuum mode.

3. Results and Discussion

3.1. Assembly of Enzyme-NP Layers and Verification of Proper
Layer Formation. The assembly of NP layers was monitored
by epifluorescence imaging; however, because only the biotin
NPs are fluorescent, it was first important to verify that the
NP-enzyme layers were forming as proposed by alternate
layering of enzymes and NPs, as opposed to formation due
to nonspecific interactions of the biotin NPs to themselves.
This was done by organizing the electrodes into three specific
regions, as shown in Figure 3(a). Region A consisted of
microelectrodes which were never activated. This section
served as a negative control to measure the amount of passive
binding to the chip surface that would occur simply due to
the presence of NPs and enzyme during alternate addressing
steps. Region B consisted of microelectrodes only activated
when the biotin NPs were addressed. This region served to
measure the amount of non-specific binding of the NPs to
themselves. Additionally, it served to show the amount of
passive assembly that could occur if no enzyme was actively
addressed to these microelectrode sites. Finally, region C
consisted of microelectrodes which were activated during all
addressing steps of NPs and enzymes. Microelectrodes in this
region were expected to have proper formation of enzyme-
NP layers. The results in Figures 3(a) and 3(b) indicate
that the microelectrodes in region A have a fluorescent
signal near that of the background, which is the surface
of the chip between the electrodes, thus indicating that a
very low number of fluorescent biotin NPs passively bound
to the streptavidin surface at these sites. Microelectrodes

in region B, which were only activated when biotin NPs
were addressed, have a low level fluorescent signal and the
microelectrodes in region C, which were activated when
both NPs and GOx-avidin were addressed, have a high level
fluorescent intensity indicating that multiple layers of NPs
formed in region C. Comparison of fluorescence intensities
between the three regions suggests that in order to construct
higher-order structures both NPs and enzymes must be
addressed to the same site, as in region C. If only biotin
NPs are addressed, as in region B, the NPs will not bind
to one another and no higher-order structures are formed;
therefore, there is only low fluorescence intensity from the
first layer of biotin NPs assembled onto the streptavidin chip
surface. These results were verified with all three enzyme
types and with both 200 nm and 40 nm NPs.

To corroborate with the fluorescence data, Figure 4
shows environmental scanning electron microscopy (ESEM)
images of three microelectrode sites; one each for region A,
B, and C after addressing 31 total layers of 200 nm biotin
NPs and streptavidin-AP as well as 21 layers of 40 nm biotin
NPs and streptavidin-AP on separate microarray chips. The
microelectrodes from region A show only a small number
of passively attached biotin NPs. The electrodes from region
B show nearly a complete monolayer of biotin NPs, despite
being exposed to 16 total addressing steps of biotin NPs.
This demonstrates that there is little non-specific binding
of the biotin particles to themselves; so despite the electric
field directing additional NPs onto the first layer of NPs,
they do not stick and are removed during the wash steps.
The electrode from region C shows a high number of NPs
assembled atop each other. Thus, active directed concen-
tration of both the streptavidin/avidin enzyme and biotin
NPs is necessary to assemble the higher-order structures
and the layer assembly process does indeed proceed as
designed. Additionally, the lack of particles on region A’s
microelectrodes further verifies that electric-field-directed
assembly is efficient and can overcome the diffusion-limited
process of passive LBL assembly. Each assembly step only
required 15 seconds with NP and enzyme concentrations
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Figure 4: ESEM images of a microelectrode in each region (A), (B), and (C) after enzyme-NP assembly. Top row: microelectrodes after
assembling 31 total alternating layers of 200 nm biotin NPs and streptavidin-AP. Bottom row: microelectrodes after assembling 21 layers of
40 nm biotin NPs and streptavidin-AP.

in the pM and nM range. At these time scales and NP and
enzyme concentrations, no layers could be formed passively
on the region A microelectrodes.

These results show that the electric field directed assem-
bly technology is easily scalable to NPs of various sizes.
This allows for tuning of the porosity of the final structures
which may help control the (enzyme) substrate turnover
and reaction kinetics, both of which would play crucial
roles in biosensor devices. For drug delivery particles, the
porosity will play a paramount role in the drug release
profile. Moreover, we believe that integration of various types
of NPs with different biomolecules would also be achievable
as long as the proper binding elements are in place. Using
multiple sized NPs would enable multiple porosities through
the structure which may be needed to optimize reaction rates
in multienzyme structures. Particles such as quantum dots
could be incorporated to enhance detection. Moreover, using
other biomolecules such as antibodies or DNA would allow
the creation of a wide array of biosensors.

3.2. Monitoring NP Layer Assembly and Quality of Layers.
Real-time layer assembly was monitored by visualizing
increasing fluorescence intensity atop the microelectrode
sites. Figure 5 shows a plot of the mean integrated density
of fluorescence per microelectrode for microelectrodes in
regions B and C of a microarray after 9, 19, 29, 39, and 47
total layers of 200 nm biotin NPs with alternate addressing of
both GOx-avidin and streptavidin-HRP. From the plot, it is
evident that the fluorescence for microelectrodes in region
B, microelectrodes activated only when biotin NPs were
addressed, maintains roughly the same fluorescence intensity
throughout the layering experiments. These results further
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Figure 5: Plot showing the calculated mean integrated density per
microelectrode for microelectrodes in regions B and C in bienzyme
layer structures of 9, 19, 29, 39, and 47 total layers of 200 nm biotin
NPs with alternate enzyme layer addressing of GOx-avidin and
streptavidin-HRP.

substantiate the results in Figures 3 and 4 that without
active electric-field-directed assembly of streptavidin/avidin-
conjugated enzymes onto the biotin NPs there is no further
layer assembly. Additionally, these results verify that multiple
types of enzymes can be incorporated into the same structure
as long as they are properly functionalized. In this case,
there is a streptavidin-functionalized HRP and an avidin-
functionalized GOx, both of which can bind to the biotin
on the NPs and facilitate layer formation. The plot shows
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Figure 6: ESEM images of 200 nm biotin NPs layered with GOx-avidin at introduced cuts showing the layering of NPs.

a trend of increasing mean fluorescence for microelectrodes
in region C as the total number of layers increases. This is
what is expected because as the number of layers increases
there are more total fluorescent NPs on each microelectrode.
The plot in Figure 5, however, does have quite a large
amount of variability, which could be attributed to many
factors. One factor could be the stoichiometry of the
streptavidin conjugation to the enzyme. Streptavidin-HRP
was conjugated at a 1 : 1 ratio and streptavidin-AP at a
2 : 1 ratio according to the manufacturer’s specifications.
Streptavidin-AP thus has 4 more available biotin binding
sites per enzyme molecule. This increased availability of
binding sites makes attachment to biotin NPs more robust
and can lead to an increased quality of uniformity of NP
layers. Thus, to enhance binding, enzymes can be conjugated
with a higher ratio of streptavidin/avidin per enzyme. In
addition, as the number of layers increases the stresses on
the layer structure increase and the structure could shear or
break apart more easily during washes. It is sometimes seen
that atop a specific microelectrode the fluorescence intensity
would suddenly decrease and this effect was believed to
be due to layer fracture and particle loss. Again, a higher
stoichiometry of streptavidin to protein would increase the
binding interactions between layers and help to prevent
structure fracture and NP loss. Finally, another factor could
be attributed to nonuniformity in the electric field across the
microarray chip or even across an individual microelectrode.
This would also lead to variations in NP and enzyme
assembly.

ESEM images, as seen in Figure 6, obtained at the edge of
introduced fractures reveal the layering of the NPs atop the
hydrogel layer. From these micrographs, it is evident that the
assembled structures have variability in surface topography
making it difficult to clearly distinguish one layer from
the next. This is mostly attributed to the particle packing
orientation as each additional layer of NPs packs onto the
layer below. Additionally, this could be due to NP loss during
the introduction of a fracture, during the sputtering of
the metal overlayer for ESEM imaging, or even during the
imaging process itself. In addition, there may be loss during

0

10

20

30

40

50

60

70

80

0 5 10 15 20 25 30 35

R
el

at
iv

e 
in

te
n

si
ty

 (
a.

u
.)

Number of Layers

GOx

AP

Figure 7: Plot of the relative intensity of chemiluminescent signal
obtained from chips addressed with 0, 11, 21, and 31 layers of
200 nm biotin NPs and GOx-avidin or 0, 11, and 31 layers with
streptavidin-AP.

washes and variations in binding across the electrode during
the assembly process.

3.3. Retention of Enzyme Activity. Retention of enzyme activ-
ity after layer assembly was evaluated by incubating the
microarray chips with the appropriate chemiluminescent
substrate and then exposing the chips to X-ray film. The
results of the scanned and analyzed X-ray film detection
of the enzyme-NP layers are shown in Figure 7. Data was
collected from chips layered with 200 nm biotin NPs and
GOx-avidin with 0, 11, 21, and 31 total layers as well as
chips layered with 200 nm biotin NPs and streptavidin-
AP at 0, 11, and 31 layers. The results show increasing
activity detected with increasing numbers of layers. This
trend is seen with both types of enzymes, and this indicates
that the total enzyme activity can be tuned simply by
altering the number of enzyme layers incorporated into
each structure. Similar results could not be obtained from
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Figure 8: Coupling of bi-enzyme NP layers. The incorporation of both streptavidin-HRP and GOx-avidin into the same layer structure may
allow for chemical coupling of the layers. The oxidation of glucose by GOx produces hydrogen peroxide which is then a substrate for the
chemiluminescent oxidation of luminol, which generates light that can be detected.

bi-enzyme structures, consisting of both GOx-avidin and
streptavidin-HRP, as illustrated in Figure 8. This may be
due to a number of reasons including poor reagent and
substrate quality, poor layer quality, poor structure porosity,
insufficient enzyme incorporation into the layers, and a
poor detection scheme. A bi-enzyme structure requires
optimization due to the coupling of multiple reaction steps.
If any one of the reactions is inefficient, then the overall
signal may not be detectable. In addition, the products from
the first reaction must be able to effectively diffuse to the
second set of enzymes; thus, the enzyme layering order
may be of importance. Additionally, an important aspect
of producing active NP layers is the ability to sensitively
detect their activity. The X-ray film used in the detection
method verified in proof of principle that the biological
activity of the molecules could be retained after assembly.
More sensitive methods, including amperometric detection
or highly sensitive imaging, beyond the capabilities of the
microelectronic array and imaging system we had available,
would allow for a better detection scheme to monitor
total activity for each fabricated structure. Nonetheless, the
presence of a measurable enzyme activity from the single
enzyme structures verifies that the application of an electric
field is not only efficient for structure assembly but also
gentle enough to preserve the functionality of the enzymes.

Altogether the results showing enzyme-nanoparticle lay-
er assembly and enzyme activity retention demonstrate an
efficient and effective method of fabricating biological or
chemical sensors. Site-specific layer assembly, demonstrated
in this study as well as previous studies, means that multiple
types of enzyme-nanoparticle structures can be fabricated
on each chip in a combinatorial manner [37]. Additionally,
various types of enzymes, proteins, or other biomolecules
could be used in conjunction with a wide array of particle

types as long as they have complementary binding mech-
anisms, such as the biotin-streptavidin scheme used here.
This would allow for production of high-density microarray
sensors capable of analyzing hundreds of analytes at a time.

4. Conclusion

We have successfully demonstrated the ability to fabri-
cate higher-order enzyme-NP structures by electric-field-
directed self-assembly. Through the application of electric-
field-directed assembly, alternating layers of 200 nm or
40 nm biotin NPs and streptavidin/avidin enzymes have
been assembled up to 47 layers. These structures included
multilayer structures with 200 nm or 40 nm GOx-avidin-
biotin NPs, with AP-streptavidin-biotin NPs, and with
HRP-streptavidin-biotin NPs. The electrophoretic assembly
method atop a microelectronic array allows for site-specific
fabrication from low concentration solutions of enzymes
and NPs. The concentration effect due to the electrophoretic
deposition results in rapid layer assembly with minimal
passive non-specific binding on inactive sites across the
chip. Moreover, the enzymatic activity of the biological
molecules was preserved in the assembled structures. In
addition, we have assembled structures consisting of multiple
enzyme types, GOx-avidin and streptavidin-HRP, which
demonstrates the potential of multilevel reactions or detec-
tion schemes, including chemiluminescence and biolumines-
cence. This method of fabrication now provides an efficient
mechanism of creating biologically and chemically active
NP structures from individual components much more
efficiently than traditional passive layer-by-layer methods.
Assembly of these structures in a combinatorial manner to
specific sites on the chip, using a wide array of biomolecules
(proteins and DNA) and nanoparticles, would allow for
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fabrication of high-density microarray sensors for high-
throughput analysis. The ability to incorporate multiple
types of molecules along with the potential of liftoff, which
enables the detachment of these structures from the surface,
renders them more versatile as dispersible biosensors, diag-
nostic tools, and drug delivery vehicles.
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The photostability and narrow emission spectra of nanometer-scale semiconductor crystallites (QDs) make them desirable
candidates for whole-mount fluorescent in situ hybridization to detect mRNA transcripts in morphologically preserved intact
embryos. We describe a method for direct QD labeling of modified oligonucleotide probes through streptavidin-biotin and
antibody-mediated interactions (anti-FITC and anti-digoxigenin). To overcome permeability issues and allow QD conjugate
penetration, embryos were treated with proteinase K. The use of QDs dramatically increased sensitivity of whole-mount in situ
hybridization (WISH) in comparison with organic fluorophores and enabled fluorescent detection of specific transcripts within
cells without the use of enzymatic amplification. Therefore, this method offers significant advantages both in terms of sensitivity,
as well as resolution. Specifically, the use of QDs alleviates issues of photostability and limited brightness plaguing organic
fluorophores and allows fluorescent imaging of cleared embryos. It also offers new imaging possibilities, including intracellular
localization of mRNAs, simultaneous multiple-transcript detection, and visualization of mRNA expression patterns in 3D.

1. Introduction

With the advent of cell type specific molecular markers, des-
cription and analysis of developmental morphogenesis has
become possible in a number of biological systems. Gene-
specific RNA probes are now extensively used as they en-
able visualization of gene expression patterns and thus pro-
vide valuable information regarding the role of specific genes
during development, as well as regarding positioning and
movement of a particular cell type at different stages of
development. This technique, known as whole mount in
situ hybridization (WISH), was initially performed using
radioactive probes, but was radically simplified when non-
radioactive probes were used successfully [2–4]. It is now
widely used in several biological systems, including Drosophi-
la [4], Xenopus [5], quail [6], Dictyostelium [7], and Zebrafish
[8]. In situ hybridization (ISH) is a quite common technique
among developmental research labs, yet its uses are quite
diverse and include medical and prenatal diagnostics [9–
16]. Not long after its introduction, protocols using two

different labels for the RNA probes and two color substrates
were described, allowing the detection of more than one
transcript simultaneously [17]. However, a major limitation
of these chromogenic multilabeling techniques is that the
overlapping regions of expression are very difficult to discern.
The use of fluorescent methods for detecting transcripts may
overcome this limitation; yet fluorophores for single- as well
as double-transcript visualization [18] in whole mounts have
only been used extensively in the fly and to some extent in
the zebrafish [8]. More recently, simultaneous fluorescent
detection of three transcripts was reported in the chick, and
multiplexing has been used to detect up to seven transcripts
in the fly [19–21]. However, successful implementation of
current fluorescent protocols is very rare, especially in the
mouse or Xenopus embryos, and even then the fluorescent
images are of insufficient quality and thus cannot rival the
staining obtained with normal chromogenic substrates.

In addition, imaging the signal is complicated due to
the strong autofluorescence of the embryos [22], which
interferes with fluorescent detection of RNA and makes
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the use of enzymatic amplification necessary in the mouse,
Xenopus, chick, and other embryos. The amplification step
is also necessary in the case of chromogenic protocols; how-
ever, this step undermines the resolving ability of both meth-
ods. Amplification reactions create a precipitate which is
deposited in the area surrounding the RNA and then dif-
fuses out. It therefore does not remain localized within the
particular intracellular region or compartment where the
RNA in question is localized. In fact, it often diffuses
throughout the cell and sometimes even leaks outside of
the cell being labeled [23]. This problem is less pronounced
in the case of tyramide amplification, where the peroxidase
reaction produces tyramide radicals that react covalently
with proteins at the site of the reaction, reducing the diffu-
sion radius appreciably [24, 25]. However, even in this case,
the resolution is still limited by diffusion and depends on the
time that the reaction is allowed to proceed [23]. To combat
diffusion issues, direct labeling of the probe is required, as
this allows single cell, as well as, intracellular resolution of the
localization of a particular mRNA. In addition to improved
resolution, direct labeling of the probe allows simultaneous
hybridization of multiple mRNAs, as long as fluorophores
can be spectrally resolved. It is also extremely simple and
can be quantitative since the fluorescence of the probe can be
calibrated [12]. Despite successful implementation of direct
labeling of messenger RNAs in cell culture [26, 27], this has
not been possible in embryos due to the low fluorescent
intensities of organic fluorophores.

The use of fluorescent methods for detecting transcripts
is highly advantageous compared to chromogenic methods,
especially because it enables higher quality three-dimension-
al imaging, multiplexing different RNA species, and covisu-
alization of RNA with proteins. As already mentioned, the
major limitations preventing widespread use of fluorescence
detection for WISH are the high endogenous background
fluorescence of many embryos, as well as the limited
brightness and photostability of organic fluorophores. A
new type of inorganic fluorophore, namely, Quantum Dots
(QDs) have been used recently in several systems in vitro for
detection of proteins as well as in vivo for protein labeling
and lineage tracing [28–42]. QDs were also used for in situ
hybridization in clinical biopsies for the detection of multiple
mRNAs with successful conjugation to oligonucleotide
probes [43]. QDs have ideal optical properties for use in
biology like strong fluorescent signal emission compared
to organic and protein fluorophores [44, 45]. In addition,
due to their longer excited state lifetime, their fluorescence
can be separated from the background fluorescence with
time-domain imaging [46]. Using QDs offers a number of
other advantages over organic fluorophores including wide
excitation spectra (which makes the use of a single excitation
filter possible), narrow and tunable emission spectra (which
reduces spectral overlap making the simultaneous use of
more colors possible), large separation between the excita-
tion and emission (which increases the detection sensi-
tivity), and resistance to photobleaching [47, 48]. Their
unique optical properties made QDs an ideal candidate for
detecting multiple mRNAs in ISH protocols [49], and their
high fluorescence intensity raised the possibility of using

them for RNA detection in whole embryos. Previous ef-
forts to do this met with aggregation issues and were time
consuming since detection had to be done with RNA
covalently linked to hydroxylated QDs [50]. Since then, we
and others have reported new methods of creating hydro-
philic QDs and hydrophilic QD conjugates have become
commercially available [32, 38, 51]. Studies have also
pointed out difficulties in using QDs for FISH experiments
[52, 53], including steric hindrance [54], degradation of QD
conjugates and adherence to tubes and tips [55].

In this work we explore the use of QDs in WISH ex-
periments. We show that the greatest limitation of these
nanocrystals is penetration, since commercially available
QDs are quite large and therefore fail to penetrate the
many cell layers of an embryo or are significantly trapped
if they do. However, we have determined that proteinase
K can render Xenopus embryos sufficiently permeable to
allow QD penetration deep within embryonic tissues. More
specifically, we produced fluorescein- (FITC-), biotin- , and
digoxigenin (DIG) labeled RNA probes and used QD-
antibody and QD-streptavidin conjugates to visualize them.
Our experiments show that this is an extremely sensitive
assay that significantly improved RNA detection sensitivity.
We then employed QDs to visualize several RNA probes that
had been used to perform WISH in Xenopus embryos. We
demonstrate that QD detection of endogenous messenger
RNAs is effective and that it can be used to provide WISH
data of higher resolution than current techniques. Finally,
we show that QDs can be used to carry out two-color in
situ hybridization simultaneously. Therefore, the use of QDs
to perform nonamplified fluorescent whole mount in situs
in Xenopus embryos, one of the most highly autofluorescent
(and thus demanding) vertebrate developmental organisms,
suggests that QD whole-mount in situs will find successful
applications in most developmental models.

2. Materials and Methods

2.1. Embryos. Xenopus laevis embryos from induced spawn-
ing [56] were staged according to Nieuwkoop and Faber
[57]. Operation techniques and buffer (MMR) have been
described [56]. Xenopus embryos were fertilized in vitro and
dejellied using 2% cysteine-HCl, pH 7.8, then maintained in
0.1X Marc’s Modified Ringer’s (MMR).

2.2. Whole-Mount Immunofluorescence. Xenopus laevis em-
bryos were fixed in 3.7% formaldehyde in MEMFA (2 hours
at room temperature), and the vitelline envelope was man-
ually removed with forceps. Permeabilization of embryos
was carried out several ways: (1) overnight in 1X PBS
supplemented with 0.5% Triton, and 1% DMSO (PBDT),
(2) overnight in 1X PBS supplemented with 5% Triton and
1% DMSO, (3) two hours in 1X PBS supplemented with
0.2% SDS, and (4) for four hours in 1X PBS supplemented
with 0.2% SDS or (5) for 25 minutes in 10 ¯g/mL Proteinase
K. Embryos were then blocked for 2 hours in 1X PBS with
0.5% Triton, 5% BSA, and 1% Normal Goat serum. Primary
antibody staining followed. Embryos were incubated with
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biotin-conjugated phosphotyrosine (anti-4G10, Millipore)
antibody overnight at 4◦C at a dilution of 1 : 500 (in block
solution). Embryos were then washed (3 × 10 min) in PBDT
and incubated for 2 hours at room temperature with strep-
tavidin conjugated Cy3 or QDs 655 nm at 1 : 500 dilution in
fresh block solution. After incubation, embryos were washed
in PBDT (3 × 10 min). For negative control experiments,
embryos were blocked and then incubated with secondary
conjugates only. Clearing of embryos was performed by
immersion of the embryos in two parts benzyl benzoate
and one part benzyl alcohol after methanol dehydration
(Murray’s Clearing Medium, BB : BA). The refractive index
of BB : BA closely matches the refractive index of yolk
thereby rendering Xenopus embryos nearly transparent. The
embryos were imaged on a Zeiss Axio Imager Z1 using a
Zeiss Axiocam MR3, the Axiovision software 4.7. Optical
sectioning was achieved using a Zeiss Apotome structured
illumination system.

2.3. In Vitro Transcription. Antisense digoxigenin - (DIG-),
biotin- , and fluorescein - (FITC-) labeled Xbra (in CS2++),
Edd, MyoD (in CS2++), Amylase (in pCR4Blunt-TOPO),
Xa-1 (in pBSK+), cardiac actin (in pSP64), and LTBP1 (in
CS2++) probes were synthesized by in vitro transcription
from linearized plasmid using RNA polymerase SP6 or T3
and ribonucleotide mixture which results in RNA transcripts
containing bio-UTP, FITC-UTP, or Dig-UTP (Roche). The
manufacturer’s protocol was followed with a modification
in the total reaction volume which was scaled down to
20 μL. RNA probes from these reactions was purified using
isopropanol/LiCl precipitation.

2.4. Chromogenic and Fluorescent Wholemount In Situ Hybri-
dization. Biotin-, FITC-, and DIG-labeled RNA probes
(transcribed as described above) were used to perform in
situ hybridization using the protocol reported by Harland
[58]. with some modification. Methanol was substituted with
ethanol and 4% paraformaldehyde in PBS was used to fix the
embryos instead of formaldehyde. After proteinase K treat-
ment (5 min for chromogenic WISH and 25 minutes for QD-
based WISH) embryos were blocked with 0.1% BSA, 10%
sheep serum in 0.1% Tween in 1 X PBS(PBT) solution, and
then washes were performed in PBS. After blocking, embryos
were refixed for one hour in 4% paraformaldehyde followed
by prehybridization at 65◦C. For chromogenic WISH exper-
iments, the original protocol was followed. However, for
QD-based fluorescent WISH experiments the protocol was
modified. After the last 0.2X SSC wash at 65◦C the embryos
were blocked with 1 X PBS + 0.1% BSA + 0.1% Tween for
one hour and then transferred to a new vial which contained
1 mL of a 1: 500 dilution Qdot-streptavidin 705 nm, QD-
anti-FITC or QD-anti-DIG 655 nm (Invitrogen) conjugates
in blocking solution. The addition of 0.1% BSA and 0.1%
Tween into the incubation buffer significantly improved
penetration and decreased background without appreciably
affecting the QD colloidal stability or the signal intensity.
After the incubation, the embryos were washed in PBT (4 ×
30 min) at room temperature. Embryos were then cleared in

BB : BA (as described above). The fluorescent signal remains
localized after clearing, and this allows data acquisition from
different planes within the embryo without the need for
sectioning. The embryos were imaged on an upright Zeiss
fluorescent microscope with a Zeiss Axiocam and the Axio-
vision 4.7 software (using a custom filter set; excitation 300–
460 nm, emission 500 nm longpass, dichroic 475 nm). When
detecting weak signals, the Axiovision software allowed white
balancing of the camera so that that the green background (in
embryos viewed with a 420 long pass filter due to the bias of
the autofluorescence towards shorter wavelengths) appears
white, resulting in a major boost of the QD signal (605
peak emission), decrease of the threshold of detection and
significantly better contrast. If the calibration of the camera
is done properly, control embryos that are not labeled with
QDs appear completely white under UV excitation without
any traces of red. This color separation method has to be
performed carefully and control embryos need to appear
white otherwise the risk of generating false staining increases
significantly. Due to the fact that the embryo has several
distinct regions where the background fluorescence changes
not only in terms of intensity but also in terms of spectral
balance the region chosen for assignment of “white” was
the region in which the background had the longest average
wavelength. In this manner we ensured that long-average
wavelength background regions would appear white, and
shorter average wavelength regions would appear blue.

3. Results and Discussion

3.1. Proteinase K Facilitates QD Penetration in Xenopus Em-
bryos. We first wanted to examine whether QDs could pene-
trate Xenopus embryos to a sufficient depth so as to allow spe-
cific deep tissue staining. We initially compared streptavidin-
conjugated QDs to streptavidin-conjugated Cy3 in whole-
mount immunostaining experiments for their ability to
detect a biotinylated antibody against phosphotyrosine. This
antibody was purposely selected due to its strong and specific
staining pattern of cell-cell boundaries that allows easy visual
confirmation upon successful labeling. Not surprisingly, the
staining pattern obtained using QDs was very similar to
the one obtained using Cy3 in the superficial cell layer of
the embryo (upper area of Figure 1(a) showing superficial
cells of the fin of a tadpole and data not shown). However,
and in contrast to Cy3, QD staining could not be detected
beyond the first cell layer indicating that QDs encountered
penetration issues, most likely due to size restrictions
(Figure 1(a) lower area showing the somites of the tadpole).
Several approaches were employed to increase QD embryo
permeability, including the use of harsh detergents like SDS,
with limited success. However, use of proteinase K treatment
enabled penetration of QDs into deep tissues and resulted
in specific deep tissue staining (Figure 1(b) and Table 1).
However, proteinase K treatment is not suitable for use with
most whole-mount immunostaining antibodies as it may
lead to degradation of the target antigen.

It should be noted that the best results were obtained
using newly opened QD-streptavidin conjugates from Invit-
rogen. Unfortunately though, the performance of these
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Figure 1: Proteinase K treatment is necessary to allow QD penetration and labeling of deep tissues in Xenopus and QD705 nm anti-Dig
conjugates can be used for the detection of transcripts in wholemount in situ hybridization experiments. (a) Detection of biotinylated 4G10
(anti-Phosphotyrosine) antibody using streptavidin conjugated 655 nm QDs in a triton permeabilized embryo. Specific staining can be seen
at the cell-cell boundaries of the ectodermal cells of the fin (upper part of the image) but not in the deep tissues (somites at the bottom
part of the image). (b) Detection of biotinylated 4G10 (anti-Phosphotyrosine) antibody using streptavidin conjugated 655 nm QDs in a PK
permeabilized embryo. Specific staining of the deep intersomitic boundaries can be seen. Superficial cells of the fin cannot be seen due to
degradation of this delicate structure by the PK treatment. (c) QD705 nm anti-DIG antibody labeling of the probe for LTBP1 generates a
staining pattern that closely matches the published expression for this mRNA [1]. QDs label the somites as well as anterior neural and neural
crest tissues including the branchial arches and a region surrounding the eye. (d) Imaging of the QD labeling for LTBP1 in the somites at
10X magnification.

Table 1: Comparative chart of different permeabilization ap-
proaches used in whole mount immunostaining using a biotinyla-
ted anti-phosphotyrosine antibody (4G10 clone) and detected with
Streptavidin conjugated QDs. Proteinase K treatment is the only ap-
proach which allowed deep tissue staining using QDs.

Superficial Staining Deep Tissue Staining

TRITON 1% +++ −
TRITON 5% +++ −
0.2% SDS 2 h +++ +

0.2% SDS 4 h +++ +

PK 25 min +++ +++

conjugates was batch dependent and significantly diminished
if QD-streptavidin conjugates were stored for more than
two-three months, despite a six-month shelf life stated by
the manufacturer. In addition, it was evident that use of
QDs with emissions in the NIR (700 and 800 nm) provided a
big improvement in detection sensitivity due to a significant
reduction of tissue autofluorescence in this region of the
spectrum. However, commercially available QDs with peak

emissions in these wavelengths are quite large and suffer from
even greater permeability problems. Consequently, there is
an increased need for more reliable and smaller NIR QDs to
become commercially available.

3.2. QD Labeling of LTBP1 in Xenopus Embryos. Given that
proteinase K treatment facilitated QD penetration in Xeno-
pus embryos and allowed specific deep tissue staining in
whole-mount immunostaining experiments, we wanted to
determine whether QDs could be used in WISH experiments
in which proteinase K treatment is a standard permeabiliza-
tion approach. We initially tested whether anti-digoxigenin-
conjugated QDs could detect a DIG-labeled RNA probe spe-
cific for Xenopus Latent Transforming Growth Factor β Bind-
ing Protein 1 (LTBP1). As shown in Figure 1, anti-DIG QDs
(see Figures 1(c) and 1(d)) gave a similar staining pattern
of Xenopus LTBP1 to the published pattern obtained using
the same probe but developed using a chromogenic reaction
[1]. LTBP1 signal was detected in the head region including
branchial arches and around the eye (shown as inset of
Figure 1(c)) and the somites in agreement with the published
expression pattern [1]. Furthermore, QD-labeling of LTBP1
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Figure 2: QD-streptavidin staining of LTBP1 compares favorably with the published staining achieved using standard chromogenic protocols
in the deeper structures of the embryo [1]. (a) A transverse section from a whole mount in situ indicating the LTBP1 transcript expression
pattern using QD705 nm streptavidin. The somitic staining obtained using QDs is identical to the published data using the chromogenic
protocol [1], showing that the QD-streptavidin solution can penetrate and stain the deep areas of the somites. (b) A series of transverse optical
sections of a QD-streptavidin-stained embryo for the LTBP1 message. The optical sections reveal that the staining previously identified as
notochord by the chromogenic protocol is in fact somitic mesoderm flanking the notochord (nc: notochord, sm: somatic mesoderm).

exhibited high signal intensity and resolution confirming
that a regular fluorescence microscope is sufficient for detec-
tion (see Figures 1(c) and 1(d). To further establish that
the QD in situ protocol is capable of successful and specific
staining, we sectioned and imaged whole-mount QD-stained
embryos. As shown in Figure 2(a), QDs can penetrate deep
into the embryo following proteinase K treatment and stain
structures independently of their proximity to the free QDs
in solution. Importantly, the use of QDs for in situ staining
could result in more accurate determination of transcript
expression patterns. Figure 2(b) shows a series of optical sec-
tion images taken from a z-stack movie, using a fluorescence
microscope, starting at the head region and moving posteri-
orly. As indicated, QD labeling survives the clearing protocol
used to render Xenopus and other embryos transparent.
More importantly, however, is that the optical sections
demonstrate that the staining does not originate from the
notochord as originally published [1], but rather from the
somitic mesoderm flanking the notochord. Therefore, the
additional spatial cues provided by optical sectioning can
lead to a more accurate determination of an expression
domain, further emphasizing the advantages of QD in situs.

3.3. QD Labeling of Specific Transcripts in Xenopus Embryos.
The above results suggest that use of anti-DIG conjugated
QDs in WISH can give highly specific staining of DIG labeled
mRNA probes, even in deep tissues. To further determine the
utility of this approach we tested whether QDs could also
label alternative modified oligonucleotide probes through
biotin-streptavidin and FITC- anti-FITC interactions, using
a similar protocol. Figure 3(a) depicts in situ staining per-
formed on a dissected Xenopus tadpole gut, against a biotin
labeled amylase probe using either streptavidin-conjugated
QDs or the chromogenic reaction. It is evident, from the
images, that similar staining patterns are obtained; both
the QDs and the chromogenic staining were restricted to
the pancreas, where amylase RNA is expressed. Non-stained
areas appear white due to background fluorescence that is

present in all visible wavelengths. Despite high background,
we obtained a good signal to noise ratio (sufficient to allow
clear visualization and delineation of the expressing region)
and excellent contrast in the most highly autofluorescent
organ of the Xenopus tadpole.

We went on to test three well-known mRNAs, namely, (a)
Endodermin (Edd: a pan-endodermal marker), (b) Xbra (an
early mesodermal marker), and (c) MyoD (a gene encoding
a DNA-binding protein that can activate muscle gene expres-
sion), which stain the gut, the mesodermal belt, and the
muscle somites, respectively. As indicated in Figures 3(b) and
3(d), the use of QDs in in situs gives staining patterns that
closely match the ones obtained using standard enzymati-
cally amplified chromogenic reaction methods, while main-
taining high resolution. The degree of resolution, however,
varies with the transcript of interest and its respective expres-
sion pattern. For example, in the case of MyoD (Figure 3(b),
FITC-labeled probe used), the posterior somites look fused
when using the chromogenic protocol but are clearly distinct
when using QDs. In contrast, QD staining of a biotin-
labeled probe against Edd, which is expressed in the highly
autofluorescent gut appears weak except at the anterior,
where the gene is expressed at higher levels (Figure 3(c)).
Alternatively, in the case of Xbra (Figure 3(d)), the staining
of the chromogenic and the QD (against biotin-labeled probe
against Xbra) in situ is almost identical. Hoechst was used
to counter-stain the nuclei blue in this experiment, and the
cleared embryo was visualized from the animal pole.

3.4. Simultaneous Labeling of Two Transcripts Using QDs.
The fact that all three common modifications of RNA probes
could be detected successfully with QDs raised the possibility
that QDs could be used to detect two or more transcripts
simultaneously. Achieving multiple transcript labeling using
chromogenic protocols is a time consuming, stepwise process
which, as explained earlier, results in the inability to distin-
guish areas of coexpression. In order to determine whether
two transcripts can be visualized simultaneously, with the use



6 Journal of Biomedicine and Biotechnology

Edd

Xbra

MyoD

Amylase

Probe Chromogenic QDs

(a)

(b)

(c)

(d)

Figure 3: In situ hybridization using QDs compares favorably
with chromogenic in situ hybridization staining for a number of
well-characterized mRNAs. (a) 705 nmQD-streptavidin staining for
amylase on dissected Xenopus guts, using a biotinylated amylase
probe, is compared to the staining obtained by chromogenic
reaction (left). The staining using QDs is identical to that using
a chromogenic reaction and restricted to the pancreas, where
amylase mRNA is expressed. It is worth noting that the pancreas,
a morphologically identifiable organ, is extremely autofluorescent
making detection of fluorescent staining difficult. (b) Comparison
of the QD and chromogenic staining for MyoD a muscle marker
(using a FITC-labeled probe). The 655 nmQD anti-FITC and the
chromogenic staining are similar, but the QD staining gives much
better resolution of the posterior somites. (c) Comparison of QD
versus chromogenic staining for the Edd transcript, an endodermal
marker expressed through the tadpoles gut at varying levels (using
a Biotin-labeled probe). The staining using a chromogenic protocol
is significantly stronger in this case and the 705 nmQD-Streptavidin
seems restricted to the high expression regions. Careful observation
reveals that the staining is present throughout the gut region but is
masked by the intense autofluorescence of the gut. (d) Comparison
of the QD staining versus the chromogenic staining for Xbra, a
widely used mesodermal marker (using a Biotin-labeled probe).
The marker is known to label the mesodermal belt at gastrula stages;
both the chromogenic, as well as the QD-streptavidin protocols
result in the same staining pattern consistent with the mesodermal
belt.

of QDs, we generated two probes; a FITC-labeled probe
against Xa-1 and a biotin-labeled probe against Xenopus car-
diac actin. The two probes were hybridized at the same time
and detected using spectrally distinguishable anti-FITC-con-
jugated and Streptavidin-conjugated QDs, respectively. As
seen in Figures 4(a) and 4(b) both probes were visualized
successfully demonstrating the ability of simultaneous detec-
tion of multiple transcripts using the QD in situ protocol.

In addition, due to the lack of enzymatic amplification,
the resolving ability of this method is substantially better

than that of amplified protocols. This is evident in Figures
4(c) and 4(d), where we present high-magnification images
of whole-mount-stained embryos showing the intracellular
mRNA localization for Xa-1 and LTBP1, respectively. As can
be seen, QD labeling of transcripts is of extremely high res-
olution and enables distinction of intracellular localization
patterns of mRNA. While LTBP1 localized in the cytoplasm,
the Xa-1 transcript appeared to be concentrated near the
plasma membrane at the cell-cell contact areas. Even though
there is no evidence proving that the presented mRNA
distribution coincides with the true intracellular localization
of these transcripts, the fact that there are such dramatic
differences in the signal patterns from different probes
suggests that this is indeed the case. Future work will have
to focus on closely examining the resolution of this method
in model systems where direct, nonamplified in situs can be
performed, using traditional fluorophores for comparison.
Nevertheless, it is clear that this level of resolution cannot
be achieved with existing methods for RNA transcript
detection in Xenopus, which are mostly based on enzymatic
amplification. We thus propose that use of the QD approach
can simultaneously give macroscopic and intracellular data
regarding the distribution of mRNAs in vertebrate embryos.

4. Conclusions

Herein we describe a new application of QDs in nonampli-
fied whole-mount fluorescent in situ detection of endoge-
nous mRNAs. The ideal optical properties of QDs provide
unprecedented resolution and strong signal intensities that
have not been possible to attain using traditional fluoro-
phores. In fact, even though WISH has been available for
more than a decade, the requirement for an enzymatic
amplification step significantly limited the resolution of
this method. Additionally, limitations of current fluorescent
protocols have prevented widespread use of fluorescent in
situs in most developmental models, with the exception of
Drosophila, and to some extent zebrafish; direct visualization
of highly abundant transcripts is possible in Drosophila,
but not in most vertebrate models, in which an enzymatic
amplification step is required. Fluorescent detection of a
messenger RNA opens exciting possibilities in terms of
imaging and can eliminate the need for sectioning samples.
Optical sectioning provides better spatial cues and ensures
correct identification of expression domains. It can also be
used to create three-dimensional maps of expression, at a
previously unattainable resolution, especially if the amplifi-
cation step is eliminated. Intracellular localization of mRNA
transcripts has only recently been investigated [59–63]. The
study of mRNA localization is limited by the current in
situ methods, both fluorescent and chromogenic, due to
their relatively low resolving ability. Chromogenic reactions
have been used successfully to localize mRNA transcripts in
cultured cells but only for transcripts of very high abundance
[60–63]. The method we describe is the first nonamplified
fluorescent detection of mRNA in situ in Xenopus. Our
protocol results in signal intensities sufficient for imaging
on a regular epifluorescence microscope without the need



Journal of Biomedicine and Biotechnology 7

(a) (b)
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Figure 4: Double whole-mount in situ hybridization against cardiac actin and Xa-1 and the intracellular distribution of LTBP1 and Xa1. (a)
A comparison of the staining pattern between the chromogenic and QD-based visualization of the FITC-labeled Xa-1 probe, shown in red,
reveals that the QD staining is identical to that obtained using the standard chromogenic protocol. (b) An embryo processed using Biotin
and FITC-labeled probes against cardiac actin (green) and Xa-1 (red), respectively. The two probes were visualized with spectrally resolvable
QDs demonstrating that two color fluorescent in situs can be performed using QDs. The inset shows the chromogenic staining for cardiac
actin for comparison. (c, d) Images of embryos processed for whole-mount in situ hybridization and counterstained with Hoechst (blue) at
20X (c) and 40X (d) magnification, showing differences in the intracellular distribution of the transcripts of Xa-1 (c) and LTBP1 (d), both
shown in red.

for confocal microscopy. Of great significance, in terms of
Xenopus and other opaque embryos like the chick, is the fact
that the QD in situ staining is capable of remaining localized
and fluorescent for more than an hour after the embryo is
cleared. QD in situs also offer the potential for intracellular
resolution of mRNA expression. This has not been possible
using traditional chromogenic or fluorescent methods. In the
case of C. elegans, where background is not a major issue, use
of fluorescent antibodies to detect labeled RNA probes has to
be carried out in conjunction with chromogenic amplified
detection of the probes in order to get a comprehensive
picture of the overall expression of a gene [64]. The ampli-
fied reaction detects low expressing regions and overall
expression, whereas the fluorescent antibodies are used to
resolve intracellular localization. The fact that our QD in situ
protocol can do both in the highly autofluorescent Xenopus
embryo, which is highly demanding, makes us confident that
the implementation of QD in situs in other less demanding

model systems will be met with equal or more success.
More importantly, these results suggest that QDs could be
introduced as alternative fluorophores in other fluorescent in
situ hybridization assays where their spectral properties can
offer significant advantages. Overall, our results demonstrate
that QD in situs are a viable alternative to current ISH
protocols, and they expand the uses of QDs in biology.
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