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A method of rapidly demarcating the critical commutation failure (CF) region of a multi-infeed high-voltage direct-current
(HVDC) system is proposed. Based on the nodal impedance matrix and nodal voltage interaction factor, for different AC fault
conditions—both balanced and unbalanced—a method of calculating the extinction angles of converters in multi-infeed HVDC
systems is deduced in detail. First, the extinction angles of convertor stations under single-phase, double-phase, and three-phase
ground faults and line-to-line faults occurring at any bus in an AC system are calculated.)eminimum extinction angle serves as a
CF criterion. If the calculated extinction angle for a certain bus is smaller than the minimum extinction angle, then a fault at that
bus will cause CF of the HVDC system and put that bus into a failed bus set. )e critical failure impedance boundaries of the
topology diagram can therefore be demarcated by examining every bus in the AC system. )e validity and accuracy of the
proposed index and themethod were verified by calculation results based on the three-infeedHVDC systemmodel of the IEEE 39-
bus system. Finally, the critical failure impedance boundary was demarcated in the IEEE 118-bus system to demonstrate the
application in a wider range of systems.

1. Introduction

In multi-infeed high-voltage direct-current (HVDC) sys-
tems, an AC system failure may cause commutation failure
(CF) at the convertor station near a fault location or even CF
of the multi-DC transmission lines at the same time or in
succession [1–3]. If the commutation function is not re-
covered quickly, the secure and stable operation of the power
grid will be threatened, and a wide-range power outage
might occur as a consequence [4, 5]. However, not all AC
system faults can trigger the CF of a DC system [6]. In light
of the rapid construction and deployment of DC trans-
mission systems, it is important to establish an accurate, fast
scheme for detecting CF and reducing or avoiding simul-
taneous CFs in multi-DC transmission systems.

A great deal of research and operational experience have
proved that when there is a fault in the AC system, a decrease
in the extinction angle of the inverter is the primary cause of
CF of the converter valve group [5, 7–9]. Based on the
minimum extinction criteria, the simulation attempts in [10]

indicate that a weaker AC system in the receiving grid of a
multi-infeed HVDC system aggravates the commutation
performance of inverters because of the AC system faults
cause a larger voltage magnitude reduction at inverter
commutating buses. Son and Kim [11] proposed an im-
proved algorithm that mitigates CF by considering the re-
sults of previous studies as well as the control characteristics
of HVDC systems. Xiao et al. [12] proposed a weak coupling
multi-infeed interaction factor to provide insight into how
interinverter interactions influence concurrent CF behav-
iors. However, the study of AC systems is not enough. An
analytical method based on critical multi-infeed interaction
factors was put forward for detecting concurrent CFs
quickly.

)is work derives a mathematical equation to calculate
the extinction angle of the inverter at the moment of an AC
system fault by exploring the relationship between the ex-
tinction angle and the nodal impedance matrix. Using the
critical extinction angle as a criterion, the critical fault
impedance boundary of a multi-infeed DC system could be
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identified on the topological graph of a network structure
when a three-phase short-circuit ground fault or a single-
phase short-circuit ground fault occurs on an AC system. A
short-circuit fault at the node lying within the critical fault
impedance boundary is more likely to cause CF of a DC
system, whereas a fault at the node outside the boundary will
not cause CF. )e proposed method can quickly identify the
critical fault impedance boundary and therefore graphically
identify the AC system area where faults can cause CF.

2. Commutation Failure Mechanism

)e typical six-bridge-arm convector circuit is an example.
When commutation between two bridge arms occurs, if the
valve simply stops operating, the conduction fails to restore
the interdicting ability during a period. Or, if the com-
mutation process fails to complete during the inverse voltage
period, conduction occurs again when the voltage added on
the valve is positive. )ese incidents are called CF. )e
probability of CF on the inverter side is much larger than on
the rectifier side, where CF happens only when a trigger
circuit has a fault [13]. )erefore, research efforts on
detecting CF usually focus on the inverter.

In a multi-infeed AC/DC system, an AC system dis-
turbance is the main cause of CF [14, 15]. If only AC system
faults are considered, a converter bus (CB) voltage drop is
the major cause of CF because the extinction angle is smaller
than the inherent limit extinction angle of the valve.

)e commutation voltage-time area—commutation area
for short—is defined as the area surrounded by the line-to-
line voltage of the converter bus and timer shaft during the
commutation period. Figure 1 is a schematic diagram of the
commutation process. )e converter needs a certain com-
mutation area A to complete the commutation process.
When an AC system fault occurs, along with a decrease in
UL, A will also increase accordingly. For the actual HVDC
power transmission system, even if it is assumed that the DC
current is constant and A remains unchanged under a
constant current controller and smoothing reactor, the
commutation area inside the original commutation interval
will decrease because of the decline of the commutating
voltage and the leading phase. )erefore, to meet the
commutation demand, it is necessary that t1, the zero hours
of commutation, be advanced and t2, the end moment of
commutation, be delayed, which will cause a decrease in the
turn-off angle. Hence, at the moment of the AC fault, the
inverter extinction angle decreases, along with a decline in
the commutation voltage; CF occurs when the extinction
angle becomes smaller than the critical extinction angle.

According to the information derived from the litera-
ture, the commutation area A could be calculated as follows
[16]:

Amin � 
π

π−cmin

�
2

√
kUL sin(θ)dθ, (1)

where k is the transformer tap ratio, cmin is the minimum
extinction angle of the converter, UL is the RMS value of the
line-to-line voltage of the CB, and θ is the angle of the CB
voltage.

From equation (1), it can be concluded that

Amin �
�
2

√
kUL 1 − cos cmin( . (2)

)e minimum extinction angle of the converter can be
calculated as follows:

cmin � arccos 1 −
Amin�
2

√
kUL

 . (3)

)e deionized response time of the high-power thyristor
is around 400 μs. If series element error is considered, the
corresponding extinction angle cmin � 10°. In the following
sections, it is used as the reference value.

At the moment of an AC system fault, CB voltage drops,
and the adjustment of the transformer ratio and the action of
the DC system controller need a certain response time.
)erefore, at the moment of the fault, the advance firing
angle and ratio remain unchanged; the extinction angle
decreases, along with a stepping down of the CB voltage. CF
occurs when the extinction angle is smaller than the inherent
limit extinction angle of the valve.

To illustrate the CF mechanism, the CIGRE HVDC
standard model with a 12-pulse converter was analyzed
using the electromagnetic transient analysis software
PSCAD. )e short-circuit ratios at the rectifier side and the
inverter side were both set at 2.5. At t� 1 s, a three-phase
short-circuit ground fault occurred in the inverter CB,
lasting 50ms. )e results of the simulation are shown in
Figure 2.

From Figure 2, it can be concluded that when a three-
phase short-circuit fault occurs in an AC system near the CB,
the DC voltage drops significantly and DC current increases
instantaneously. Similarly, when an unbalanced fault occurs
in an AC system, the voltage variation of the CB could lead to
CF.

3. Commutation Failure Criterion

3.1. 'ree-Phase Short-Circuit Fault Commutation Failure
Criterion. Multi-infeed interaction factor (MIIF) is an in-
dicator of the strength of an interaction between converter
stations in a multi-infeed HVDC transmission system
[17, 18]. )e multi-infeed interaction factor MIIFij is defined
by (4) and is essentially the voltage drop ratio at bus i

π

u

t
t1

t*
1 t*

2

γ*

γ

βf

β*f

t2

Figure 1: Commutation voltage-time area.

2 Mathematical Problems in Engineering



following a 1% voltage reduction at the ac busbar of con-
verter j caused by a three-phase balanced inductive fault:

MIIFij �
ΔUi

1%Uj0
�

Zij

Zjj




, (4)

whereUj0 is the RMS value of the line-to-line voltage of bus j
before the fault and ΔUj is the voltage drop of the line-to-line
voltage of bus j.

Similar to the definition of MIIF, the voltage interaction
factor (VIF), VIFij, is defined as the voltage change rate of CB
i following a 1% voltage reduction at the bus j of the ac
system caused by a three-phase balanced inductive fault:

VIFij �
ΔUj

1%Ui0
�

Zij

Zii




, (5)

where Zii is the auto-impedance of bus i, Zij is the mutual
impedance between CB i and bus j, andUi0 and ΔUj have the
same meaning as in (4).

When three-phase to ground metallic short-circuit fault
occurs at CB i, bus voltage Ui0 drops to 0, and the voltage
drop of CB i is

ΔUi � VIFijUj0
UiN

UjN

, (6)

where UiN and UjN are the rated voltages of CB i and bus j,
respectively.

)us, the voltage of CB i is

Ui � Ui0 − ΔUi � Ui0 − VIFijUj0
UiN

UjN

. (7)

When the system is symmetric, the inverter extinction
angle can be expressed as follows [19]:

ci � arccos
�
2

√
kiIdXLi

UL

+ cos β , (8)

where Id is the DC current and β is the advance trigger angle.
Substitute (7) into (8), the extinction angle of inverter i

can be expressed as

ci � arccos
�
2

√
kiIdXLi

Ui0 − Zij/Zii Uj0 UiN/UjN 
+ cos β⎛⎝ ⎞⎠. (9)

When three-phase to ground metallic short-circuit fault
happens at AC bus j, CF will happen at the converter which
is connected with CB i when cj≤ cmin. )is serves as a
criterion of CF in detecting the three-phase short-circuit
fault.

3.2. Unbalanced Short-Circuit Fault Commutation Failure
Criterion. When unbalanced faults occur in the AC system,
the voltage drop and phase shift of CB are related to the
electrical distance of the fault location. To verify the CF
criterion of an unbalanced fault, the vector of each phase
voltage should be calculated, respectively. )en, the line-to-
line voltage which is corresponding to different commuta-
tion processes is calculated. Unbalanced short-circuit faults
include single line-to-ground fault, double line-to-ground
fault, line-to-line fault, etc. In this section, the CF criterion
under different kinds of faults’ conditions will be introduced
in detail.

When unbalanced short-circuit fault happens at bus j,
the voltages of CB i can be formulated as

_Ui(1) � _Ui0 − _Ij(1)Zij(1),

_Ui(2) � − _Ij(2)Zij(2),

_Ui(0) � − _Ij(0)Zij(0),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

where Ui0 is the initial voltages of CB i, Ui(1), Ui(2), and Ui(0)
are the positive-sequence, negative-sequence, and zero-se-
quence voltage components, respectively, Ij(1), Ij(2), and Ij(0)
are the three sequences short-circuit currents, and Zij(1),
Zij(2), and Zij(0) are the three sequence mutual impedances of
converter CB i and bus j, respectively.

According to the symmetrical component method, the
three-phase voltage of CB i can be derived as

_Uia � _Ui(1) + _Ui(2) + _Ui(0),

_Uib � α2 _Ui(1) + α _Ui(2) + _Ui(0),

_Uic � α _Ui(1) + α2 _Ui(2) + _Ui(0).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(11)

3.2.1. Single Line-to-Ground Fault. When a single line-to-
ground fault occurs on phase A of bus j, the fault conditions
can be written as

_Ij(1) � _Ij(2) � _Ij(0) �
Uj0

Zjj(1) + Zjj(2) + Zjj(0)

, (12)
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Figure 2: Simulation waveform of three-phase short-circuit
ground fault.
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where Zjj(1), Zjj(2), and Zjj(0) are the impedances of the three
sequences of bus j, respectively.

Substitute (12) into (10) and (11), the voltage variations
of phase A at CB i is

ΔUia �
Zij(1) + Zij(2) + Zij(0)

Zjj(1) + Zjj(2) + Zjj(0)

· _Uj0




. (13)

As shown in Figure 3, after a single line-to-ground fault
happens, the phase voltage of phase B and phase C remains
unchanged. According to the triangle relation, the line-to-
line voltage between phase A and B and phase A and C is

Uab
′ � Uca
′ �

��������������

3 − 3ΔUa + ΔU2
a



. (14)

)erefore, the zero-crossing phase shift of the com-
mutating voltage can be formulated as

ϕ � arctan
ΔUa�

3
√

2 − ΔUa( 
. (15)

At the moment of the fault, the converter transformer
ratio remains unchanged; thus, the percentage of

commutation voltage drop and that of voltage drop at the CB
are the same. )erefore, the extinction angle of each con-
verter valve at the moment of phase A to ground short-
circuit is

ciV1,V4 � arccos
�
2

√
kIdXLi��������������

3 − 3ΔUa + ΔU2
a



UL/
�
3

√ + cos β⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ − arctan
ΔUa�

3
√

2 − ΔUa( 
,

ciV2,V5 � arccos
�
2

√
kIdXLi��������������

3 − 3ΔUa + ΔU2
a



UL/
�
3

√ + cos β⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ + arctan
ΔUa�

3
√

2 − ΔUa( 
,

ciV3,V6 � arccos
�
2

√
kIdXLi

UL

+ cos β .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

According to (16), when single-phase to ground short-
circuit fault happens, the corresponding converter extinc-
tion angle ci reaches the minimum value. When the cor-
responding converter extinction angle ci≤ cmin, CF will
happen at the converter station of DC i.

3.2.2. Double Line-to-Ground Fault and Line-to-Line Fault.
)e fault conditions for a double line-to-ground fault oc-
curring on phase A and B of bus j can be written as

_Ij(1) �
_Uj|0|

Zjj(1) + Zjj(2)Zjj(0) / Zjj(2) + Zjj(0)  
,

_Ij(2) � − _Ij(1)

Zjj(0)

Zjj(2) + Zjj(0)

,

_Ij(0) � − _Ij(1)

Zjj(2)

Zjj(2) + Zjj(0)

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

Equation (17) can be reduced as

_Ij(1) �
Zjj(2) + Zjj(0)

k
_Uj|0|,

_Ij(2) �
Zjj(0)

k
_Uj|0|,

_Ij(0) �
Zjj(2)

k
_Uj|0|,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

where k�Zjj(1)Zjj(2) +Zjj(1)Zjj(0) +Zjj(2)Zjj(0).
As shown in Figure 4, the phase voltage of phase C

remains unchanged after double line-to-ground fault hap-
pens; the drop voltages and angle changing of phase A are
equal to phase B. Substitute (18) into (10) and (11), the
voltage variations of phase A at CB i are

ΔUia �
Zjj(0) Zij(2) − Zij(1)  + Zjj(2) Zij(0) − Zij(1)   · _Uj0

k




.

(19)
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Figure 3: AC voltage of converter bus after a single line-to-ground
fault.
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According to the peculiarity of the parallel triangle, after
double line-to-ground fault, the line-to-line voltage between
phase A and phase B is

Uab
′ �

�
3

√
1 − ΔUa( . (20)

Furthermore, it can be concluded from Figure 4 that the
angle of Uab

′ is not changed and the relationship of size
between each line-to-line voltages is

Uca
′ � Ubc
′ >Uab
′ . (21)

Accordingly, the extinction angle cV1,V4 which is related
to Uab
′ is smaller than the others. To reduce workload and

improve the efficiency of calculation, only the line-to-line
voltage between phaseA and phase Bwill be calculated when
the double line-to-ground fault happened. Substitute
equations (19) and (20) into (6), the extinction angle cV1,V4
after double line-to-ground fault can be formulated as

ciV1,V4 � arccos
�
2

√
kiIdXLi�

3
√

1 − ΔUa( 
+ cos β . (22)

)e fault conditions for a line-to-line fault occurring on
phase A and B can be represented as

_Ij(1) � − _Ij(2) �
_Uj|0|

Zjj(1) + Zjj(2)

. (23)

Like single line-to-ground fault and double line-to-
ground fault, substituting equation (17) into (10) and (11),
the voltage variations of phase A and phase B of CB i by line-
to-line fault can be formulated as

ΔUia � ΔUib �
Zij(1) + Zij(2)

Zjj(1) + Zjj(2)

· _Uj0




. (24)

When the line-to-line fault occurs in the AC system, the
relationship of voltage phasor of CB is a similarity to the
phasor which has occurred after double line-to-ground fault,
as shown in Figure 4. Using the same process as in Section
3.2.2, the line-to-line voltage between phase A and phase B
can be formulated as equation (20), and the extinction angle
can also be formulated by an equation.

When the double line-to-line fault or line-to-line fault
occurs at bus j, the extinction angle cV1,V4 of the corre-
sponding converter at CB i can be calculated by equations
(19), (20), (22), and (24). CF will happen at the converter
which is connected with CB i while cj≤ cmin. )is serves as a
criterion of CF in detecting the line-to-line fault.

4. The Demarcation of the Critical Failure
Impedance Boundaries

In a multi-infeed HVDC system which contains n buses and
k HVDC systems, given static models of generators,
transmission lines, transformers, loads, and HVDC systems,
the steps of demarcating the critical failure impedance
boundaries are as follows:

(1) Solve AC/DC network load flow and calculate the
voltage of each bus.

(2) Create the impedance matrix of the system.
(3) Calculate extinction angles c (c1, c2, . . ., ck) of every

converter of the multi-infeed HVDC system in dif-
ferent fault conditions. After the three-phase short-
circuit fault occurs on bus Bi, the extinction angles
could be calculated by equation 7. To improve the
computational efficiency, when the unbalanced fault
happened on bus Bi, only cV1,V4 (c1V1,V4, c2V1,V4, . . .,
cmV1,V4) which is corresponding to the fault phase
should be calculated. When single line-to-ground
fault happened, cmV1,V4 could be calculated by
equations (14)–(16). When double line-to-ground
fault happened, cmV1,V4 could be calculated by
equations (19)–(22). When a line-to-line fault hap-
pened, cmV1,V4 could be calculated by equations (20),
(22), and (24).

(4) Form the bus sets based on the criterion cij≤ cmin
which detects the CF.)e bus sets are defined in (25)
as follows:

BTfail−i � B1, B2, · · · , Bk , ci ≤ cmin,

BSfail−i � B1, B2, · · · , Bk , ciV1,V4 ≤ cmin,

BDf ail−i � B1, B2, · · · , Bk , ciV1,V4 ≤ cmin,

BLfail−i � B1, B2, · · · , Bk , ciV1,V4 ≤ cmin.

(25)

BTfail-i is the three-phase short-circuit fault bus set;
when three-phase short-circuit fault occurs on any
bus which is included in this bus set, it may cause the
CF fault of DC converter station i. BSfail-i is the single
line-to-ground fault bus set when a single line-to-
ground fault occurs on any bus which is included in
this bus set, it may cause the CF of DC converter
station i. BDfail-i is the double line-to-ground fault
bus set when a double line-to-ground fault occurs on
any bus which is included in this bus set, it may cause
the CF of DC converter station i. BLfail-i is the line-to-
line fault bus set when a line-to-line fault occurs on
any bus which is included in this bus set, it may cause
the CF of DC converter station i.
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Figure 4: AC voltage of CB after double line-to-ground fault.
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(5) Draw the corresponding critical failure impedance
boundaries and define the communication failure
area according to the bus sets in step (4) on the
system topological graph.)e area within the critical
failure impedance boundary is defined as the cor-
responding critical failure impedance area. If a three-
phase metallic short-circuit fault or single line-to-
ground phase to Earth fault occurs in the buses
located at the critical failure impedance area, it will
lead to the CF of the corresponding DC system. On
the contrary, if the fault occurs in the buses located
outside the area, it will not lead to the CF of the
corresponding DC system.

)e detailed process of demarcating the critical failure
impedance boundaries is shown in Figure 5.

Figure 6 shows the critical failure impedance boundaries
of the three-infeed HVDC system. Short-circuit fault that
occurs in the buses in the areas of B1, B2, and B3 will lead to
the CF of the DC subsystem 1, 2, and 3, respectively. If the
fault occurs in the area of B12, which is the intersection of B1
and B2, CF of the DC subsystem1 and DC subsystem 2 will
happen at the same time.)erefore, this area is defined as the
area where two DC systems have CFs. Similarly, B13 is the
area where short-circuit fault on buses in that area will lead
to CFs of DC subsystem 1 and 3 simultaneously, and B23 is
the area where short-circuit fault on buses in that area will
lead to CFs of DC subsystem 2 and 3 simultaneously. B123 is
the intersection of B1, B2, and B3. Fault happens on buses
within that area will lead to CFs of DC subsystem 1, 2, and 3
simultaneously. On the contrary, fault that occurs outside all
these above areas will not lead to CF in any DC subsystem.

Compared with the common method which detects the
CF utilizing electromagnetic simulation software, the pro-
posed method uses the minimum extinction angle as the
criterion and identifies critical impedance area quickly and
accurately through a simple calculation. )e identified
critical impedance area provides a clear and direct per-
spective to the system operators of the area where faults will
be critical to DC CF of the DC system. Moreover, it will
provide valuable information for system planning and
protection design.

5. Case Studies

In this section, the proposed method of detecting CFs’
critical impedance boundaries is validated on the IEEE 39-
bus and 118-bus test systems. Based on the CIGRE HVDC
standard model, the quasi-steady-state model is adopted in
the multi-infeed DC system.

5.1. Study of IEEE 39-Bus Test System. )ree-infeed HVDC
systems are established in the IEEE 39-bus test system;
parameters of the three HVDC systems are listed in Table 1.

Following the steps in Section 4, the extinction angles of
the three-infeed HVDC system in different fault conditions
are calculated by substituting the above parameters of the
three-infeed HVDC system into formulas (9), (16), and (22).

)e detailed calculations of the extinction angle are given in
Table 2.

While the calculated extinction angle is less than cmin,
the corresponding bus is highlighted in Table 2. Put these
buses into fault bus sets of different fault type. Take HVDC 1
as example, its three-phase short-circuit fault bus set BTfail-1
contains 33 buses, the single line-to-ground fault bus set
BSfail-1 contains 12 buses, the double line-to-ground fault bus
set BDfail-1 contains 28 buses, and the line-to-line fault bus set
BLfail-1 contains 14 buses. )e result is consistent with the
severity of bus fault. When three-phase short-circuit fault
happens, the voltage drop of CB is largest in four fault
conditions. )e second largest voltage drop occurs when
double line-to-ground fault happens. However, for single
line-to-ground fault and line-to-line fault, the number of
fault bus set cannot be directly compared and needs to be
calculated based on the method proposed in this paper. For
example, the number of BSfail-1 is less than the number of
BLfail-1, but the number of BSfail-3 is greater than the number
of BLfail-3.

)en, demarcate the critical failure impedance bound-
aries of the three-infeed HVDC system in different fault
conditions based on these fault bus sets. )e detailed results
are shown in Figure 7.

As shown in Figure 7, some buses are included in the
overlap region of different critical failure impedance
boundaries. When the corresponding fault occurs on these
buses, it may cause CF in more than one HVDC system.
Some buses are included in the nonoverlap region.When the
corresponding fault occurs on these buses, it may cause CF
in only one HVDC system. )erefore, the effectiveness of
critical failure impedance boundaries can be verified by
conducting different types of faults simulation of the buses in
the overlap region and some other buses in the nonoverlap
region. )e three-phase short-circuit fault simulation is
conducted on bus 9 and bus 24, the single line-to-ground
fault simulation is conducted on bus 5 and bus 15, the double
line-to-ground fault simulation is conducted on bus 14 and
bus 20, and line-to-line fault simulation is conducted on bus
3 and bus 27.

Case 1. t� 0.5 s; a three-phase short-circuit ground fault
occurs on bus 24 and lasts 0.1 s. )e simulation result is
shown in Figure 8.

Case 2. t� 0.5 s; a three-phase short-circuit ground fault
occurs on bus 9 and lasts 0.1 s.)e simulation result is shown
in Figure 9.

In Table 2, c1,24 � 9.14°, c2,24 � 9.06°, and c3,24 � 9.23°, and
they are all less than cmin. According to the calculation
results, when three-phase short-circuit fault is applied at bus
24, CF fault will occur on three HVDC systems at the same
time, the three inverters will be blocked, and their DC power
drops to 0MW. )e calculation results are the same as the
simulated waveforms shown in Figure 8. In Table 2,
c1,9 �11.17°, c2,9 �11.24°, and c3,9 � 7.63°, and they are all less
than cmin. According to the calculation results, when three-
phase short-circuit fault is applied at bus 9, the DC powers of
HVDC 1 and HVDC 2 drop slightly and CF only occurs on
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HVDC 3. )e calculation results are the same as the sim-
ulated waveforms shown in Figure 9. )us, the results of the
dynamic simulation are consistent with the results of critical
impedance boundaries for three-phase short-circuits’
ground fault proposed in this paper.

Case 3. t� 0.5 s; a single line-to-ground fault occurs on bus
15 and lasts 0.1 s.)e simulation result is shown in Figure 10.

Case 4. t� 0.5 s; a single line-to-ground fault occurs on bus 5
and lasts 0.1 s. )e simulation result is shown in Figure 11.

In Table 2, c1,15 � 9.40°, c2,15 � 8.61°, and c3,15 � 9.72°, and
they are all less than cmin. According to the calculation
results, when a single line-to-ground fault is applied at bus
15, CF fault will occur on three HVDC systems at the same
time, the three inverters will be blocked, and their DC
powers drop to 0MW.)e calculation results are the same as
the simulation waveforms which are shown in Figure 10. In
Table 2, c1,5 �12.96°, c2,5 �11.45°, and c3,5 � 8.70°, and only
c3,5 is less than cmin. According to the calculation results,
when a single line-to-ground fault is applied at bus 5, the DC
powers of HVDC 1 and HVDC 2 drop slightly and CF only
occurs on HVDC 3. )e calculation results are the same as
the simulation waveforms which are shown in Figure 11.
)erefore, the results of the dynamic simulation are con-
sistent with the results of critical impedance boundaries for
single line-to-ground fault proposed in this paper.
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Figure 5: Flowchart of delimiting critical failure impedance boundaries of the multi-infeed HVDC system.
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Figure 6: Critical failure impedance boundaries of the three-infeed
HVDC system.
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Case 5. t� 0.5 s; a double line-to-ground fault occurs on bus
14 and lasts 0.1 s.)e simulation result is shown in Figure 12.

Case 6. t� 0.5 s; a double line-to-ground fault occurs on bus
20 and lasts 0.1 s.)e simulation result is shown in Figure 13.

In Table 2, c1,14 � 8.94°, c2,14 � 8.96°, and c3,14 � 8.28°, and
they are all less than cmin. According to the calculation
results, when a double line-to-ground fault is applied at bus

14, CF fault will occur on three HVDC systems at the same
time, the three inverters will be blocked, and their DC
powers drop to 0MW.)e calculation results are the same as
the simulation waveforms which are shown in Figure 12. In
Table 2, c1,20 � 9.24°, c2,20 � 9.30°, and c3,20 �12.14°, and only
c1,20 and c2,20 are less than cmin. According to the calculation
results, when a double line-to-ground fault is applied at bus
20, the DC powers of HVDC 3 drop slightly and CF only

Table 1: Parameter of the three-infeed HVDC system.

Subsystem Rectifier bus Inverter bus Control mode PDC (MW) VDC (kV) RDC (Ω) XL (%) β K
HVDC 1 Bus 25 Bus 18 Constant-power 200 500 7.854 15 38.4° 1.0
HVDC 2 Bus 29 Bus 17 Constant-power 200 500 7.854 15 38.4° 1.0
HVDC 3 Bus 36 Bus 13 Constant-power 200 500 7.854 15 38.4° 1.0

Table 2: Extinction angles of the three-infeed HVDC system in different faults.

Bus
number

)ree-phase short-circuit
fault Single line-to-ground fault Double line-to-ground fault Line-to-line fault

HVDC 1 HVDC 2 HVDC 3 HVDC 1 HVDC 2 HVDC 3 HVDC 1 HVDC 2 HVDC 3 HVDC 1 HVDC 2 HVDC 3
1 12.40 12.46 12.24 15.99 15.93 15.36 18.76 18.65 16.00 16.80 16.74 16.80
2 8.36 8.44 8.48 8.68 8.40 8.55 14.01 12.09 9.17 7.78 7.69 16.91
3 7.92 8.10 8.11 9.06 9.74 9.48 8.84 8.94 8.98 8.04 7.90 9.72
4 8.50 8.56 7.87 9.03 8.43 4.42 8.96 9.03 8.51 7.71 7.65 7.94
5 8.98 9.01 8.28 12.96 11.45 8.70 9.09 9.19 8.17 7.50 17.45 8.13
6 9.05 9.07 8.33 10.77 16.31 8.88 9.10 9.20 8.08 17.47 17.42 8.08
7 9.21 9.23 8.74 12.90 11.28 9.69 9.21 9.32 7.79 17.30 17.25 8.09
8 9.23 9.25 8.82 14.63 12.99 8.48 9.25 9.40 7.93 17.34 17.29 7.86
9 11.17 11.24 7.63 15.98 15.49 11.95 12.79 12.71 12.28 16.69 16.64 9.88
10 9.22 9.23 7.85 16.16 15.07 9.15 8.99 9.08 7.45 17.37 17.33 17.00
11 9.22 9.23 8.22 16.56 15.34 9.29 9.03 9.13 7.59 17.38 17.34 8.22
12 7.34 7.39 5.09 14.53 14.08 16.39 9.12 9.09 9.83 16.34 16.31 8.15
13 9.20 9.21 7.33 17.09 17.16 5.41 8.96 9.03 7.47 17.41 17.38 7.01
14 8.71 8.72 7.77 7.36 6.86 8.43 8.94 8.96 8.28 7.63 7.61 8.35
15 8.72 8.64 8.66 9.40 8.61 9.72 8.73 8.62 8.67 7.69 7.75 8.22
16 8.34 8.16 8.51 5.68 8.71 8.05 8.73 8.61 8.94 7.89 7.99 7.81
17 7.85 7.53 8.31 8.93 5.41 12.68 8.72 8.60 9.06 8.12 8.26 7.82
18 7.52 8.00 8.41 5.41 9.93 7.99 8.52 8.69 9.03 8.27 8.02 7.85
19 7.56 7.35 7.76 15.21 11.11 16.41 9.43 9.60 9.21 16.84 6.92 7.80
20 6.66 6.46 11.77 13.09 13.71 14.29 9.24 9.30 12.14 15.80 15.85 16.78
21 8.53 8.38 8.69 12.06 6.26 16.03 10.00 10.20 9.39 7.32 7.40 15.75
22 17.77 17.56 7.96 17.83 13.77 13.24 9.47 9.69 9.19 16.97 7.05 17.25
23 7.60 7.39 7.80 13.04 18.24 16.98 9.41 9.58 9.17 16.88 16.96 16.91
24 9.14 9.06 9.23 5.73 9.37 9.26 8.42 8.19 8.82 7.61 7.70 16.82
25 8.62 8.66 8.75 6.54 6.90 7.02 9.01 9.08 9.23 7.60 17.54 7.54
26 9.04 9.00 9.17 7.33 7.92 6.98 9.03 8.94 17.56 7.53 7.56 17.52
27 8.83 8.74 9.04 8.60 7.45 9.49 8.79 8.64 10.45 7.68 7.75 12.14
28 17.19 7.12 17.49 13.86 13.27 13.80 17.04 18.07 16.85 16.11 16.13 17.48
29 7.09 7.02 17.38 13.61 13.94 13.92 15.04 11.07 16.86 16.02 16.04 16.00
30 8.14 8.23 18.25 16.03 15.84 15.21 9.22 9.09 16.99 16.68 16.61 15.91
31 7.21 7.28 5.83 13.93 13.70 9.19 13.09 9.06 9.48 15.75 15.72 16.63
32 7.33 7.38 5.08 13.42 13.16 7.35 14.12 9.09 9.75 15.94 15.91 6.15
33 6.69 6.49 16.81 12.12 12.67 12.42 9.23 9.30 13.14 15.73 15.79 6.54
34 6.15 5.99 16.17 12.07 12.61 12.37 9.17 9.21 12.12 14.63 14.66 15.68
35 16.87 6.67 17.01 13.13 13.08 13.91 15.24 12.31 15.13 16.06 16.12 14.60
36 6.38 6.21 16.45 12.96 12.05 12.84 15.18 17.22 15.11 15.33 15.38 16.01
37 7.48 7.55 17.63 14.26 14.56 14.06 14.13 18.10 16.98 16.22 16.18 15.29
38 16.60 6.54 16.83 12.69 12.79 12.17 12.05 17.08 16.93 15.09 15.10 16.16
39 8.03 8.11 17.66 15.64 15.17 16.03 13.80 16.72 18.09 16.61 16.56 15.01
Total 33 36 27 12 13 20 28 28 24 14 14 19
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Figure 7: Critical failure impedance boundaries of the IEEE 39-bus test system. (a))ree-phase short-circuit fault boundary. (b) Single line-
to-ground fault boundary. (c) Double line-to-ground fault boundary. (d) Line-to-line fault boundary.
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Figure 8: Simulation waveform of fault at bus 24. (a) CB voltage. (b) DC power.

Mathematical Problems in Engineering 9



CB
 V

ol
ta

ge
 (p

.u
.)

0.8

0.85

0.9

0.95

1

1.05

1.1

CB1
CB2
CB3

0.5 1 1.5 2 2.5 30
Time (s)

(a)

D
C 

Po
w

er
 (p

.u
.)

0

0.25

0.5

0.75

1

1.25

1.5

HVDC1
HVDC2
HVDC3

0.5 1 1.5 2 2.5 30
Time (s)

(b)

Figure 9: Simulation waveform of fault at bus 9. (a) CB voltage. (b) DC power.
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Figure 10: Simulation waveform of fault at bus 15. (a) CB voltage. (b) DC power.
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Figure 11: Simulation waveform of fault at bus 5. (a) CB voltage; (b) DC power.

10 Mathematical Problems in Engineering



occurs on HVDC 1 and HVDC 2.)e calculation results are
the same as the simulation waveforms which are shown in
Figure 13. )erefore, the results of the dynamic simulation
are consistent with the results of critical impedance
boundaries for double line-to-ground fault proposed in this
paper.

Case 7. t� 0.5 s; a line-to-line fault occurs on Bus 3 and lasts
0.1 s. )e simulation result is shown in Figure 14.

Case 8. t� 0.5 s; a line-to-line fault occurs on bus 27 and
lasts 0.1 s. )e simulation result is shown in Figure 15.

In Table 2, c1,3 � 8.04°, c2,3 � 7.90°, and c3,3 � 9.72°, and
they are all less than cmin. According to the calculation
results, when a line-to-line fault is applied at bus 3, CF fault
will occur on three HVDC systems at the same time, the
three inverters will be blocked, and their DC powers drop to
0MW.)e calculation results are the same as the simulation
waveforms which are shown in Figure 14. In Table 2,
c1,27 � 7.68°, c2,27 � 7.75°, and c3,27 �12.14°, and they are all
less than cmin. According to the calculation results, when a
line-to-line fault is applied at bus 27, the DC powers of

HVDC 1 and HVDC 2 drop slightly and CF only occurs on
HVDC 3. )e calculation results are the same as the sim-
ulation waveforms which are shown in Figure 15. )erefore,
the results of the dynamic simulation are consistent with the
results of critical impedance boundaries for line-to-line fault
proposed in this paper.

From what has been discussed above, the result of PSS/E
dynamic simulation is consistent with the result of the
proposed method, which verifies the effectiveness and ac-
curacy of the method proposed in this paper. )e critical
failure impedance boundaries cannot only detect CF of a
single HVDC system but also detect simultaneous CFs of
multi-infeed HVDC systems. )e calculation result is not
limited by the location of the converter bus, the scale of the
AC system, the capacity of the HVDC system, and the
number of the multi-infeed HVDC system.

5.2. IEEE 118-Bus Test System. )ree-infeed HVDC systems
are established in the IEEE 118-bus test system, and pa-
rameters of the three HVDC systems are listed in Table 3.

)e critical impedance boundaries of the three-infeed
HVDC systems in different fault conditions are demarcated
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Figure 12: Simulation waveform of fault at bus 14. (a) CB voltage; (b) DC power.
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Figure 13: Simulation waveform of fault at bus 20. (a) CB voltage. (b) DC power.
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by the method which is proposed in this paper. )e results
are shown in Figure 16.

)e corresponding critical failure areas which will cause
CF in different HVDC systems are clearly shown in Figure 8.
)e application of the method which is proposed in this
paper is demonstrated in a large-scale system. For a large-
scale system, a vast workload would be used to set up an
electromagnetic transient simulation system by the tradi-
tional method and cost a lot of time and much work to
simulate them. However, only detailed parameters of the
AC/DC system are required, and the method which is

proposed in this paper could demarcate the critical failure
impedance boundaries of the large-scale system more effi-
ciently. )is method is not limited by the scale of the AC
system, and the calculation can cover all the systems.

In a practical power grid, the dispatch department of the
power grid can make corresponding security strategy
according to critical failure impedance boundaries, and the
operation department should strengthen the inspection and
detection of buses in critical failure areas. )is method can
also be applied in the preliminary planning of the power
grid.
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Figure 14: Simulation waveform of fault at bus 3. (a) CB voltage. (b) DC power.
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Figure 15: Simulation waveform of fault at bus 27. (a) CB voltage. (b) DC power.

Table 3: Parameters of the three-infeed HVDC system.

Subsystem Rectifier bus Inverter bus Control mode PDC (MW) VDC (kV) RDC (Ω) XL (%) β (°)
HVDC 1 Bus 77 Bus 41 Constant-power 800 525 8.20 15 36.8
HVDC 2 Bus 25 Bus 47 Constant-power 800 525 8.20 15 36.8
HVDC 3 Bus 65 Bus 54 Constant-power 800 525 8.20 15 36.8
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6. Conclusions

)is paper proposes a method to detect the CF of multi-
infeed HVDC systems based on the critical failure imped-
ance boundary. Using the criterion of the critical extinction
angle, the proposed method can identify the critical failure
impedance boundary where different kinds of faults are
possible to cause the CF of the muti-infeed HVDC system.

Based on theoretical analysis and simulation results, it is
concluded that (1) the critical failure impedance boundary
increases with the decrease of the intensity of the AC system
which is linked to the HVDC system. (2) When the im-
pedance of the interconnected DC system remains constant,
the change of system intensity affects the critical fault im-
pedance boundary of the local HVDC subsystem signifi-
cantly, while it casts little impact on other DC subsystems.
(3) Compared with the actual power grid operation, the
method presented in this paper is a programmatic

calculation method, and the results are more rigorous. )e
calculated boundaries of commutation failures will be larger
than the actual boundaries.

)e proposed method using a critical failure impedance
boundary to detect CF of a multi-infeed HVDC system can
detect the AC system area where faults could cause the
commutating failure of the DC system. It directly reflects the
mutual effects between AC and DC systems on the system
topology diagram and has the potential of being widely used
in power system planning and operation.

Nomenclature (abbreviations)

HVDC: High-voltage direct-current
CF: Commutation failure
CB: Converter bus
MIIF: Multi-infeed interaction factor
VIF: Voltage interaction factor
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Figure 16: Critical failure impedance boundaries of the IEEE 118-bus test system. (a) )ree-phase short-circuit fault boundary. (b) Single
line-to-ground fault boundary. (c) Double line-to-ground fault boundary. (d) Line-to-line fault boundary.
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Variables
A: Commutation area
k: Transformer tap ratio
UL: Voltage magnitude of converter buses
θ: Voltage angle of converter buses
c: Extinction angle of the converter
Id: DC current
β: Advance trigger angle of the converter
Z: Impedance
ΔU: Voltage drop of AC buses
v: Zero-crossing phase shift of the commutating voltage
U′: Line-to-line voltage between two phases
_U: Voltage phasor
_I: Current phasor.
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,is paper presents a grid impact assessment of a 5MWp photovoltaic-based distribution unit on a 33 kV/23MVA power
distribution network with high penetration of renewable energy generation. ,e adapted network has an average load demand
of 23MVA, with a 3MWp centralized PV system, and a number of decentralized PV systems of a capacity of 2MWp. A grid
impact assessment is done to an additional 5MWp of PV generation as a centralized system as well as a number of
decentralized systems. Power flow analysis is conducted to the grid considering different generation loading scenarios in order
to study grid performance including active and reactive power flow, voltage profiles, distribution power transformers loading,
transmission lines ampacity levels, and active and reactive power losses. On the other hand, the distribution of the
decentralized systems is done optimally considering power distribution transformer loading and available area using the
geographical information system. Finally, an economic analysis is done for both cases. Results showed that grid performance is
better considering decentralized PV systems, whereas the active power losses are reduced by 13.43% and the reactive power
losses are reduced by 14.48%. Moreover, the voltage of buses improved as compared to the centralized system. However, the
decentralized PV systems were found to affect the power quality negatively more than the centralized system. As for the
economic analysis, the decentralized PV system option is found slightly less profitable than the centralized system, whereas the
simple payback period is 9 and 7 years, respectively. However, decentralized PV systems are recommended considering the
technical implications of the centralized PV system.

1. Introduction

,e technology of distributed generation (DG) is defined as
a small-scale generation unit that is installed at the consumer
side. ,ere are different types of DGs, whereas they could be
from conventional resources such as diesel generators and
combustion turbines or renewable energy resources such as
solar, wind, and biomass energies [1].

,e integration of photovoltaic distributed generation
(PVDG) into a distribution system can be a beneficial so-
lution as it is reliable, reduces peak load, reduces grid losses,
and supports power quality [2]. Meanwhile, with high

penetration levels, the impact of PVDG would be negative,
such as reverse power flow, voltage fluctuations, and system
instability [3]. ,us, power flow, power quality, and short-
circuit analyses are very essential to assess the impact of
PVDG on the grid before its installation.

,emain characteristic of solar power is the intermittent
nature and unreliable sources of generating power when
connected to the grid, due to many reasons such as weather
conditions (temperature and irradiance), diurnal variation,
and mismatch. As a result, voltage fluctuation can happen
and cause problems and consequently reduce voltage quality
[4, 5].
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Besides that, when PV output power changes rapidly, the
area control error of two or more interconnected areas may
exceed its prescribed limit. Finally, large uncontrolled PV
penetration may change the dispatch of regulating units in
the utility causing a violation in dispatch regulating margins
[6].

Due to these negative impacts, standards have been
imposed to control these impacts, such as IEEE 1547 that
provides standards of voltage fluctuation range when in-
terconnection between utility electric power systems and
distributed energy resources occurs. In addition to that,
many researchers have investigated the impact of high
penetration levels of renewable energy on the power grid. In
[3], an unacceptable voltage rise is reported and analyzed
with 50% of PV penetration, especially at noontime [3].
Meanwhile, according to [7], with high penetration levels of
renewable energy, losses can be increased [7]. Similarly in
[8], the reverse power problem is discussed, whereas it is
claimed that when the out power does not match the de-
mand, it is a serious challenge for the network since all
power transformers and protection components are
designed for unidirectional power flow [8]. ,is can make
overloading of the distribution feeders and excessive power
losses. Finally, in [9], the negative impact of high penetration
of renewable energy on harmonics is discussed. Following
that, many authors have discussed the methodology and the
technical impact of grid impact studies. In [10], procedures
of photovoltaic penetration impact on the grid are analyzed
and studied. ,e authors proposed a model that considers
the uncertainty of solar power generation and stochastic
assessment methods that could accurately estimate the state
of the operation of the network with different levels of
penetration of solar photovoltaics. In [11], the authors es-
timate the impact of rapid PV output fluctuations on the
power quality in an existing LV grid by performing load flow
analyses.

,erefore, a grid impact study should be done on the
power network before installing any renewable-energy-
based distributed generation. ,us, this study proposes a
framework of grid impact study for PVDG by analyzing the
following: (i) the power flow analysis of the system is done
before and after the installation of the distributed generation
unit to evaluate the impact of PVDG on the power system.
,is process assesses voltage levels, system power flow, and
system’s power losses. ,is analysis should be done con-
sidering different operational scenarios considering gener-
ation and demand. (ii) ,e short-circuit analysis is done to
check the contribution of the newly added renewable energy
system to the network of any short circuit considering
different voltage contributions to the fault location. (iii) ,e
harmonics analysis of the system should be done to evaluate
the impact of the newly added system on the power quality of
the system. (iv) ,e paper discusses impact of centralized
and decentralized PVDG in medium-scale distribution
networks considering grid health conditions. ,e contri-
bution of this paper is represented by the technical infor-
mation and analysis provided for the network in Palestine in
specific and distribution network in general with high
penetration of renewable energy.

2. The Adapted Case Study

Palestinian territories suffer from the scarcity of conven-
tional energy sources, high population growth, and rising
prices of energy. ,us, this would lead Palestine to a de-
veloping energy crisis [12]. In 2018, Palestine’s total energy
demand reached around 5,800 GWh, in which Israel Electric
Company (IEC) covered around 92.6% of this demand. ,e
rest of the energy supplies are from Jordan (1.5%), Egypt
(0.6%), and Gaza Power Plant (4.4%). Meanwhile, renewable
energy sources accounting for 0.9% [13]. ,e high energy
imports from the IEC had left the Palestinian Authority (PA)
with an estimated debt of 574million USD [13]. On the other
hand, the cost of energy (CoE) is relatively high in Palestine,
whereas CoE is approximately 0.19USD/kWh for the resi-
dential sector. On the other hand, the CoE in Israel is ap-
proximately 0.14USD/kWh [13]. It is expected that seasonal
power shortages will be emerging in the West Bank fol-
lowing a demand growth of 3.5% per year until 2030.

On the other hand, Palestine has some potential for
renewable energy sources that could make a change for the
whole situation. For instance, Palestine has an estimated
annual average daily solar energy in the range of 5.4 kWh/
m2–6 kWh/m2 with sunshine hours over 3,000 hours per
year. However, this average daily solar energy goes as low as
2.6 kWh/m2 in December and reaches up to 8.4 kWh/m2 in
June [14–18]. Based on that, the PA, through the Palestinian
Energy and Natural Resources Authority (PENRA), has set
several policies for encouraging investment in PV systems.
Moreover, Palestine Investment Promotion Fund (PIF),
which is a public body connected to the PA, had set PV
systems as Palestine’s major investment opportunities for
local and international investors, with an estimated market
size of $50 million [19]. Following that, many projects have
been implemented in Palestinian cities. In summary, there
are 39MW installed PV systems, while 93MWp of PV
systems are still under development. Moreover, there are
about 24MWp PV systems proposed officially for approval,
with several MWp (s) of PV system in planning.

In Palestine, there is a governorate called Tubas. ,is
governorate is powered by a 33 kV distribution network. ,e
current penetration level of renewable energy in this network is
21.74%, which is somehow fine. However, recently, there is a
new project of 5MWp to be installed in the network, whereas a
lot of disputes are around this project. ,e installation of this
project will increase the penetration level to be 43.47%.,is will
put the network in a critical situation such as reverse power flow
and high-power losses. ,us, it is aimed in this research to
determine the impact of such a proposal on the network.
Moreover, as such a proposal is assumed to be not suitable as a
centralized system, an alternative solution is investigated that is
the installation of a group of decentralized systems instead of
one centralized system to mitigate the negative impact of the
system on the grid.

2.1. Modeling of the Adapted Power Network. To produce
precise data on network demand, voltage levels, and losses,
data collection was conducted including a one-line diagram
of Tubas LV and MV power network including loading
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profiles, transmission lines characteristics, power trans-
former characteristics, circuit breaker characteristics, cur-
rent coupling points, sources of power, grid capacity, and
present power factor (PF) levels at LV power transformers.

Tubas power grid is getting electricity supply by 161/
33 kV substation called Tayaser power substation with a
power capacity of 23MVA. Other power substations are
providing the power grid with power such as AlJalameh
power point (8MVA), Qabatiya power point (2MVA),
Alzawiya power point (5MVA), and Nassaria power point
(5MVA). ,ese MV connections are with the IEC (Israel
Electricity Corporation) grid.,ere are some local PV power
systems in the grid that are 2MWp distributed systems and a
3MWp centralized plant. ,e loads are mostly domestic,
and few of them are commercial, agricultural, and industrial.

In this research, all power coupling points with IEC were
considered as slack buses with an X/R value that is equal to
13.2154, while PV power systems were considered as dis-
tributed generation units.

,e average load demand of the network is 23MVA,
based on daily records of consumption. An average daily
load curve is demonstrated in Figure 1. ,ese information
are collected from the stakeholder by the authors of this
paper. ,e daily load profile corresponds to a typical load
profile for a distribution grid in the region with mostly
domestic clients with peak demand at noon (16MVA) and
afternoon (20MVA) with lower consumption during the
night (14–12MVA) and early morning (10MVA).

From the load profile, it can be seen that during the solar
day and specifically from 10:00 AM to 2:00 PM, the max-
imum power demanded is about 14–16 MVA, which means
that the generating power of any distributed generation
source should not exceed these values. Otherwise, reverse
power will occur.

In this research, the model was developed based on a one-
line diagram. In general, the MV grid is built mainly from
overhead line (OHL) 33kV voltage level and underground
cables. ,e OHLs are usually FEAL-type conductors of 50, 95,
and 120mm2. ,e UGCS is usually TSLE or DKBA type of
3×120mm2, 3×150mm2, or 3× 240mm2. Most of them are
made of copper and some are of aluminum material.

,ere is a total number of 78 buses at 33 kV, mostly
power consumption nodes (57 nodes), including the con-
centrated consumption of Qabatiya, Anza, Zawiya, Zaba-
beda, Wadi Douq, Um Al Toot, Tilfit, Tineen, Raba, Private
project, Mghayer, Merkeh, Jarba, Jalqumous, Dream Land,
Beer Al-Basha, AUU, Al Mtelleh, Wadi Al Faraa, Ras Al
Faraa, Keshda, and Faraa Camp.,e loads in Tubas, Aqqaba,
Atoof, Kufeir, and Tammunweremodeled in detail.,e load
from Qabatiya, Anza, Alzawiya, Zababeda, Wadi Douq, Um
Al Toot, Tilfit, Tineen, Raba, Private project, Mghayer,
Merkeh, Jarba, Jalqumous, Dream Land, Beer Al-Basha,
AUU, and Al Mtelleh were modeled as total load (in node
Qabatiya). ,e loads associated with Wadi Al Faraa, Ras Al
Faraa, Keshda, and Faraa Camp were also modeled as cu-
mulated loads.

Based on the information mentioned above, the power
flow analysis of the network was performed using New-
ton–Raphson method in ETAP software.

3. Grid Impact Assessment Methodology

When planning for DG size and location, there is no specific
rule for that. Some researchers use the role of thumps, while
others use optimization techniques. Anyway, in simple
words, there is a role of thump for calculating the suitable
size of distributed generation assumes that a DG system that
covers 30% of the energy consumed during the solar day
subject to have a rated power that is lower than the mini-
mum local peak point during the solar day is fine.

By looking at Figure 1, we can say that the local peak
value is 14MVA, the energy consumption during the solar
day is about 130MWh (PF is assumed 0.9). Meanwhile, the
yield factor for PV systems in Palestine is about 4.8 kWh/
kWp per day. Assume that we need to cover 30% of the load
demand. ,e required size of a PV system is about 8MWp.
Meanwhile, with the proposed system, the capacity of the
total PV system is 10MWp. ,us, there is a dire need for
careful grid impact assessment.

In this research, the conducted grid impact assessment
has three main assessments that are load flow assessment,
short-circuit assessment, and harmonics quality assessment.

3.1. LoadFlowAnalysis. In any power system, the power that
is generated from the station is transmitted through
transmission lines to the loads. ,e flow of active and re-
active power is known as load flow or power flow. Load flow
analysis is an important tool to determine the steady-state
operation of a power system. Load flow analysis provides a
systematic mathematical approach to determine the bus
voltages, phase angles, active, and reactive power flow
through different branches, generators, transformer settings,
and load under steady-state conditions [20].

,e information of load flow is essential for analyzing
the effective alternate plan for the system expansion to meet
the increasing load demand. ,e load flow analysis helps
identify the over-/underloaded lines and transformers as
well as over-/undervoltage buses in the system. It is used to
study the optimum location of capacity and their size to
improve the unacceptable voltage profile [21].

,e resulting equations in terms of power, known as the
power flow equations, become nonlinear and must be solved
by iterative techniques using numerical methods [22], such
as Newton–Raphson method. ,ese equations can be
written in the terms of either the bus admittance matrix
(YBUS) or the bus impedance matrix. With the availability
of fast digital computers, all kinds of power system studies,
including load flow, can now be carried out conveniently.

3.1.1. Newton–Raphson Method. ,ere are several methods
of solving the nonlinear system of equations. ,e most
efficient one is the Newton–Raphson Method. ,is method
begins with initial guesses of all unknown variables such as
voltage magnitude and angles at load buses and voltage
angles at generator buses. Next, a Taylor series is written, for
each of the power balance equations included in the system
of equations. ,e result is a linear system of equations that
can be expressed as follows:
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where ΔP and ΔQ are called the mismatch equations and J is
a matrix of partial derivatives known as a Jacobian.

,e linearized system of equations is solved to determine
the next guess (m+ 1) of voltage magnitude and angles based
on
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� θm

+ Δθ,

|V|
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� |V|
m

+ Δ|V|.
(2)

,e process continues until a stopping condition is met.
A common stopping condition is to terminate if the norm of
the mismatch equations is below a specified tolerance.
Outline of the solution of the power flow problem is as
follows:

(1) Make an initial guess of all unknown voltage mag-
nitudes and angles. It is common to use a “flat start”
in which all voltage angles are set to zero and all
voltage magnitudes are set to 1.0 p.u.

(2) Solve the power balance equations using the most
recent voltage angle and magnitude values.

(3) Linearize the system around the most recent voltage
angle and magnitude values.

(4) Solve for the change in voltage angle and magnitude.
(5) Update the voltage magnitude and angles.

Check the stopping conditions; if met, then terminate, or
else go to step 2.

3.2. Short-Circuit Analysis. ,e key application of short-
circuit calculations is in the design of the protection system.
Short-circuit analysis is mainly needed to determine the
three-phase fault level at one or more nodes (buses) in the
system.,e three-phase fault level is used to assess the short-
circuit current interruption potential of the circuit breakers
[23].

A general representation of a balanced three-phase fault
is shown in Figure 2, where F is the fault point with

impedances Zf and Zg. Figure 3 shows the sequences
networks interconnection diagram [24].

From Figure 3, it can be noticed that the only one that
has an internal voltage source is the positive-sequence
network. ,erefore, the corresponding currents for each of
the sequences can be expressed as follows:

Ia0 � 0,
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Ia1 �
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.

(3)

If the fault impedance Zf is zero,
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. (4)

Equation (4) is substituted into the following equation:
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Solving the above equation,

Iaf � Ia1 �
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Z1 + Zf

,

Ibf � a
2
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1.0∠240°

Z1 + Zf

,
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Z1 + Zf

.

(6)

Since the sequence networks are short-circuited over
their own fault impedance,
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Va0 � 0, (7)

Va1 � Zf Ia1, (8)

Va2 � 0. (9)

Equations (7)–(9) are substituted into the following
equation:
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,erefore,
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,e line-to-line voltages are
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If Zf is equal to zero,

Iaf �
1.0∠0°

Z1
,

Ibf �
1.0∠240°

Z1
,

Icf �
1.0∠120°

Z1
.

(13)

,e phrase voltages become

Vaf , Vbf, Vcf � 0. (14)

,e line voltages become

Va0, Va1, Va2 � 0. (15)

3.3. Power Quality Assessment. ,e aim of the harmonic
analysis is to determine the distribution of harmonic cur-
rents, voltages, and harmonic distortion indices in a power
system. ,is analysis is then extended to the study of res-
onant conditions and harmonic filter designs and also other
effects of harmonics on the power system, that is, notching
and ringing, neutral currents, saturation of transformers,
and overloading of system components [25].

For the first step, a frequency scan is obtained, which plots
the variation of the impedance modulus and the phase angle of
the selected bus with frequency variation or generates R–X
impedance plots. ,is allows the determination of the resonant

frequencies. Harmonic current flows in the lines are measured,
and the network, which is presumed to be linear at each stage of
the calculations with the added constraints, is solved to obtain
harmonic voltages [25]. ,e equations shall contain the har-
monic distortion indices.

4. Economic Evaluation Criteria

Different indicators were considered in order to compare
centralized system and decentralized system for economic
analysis as follows; the simple payback period (SPP), the net
present value (NPV), and internal rate return (IRR) that are
significant economic parameters will be used to evaluate the
feasibility for investors to invest into a rooftop PV system.

,e simple payback period of investments is defined as
the ratio of the initial investment’s size to the value of the
estimated cash flow as follows:

SPP �
IC0

CF1
, (16)

where IC0 is the value of the invested capital and CF1 is the
cash flow. ,is value is achieved as the result of the
implementation of energy-saving measures and savings in
operating costs or expected to be achieved at the stage of
project development after the end of the calendar year.

Net present value (NPV) is also used in this research.
NPV is a method that is used to determine the current value
of all future cash flows generated by a project, including the
initial capital investment. ,e formula of NPV is as follows:

NPV �
CF

(1 + i)
n − initial investment, (17)

where n is the investment period and i is the discount rate of
return that could be earned in alternative investment.

Finally, the discount rate (IRR) is used as well. IRR is the
discount rate that makes the NPV of a project zero. In other
words, it is the expected compound annual rate of return
that will be earned on a project or investment.

,e formula for IRR is as follows:

0 � NPV � 
N

n�0

CFn

(1 + IRR)
n, (18)

where N is the holding period.

5. Results and Discussion

5.1. Results for Power Flow Analysis of the Adapted Power
Distribution Network. In general, the voltages of the 33 kV
distribution points of the Tubas network are facing many
under voltages. Figure 4 shows the thermal contouring map
of the network.

As indicated in Figure 4, the warmer color indicates
lower voltage levels, while the green color means a normal
situation. ,e network situation is critical. In general, re-
newable energy penetration is about 21.74%, which is very
high for such types of networks under similar conditions.

,e results of power flow revealed that ten transformers
were overloaded as demonstrated in Table 1. Also, an enormous
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number of buses were undervoltage. Moreover, there were a lot
of buses and PV arrays that are in marginal condition con-
sidering voltage level as can be seen in Figure 5.

,e total losses in the network are 7.03% of the fully
active power generation, while the reactive power losses are
14.34% of the fully reactive power generation.

5.2. Results for Centralized and Decentralized PVDG System
Impact on theGrid. In this section, two scenarios are studies:
first, installing the proposed 5MWp system as a centralized
system at the proposed location by the operator at 33 kV
level and, second, proposing a group of small-scale PV
systems to be at the 0.4 kV network.

Figure 4: Power flow analysis of Tubas power distribution grid.

Table 1: Loading levels, conditions, and PV connected to the transformers.

Transformers Condition Rating/limit Unit Operating % operating PV connected
Afaq, Dreamland Overload 0.400 MVA 0.61 153.6 0
Aqqaba water treatment Overload 0.100 MVA 0.13 131.3 0
Ashraf Khader Overload 0.160 MVA 0.27 167.8 0
Hawooz Aqqaba Overload 0.250 MVA 2.4 959 97 kW
Maslamani F.C. Overload 0.400 MVA 0.47 116.6 500 kW
Meselya Water East Stn Overload 0.630 MVA 0.76 120.5 0
Qetaf Co Overload 0.160 MVA 0.52 326.8 0
School Taysaer Overload 0.160 MVA 0.2 122.8 0
Tubas Park Overload 0.100 MVA 0.1 103.7 0
Zoghioul, ZA Overload 0.160 MVA 0.44 272 15 kW
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Figure 5: Voltage profile of Tubas network.
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Figure 6: Tubas with suggested PVDG on rooftops.
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Figure 7: ,ermal contouring map for the centralized case.

Figure 8: ,ermal contouring map for the decentralized case.
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Figure 9: Voltage profile of Tubas network in the three cases.
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To implement the decentralized approach of the
system, the results obtained from power flow are used to
have the voltage of transforms as well as its capacity. After
that, it is suggested to install PVDG on these transformers
by considering 25% of transformer capacity. Here, any
other PV system installed previously is considered within
the 25% assumption. Available areas around each

transformer are also considered. Here, all the small PV
systems are considered rooftop PV systems. However, the
area of the suggested PVDG was not enough to mount
5MWp in the actual houses, so it was reduced to
4.2348MWp to be compatible with the real situation.

Here, another power flow is performed after installing
the decentralized system on the overloaded transformers as
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1487.00

1345.831345.07 1311.00

1150.05

Current situation

Active power losses (kW)
Reactive power losses (kVar)

Centralized situation Decentralized system

Figure 10: Active and reactive power losses.

Table 2: Point of common coupling loading.

P (MW) Q (MVar) S (MVA) % PF % loading
Current situation 8.57 2.90 9.05 94.72 39.34
Centralized 4.19 2.91 5.10 82.13 22.15
Decentralized 7.73 2.81 8.23 93.98 35.77

Table 3: Description of Tubas network in the three cases.

Critical situation Current situation Centralized case Decentralized case
Undervoltage buses 176 124 36
Overvoltage buses 0 0 0
Overloaded transformers 10 12 11

Table 4: Highest short-circuit current in the three cases.

Highest short-circuit current (kA) % increase in short-circuit current
Current situation 64.85 —
Centralized case 67.51 4.11
Decentralized case 68.93 6.30

10 Mathematical Problems in Engineering



Bus102
Bus116
Bus567

15

10

5

0

Vo
lta

ge
 sp

ec
tr

um
 (%

)

1 5 6 7
Harmonic order

(a)

Bus102
Bus116
Bus567

15

10

5

0

Vo
lta

ge
 sp

ec
tr

um
 (%

)

1 5 6
Harmonic order

(b)

Bus102
Bus116
Bus567

12

8

10

4

6

0

2

Vo
lta

ge
 sp

ec
tr

um
 (%

)

1 5 6 7 11 13 17 19 23 25 29 31 35 37 41 43 47 49
Harmonic order

(c)

Time (cycle)

Vo
lta

ge
 (%

)
150

100

50

0

–50

–100

–150
0 1

Bus102
Bus116
Bus567

(d)

Figure 11: Continued.

Mathematical Problems in Engineering 11



can be seen in Figure 6. ,e symbols of the photovoltaic
panel are the proposed rooftop PV systems.

On the other hand, the centralized system case is rep-
resented by a new 5MW project, Figures 7 and 8 show the
thermal contouring map of the centralized and decentralized
cases, respectively.

,e voltage profile of the network is indicated in
Figure 9. In many buses, the voltage levels are under the
IEEE power networks voltage standard (±5% p.u.). Al-
though in the decentralized case, it is much better than
other arguments, as it supports the voltage of buses and
overloaded transformers.

,e active power loss in the base case is reduced by 4.43%
when the centralized case is used, whereas it is reduced by

13.43% when the decentralized case is used. Furthermore,
the reactive power loss in the base case is reduced by 2.6%
when the centralized case is used, whereas it is reduced by
14.49% when the decentralized case is used. Figure 10
represents the values of losses.

From Table 2, it is very clear that the centralized PV
system reduced the loading of the point of common
coupling and drew more reactive power. Such a case will
make this point more underloaded and may increase the
frequency level there that may negatively affect the fre-
quency level of the network.

Based on Table 2, the installation of large PV system in a
single location is not recommended, because of reverse
power flow, significant losses of power, and overloading of
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Figure 11: Spectrum view of harmonics order and harmonic waveform at different buses: (a, d) harmonic spectrum and waveform for the
current situation, respectively; (b, e) harmonic spectrum and waveform for the centralized case, respectively; (c, f ) harmonic spectrum and
waveform for the decentralized case.

Table 5: Cost and system assumptions.

Variable Quantity Unit
Electricity selling price (both cases) 0.10 $/kWh
Operation and maintenance (O & M; both cases) 25 $/kW/year
Civil works (centralized PV system) $76,412.64 $
Maintenance engineers (both cases) 1,000 $/month
Inflation rate (both cases) 3% —
Minimum attractive rate of return (both cases) 12% —
Tax rate (both cases) 10% —
Price of PV system (rooftop) 700 $/kW
Price of PV system (land) 850 $/kW
Plant power substation (centralized PV system) $45,847.58 $
Yield factor of PV system 1750 kWh/kW/year
Roof rent 6 $/m2/year
Land $42,313.65 $/dunam
Degradation 0.8 %/year
Salvage value 0 $
Operational period 20 Year
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the network due to the low local demand at the suggested
bus.

On the other hand, the suggested decentralized systems
improve the voltage and reduce the losses. Table 3 illustrates
the number of under-/overvoltage buses and overloaded
transformers in the three cases (in the critical situation).

5.3.Results of Short-CircuitAnalysis. ,e results of the three-
phase short-circuit simulations performed for the grid in the
current situation, centralized cases, and decentralized cases
are presented in Table 4.

For the initial situation, the highest short-circuit current
is 64.85 kA on the supply point. ,e implementation of the
centralized case will lead to an increase of the short-circuit
values within the analyzed network by 4.11%, while in the
decentralized case, the increase in short-circuit current is
6.3%. However, the short-circuit security margin for the
network will be at least 20% from the rated short-circuit
current of the equipment after the implementation of the PV
plant within the area. ,erefore, there are no problems
associated to short-circuit levels caused by the imple-
mentation of the PV plant.

5.4. Results of Power Quality Assessment. ,e impact of the
proposed PV system on the harmonic content at the point of
common coupling is investigated by harmonics load flow
analysis. ,e harmonic voltages inside the PV system and at
the point of common coupling are judged based on the IEC
61000-3-6 Standard by measuring the total harmonic dis-
tortions (THD). In practical considerations, the THD limit
in MV and high-voltage networks is usually lowered to 5%
and 2.5%, respectively, as required in the IEEE 519 Standard.
In case the above limits are violating the IEEE standard, a
harmonics violation case is reported in this study. ,e
network currently faces a hard situation of harmonics,

whereas at some points and cases, it reaches 17% at the fifth
and the seventh components as THD. Based on that, IEEE 18
plus CT harmonic model is implemented for all grid
components to describe approximately the harmonics sit-
uation in the grid.

,e PV inverters are modeled as current injection sources.
,e considered spectrum is taken from typical manufacturer
data, multiplied by a scaling factor to obtain the current THD of
3%, which is a usual value for such equipment. ,e simulation
results are presented in Figure 11.

According to the results, many buses exceed the limits of the
allowed harmonics in the grid. ,e main reason for that is the
current situation of the harmonics in the grid due to the presence
of nonlinear loads such as saws. It is extremely so high and needs
mitigation. ,e centralized case does not contribute that much
to this critical situation. However, it is found that the decen-
tralized casemay contribute negatively to the grid as the number
of inverters increase as can be seen in Figures 11(c) and 11(f).

6. Brief Economic Analysis of the
Proposed Systems

To illustrate how the economic analysis was carried out, the
houses and transformers were given from the Tubas network
on GIS. ,en rooftops for the suggested capacities of PVDG
were chosen based on 10m2/kWp.

,e cost and system assumptions are presented in Ta-
ble 5. Meanwhile, the economic analyses of both options are
illustrated in Tables 6 and 7.

Capital cost includes the initial cost of installing a PV
system. ,e operating cost includes the cost associated with
maintaining and operating the PV system over its useful life.
,e analysis was carried out with consideration of taxes and
depreciation.

Table 6: Economic analysis of the centralized system.

EOY O &
M+engineers Savings Net

savings Depreciation Total Taxable
income Tax ATCF ATCF with

inflation Balance

0 ($4,837,710) ($4,837,710) ($4,837,710) ($4,837,710)
1 ($137,000) $875,000.00 $738,000 ($241,886) $496,114 $49,611 $787,611 $764,671 ($4,073,039)
2 ($137,000) $868,000.00 $731,000 ($241,886) $489,114 $48,911 $779,911 $735,141 ($3,337,898)
3 ($137,000) $861,056.00 $724,056 ($241,886) $482,170 $48,217 $772,273 $706,739 ($2,631,158)
4 ($137,000) $854,167.55 $717,168 ($241,886) $475,282 $47,528 $764,696 $679,422 ($1,951,736)
5 ($137,000) $847,334.21 $710,334 ($241,886) $468,449 $46,845 $757,179 $653,149 ($1,298,587)
6 ($137,000) $840,555.54 $703,556 ($241,886) $461,670 $46,167 $749,723 $627,881 ($670,706)
7 ($137,000) $833,831.09 $696,831 ($241,886) $454,946 $45,495 $742,326 $603,579 ($67,127)
8 ($137,000) $827,160.44 $690,160 ($241,886) $448,275 $44,827 $734,988 $580,206 $513,079
9 ($137,000) $820,543.16 $683,543 ($241,886) $441,658 $44,166 $727,709 $557,728 $1,070,807
10 ($137,000) $813,978.82 $676,979 ($241,886) $435,093 $43,509 $720,488 $536,111 $1,606,918
11 ($137,000) $807,466.99 $670,467 ($241,886) $428,581 $42,858 $713,325 $515,321 $2,122,239
12 ($137,000) $801,007.25 $664,007 ($241,886) $422,122 $42,212 $706,219 $495,328 $2,617,567
13 ($137,000) $794,599.19 $657,599 ($241,886) $415,714 $41,571 $699,171 $476,101 $3,093,669
14 ($137,000) $788,242.40 $651,242 ($241,886) $409,357 $40,936 $692,178 $457,611 $3,551,280
15 ($137,000) $781,936.46 $644,936 ($241,886) $403,051 $40,305 $685,242 $439,830 $3,991,110
16 ($137,000) $775,680.97 $638,681 ($241,886) $396,795 $39,680 $678,361 $422,732 $4,413,842
17 ($137,000) $769,475.52 $632,476 ($241,886) $390,590 $39,059 $671,535 $406,289 $4,820,132
18 ($137,000) $763,319.72 $626,320 ($241,886) $384,434 $38,443 $664,763 $390,478 $5,210,610
19 ($137,000) $757,213.16 $620,213 ($241,886) $378,328 $37,833 $658,046 $375,274 $5,585,884
20 ($137,000) $751,155.45 $614,155 ($241,886) $372,270 $37,227 $651,382 $360,655 $5,946,539
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,e capital cost of the system was calculated based on PV
system costs in addition to costs of plant substation, civil
works, and land costs. Meanwhile, in case of the installation of
a decentralized PV system, the cost of PV system is assumed
to be equal to PV capital cost only. ,e O & M and salary of
maintenance engineers were also considered together. ,e
savings indicated in Tables 6 and 7 are the amount of elec-
tricity generation from the system, which is sold to the Tubas
network by considering the degradation rate for each year.
,e net savings are the savings minus O&M and the salary of
the engineers. ,e depreciation was calculated based on the
straight-line method, taking the initial cost minus the salvage
value divided by the operational period, which is 20 years.

After that, taxable income was calculated as net savings
minus depreciation to know how much taxes would be paid.
After-tax cash flow is net savings minus taxes. For SPP, a
balance for the cash flow considering the inflation rate was
carried out to have accurate results. ,e NPV, RoR, and SPP
are presented in Table 8.

In general, although the decentralized system exceeds the
centralized system technically, the centralized system seems to
be slightly more profitable than the decentralized system.
However, the decentralized system is still acceptable consid-
ering the technical flows that the centralized systemmay cause.

7. Conclusion

In this paper, a grid impact assessment of a photovoltaic-based
distributed generation unit is proposed for a medium voltage
distribution network. ,e paper also proposes a comparison
based on grid assessment results between centralized and
decentralized photovoltaic-based distributed generation. ,e
comparison considered the power flow analysis, short-circuit
analysis, and harmonic contribution of both cases. In addition
to that financial analysis was also done for both cases for better
comparison. ,e adapted case in this research was a real case
that implies the real power flow performance of a medium
voltage distribution network. Results showed that the decen-
tralized PV distributed generation systems exceeds the cen-
tralized PV systems considering power flow analysis.
Meanwhile, both cases were almost equal considering short-
circuit contribution. Finally, the centralized PV system con-
tributed fewer in terms of harmonic to the grid as compared to
decentralized PV systems. On the other hand, the decentralized
PV systems option was less profitable as compared to the
centralized system. However, considering the technical im-
plications of the centralized system, the decentralized PV
systems were recommended.
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&e advanced communication technology provides new monitoring and control strategies for smart grids. However, the ap-
plication of information technology also increases the risk of malicious attacks. False data injection (FDI) is one kind of cyber
attacks, which cannot be detected by bad data detection in state estimation. In this paper, a data-driven FDI attack detection
framework of the smart grid with phasor measurement units (PMUs) is proposed. To enhance the detecting accuracy and
efficiency, the multiple layer autoencoder algorithm is applied to abstract the hidden features of PMUmeasurements layer by layer
in an unsupervised manner. &en, the features of the measurements and corresponding labels are taken as inputs to learn a
softmax layer. Last, the autoencoder and softmax layer are stacked to form a FDI detection framework. &e proposed method is
applied on the IEEE 39-bus system, and the simulation results show that the FDI attacks can be detected with higher accuracy and
computational efficiency compared with other artificial intelligence algorithms.

1. Introduction

Phasor measurement units (PMUs) can measure the voltage
and current phasors directly with the help of global posi-
tioning system synchronization clock [1, 2]. Due to the
ability of monitoring the transient dynamics of power
systems, more and more PMUs have been installed in the
smart grid. Meanwhile, the rapid developments of enhanced
monitoring and information technology also facilitate the
malicious cyber attacks [3]. &e large-scale integration of
renewable energy resources poses a challenge for the security
of the system operation due to inherent uncertainties of
renewables [4–6]. &e cyber attacks on the power system
monitoring and data acquisition systems are the main ob-
jectives for attackers to seriously threaten the power system
operating safety. Attackers launch a cyber attack by sending
a malicious information to the control center from mea-
surements. One of the most important functions of a state
estimator is bad data detection, by which some malicious

attacks can be detected because the value of the objective
function increases dramatically when attacks are launched.
However, one kind of the serious cyber attacks that cannot
be detected by bad data detection in state estimations is the
false data injection (FDI) attack [7].

Up to now, lots of research works have been developed
on different cyber attacks. Under the assumption that the
network topology and parameters are known by the at-
tackers, the FDI attack method is proposed in [8] for the first
time. However, it is hard for the attacker to obtain the full
acknowledgments of power systems. Aiming at this problem,
in [9], a FDI attack method is given based on only partial
knowledge of the system topology and a subset of meter
measurements. To reduce attack costs and detection risks,
the minimal set of meters that required to be compromised is
taken as the objective function in [10]. In [11], the FDI attack
is combined with other kind of cyber attacks, forming an
enhanced FDI attack method. Once the FDI attack is
launched in power systems, it is hard to be detected. To
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prevent the measurements being attacked, the meters should
be protected. Lots of methods for minimizing the protection
costs have been presented in [12, 13].

At the same time, the corresponding FDI attack de-
tections are becoming a hot research topic. In [14], a re-
actance perturbation-based scheme is proposed to detect
and identify originally covert FDI attacks on power system
state estimation that enhances the security of state estima-
tion without significantly increasing the operational cost in
power systems. In [15], an online anomaly detection algo-
rithm that utilizes load forecasts, generation schedules, and
synchrophasor data to detect measurement anomalies is
given. In [16], the feasibility and limitations of adopting the
proactive false data detection approach to thwart FDI attacks
on power grid state estimation are studied, and a framework
to detect FDI attacks on power grid state estimation by using
the proactive false data detection approach is proposed.

With the rapid developments of artificial intelligence
technologies, the research works of data-driven technology-
based detection methods are increasing dramatically. &e
principle component analysis is used to analyze the FDI
attacks in the real-time environment [17], providing a more
accurate and sensitive response than the previous FDI de-
tection techniques. In [18], a supervised learning using la-
beled data called support vector machine-based FDI attacks
detection method is proposed. &e principal component
analysis is used to reduce the dimension of the data to be
processed, which leads to lower computation complexities.
Use of deep learning for solving pattern classification
problems is proven to be an effective way in engineering [19].
Under the FDI attack condition, spatial and temporal data
correlations may deviate from those in normal operating
conditions. Based on this characteristic, a discrete wavelet
transform algorithm and deep neural networks’ techniques
are used to construct an intelligent system for AC FDI attack
detection, which is proposed in [20]. In [21], the deep
learning technique is applied to recognize the behavior
features of FDI attacks with the historical measurement data
and employ the captured features to detect the FDI attacks in
real time. Although the deep learning is an effective method
to detect the FDI attacks, some drawbacks, such as the heavy
computation loads and bad generalization abilities with a
huge amount of inputs, restrict the further applications.
Autoencoders [22, 23] are one of the effective methods to
cope with these problems, which can learn compressed
features in an unsupervised manner, attracting more and
more researchers’ interests [24, 25]. However, the effec-
tiveness of autoencoder decreases when the number of
hidden units is more than the dimension of input data. To
address this problem, sparse autoencoders, in which the
sparsity is integrated into the autoencoder model to learn
more efficient sparse features, have been developed [26]. In
[27], a denoising autoencoder is used in wind turbine
gearbox fault diagnosis, which can learn useful features from
raw inputs by denoising. Due to the abilities of abstracting
robust representations from noisy data, the denoising
autoencoder is applied inmany fields in recent years [27, 28].
In [29], autoencoders are used to reduce dimension and
extract features from measurement datasets. Further, the

autoencoders are integrated into an advanced generative
adversarial network framework, which successfully detects
anomalies under FDI attacks with a few labeled measure-
ment data. However, the single-layer autoencoder cannot
abstract entire representations of the original data. Aiming at
this problem, a stacked autoencoder is proposed, which is
made up of multiple autoencoders. &e output of the first
layer of the autoencoder is taken as the input of the second
layer.

In this paper, a stacked autoencoder-based FDI attack
detection framework in the smart grid is proposed.&emain
contributions are listed:

(1) A data-driven FDI attack detection framework is
proposed. &e topology errors and bad data are
detected by state estimations.&e hidden FDI attacks
in measurements that cannot be identified by state
estimation are detected by the intelligent algorithm.

(2) &e stacked autoencoder is applied to detect the FDI
attacks. Compared with other methods, the perfor-
mances of the stacked autoencoder are better in the
condition that the amounts of ordinary and attacks’
samples differ widely.

(3) &e proposed method is applied on the IEEE 39-bus
testing system. &e performances of the proposed
method are better than the traditional deep learning
methods, which are capable of practical applications.

&e rest of this paper is organized as follows. Section 2
establishes the power system linear state estimation model.
&e bad data detection method is also given. In Section 3, the
basic principle of FDI attacks is given. In Section 4, the
stacked autoencoder-based FDI attack detection method is
proposed. To evaluate the performance of the proposed FDI
attack detection method, the case study is carried out under
different conditions in Section 5. Finally, Section 6 concludes
this paper.

2. Linear State Estimation of Power Systems

2.1. Linear State Estimation Model. With the rapid devel-
opment of PMUs, it is possible to take the linear state es-
timation based on phasor measurements. &e linear state
estimation can be solved directly without iteration. As a
result, the calculation burden of linear state estimation is
lighter than nonlinear estimation. &e measurements of
linear state estimation include real and imaginary parts of
bus voltages and currents phasors which can be measured
directly. In the linear state estimation, the real and imaginary
parts of bus voltages are taken as states that should be es-
timated. &e relationships between branch current mea-
surements and states are derived from the π equivalent of
transmission lines, which are shown as follows:

Iij,r � gij + gi0 ei − gijej − bij + bi0 fi + bijfj,

Iij,i � gij + gi0 fi − gijfj + bij + bi0 ei − bijej,

⎧⎪⎨

⎪⎩
(1)

where Iij,r and Iij,i are the real and imaginary parts of the
branch current phasors going from bus i to bus j,
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respectively, gij and bij are the conductance and susceptance
of branch i-j, respectively, gi0 and bi0 are the conductance
and susceptance of the shunt branch at bus i, respectively,
and ei and fi are the real and imaginary parts of voltage
phasor of bus i, respectively.

&e matrix form of (1) is

Iij,r

Iij,i

Iji,r

Iji,i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

gij + gi0 − bij − bi0 − gij bij

bij + bi0 gij + gi0 − bij − gij

− gji bji gji + gj0 − bji − bj0

− bji − gji bji + bj0 gji + gj0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ei

fi

ej

fj

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(2)

Equation (2) can be rewritten as

ZB � HBx, (3)

where zB � [. . .Iij,r, Iij,i, Iji,r, Iij,i, . . .]T, x� [. . .ei, fi, ej, fj,
. . .]T, zB is the vector of the branch current measure-
ments, and x is the vector of states.

In addition to the branch current measurements, the
injected currents and bus voltages can bemeasured by PMUs
also. &e measurement equation of linear state estimation is

zU

zB

zIN

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

I2m×2n

HB

YM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦x, (4)

where zU and zIN are the phasor measurement vectors of bus
voltages and injected currents, respectively, I2m× 2n is the
measurement matrix of bus voltages, m and n are the
number of buses equipped with PMUs and the total bus
number, respectively, and YM is the injected current mea-
surement matrix.

Equation (4) can be rewritten as

z � Hx + v, (5)

where z is the measurement vector, v is the measurement
error, and v satisfies Gaussian distribution with zero mean
and variance σ2.

Equation (5) is linear, so the linear weighted least squares
can be used to estimate the states.&e objective function is to
minimize the sum of weighted variances, which is shown as
follows:

J(x) � [z − Hx]
T
R

− 1
[z − Hx], (6)

where J is the objective function, R is a diagonal matrix, the
ith diagonal element of R is 1/σ2i , and σi is the variance of ith
measurement. &e estimated states are

x
⌢

� H
T
R

− 1
H 

− 1
H

T
R

− 1
z, (7)

where x
⌢ is the estimated states.

2.2. Bad Data Detection. Under the normal condition (no
bad data in measurements), the sum of estimated mea-
surement variance is under a given threshold ε; however, if

the measurements experience bad data, the threshold ε
would be exceeded. &e sum of estimated measurement
variance is given as

J
⌢

� r
⌢T

R
− 1

r
⌢

,

� (z − z
⌢

)
T
R

− 1
(z − z

⌢
),

� (z − Hx
⌢

)
T
R

− 1
(z − Hx

⌢
),

� (z − Gz)
T
R

− 1
(z − Gz),

� z
T
(I − G)

T
R

− 1
(I − G)z,

(8)

where r
⌢ is the estimated measurement residual, r

⌢
� z − z

⌢, z
⌢

is the estimated measurement, z
⌢

� Hx
⌢, I is an identity

matrix, and G�H(HTR− 1H)− 1HTR− 1.
&e bad data can be detected by the following judgement:

J
⌢
≤ ε, no bad data,

J
⌢
> ε, bad data exist.

⎧⎪⎨

⎪⎩
(9)

If the measurements experience bad data, the mea-
surements would be removed one by one, and the states are
estimated again until all bad data are removed.

3. False Data Injection Attacks

Aiming at the above bad data detection, FDI attack can
construct an attack vector to the measurements that are able
to bypass the bad data detection, but the estimated states
deviate from the true values seriously. Assuming that the
attackers can obtain the system typologies and parameters,
the FDI attacks are formulated as follows:

za � z + a, (10)

where za is the attacked measurement and a is the attack
vector. If a is not artificially designed, the sum of estimated
measurement variance would exceed the threshold, and the
attack would be detected. As a result, the attacker must find
out a proper vector a that will satisfy the following constrain:

r
⌢

a − r
⌢

� za − Hx
⌢

c  − (z − Hx
⌢

),

� za − H(x
⌢

+ c) − (z − Hx
⌢

),

� z + a − Hx
⌢

− Hc − z + Hx
⌢

,

� a − Hc,

� 0,

(11)

where r
⌢

a is the estimated measurement residual under the
bad data condition, x

⌢

c � x
⌢

+ c, x
⌢

c is the estimated states
under attack condition, and c is the estimated deviation with
attacked measurements. It can be seen from (11) that esti-
mated measurement residual r

⌢

a under attack condition is
equal to the residual r

⌢ if the FDI attack vector a satisfies
a�Hc. As a result, the FDI attack can bypass the bad data
detection of (9). If the attacker obtains the overall structure
and parameters, he can launch the attack by injecting
malicious vectors to the measurements to change the
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estimating results as he wanted. &is will cause serious
consequences on power systems, while it cannot be detected.

&e attacked measurements satisfy all constraints as the
normal measurements, which can be presented as follows:

za � z + a,

� Hx + Hc,

� H(x + c).

(12)

Equation (12) shows that if the attacked measurement za
satisfies constraints (5), the estimated states will deviate from
actual values. &is character leads to the hardness of
detecting the FDI attacks using the traditional methods. In
this paper, the stacked autoencoder is proposed to abstract
the intrinsic features of the attacked measurements.

4. False Data Injection Attack Detection

4.1. Stacked Autoencoder. &e autoencoder is a typical un-
supervised learning neural network; the inputs of it are a set
of unlabeled data. An autoencoder includes two parts: en-
coder and decoder. A reduced dimensional feature repre-
sentation can be obtained by the encoder, which is taken as
the inputs of decoders. &e decoder tries to reconstruct the
original input according to the reduced dimensional feature.
&e structure of the autoencoder is shown in Figure 1. z is
the measurement vector, which is taken as inputs of the
autoencoder. y is the reduced dimensional feature of z
abstracted by the encoder, which is the decoder input. &e
output z is the reconstruction of the original input z. &e
objective of the autoencoder is to try to copy its input to its
output by two transformations:

y � f W1z + b1( ,

z � g W2y + b2 ,
(13)

where f and g are the activation functions of the encoder and
decoder, respectively, W1 and W2 are the weight matrixes,
and b1 and b2 are the bias vectors.

W1, W2, b1, and b2 can be obtained by training the
autoencoder using the unlabeled data z. It must be noted that
the autoencoder can reconstruct different original inputs
accordingly, which means that the feature representation y
contains all information of the original input z in a lower
dimensional form. As a result, the objective of the
autoencoder is to minimize the gap between the output z

and input z. &us, in the training process, the reconstruction
loss function is

Ja W1, W2, b1, b2,(  � argmin‖z − z‖
2
, (14)

where Ja is the loss function of autoencoders.
In our FDI attack detection, once an autoencoder is

trained, the output layer is useless. Only the hidden layer of
the encoder is used to abstract the features of inputs.
However, the application of a single encoder is limited.
Aiming at this problem, the stacked autoencoder is pro-
posed; the structure of it is shown in Figure 2. It can be seen
that the outputs of one encoder are taken as the inputs of the

next encoder. By this way, several encoders are stacked
together to form a multilayer autoencoder. &e features of
original data are abstracted layer by layer. &e stacked
autoencoder is trained by the layer-wise unsupervised
pretraining method. &e encoder 1 is trained using the
original data z by (14). &e output of encoder 1 y1 is taken as
the input for training encoder 2.&is process continues until
the last encoder is trained. &e output of each encoder is less
than the former one. In the last, a softmax layer is trained by
supervised learning using the output of the last encoder as
input. &e softmax layer function maps input scalars to a
probability distribution; the values of it range from 0 to 1.
&e softmax layer is always used as the output layer for the
classification problem. &e probability function of the
softmax layer is

ϕ(s) �
e

sl


C
c�1 e

sl
, l � 1, 2, . . . , C, (15)

where ϕ is the probability function of the softmax layer, s is
the input of the softmax layer, sl is the lth input element, and
C is the total number of inputs. &e sum of the softmax layer
output elements is 1, and the value of each element rep-
resents the probability of the according classification.

4.2. Framework of False Data Injection Attack Detection.
&e flowchart of the proposed FDI attack detection is shown
in Figure 3. After the measurement zk is obtained, the linear
state estimation should be taken first. &en, the value of the
objective function is used to detect bad data. If the value
exceeds the threshold, the bad data is deleted, and the state
estimation is taken again, until all bad data are deleted. FDI
attacks can bypass the bad data detection, so the proposed
FDI attack detection is taken in the next step. If the attack is
detected, the attacked measurements should be identified,
which is not the research topic of this paper.
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5. Case Studies

5.1.Descriptionsof the TestingSystemandData. To testify the
validity of the proposed FDI attack detection method, the
IEEE 39-bus testing system [16, 19] is used in this study. &e
voltage and current phasors can be measured by PMUs,
which are taken as the inputs of the FDI attack detector. &e
power system states are obtained by power flow calculation
usingMATPOWER [30]. To simulate the practical operating
condition, the generator and load powers are created by
Monte Carlo simulations. &e simulated values are true
values, while the measured values are generated by adding
specific distributed random numbers to the true values. &e
measurement errors of amplitudes and angles are 2% and 2°,
respectively. Assume that the attacker chooses 5 states to be
attacked, and the estimated deviation c ranges from − 2 to 2.
&e attacked value a�Hc is added to measurement z to form
za. In practice, the attacked measurements are far less than
the normal measurements. In this simulation, the training
set includes 5000 normal measurement samples and 500
attacked samples; the testing set includes 3000 normal
samples and 300 attacked samples.

In this study, two encoders and a softmax layer are
stacked to form the stacked autoencoder-based FDI attack
detection framework. &e overall structure as well as the
input and output numbers of the stacked encoders are
shown in Figure 4.

5.2. :e Performances of the Method. To evaluate the per-
formance of the detection method, the confusion matrix is
used to analyze the detection results quantitatively, which

are defined in Figure 5. &e true positives (TP) means that
actual attacks are correctly classified as attacks; the true
negatives (TN) means that actual normal measurements are
correctly classified as no attack; the false positives (FP)
means that actual normal measurements are incorrectly
classified as attacks; the false negatives (FN) means that
actual attacks are incorrectly classified as no attacks. &e
following three indexes are used to evaluate the ability of the
proposed method, which are defined as

Acc �
TP + TN

TP + TN + FP + FN
,

Pre �
TP

TP + FP
,

Rec �
TP

TP + FN
,

(16)

where Acc, Pre, and Rec are the accuracy, precision, and
recall, respectively, Acc represents the overall performances
of the method, Rec evaluates performances of the attack
detection, and Pre evaluates the probability that the normal
measurements are not detected as attacks.

&e confusion matrix of the detection results is shown in
Figure 6. It can be seen that the 300 attacks are detected out;
the others are detected as normal measurements. &e index
values of Acc, Pre, and Rec are 100%, 100%, and 100%,
respectively.

5.3. Comparison with Other Methods. &ree other detection
methods, i.e., multilayer perceptron (MLP), support vector
machines (SVM), and deep neural network (DNN), are
applied in the simulation. &e neuron number in the hidden
layer of MLP is 15. If the output of MLP is smaller than 0.5,
the classification is no attack; otherwise, the classification is
being attacked. For the DNN, the number of hidden layers is
4, and the unit number of each hidden layer is 150. &e
confusion matrixes and the methods are shown in Figure 7.
It shows that the TN numbers of the three methods are 3000,
meaning that all normal measurements are correctly de-
tected. However, the 300 attacks are not detected accurately;
the detection performance of which can be evaluated by the
index of Rec shown in Table 1. Among the three methods,
the performance of the DNNmethod is better than the other
two methods. However, it is still worse than the proposed
detection method.

5.4. Sensitivity Analysis. In this section, the influences of the
following factors to the detection performances will be
studied:

Begin
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Figure 3: Flowchart of the FDI attack detection.
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(1) &e number of neurons: the influence of neuron
numbers of the encoders is studied in this section.
&e neuron numbers of encoder 1 and encoder 2 are
set in the following cases:

Case 1: 50 and 10
Case 2: 80 and 40
Case 3: 20 and 200

&e confusion matrixes of detection results are shown in
Figure 8. It shows that 20 attacks are not detected in Case 1,
meaning that the performance of the proposed method
decreases if the neuron is less. In Case 3, 16 attacks are not
detected. &e reason is that the neuron number of encoder 1
is 20, which cannot abstract the full features in the mea-
surements, although the neuron number of encoder 2 is 200.

(2) &e number of encoders: the influence of the encoder
number stacked in the detection algorithm is studied.
&e following 3 cases are considered:

Case 1: 1 encoder; 100 neurons
Case 2: 3 encoders; 200, 100, and 50 neurons for
each encoder
Case 3: 3 encoders; 50, 20, and 10 neurons for each
encoder

&e confusion matrixes of detection results are shown in
Figure 9. It can be seen that 9 attacks are not detected in Case
1 because there is only one encoder, and the features cannot
be abstracted fully. Although there are 3 encoders in Case 3,
7 attacks are not detected because the neurons of each
encoder are less.

(3) Attack proportions of the training set: in practice, the
attacked samples are much less than the normal
samples. &e influence of attack proportions in the
training set is studied also. &e detection framework
of Figure 4 is applied, and the testing samples include
3000 normal measurements and 300 attacks. &e
following training sets are considered:

Case 1: 7000 normal samples; 500 attacks
Case 2: 9000 normal samples; 500 attacks
Case 3: 9500 normal samples; 200 attacks

&e confusion matrixes are shown in Figure 10. It shows
that, with the decreasing proportion of attack samples, more
attacks cannot be detected.&e proposed method is sensitive
to the proportion of attacks in the training set. &e reason is
that the features of FDI attacks are hard to be abstracted by
the encoder when the attack proportion is low.
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False
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Figure 5: Confusion matrix.
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Figure 6: Confusion matrix of detection results.
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Figure 7: Confusion matrixes of three different methods. (a) MLP.
(b) SVM. (c) DNN.

Table 1: &e values of indexes of three methods.

Acc (%) Pre (%) Rec (%)
MLP 93.8 100.0 32.3
SVM 95.6 100.0 51.7
DNN 99.4 100.0 93.0
Stacked encoder 100 100 100
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Figure 8: Confusion matrixes of different neurons. (a) Case 1. (b)
Case 2. (c) Case 3.
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Figure 9: Confusion matrixes of different encoder numbers. (a)
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6. Conclusion

In this paper, a stacked autoencoder-based FDI attack de-
tection framework is proposed, and it is applied on the IEEE
39-bus testing system under different conditions. &e
confusion matrix and 3 indexes are used to evaluate the
performances of the detection methods. &e simulation
results show that the neuron numbers of encoders influence
the detection performance. If the neurons are less, the
features cannot be abstracted fully, resulting in the low Rec
values. &e encoder number is another aspect influencing
the detection performances. If the encoders are less, some
attacks cannot be detected. It should be noted that if the
neurons are less, the detection performances still decrease
even when many encoders are stacked. &e proposed de-
tection method is sensitive to the attack sample proportion
in the training set. If too few attacks are in the training sets,
the features of FDI attacks cannot be abstracted fully, and the
detection performance is decreased.

&e FDI attack detection based on stacked autoencoders
can be carried out in the following areas: the method of
determining the optimal number of encoders and neurons,
denoising function of the detectors, robustness to the wrong
labeled samples, and detection with unbalanced data. An-
other interesting topic is to extend this work for detecting
cyber attacks in integrated energy systems [31–36].
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Variable renewable energy sources introduce significant amounts of short-term uncertainty that should be considered when
making investment decisions. In this work, we present a method for representing stochastic power system operation in day-ahead
and real-time electricity markets within a capacity expansion model. We use Benders’ cuts and a stochastic rolling-horizon
dispatch to represent operational costs in the capacity expansion problem (CEP) and investigate different formulations for the
cuts. We test the model on a two-bus case study with wind power, energy storage, and a constrained transmission line. .e case
study shows that cuts created from the day-ahead problem gives the lowest expected total cost for the stochastic CEP. .e
stochastic CEP results in 3% lower expected total cost compared to the deterministic CEP capacities evaluated under uncertain
operation. .e number of required stochastic iterations is efficiently reduced by introducing a deterministic lower bound, while
extending the horizon of the operational problem by persistence forecasting leads to reduced operational costs.

1. Introduction

.e increasing penetration of variable renewable energy
(VRE) sources is introducing new challenges in modern
power systems. Central to these challenges is the increased
level of the short-term uncertainty and the need for more
flexibility in operation [1, 2]. To balance supply and demand
for electricity in the power system, we need a certain share of
flexible resources that can reliably change their energy
output in a few seconds or minutes to counteract variations
in VRE electricity production [3]. .e level of VRE that can
be integrated into a power system in a cost-effective manner
is directly dependent on the level of flexibility in the system
[4].

.e need for more flexibility, changes in market
structures, and operational rules have been evident in
countries which are integrating large amounts of VRE such
as Denmark, China, Ireland, and Spain [5, 6]. As power
systems are aspiring to increase the share of clean energy
sources towards 100%, even more and cleaner flexible
sources are needed.

Traditionally, the long-term power system capacity ex-
pansion problem (CEP) focuses on long-term uncertainties
in investment costs, yearly electricity demand, and policy
decisions, but neglect short-term uncertainties [7]. In fact, all
kinds of uncertainties must be accurately captured and
reasonably described to ensure the rationality of planning
[8]. .is can lead to inaccurate results as using a deter-
ministic representation of operations in investment models
overvalues fluctuating VRE [9] and undervalues flexible
resources and can also lead to insufficient investments for
both thermal generation [10] and transmission capacities
[11]. In these types of models, short-term uncertainties from
VRE are often implicitly accounted for by using deter-
ministic reserve constraints based on forecast errors [12, 13].
Representing the short-term uncertainty explicitly in the
model as a stochastic parameter is expected to give signif-
icantly better results compared to using reserve constraints
[14], but there are few long-term models for the CEP that do
this as it is much more computationally demanding.

.e computational complexity of stochastic CEPs can be
reduced by either reducing the number of scenarios
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[13, 15, 16] or reducing the time dimension by using rep-
resentative operational periods [17]. Reducing the time
dimension from a full year to some representative periods of
one to several days is a common approach and allows for
more detailed operational models that include the uncer-
tainty in wind and solar power [9, 18]. However, studies
show that the temporal resolution and chronology is es-
pecially important in CEPs with large shares of VRE [19]
where simple operational representations might lead to
overinvestments in solar and underinvestments in wind and
natural gas. Furthermore, the chronology will become more
important as energy storage becomes more relevant as a
flexible asset due to reduced storage costs and increasing
VRE integration. Evidently, insufficient representation of
short-term uncertainty, temporal resolution, and chronol-
ogy can be significant factors in undervaluing flexibility and
overestimating the optimal VRE levels in power systems
[20].

In power system applications, rolling-horizon
frameworks are extensively used in operational models
and case studies that focus on short-term VRE uncertainty
and flexibility, for example, to study VRE integration, for
large-scale battery operation [21] and for local energy
storage in proximity to VRE electricity production [22].
Models using this framework are suitable for representing
the short-term uncertainty in an accurate and realistic way
and can therefore capture the need for flexibility during
operation.

Stochastic rolling-horizon dispatch (SRHD) models are
formulated by a series of two-stage economic dispatch
problems integrated in a rolling-horizon framework [23],
thereby accounting for operational details such as market
products, time stages, and uncertain VRE power production.
SRHD within the CEP is previously used for assessing the
effect of VRE on different CO2-emission policies [24]. It has
also been used for assessing VRE and storage investments in
microgrids, using various heuristic methods [25, 26]. To the
knowledge of the authors, the work of Fortenbacher et al.
(2018) is the only study where a SRHD has been integrated in
the CEP using Benders’ cuts [27]. .e CEP model corre-
sponds to a large-scale MILP problem, which is difficult to
solve directly in mathematics, due to its heterogeneous
nature in variable types and large number of decision
variables involved. .e benders’ cuts method is dedicated to
solving large-scale MILP problems by decomposing them
into a master problem and multiple subproblems. Generally,
the master program is an integer problem, and subproblems
are the linear programs..is reformulation makes the whole
problem to be easily manageable by using iterative-based
methods. In addition, through the Benders’ decomposition,
the lower-bound solution of themaster problemmay involve
fewer constraints, which makes the computational com-
plexity, and the time for solving the problem can be sig-
nificantly reduced, as compared to conventional algorithms.
Because of the abovementioned advantages, the benders’
cuts method can be highly suitable to be used in CEP studies,
which is helpful to improve the computational efficiency of
the proposed problem.

In this work, we formulate a model for the CEP with
SRHD, focusing on the representation of the operational
decisions in both the day-ahead and real-time markets.
.e market representation is an important difference
compared to [27] as we model that generators commit to a
schedule in the day-ahead market that can be adjusted in
the real-time market. .is market representation re-
sembles the market representation used by Pineda et al.
(2016), who use forecast errors and duration curves to
study the impact of the short-term uncertainty on the CEP
[28]. We improve on the dispatch strategy of [27] by
including a perfect information deterministic model in
the algorithm that gives end-of-horizon storage values
and accelerate the decomposition algorithm by providing
a lower bound to the operational costs. .e operational
model in this paper is based on the existing works in
[29, 30].

Compared with the extant literatures, the main contri-
butions of this paper are as follows:

(a) We propose an algorithm for representing two-stage
stochastic rolling-horizon dispatch in CEP using
Benders’ cuts, where a lower bound for the opera-
tional problem is derived from a deterministic model

(b) We investigate different approaches for using
Benders’ cuts to extract operational values in the
context of day-ahead and real-time electricity
markets

(c) We evaluate the impact of the short-term uncer-
tainty and forecast horizon for operations on optimal
investments in a realistic case study

.e rest of the paper is organized as follows: in Section 2,
we describe the investment model with the rolling-horizon
operation. Section 3 presents a case study, and we present the
corresponding results in Section 4, and finally, the con-
clusions are drawn in Section 5.

2. Methods

.e mathematical formulation of the CEP with energy
storage is shown in equations (1)–(10). Investment and
operational costs are minimized as formulated in the ob-
jective function in equation (1). Operational costs consist of
fuel, load shedding, and exchange costs for power traded
with market nodes (system boundary). Investments in
power plants and storage are limited by an upper threshold
in equations (2) and (3). .e sum of electricity production
and curtailment is equal to the production capacity for each
power plant as stated in equation (4). Equation (5) keeps
track of the energy level in the storage, accounting for losses.
.e storage level is limited by the installed storage energy
capacity in equation (6). Storage charge or discharge is
limited by the storage power capacity in equation (7). .e
energy balance in equation (8) accounts for the balance
between energy injected and extracted from the bus. Cur-
tailment of demand may occur during shortages, but at a
significant cost:
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Equation (9) states the nodal balance, where the net
exchange with other buses equals the flow on all the lines
connected to the bus. .e line flow is represented by the
linearized power-flow equation and is equal to the difference
in the voltage angle between the buses and proportional to
the susceptance of the transmission line. .e power flow on
the transmission lines is constrained by the transmission
capacity, as shown in equation (10).

3. Benders’ Decomposition for the
Discussed Problem

A common method for solving the CEP is to decompose
investments and operation into two different parts [31], a
master problem and a subproblem, which is solved by it-
erating between them until the upper and lower bounds of
the problem converge. We formulate the master problem, as
shown in equations (11), (12), (2), and (3):
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s.t. equations (2) and (3).
In the master problem, the operational costs are esti-

mated by α, which is constrained by Benders’ cuts in
equation (12) [32]. For a given solution of the investments in
the master problem, the subproblem becomes as stated in
equations (13)–(16), in addition to equations (5) and
(8)–(10). Here, the capacities are no longer variables but
fixed parameters, Wk

i , Sk
i , and Ek
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s.t. equations (5) and (8)–(10).
.e cuts in the master problem consist of the optimal

objective value of the subproblem, the installed capacities
used in the operational model for the current iteration, and
the dual of the capacity constraints in equations (14), (15),
and (16) summed over all times. .e upper bound is the
objective of the best solution found so far calculated by
summing up the values from the master and subproblem
according to the original objective function in equation (1).
.e lower bound is the best solution that can be found and is
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the same as the objective of the master problem in equation
(11).

4. Stochastic Rolling-Horizon Dispatch

To include the short-term VRE uncertainty, we substitute
the deterministic operational subproblem with a stochastic
rolling-horizon dispatch (SRHD). .e basic element of the
SRHD is a two-stage problem which is implemented in a
rolling-horizon framework as illustrated in Figure 1, where
parameters are updated as new information becomes
available.

In the rolling-horizon framework, we introduce day-
ahead schedules for energy production and storage. In the
first stage, a fixed day-ahead schedule has to be followed. In
the second stage, a schedule is created (day-ahead) for the
real-time operation in the following two-stage model. One
day-ahead schedule is made considering a range of scenarios
for VRE production and passed on to the first stage of the
next instance of the two-stage model, typically the next day,
in the rolling-horizon framework. Deviations from the day-
ahead schedules have a cost which is representing a ‘pre-
mium-of-readiness’ for changing production close to real
time [33]. .is is analogous to how the electricity markets
are currently organized, illustrated in Figure 1, where a day-
ahead schedule is made the day before in the day-ahead
market (second stage of the first two-stage model), and
deviations from this plan is accounted for continuously in

the real-time market (first stage of the second two-stage
model).

.e two-stage operation subproblem is formulated in
equations (17)–(27). .e new features compared to the
deterministic model in equations (13)–(16) is the day-ahead
schedules enforced by equations (19) and (20), where pos-
itive and negative deviations incur equal costs in the ob-
jective. Additionally, we have the scenario index, s, defining
the two-stage structure where S1 is the realized first-stage
“scenario” and S2 is the set of future scenarios for the second
stage. In the objective function described by equation (17),
we add the value of the remaining energy in the storage at the
end of the two-stage model horizon (calculated externally by
the deterministic model):
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Figure 1: Illustration of the two-stage stochastic operation sub-
problem of the SRHD.
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5. Rolling-Horizon Dispatch in Capacity
Expansion with Benders’ Decomposition

Benders’ decomposition has slow convergence if initialized
with an inaccurate description of the operational costs in the
master problem [34]. A good lower bound on operational
costs can greatly improve the solution time of the algorithm
by reducing the number of iterations. .is is especially
important if solving the operational problem is time con-
suming such as for the SRHD. .e algorithm for solving the
investment problem with SRHD operation is illustrated by
the flowchart in Figure 2. It consists of two loops solved in
sequence, first L1 and then L2. .e deterministic operations’
problem with perfect foresight can be considered a relax-
ation of the SRHD, as the problems are identical except for
the constraints in (19) and (20) and the short-term uncer-
tainty. .us, solving the decomposed deterministic CEP
(D-CEP) first in L1 creates cuts for the investment problem
that are a good lower bound for the operational costs in the
SRHD (L2). .is significantly reduces the computational
time for the algorithm as it requires fewer iterations of L2.

In L2, the deterministic operations’ problem from L1 is
included to reduce the impact of the limited horizon of the
two-stage problem by providing end-of-horizon storage
values obtained from the duals of the storage balance in
equation (5). .is enables the SRHD to operate storage with
dynamics beyond the horizon of the VRE forecasts. .e
impact of the end-of-horizon storage values on real-time and
day-ahead operations is low if the two-stage model horizon
is sufficiently long compared to the storage types considered.

.e implementation of SRHD-CEP introduces three
main challenges: (1) cut generation in the context of
short-term commitments and overlapping time stages, (2)
end-of-horizon effects in the two-stage model, and (3) ac-
curate representation of expected wind power production by
forecasts over time. We investigate the impact of these
challenges (especially 1 and 2) on the performance of the
SRHD-CEP and the effect of the short-term wind power
uncertainty on investments in a two-bus case study.

6. Case Study

We use the SRHD-CEP to find the optimal capacity ex-
pansion in a two-bus case study where local electricity
demand is served by a combination of wind power, energy
storage, and a transmission line, as shown in Figure 3(a)..e
transmission line has limited capacity and is connected to
the electricity market, represented by a price series as il-
lustrated in Figure 3(b). A combination of energy storage
and wind power is needed to supply the electric load as the
transmission capacity of 130MW is not large enough to
supply all the electricity (1000 GWh/year) needed for the
load in the winter, as shown in Figure 3(c).

We use a technology cost scenario for 2050 for new
investments [35], as shown in Table 1. In this scenario, we
assume that the transmission line capacity cannot be ex-
panded, and energy storage costs are sufficiently low to make
storage an interesting alternative to transmission line up-
grades. Other important parameters include losses of 5% for

both charging and discharging and a value of lost load
(VOLL) of 10 000 $/MWh.

Data series for wind and load are obtained from
northern Norway where wind power is well suited to supply
the electric load as the wind-load seasonal correlation is
high. However, the wind power plant has significant
short-term variation and uncertainty in power output.
Storage can be valuable to alleviate these issues by balancing
and improving security of supply. We assume that load,
wind power, and energy storage are balancing their power
collectively as one unit, which results in one aggregate
day-ahead schedule for exchange with the market bus. .us,
the storage can be used for internal balancing that might be
less costly than purchasing balancing power from the
market.We assume a real-time balancing premium at 30% of
the spot price for the power exchanged over the transmission
line, which is higher than the current market prices but in
line with expectations for future systems with high VRE
shares [36].

Forecasts of the future wind power production are essential
for efficient dispatch to ensure that sufficient storage levels are
maintained ahead of time to avoid load shedding in deficit
situations and wind power curtailment in surplus situations.
Wind power scenarios are created by using historical weather
forecasts and historical wind power production to create
quantile forecasts for each day [37]. From the quantile fore-
casts, we sample 90 scenarios for each day [38], which is re-
duced to 30 scenarios using SCENRED2 [39].

We use this case study to investigate how to best cal-
culate the parameters for the Benders’ cuts, by selecting dual
and operational costs from the different stages of the SRHD,
resulting in two different cut types: (a) cuts obtained from
expected (day-ahead) values; (b) cuts obtained from the
average of realized (real-time) and expected values
(day-ahead).

Investment problem
st.

-Deterministic cuts (L1)
-Stochastic cuts (L2)

Deterministic
operation problem

Stochastic rolling-
horizon dispatch

Add cuts

Check
convergence

Capacities

Capacities Storage
value

Figure 2: Flowchart of the solution algorithm.
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Cut type b is similar to the cuts used in [27], where they
generate cuts from the weighted values of the cut parameters
from all the time stages. However, the market commitments
used in our model will affect the dual values in the first stage.
.us, type a cuts are introduced to investigate the signifi-
cance of these commitments on the optimal investments.

.e models are implemented in Python using the
PYOMO modeling framework [40] and the Gurobi solver.
.e simulations are performed on a shared server with 28
cores and 56 logical processors of the type Intel Xeon E5-
2690 v4 at 2.6GHz.

7. Results

7.1. Impact ofUncertainty and SRHDHorizon on Investments.
We find the realistic D-CEP operating costs by running the
SRHD model with the optimal capacities from the D-CEP.

.e resulting total cost of the D-CEP/SRHD is compared
against the SRHD-CEP solutions for the two cut types and
different SRHD horizons. .e pure D-CEP solution (with
the deterministic operation) is used as a benchmark as it has
perfect information of the future and is a lower limit for the
total realized costs. .e total costs are shown in Figure 4 as
the percentage increase from the benchmark. .e opera-
tional costs are calculated by two different metrics from the
SRHD, on the left by realized costs (first stage) and on the
right by expected costs (expected value of the second-stage
scenarios).

It is not surprising that the D-CEP/SRHD result in the
lowest total realized costs, 2.3–3.9% more than the bench-
mark, as the D-CEP investments are optimized with perfect
information. In contrast, the two SRHD-CEP solutions
result in realized total costs of 4.4–13% higher than the
benchmark. However, the better metric for the operational
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Figure 3: Information of the test system. (a) System structure. (b) Price series of the external market. (c) Load profile and capacity limit of
the transmission line.

Table 1: Wind power, storage costs, and unit size.

Investment cost (€/kW) O&M cost (€/kW·yr) Size (MW/unit)
Wind power 930 30 3
Storage power 250 6 1
Storage energy 80 2 10
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costs in a CEP is the expected value, as the operational costs
will be close to the expectation across the 30 scenarios over
time. .e D-CEP/SRHD gives significantly higher expected
total costs, 9–11.6% above the benchmark, because the
D-CEP expansion plan results in operations close to the
capacity limits and have a higher risk of load shedding. .e
expected cost is clearly lowest for the SRHD-CEP with a cuts
with total costs of 7.3–8.5% relative to the benchmark. .e
SRHD-CEP expansion plans result in similar realized and
expected costs as the capacities are higher which is better for
robust operation under realistic conditions, which generally
guarantees a safer operating condition.

A sufficiently long SRHD horizon is important for the
storage strategy and gives a more realistic storage value in
the presence of the significant wind power uncertainty than
the end-of-horizon value given by the deterministic model.
In Figure 4, we evaluate the impact of the SRHD horizon by
adding persistence forecasts, in increments of 20 hours, at
the end of the 80 hours given by the weather forecasts. Note
that the persistence forecast extends each of the scenarios for
the next x hours with the average of the last x hours of the
original scenario. Extending the horizon to 100 hours is
beneficial for the D-CEP/SRHD and the SRHD-CEP with a
cuts as it results in a better storage strategy and lower re-
alized costs. For the SRHD-CEP with a cuts, better storage
handling in the first stage result in lower expected costs.
Longer horizons over 100 hours are less beneficial as the
persistence forecasts are not accurate, and it is better to use
the end-of-horizon storage value.

.e optimal capacities from the D-CEP and the two
versions of the SRHD-CEP with a horizon of 100 hours are
shown in Figure 5. .e wind power capacity in the D-CEP is
60MW, while the capacities are dependent on the cut type in
the SRHD-CEP, 69MW at a cut and 54MW at b cut. .e
SRHD-CEP results in more storage capacity than the D-CEP
due to the higher risk of load shedding when the uncertainty

is accounted for in the operation..e storage power capacity
is increased from 32MW in the D-CEP to 36MW at a cut
and 58MW at b cut in the SRHD-CEP, whereas the energy
capacity increased from 930 MWh to 1120 at a cut and 1340
MWh at b cut.

.e type of cuts used in the SRHD-CEP makes a sig-
nificant difference for the investments, where a cuts give
more wind power capacity and b cuts give more storage
energy capacity (see Figure 5). For b cuts, fixed day-ahead
schedules lead the first stage to give the wrong investment
signal which skews investments from wind power to storage
as it can be used for internal balancing (no regulation
penalty). .e a cuts represent the operational costs without
taking into account the first stage, instead it obtains the dual
values only from the second stage where day-ahead
schedules are variable. In general, a cuts are superior to b
cuts because (1) fixed day-ahead schedules will not distort
investments and (2) capacities should be built to minimize
the expected operational cost. In this case, where the
transmission grid is constrained without an option to ex-
pand the transmission capacity, the D-CEP also under-
invests in wind power contrary to less constrained case
studies in the literature.

7.2. Representation of Stochastic Operation. .e cutting
planes used to represent operational costs in the investment
model are shown for the wind-storage energy dimension in
Figure 6, where the storage power is fixed at the D-CEP
solution of 32MW. .e operational costs estimated by the
D-CEP are shown in grey (L1 in Figure 2), while the esti-
mation from the SRHD a cuts (L2) are shown in a red-blue
color gradient. Points in the red-blue plane indicate where
operational costs are calculated by the SRHD-CEP. In
Figure 6, the differences between the stochastic (black/solid)
and deterministic (red/dotted) planes are highlighted by
lines of fixed storage energy capacity. Points indicate the
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Figure 4: Total costs for D-CEP and the two cases of SRHD-CEP.
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capacities searched by the SRHD-CEP, where the D-CEP
(red) and SRHD-CEP (green) solutions are highlighted.

Figure 6 shows that the operational costs are under-
represented by the cuts from the D-CEP compared to
SRHD-CEP. .e differences between the two planes are
especially large around the optimal D-CEP solution (red
point), where the wind power capacity is relatively low and
the storage energy capacity is high. .is leads the SRHD-
CEP to search for alternative solutions with more wind
power and less energy storage capacity that potentially gives
lower operational costs (black points). However, these so-
lutions prove to be more costly, and the SRHD-CEP solution
(green point) is found closer to the D-CEP solution but with
higher wind power and storage energy capacity.

Initializing the algorithm with a lower bound from the
deterministic cuts helps to significantly reduce the area that
is searched when using SRHD for cut generation, resulting in
only 7 additional iterations to find the SRHD-CEP solution,
thereby saving significant computational time. .e opera-
tional costs are higher at every point where the operational
costs are calculated by the SRHD compared to deterministic
operation, which supports the use of the deterministic
operational model as a lower bound.

Figure 7 shows the result comparison between deter-
ministic operation and SRHD for the first 20 days of the
year using the capacities from the SRHD-CEP solution (a
cut and 100-hour horizon)..e SRHD is represented by the
realized values (start of each two-stage problem is marked
with a point), and day-ahead scenarios are illustrated by the
50% and 95% confidence intervals. .e wind power un-
certainty is significant, while realized production is the
same for both deterministic operation and SRHD. On the
contrary, storage operation is much more restricted in the
SRHD than under deterministic operation, where the
SRHD leads to slower storage charge/discharge and gen-
erally does not operate as close to the capacity limits due to
the higher risk of load shedding arising from uncertain
wind power production. System operation between hours
250 and 300 is defining for the system capacities as wind
power production is low, while demand is high, leading to
constraints on the transmission line (Figure 7(c)) and
maximum discharge from the storage. In the SRHD, an
extension of the horizon from 80 to 100 hours is critical for
obtaining a sufficient storage level and avoiding load
curtailment. Using the deterministic model to set an
end-of-horizon storage value in the SRHD with an 80-hour
horizon does not give the sufficient storage strategy as
indicated by the realized costs in Figure 4.

D-CEP a cut b cut
SRHD-CEP

0

20

40

60

Storage power
(MW)

D-CEP a cut b cut
SRHD-CEP

0.0

0.5

1.0

1.5
Storage energy

(GWh)

0

20

40

60

a cutD-CEP

Wind power 
(MW)

b cut
SRHD-CEP

Figure 5: Optimal investments for D-CEP and SRHD-CEP models with L2 cuts and 100-hour SRHD horizon.
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7.3. Performance of the Applied Algorithm. .e convergence
performance of the proposed algorithm is shown in Figure 8,
which depicts the upper bounds and lower bounds of each
iteration. .e deterministic solution in L1 is found after 22
iterations, while an additional 7 iterations are needed to

obtain the stochastic solution in iteration 30 (iteration 23
and 31 are redundant and are only used to confirm con-
vergence). .e computational time and iterations of con-
ventional Benders’ decomposition and our proposed
method have been shown in Table 2, which indicates our
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Figure 7: Deterministic and SRHD system operation for the first 20 days of the year and SRHD-CEP investments are represented by the
following. (a) Wind power. (b) Storage level. (c) Import from the market bus.
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Figure 8: Convergence of the proposed algorithm.

Table 2: Computation efficiency for different SRHD horizons.

SRHD horizon (h) 80 100 120 140

Conventional Benders’ decomposition method Stochastic iterations 86 95 106 114
Total time (hours) 14.8 18.5 24.8 30.1

Proposed method

L1 time (sec/itr) 31 31 32 30
L2 time (min/itr) 42 57 75 94
L2 iterations 7 8 9 11

Total time (hours) 5.1 7.8 11.4 17.5
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algorithm spends much less time required for the stochastic
iterations which ranges from 42 to 94 minutes depending on
the SRHD horizon compared to the conventional Benders’
cut method. A longer SRHD horizon also leads to more
iterations, thus resulting in larger increase in SRHD-CEP
computational times than the increased SRHD times
indicate.

8. Conclusions

.is paper proposes a new methodological framework to
include SRHD with a representation of the real-time and
day-ahead electricity markets in CEP, in which the impact of
the short-term VRE uncertainty on optimal capacity ex-
pansion has been explicitly captured and considered.
.rough the simulation results from numerical studies, we
showed how to link the operational model to the investment
model in the presence of short-term market commitments
by using Benders’ cuts derived from the day-ahead values.
.e expected total costs are reduced by 2.5–3% compared to
a deterministic investment model without stochastic rep-
resentation of operation. .e resulting capacities of wind
power, storage power, and storage energy from the SRHD-
CEP are 12.5–20% higher than in the deterministic case. .e
model is initialized by a lower bound generated from a
deterministic operational model, which reduces the number
of iterations with the more time-consuming SRHD.

In the future work, the capacity expansion with sto-
chastic operations should be tested on a larger system with
more sources of uncertainty to see if the effects of including
the short-term uncertainty results in larger differences from
the deterministic solution in a more complex setting. For
larger systems, it could be beneficial to also decompose the
two-stage operational model in order to avoid prohibitive
increases in computational times.

Nomenclature

Indices and Sets
i: Index of power plants in set P
j: Index of energy storage in set ε
k: Index of cuts in set K
n andm: Indices of system buses in set B
s: Index of scenarios in set S
t: Index of time steps in set T.
Parameters
ρs: Probability of renewable power scenario
Bnm: Susceptance between bus n and m (p.u.)
Cw/s/p: Investment cost for wind (w), storage energy (s),

or power (p) (€/MW, €/MWh)
Dtn: Electricity demand (MW)
Ei and
Si:

Storage power and energy capacity (MW/MWh)

Ow/s/p: Operational cost for fuel (f ), regulation (r), load
shedding (s), or exchange (ex) (€/MWh)

Ptis: Power profile (MW)
Tnm: Transmission capacity from bus n to m (MW)
VT: End-of-horizon storage value (€/MWh)
WPot: VRE resource capacity (MW).

Variables
α and αk: Estimated/actual operational cost (€)
βtis and
ctis:

Dual values of storage energy and power
constraints

δtns: Voltage phase angle
πtis: Dual values of production constraints
ctis: Curtailment of VRE (MW)
d−/+

tis : Negative or positive regulation (MW)
emax

i /smax
i : Storage power/ energy capacity (MW/MWh)

eti: Energy from or to the energy storage (MWh)
pex

tns: Power exchange with other buses (MW)
ptis: Power production (MW)
rtns: Curtailment of load (MW)
wmax

i : Installed generation capacity (MW).
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Ice shedding may induce isolated ground wires’ temporary grounding, which can cause electric quantities of direct current (DC)
deicing devices to fluctuate. Hence, the disturbance of ice shedding is able to trigger the protective relay frequently and un-
necessarily, which adversely affects the deicing process. Due to the randomness of ice shedding, the grounding resistance varies
quickly; thus, the disturbance in poles of deicing devices can be detected multiple times in a short time. Moreover, the permanent
fault requires steady arc plasma because of the low output voltage and current of deicing devices, which cannot bring out multiple-
time disturbances in the poles. (is paper proposes the identification of permanent faults and disturbance induced by deicing
based on the permutation entropy, which is verified by a large number of simulations.

1. Introduction

(e ground wire is usually applied for the lightning shield
and communication, which transmits little energy. (ere-
fore, the cold rain in the plateau may induce ice freezing
along the ground wire. If there is no operation to melt or
eliminate ice along the ground wire, ice may be too heavy,
which exceeds the affordability of groundwires. Actually, the
tower destruction caused by heavy ice is the severest problem
in the extreme weather in winter. In order to decrease the
adverse effect of the ice freezing in ground wires, the deicing
device is widely equipped in China.

In the process of deicing, melting ice drops from the
ground wire. Melting ice can significantly reduce the isolation
between the ground wire and transmission lines; hence, the
dischargemay occur if transmission lines are still transmitting
the energy. (e swing of transmission lines induced by ice
melting is analyzed in the experiment environment in [1–5].
Zhuang et al. and Nie et al. [6, 7] applied a trend prediction
model for the ice freezing and development of deicing based
on the micrometeorology monitor. (e cause and the process
of deicing faults are studied in [8–20], and the reinforcement
of isolators of transmission lines is proposed.

(e filter is usually unset for the DC deicing device, so
there are a large number of high-frequency harmonics in the
output voltage. Furthermore, the disturbance induced by
deicing cannot be detected by time-frequency domain
methods, e.g., the wavelet and the short-window Fourier
transformation.(is paper analyzes the difference of circuits
between the disturbance and the fault induced by deicing,
and the permutation entropy is employed to obtain the trend
of the waveform. At last, the variance is utilized to identify
the disturbance and the fault by weighing the complexity of
permutation waveforms.

2. Permutation Entropy Identification
Method for Deicing Disturbance and Fault of
the Ice-Melting Line

2.1. PermutationEntropyAlgorithm. Permutation entropy is
a numerical calculation method to estimate the dynamic
mutation and stochastic time series. It can quantitatively
evaluate the random noise contained in the time series and
detect the sudden change which is different from the noise. It
can obtain a higher resolution, the output results of its
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calculation are clear, and the prominent information can be
intuitively identified [21, 22].

Let a time series be X(i), i� 1, 2, 3, . . ., n; then, the time
series is reconstructed in the phase space, and the resulting
matrix is

Z �

x(1) x(1 + t) · · · x(1 +(d − 1)t)

x(2) x(2 + t) · · · x(2 +(d − 1)t)

x(j) x(j + t) · · · x(j +(d − 1)t)

⋮ ⋮ ⋮

x(k) x(k + t) · · · x(k +(d − 1)t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

In the formula, j� 1, 2, . . ., k, k is the number of rows in
the matrix, d is the embedded digit capacity, t is the delay
time, and k� n− (d− 1)t. Every row {x(j), x(j+ t), . . .,
x(j+ (d− 1)t)} in the matrix can be regarded as a recon-
structed component, and there are a total of k reconstructed
components. (e elements of each reconstructed compo-
nent are arranged in the ascending order according to their
numerical size; j1, j2, . . ., jd denote the index of the column of
each element in the reconstructed component; that is,

x i + j1 − 1( t( ≤x i + j2 − 1( t( ≤ · · · ≤x i + jd − 1( t( .

(2)

If there are equal values in the reconstructed compo-
nents, which are

x i + j1 − 1( t(  � x i + j2 − 1( t( , (3)

at this time, they are sorted according to the subscript i of ji.
For each row of the matrix reconstructed by any time series
X(i), a group of symbol sequences can be obtained:

S(l) � j1, j2, · · · , jd( . (4)

In the formula, l� 1, 2, . . ., k, and k≤ d!, d-dimensional
phase space maps different symbol sequences (j1, j2, . . ., jd),
and there are d! kinds. (e symbol sequence S(l) is one of
these permutations. If the probability of k different symbol
sequences appearing is P1, P2, . . ., Pk, the permutation en-
tropy can be defined as

HP(d) � − 

k

j�1
Pj ln Pj. (5)

Normalize HP(d), and the results are as follows:

0≤HP �
HP

ln(d!)
≤ 1. (6)

(emagnitude of theHP value indicates the randomness
of the time series X(i). (e larger the HP value is, the more
complex and random the time series will be; the smaller the
HP value is, the more orderly and regular the time series will
be. Besides, the HP waveform can be used to reflect the
mutation degree of time series X(i).

2.2. Variance Analysis of the Permutation EntropyWaveform
of the Output DC Voltage of the Ice-Melting System.
Variance is often used to measure the degree of deviation
between a random variable and its mathematical expectations,

and the variance calculation can be used to further verify the
degree of randomness, dispersion, and mutation of the DC
voltage permutation entropy waveform. Assuming that X is a
discrete random variable, the calculation formula of variance
of the discrete random variable is as follows:

D(X) � E (X − E(X))
2

  � E X
2

  − E
2
(X). (7)

In the formula, E(X) is the expected value; X is the value
of the variable. (e larger the variance is, the greater the
fluctuation of the data is and the more unstable and discrete
it is.(e smaller the variance is, the smaller the fluctuation of
the data is and the more stable it is. In the ice-melting
process of the ice-melting device, the variance of the DC
voltage permutation entropy obtained when the negative
pole of the deicing line has a disturbance and a permanent
fault is calculated, and the results can be characterized such
that, in the process of disturbance, the overall voltage
fluctuation range is large and its variance is large, while in
the case of permanent fault, the overall voltage variation law
tends to be stable, the fluctuation is small, and the variance is
small. According to this characteristic, permanent faults and
disturbances can be identified. At present, the protection
delay of DC melting ice can reach hundreds of milliseconds,
so it takes a long time to identify the disturbance and
permanent fault in the process of DC melting ice.

(e fault type can be confirmed by the following criteria:

D(X)≥Dth, disturbance,

D(X)<Dth, fault.
 (8)

In this formula, Dth is the variance threshold.

3. Simulation Modeling

Taking the DC ice-melting system of Kunbei Converter
Station as an example, a simulation model is built in
PSCAD/EMTDC.(e overall structure is shown in Figure 1,
and the parameters of relevant components are shown in
Table 1 [23–25].

(e 12-pulse converter consists of two six-pulse three-
phase bridge fully controlled rectifiers. For one of the three-
phase bridge fully controlled rectifiers, the structure is shown
in Figure 2. (ere are six thyristors in total. (e top three
thyristors are the common cathode group, and the bottom
three thyristors are the common anode group. Two thyristors
need to conduct at the same time at each time, one in the
common cathode group and the other in the common anode
group, and cannot be in the same phase. (e pulses of six
thyristors conduct in the order of 1∼6 as shown in Figure 2,
and the trigger phase difference is 60°. (e output voltage of
each cycle has 6 pulsations, and the waveform of each pul-
sation is the same, so it is a 6-pulse rectifier circuit. (e 12-
pulse converter valve is also the 12-pulse rectifier circuit.

4. Simulation Cases

4.1. Disturbance in the Ice-Melting Line. Set up that when the
disturbance occurs, the short-circuit fault is located at 20 km
from the rectifying device to the negative ice-melting line. A
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set of deicing circuit disturbance transition resistances varying
with thawing time is randomly set, and the corresponding ice-
melting voltage waveform can be obtained, as shown in
Figure 3. Permutation entropy is calculated for the negative
poles of the perturbation, and the results are shown in Figure 4.

By analyzing the graphics and simulation results, one can
get the following: in the process of ice melting, disturbance
may occur when the line deicing, resulting in a short-time
grounding short circuit. However, the change of the resistance
value caused by deicing will lead to many sudden changes of
ice-melting voltage in a short time. In Figure 3, set in the

negative pole due to the short-circuit fault, so the negative ice-
melting voltage is particularly obvious, the change of the
positive ice-melting voltage is relatively small, and it can be
approximately ignored. (ere are a lot of high-frequency
mutations in the output voltage of the DC ice-melting device
due to harmonic influence; therefore, it is difficult to extract
the disturbance directly from the waveform. However, dis-
turbances can be easily detected from harmonics by using
permutation entropy. (e waveform variance calculated in
Figure 4 is 0.014 according to equation (7).

4.2. PermanentFailure of the Ice-MeltingLine. Set up that the
permanent fault is located 5 km away from the negative pole
of the ice-melting device, and the resulting ice-melting
voltage waveform is shown in Figure 5. (e permutation
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Figure 2: (ree-phase bridge fully controlled rectifier circuit.
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Figure 3: Ice-melting voltage waveform of the random disturbance
fault.AC power

supply

Transition
resistance Rf

R

Bus 1

Step-down
transformer

AC filter

12-pulse converter
valve

Smoothing
reactor

Three-winding
converter

transformer 

Disturbance
fault

Load

Figure 1: Overall structure diagram of the ice-melting system.

Table 1: Parameters of each element of the ice-melting system of
the converter station.

Element Parameter
AC power supply 500 kV
Step-down transformer 500 kV/38.5 kV
AC filter 20MVar
(ree-winding converter
transformer

35 kV/15 kV/
15 kV

Rated current of the 12-pulse
converter valve 4.5 kA

Rated voltage of the 12-pulse
converter valve 20 kV

Smoothing reactor 0.025H
Length of the ground wire 70 km
Unit length resistance of the ground wire: R 0.2Ω
Range of the resistance of the disturbance 0∼1000Ω
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Figure 4: Permutation entropy waveform of thawing voltage for
random disturbance faults.
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Figure 5: Ice-melting voltage waveform for permanent failure at 5 km.

H
P

1.1

1.08

1.06

1.04

1.02

1

0.98

0.96

0.94

0.92

0.9

0

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

t (ms)

Figure 6: Permutation entropy waveform of thawing voltage for the permanent fault at 5 km.

Table 2: Permanent failure of the ice-melting line.

Type Fault distance (km) Positive and negative poles Variance
Disturbance 10 Negative 0.013
Disturbance 25 Positive 0.032
Disturbance 30 Negative 0.028
Disturbance 45 Positive 0.021
Disturbance 50 Negative 0.061
Disturbance 65 Positive 0.036
Fault 15 Negative 1.7129×10−6

Fault 20 Positive 3.2447×10−6

Fault 35 Negative 1.3610×10−4

Fault 40 Positive 6.5241× 10−4

Fault 55 Negative 1.4890×10−5

Fault 60 Positive 7.0781× 10−5
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entropy waveform obtained by calculating the fault pole
voltage is shown in Figure 6.

When a permanent fault occurs, the transition resistance
at the fault point remains constant.(e output voltage of the
DC ice-melting device is relatively stable, which does not
contain the abrupt change outside the harmonic wave.
(ough its permutation entropy value is large, the value is
quite stable compared with the perturbation. (e variance
calculated according to equation (7) is 6.13×10−4, which is
quite small compared with the disturbance.

In the simulation system shown in Figure 1, set up a
variety of faults and disturbances, and then test them. (e
results are shown in Table 2.

By analyzing the results, the following can be obtained:
after the permanent failure of the ice-melting line, the
voltage fluctuation is very small, which is greatly different
from the disturbance, and the variance of its permutation
entropy is stable and less than 0.01. However, due to the
influence of random transition resistance, the output voltage
of the DC ice-melting device will change many times under
the disturbance condition, and its variance value of per-
mutation entropy is large and easy to distinguish from
permanent failures.

5. Conclusion

(1) When a deicing disturbance occurs, the voltage
waveform of the DC ice-melting device will fluctuate
many times, and such voltage fluctuations will not
occur for permanent faults due to the stability of the
fault point.

(2) Without the suppression of the DC filter, the output
voltage of the DC deicing device contains a large
number of high-order harmonics, so it is difficult to
accurately find the voltage fluctuation caused by
disturbance or fault using traditional time-frequency
analysis methods.

(3) (rough permutation entropy calculation, the
voltage fluctuation caused by disturbance and per-
manent fault can be accurately extracted. (rough
the variance estimation of permutation entropy
calculation results, disturbance and permanent fault
can be accurately identified.
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-is paper presents a simplified strategy in neutral-point (NP) potential balance of the neutral-point-clamped (NPC) three-level
three-wire active power filter (APF). By introducing a simplified carrier-based pulse width modulation (CB-PWM) strategy and
analysing the occurrence mechanism of NP potential unbalance, we proposed a NP potential balancing control strategy based on
the simplified strategy. With this strategy, the NP current in a sampling period can be calculated through the detection of
compensating current of APF. -e three phase’s duration time of reference voltage can also be computed through detecting the
voltage fluctuation of upper and lower capacitors accurately, according to the law of charge conservation. Experiment results show
that this proposed approach with simplified computation can effectively achieve NP potential balance.

1. Introduction

As the power electronics technology develops fast in recent
decades, much attention has been given to the study of
power grid optimization [1]. -e active power filter (APF) is
an important device for harmonic suppression in optimizing
power quality, which can compensate the dynamic reactive
power and harmonic distortion on the frequency and am-
plitude in real time [2]. In medium-voltage and high-power
applications, multilevel topology has been widely adopted in
APF for its numerous advantages, especially the higher DC-
bus voltage utilization [3].

-e neutral-point-clamped (NPC) three-level converter
[4–6] is one of the preferred options in high-power medium-
voltage applications for its simple topology and mature
control technology. However, the neutral-point (NP) po-
tential unbalance still remains as a major limitation.

-erefore, various modulation strategies have been
proposed to solve the problem of NP potential unbalancing
in NPC converters. -ese proposals can be classified into
two categories according to their PWM modulation strat-
egies [7]. -e first category is space vector PWM (SVPWM)
strategy [8–16], including nearest three space vector pulse
width modulation (NTSVPWM) and virtual space vector
pulse width modulation (VSVPWM). -ese strategies

allocate the duration time of small vector to balance the NP
potential. -e second category adopts the carrier-based
PWM [17–20] which injects zero-sequence voltage in three-
phase reference voltage.

-e balancing method presented in [13, 14] was based
on the opposite effects of a pair of small vectors on neutral-
point potential under the SVPWM algorithm. -e neutral-
point potential is balanced by selecting the positive or
negative short vectors in a switching period. Such a method
rearranges the time distribution of the short vectors and
changes the switching sequence. -us, the balance of
neutral-point voltage is achieved but with prolonged
switching transitions due to its complicated and intensive
control algorithms.

In [17–20], researchers proposed a strategy that injected
zero-sequence voltage in three-phase reference voltage based
on carrier-based PWM. However, the NP potential bal-
ancing of this strategy requires too complex calculation of
zero-sequence voltage. -e NP potential control algorithm
based on SVPWM was applied in the three-level shunt APF
system in [21], which, however, was only simulated in
modelling but not verified with experiments.

-e present research, aiming to optimize the NP po-
tential balancing, introduces a novel simplified CB-PWM
strategy with NP potential balance control to the three-level
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three-wire APF system. Compared to the traditional CB-
PWM, this strategy is more simplified and can significantly
reduce the execution time, compensate the harmonic cur-
rent, and effectively solve the NP potential offset problem.
-e effectiveness of this novel control strategy is verified
with experiments.

2. Simplified CB-PWM Strategy

2.1. Principle of NPC $ree-Level $ree-Wire APF. A struc-
tural schematic diagram of typical NPC three-level three-
wire APF is shown in Figure 1. -e NPC three-level con-
verter is connected to power grid through a reactor Ls. C1
and C2 are DC-bus capacitors of three-level converter,
respectively.

-e control diagram of the three-level three-wire APF
system is shown in Figure 2. -e system consists of current
loop with a PI (proportional integral) regulator, a voltage
loop with a PR (proportional resonant) regulator and a NP
potential balance controller, and grid voltage and load
current detection. Besides, simplified CB-PWM strategy for
the NPC three-level converter is adopted to generate PWM
signals to drive the NPC converter.

Compared to the traditional converter system, the APF
system is more complex because it involves an extra step of
harmonic detecting including the low-pass filter and the
current controller with the PR regulator.-e precision of the
compensation will be determined by the execution speed of
the algorithm.

2.2. Principle of Simplified CB-PWM Strategy. Structural
schematic diagram of NPC three-level APF is shown in
Figure 1. Each phase of the converter has three switching
states as P, O, and N, signifying that the output terminal
voltages are Udc, 0, and −Udc, respectively. Table 1 presents
the terminal voltage of each phase and switching states of
each bridge.

-e reference voltage space vector V
→

ref is then intro-
duced in Figure 3. It can be calculated with the terminal
voltage of three phases, Va, Vb, and Vc:

V
→

ref �
2
3

Va + Vbe
j(2/3)π

+ Vce
− j(2/3)π

 . (1)

Figure 3 shows voltage space vector diagram of the NPC
three-level converter. -ere are 27 switching states on the
three-level converter, which means it has a much larger
quantity of basic vectors than the two-level converter. As to
traditional SVPWM schemes, it takes over long time to select
sectors (or triangle region) and calculate the space vector
duration. -e researchers, based on the two aspects above,
propose a simplified CB-PWM strategy, which is applied in a
three-level three-wire APF system to reduce the amount of
computation greatly.

Figure 3 shows that all vectors are divided into 6
sectors. An easier way for selecting sectors in space voltage
vectors is proposed, and the principles that it follows is
shown in Table 2.

uA_ref, uB_ref, and uC_ref are reference voltages of three
phases. For example, reference voltage space vector V

→∗
ref

locates in sector I (S� 1), which means uA_ref > 0, uB_ref < 0,
and uC_ref < 0, as shown in Figure 4. Reference voltage space
vector V

→
refcan be obtained from V

→
1 (includingV

→
1P and

V
→

1N), V
→

7, and V
→

8.
Based on traditional voltage-second balance, it can be

expressed that

V
→

ref · Ts � V
→

1P · T1P + V
→

7 · T7 + V
→

8 · T8 + V
→

1N · T1N,

Ts � T1P + T7 + T8 + T1N.

⎧⎨

⎩

(2)
According to simplified CB-PWM strategy, reference

voltages of three phases can be obtained:

uA ref · Ts � 
Ts

0
uAO(t)dt,

uB ref · Ts � 
Ts

0
uBO(t)dt,

uC ref · Ts � 
Ts

0
uCO(t)dt.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(3)

Equation (3) and Figure 3 show that when uA_ref > 0,
terminal voltage of phase A uAO consists of Udc and 0
(indicated by state P and O); when uB_ref < 0, terminal
voltage of phase B uBO consists of −Udc and 0 (indicated by
state N and O). Similarly, terminal voltage of phase C uCO
consists of −Udc and 0 (indicated by state N and O).

-erefore, the phases’ duration time could be obtained as
follows:

TA �
uA ref · Ts 

Udc

,

TB � Ts +
uB ref · Ts 

Udc

,

TC � Ts +
uC ref · Ts 

Udc

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

According to (4), the switching sequence in Sector I is
shown in Figure 5.

-us, three phase’s duration time of reference voltage
can be concluded as

TX �
UX refTs

Udc

uX ref ≥ 0 

TX � Ts +
UX refTs

Udc

uX ref < 0 

, (X � A, B, C).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

3. Analysis of Neutral-Point Potential Offset
and the Balancing Strategy

3.1. Analysis on Neutral-Point Potential Offset of NPC$ree-
Level $ree-Wire APF. As shown in Figure 3, there are 27
switching states and 19 space vectors in the space vector
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diagram of the NPC three-level converter. -ese vectors can
be divided into four different types, zero vector, small vector,
medium vector, and large vector, based on the different
influences of neutral-point potential. -e detail will be
discussed separately in the following.

When zero vector works, such as PPP, the three-phase
load is connected to the positive terminal of DC-bus directly.
As shown in Figure 6, no current flows into/out of the

neutral point O.-erefore, the zero vector does not have any
effect on the neutral-point potential.

As shown in Figure 7, when the large vector (PNN) works,
the three-phase load is connected to the positive and negative
terminal of DC-bus, respectively. It can be seen that no
current flows into/out of the neutral-point O. So, the large
vector does not influence the neutral-point potential, either.

Figures 8 and 9 show that when the small or medium
vector works, the neutral point O is connected to the load.
-ere is some current flowing into/out of the neutral point O,
which will affect the neutral-point potential. -e small or the
medium vector always have the switching state “O,” so there is
at least one phase load connected to the neutral point. In such
a circumstance, the phase current is equal to the current which
flows into/out of the neutral point O.-ere is the neutral-point
potential offset because of the neutral-point current.
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Figure 1: Structural schematic diagram of three-level APF.
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Figure 2: Block diagram of the APF system.

Table 1: Switching states of the three-level NPC converter (X�A,
B, C).

SX1 SX2 SX3 SX4 Terminal voltage Switching state
ON ON OFF OFF Udc P
OFF ON ON OFF 0 O
OFF OFF ON ON −Udc N
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Figure 3: Voltage space vector diagram of the NPC three-level converter.

Table 2: Principles of sector selection.

uA_ref uB_ref uC_ref S
>0 <0 <0 1
>0 >0 <0 2
<0 >0 <0 3
<0 >0 >0 4
<0 <0 >0 5
>0 <0 >0 6

V1

V18

V8

V7

V∗ref

PPN

PON

PNO

POO

ONN

Figure 4: V
→∗

ref
locating in sector I.
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Table 3 shows the neutral-point current corresponding
to different vectors. It can be inferred that small vectors
appear in pairs, but the two have opposite effects on neutral-
point potential.-e PWMwaveform can be generated by the
seven-stage modulation method by combining the original
PWM waveform in Figure 5 and the data in Table 3, as
shown in Figure 10.

When the sampling period is small enough, the current
of phase current can be considered as constant in a sampling
period. According to Figure 10, the average value of neutral-
point current iNP can be calculated as

C1

C2

O

P

N

Udc

Udc

iNP
ica

icb

icc

DA1 DB1 DC1

DA2 DB2 DC2

SA1

SA2

SA3
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SB1 SC1

SB2 SC2

SB3 SC3

SB4 SC4

Figure 7: Large vector (PNN).
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Figure 5: Diagram of PWM waveform in Sector I.
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Figure 8: Small vector (POO).
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Figure 9: Medium vector (PON).
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iNP �
ia · Ts − TA(  + ib · TB − TC(  + −ia(  · TC

Ts
,

ia + ib + ic � 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

By solving (6), the neutral-point current iNP can be
obtained as

iNP �
ia · Ts − TA(  + ib · TB + ic · TC

Ts
. (7)

3.2. $e Neutral-Point Potential Balancing Strategy. In tra-
ditional CB-PWM, zero-sequence voltage is injected into
three-phase reference voltage to balance the neutral-point

potential, which requires complicated calculation. -e
present study proposes a novel strategy, aiming to make the
calculation convenient and simpler.

Compare to the injection of zero-sequence component,
we add the common time Terr to three phase’s duration time
TX (X�A, B, C) to balance the neutral-point potential offset.
After Terr is added, the new three phase’s duration time can
be obtained as

TA
′ � TA + Terr,

TB
′ � TB + Terr,

TC
′ � TC + Terr.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(8)

-us, the new neutral-point current is

iNP′ �
iA · Ts − TA

′  + iB · TB
′ + iC · TC

′

Ts
�

iA · Ts − TA + Terr(   + iB · TB + Terr(  + iC · TC + Terr( 

Ts
� iNP −

2iA
Ts

· Terr. (9)

Based on the principle of charge conservation, the fol-
lowing equation can be obtained:

iNP′ · Ts � Uerr · C, (10)

where Uerr �Udcd −Udcu is the voltage difference between
lower and upper DC-link capacitors, Udcu and Udcd the
upper and lower DC-link capacitor voltage, respectively, and
C � C1 �C2 is the capacitance of DC-link. -us, Terr can be
derived from (9) and (10) directly:

Terr �
iNP · Ts − C · Uerr

2 · iA
. (11)

Equation (9) shows that Terr can affect the neutral-point
current and can adjust the neutral-point potential. When
i’NP is positive, the neutral-point potential will decrease.
-us, Terr can be modified by equation (11) to suppress the
neutral-point potential offset in theory. -e process of
modification is shown in Figure 11.

When V
→

refis located in the other sectors, Terr can be
expressed as follows:

P

A O O

B

C

N

N

N

N

O

O

TA

TB

TC

iNP ia ia iaib ib0 0

Figure 10: Neutral-point current in a switching period.

Table 3: Neutral-point current corresponding to different vectors.

Positive small vectors iNP Negative small vectors iNP Medium vectors iNP
ONN ia POO −ia OPN ia
NON ib OPO −ib PON ib
NNO ic OOP −ic PNO ic
OPP ia NOO −ia ONP ia
POP ib ONO −ib NOP ib
PPO ic OON −ic NPO ic
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Terr �

iNP · Ts − C · Uerr

2 · iA
, S � 1,

−
iNP · Ts − C · Uerr

2 · iC
, S � 2,

iNP · Ts − C · Uerr

2 · iB
, S � 3,

−
iNP · Ts − C · Uerr

2 · iA
, S � 4,

iNP · Ts − C · Uerr

2 · iC
, S � 5,

−
iNP · Ts − C · Uerr

2 · iB
, S � 6,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

where S is the sector number. Figure 11 shows that the range
of common time Terr should follow

Terr ≤Ts − max TA, TB, TC( , whenTerr ≥ 0( ,

abs Terr( ≤min TA, TB, TC( , whenTerr < 0( .
 (13)

4. Experimental Verification

In order to verify the effectiveness of the proposed balancing
strategy, experiments for NPC three-level three-wire APF
are conducted. -e parameters of the experimental platform
are listed in Table 4.

Figure 12 shows the photograph of the experiment
equipment including AC supply from the grid, nonlinear
load, sensor board connected to controller board, and NPC
three-level converter board.

Figure 13 shows some waveforms before and after
compensation by APF. -e three-phase uncontrolled rec-
tifier bridge connecting serially with a 30Ω resistor is se-
lected as the typical nonlinear load. -e typical load current
waveforms can be found from Figure 13(a). Figure 13(b)
shows the load current, the grid current after compensation,
and the reference current and output current of APF, re-
spectively. -e grid current, compared with the distorted
load current, is approximately sinusoidal and symmetrical
after the compensation. -e same conclusion can be drawn
after the THD analysis. -e THD of load current reaches up
to maximum 24.01%. However, the THD of grid-side cur-
rent sharply falls to 4.5% because of the compensation.
Meanwhile, the actual output compensating current is nearly
the same as the reference current, suggesting that APF is
with good performance.-e experiments and analysis above
have verified that the three-level three-wire NPC APF has
significant positive performance on improving the quality of
power grid.

Figure 14 shows the waveforms of upper and lower DC-
link voltage. It can be seen that when the neutral-point
potential control strategy is not working, the upper and
lower voltageUdcu/Udcd diverge in opposite directions.-en,
the proposed neutral-point potential scheme starts working.
It shows that the differential value between upper and lower
DC-link voltage is less than 2V, suggesting that the neutral-
point potential offset is suppressed effectively.
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Figure 11: Procedure of duration time modification of PWM waveforms. (a) Neutral-point potential to be decreased. (b) Neutral-point
potential to be increased.

Table 4: Parameters of the experimental platform.

Parameters Value
Phase voltage (Vs) 110V (RMS)
Frequency of phase voltage 50Hz
DC-link voltage (2Udc) 400V
DC-link capacitance (C1, C2) 1350 μF
Output inductor (Ls) 4mH
Switching frequency (fs) 10 kHz
Load resistance (Rd) 30Ω
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-e proposed scheme and conventional SVPWM were
both programmed on the same TMS320F28335 DSP board
to check which algorithm can simplify the calculation.
Meanwhile, the same code style and composer

configuration were adopted, and all extra optimal measures
during the programming were strictly controlled. -e re-
sults of the experiments showed that it only took DSP 6.4 μs
in the proposed scheme to finish the whole calculation,
while in conventional SVPWM, it was 9.6 μs, indicating a
significant simplification.

5. Conclusions

-e present paper, based on a new voltage-second rule for
the three-level converter on three-phase three-wire APF
systems, proposes a novel simplified neutral-point bal-
ancing scheme and verifies its performance in balancing
NP potential. Firstly, the duration time of three phases can
be calculated directly with this scheme to avoid the
complicated selection of space vector sectors by conven-
tional SVPWM. -e calculations in the proposed strategy
cover multiplication, addition, and few amounts of divi-
sion. Compared with the large quantity of divisions, even
trigonometry operations in conventional SVPWM, the
proposed strategy represents a simplified algorithm when
applied in the DSP plant.
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iL_a, iL_b, iL_c (5A / div)

(a)

iL_a

iGrid_a

ica i∗ca

Cu
rr

en
t o

f A
 p

ha
se

 an
d 

co
m

pe
ns

at
io

n 
cu

rr
en

t

t (10ms/div); iGrid_a(10A/div);

iL_a(10A/div)(DA); ica,i∗ca(4A/div)(DA);

(b)

Figure 13: Waveforms of some currents. (a) Load current before compensation. (b) Harmonic reference current.
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Secondly, this proposed strategy reconstructs the
switching sequence of every phase by modifying the dura-
tion time. Its operation is significantly simpler than the
traditional method of zero-sequence voltage injection. -e
experiments in Section 4 have verified the feasibility and
effectiveness of the proposed strategy.
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In recent years, energy conservation and environmental protection have attracted great attention by the state, and many efforts
have been made from the policy and planning level. In view of the current distribution network planning requirements about
energy-saving and environmental protection attributes such as loss reduction, carbon reduction, and environmental friendliness,
this study proposes a set of energy-saving and environmental protection evaluation indicators for distribution network. 'en, the
CIM file library is constructed for typical equipment. Based on the CIM file, the digital planning technology for distribution
network is designed. Besides, the feature library of energy conservation and environmental protection indicators, power flow
calculation module, carbon flow calculation module, and renewable energy integration planning module are described.

1. Introduction

In December 2016, China issues the development plan for
energy conservation and environmental protection indus-
tries during the 13th five-year plan period, which points out
that environmentally friendly industries are the key to
promote economic growth and enhance green competi-
tiveness, as well as support ecological conservation. And, the
development and reform commission of Guangdong
province proposes the 13th five-year plan for energy de-
velopment of Guangdong province (2016–2020) in January
2017, which puts forward the development goals of im-
proving the green and low-carbon energy system, promoting
energy conservation, and reducing carbon emission.
Meanwhile, Guangdong province government presents that
it is vital to implement energy-saving and low-carbon power
dispatching considering economic, energy-saving, and en-
vironmental protection factors and then make the reason-
able competition rules of power market. Besides, China
Southern Power Grid Corporation has established a com-
plete index evaluation system about energy conservation and

environmental protection, which helps to combine market
transaction with energy-saving and low-carbon power dis-
patching. Hence, it can be predicted that improving re-
newable energy penetration rate, developing low-carbon
planning technology, and promoting distributed energy
(such as solar, wind, and geotherm) are the development
trends of the power system in the future [1–3].

Distribution network is the link between the power plant
and end users. 'e scientific planning of distribution net-
work can ensure the reasonable structure and economical
operation of the power grid. Moreover, it is important to
realize dual carbon control (carbon peaking and carbon
neutralization) of the power system by improving the power
supply quality, improving environment, and optimizing
energy consumption structure. From the perspective of
planning, electric energy should be delivered to the user
terminal with high quality. And, the reliable supply of
electric energy is supported by large-scale distribution
equipment. 'erefore, the economic and technical cost-
benefit analysis of distribution network investment is es-
sential for the efficient and economic operation of the power
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system [4]. From the perspective of operation, the voltage at
the load side of distribution network is low with large load
current, which makes the loss of transformers and lines.
'ese power losses even can reach about 10% or even higher
of the transmission power. Hence, the energy-saving and
loss reductionmeasures should be carried out to improve the
economic operation level and equipment utilization rate of
distribution network [5].

Recently, higher requirements have been raised for
distribution network planning with the economy develop-
ment, power system reformation, and energy conservation
and environmental protection initiative. Distribution net-
work planning not only requires the minimize the con-
struction and operation costs with the safe and reliable
power supply but also concentrates on the coordination
between distribution network and environment to reduce
carbon emission and protect environment [6]. At present,
lots of works on energy saving and loss reduction of dis-
tribution network [7–9] have been studied, which design a
series of new technologies and equipment and establish the
relevant evaluation index. However, these research studies
ignore the environmental problems in the construction and
operation of distribution network equipment, such as the
greenhouse effect caused by sulfur dioxide, nitrogen oxide,
and carbon dioxide emission. On the contrary, the elec-
tromagnetic radiation from distribution transformer,
overhead lines, and cable lines may affect nearby residents
which leads to a great deal of criticism. Furthermore, the
research on renewable energy access planning of distribution
network mainly includes planning algorithm [10–12],
planning model [13–15], renewable energy siting and sizing
[16–20], and collaborated planning between renewable
energy and power system [21, 22]. And, the evaluation in-
dexes and intelligent planning software of distribution
network environmental protection planning need to be
further studied.

To make up for the above deficiencies, this paper es-
tablishes an index system that can guide the distribution
network planning and evaluate the energy conservation and
environmental protection attributes. 'en, a typical
equipment library is established to systematically model the
distribution network equipment based on the CIM file.
Finally, the function modules of energy-saving and envi-
ronmental protection software are designed which lays the
foundation for the digital distribution network planning.

2. Energy Conservation and Environmental
Protection Indexes

'e purpose of establishing the index system is to better
evaluate the energy conservation and environmental pro-
tection characteristics of the distribution network, and the
following content will analyse and elaborate on these two
aspects.

2.1. Energy Conservation Indexes. Energy conservation in-
dexes mainly include equipment life cycle, line loss,
equipment loss, and operation loss; the structure of them is

shown in Figure 1. In particular, the whole life cycle denotes
the overall costs of equipment (such as transformer, over-
head line, cable line, circuit breaker, load switch, switch
cabinet, outdoor switch box, cable distribution box, ring
network cabinet, reactive power compensation device, and
lightning rod) from production to recycle. Line loss and
equipment loss fully describe the actual operation loss
caused by line heating and equipment heating in the actual
operation of distribution network. Moreover, the three-
phase unbalanced additional loss, unreasonable operating
voltage additional loss, high-order harmonic additional loss,
and equipment aging additional loss should be further
considered in the operational additional level.

2.2. Environmental Protection Indexes. Environmental
protection indexes mostly compose of equipment envi-
ronmental protection index, high harmonic content, green
distribution network index, carbon emission flow, and
electric energy substitution index; the sketch map of them is
given in Figure 2. Specially, equipment environmental
protection index focuses on the radiation intensity and noise
intensity. And, the distributed power penetration rate,
electric vehicle charging (replacement) power station area
density, capacity proportion of public electric vehicle
charging and swapping facilities, annual consumption rate
of distributed power generation, and cost of waste gas
treatment in distribution network, as well as green equip-
ment proportion, are the subindexes of the green distri-
bution network indicator. In addition, the carbon emission
stream regards the carbon emission flow rate and node
carbon potential as the evaluation criterion. And, the
electricity substitution index denotes the potential of “re-
place oil, gas, and coal with electricity.”

3. CIM File and Its Analytical Process

'eCIMmodel is a collection of various subsystems, and the
main purpose of using CIM file is to establish a unified and
standard information model to provide effective model
support for distribution network research and planning. It is
necessary to determine the relationship between each sub-
system and then build an integrated framework that is easy
to understand for users. 'ere are three kinds of CIM
models:

(1) Core model: this model is the basic to describe and
analyse management system. It defines the control
range of each subsystem, which also is the starting
point of all the public models.

(2) General model: this model is independent of the
system, which helps to develop management appli-
cations such as setting program and Internet
program.

(3) Extended model: this model is a technical extension
of the general model, which is mostly used in the
specific environment.

As an information-based model, designers can realize
visual CMI modelling through unified modelling language
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(UML). 'e autoinformation exchange of the CIM model is
achieved by Internet; then, an intelligent distribution net-
work planning technology can be established. Besides, the
CIMmodel avoids the problem of large subclasses caused by

various definitions. 'e generic class is used to identify the
attribute of each subclass and their name. Hence, this model
can describe the specific attribute of monitoring content via
integer, Boolean variable, floating-point number, string, etc.

Comprehensive evaluation of distribution
network energy consumption

Equipment life
cycle

Distribution transformer

Overhead line of distribution network

Distribution network cable line

Circuit breaker and load switch

Switchgear

Equipment loss
Transformer loss

Capacitor (reactor) loss

Outdoor switch box

Cable distribution box

Ring network cabinet

Reactive power compensation device

Lightning arrester

Power electronic equipment

Line loss

Additional
operating loss

Three-phase unbalanced additional loss

Unreasonable operating voltage and additional loss

Additional loss of higher harmonics

Additional loss of equipment aging

Figure 1: 'e diagram of the energy conservation index system.

Comprehensive evaluation of distribution
network environmental protection

Environmental indicators of
traditional distribution network

equipment

Green distribution
network indicators

Cost of waste gas treatment in distribution network

Proportion of green equipment

Radiation intensity of distribution network equipment

Noise intensity of distribution network equipment

High harmonic
content

Carbon emission
stream

Carbon emission flow

Carbon emission flow rate

Node carbon potential

Electricity
substitution index

Potential of “replacing oil with electricity”

Potential of “replacing gas with electricity”

Potential of “substituting electricity for coal”

Electric vehicle charging (replacement) power station area density

Distributed power penetration rate

Proportion of capacity of public electric vehicle charging and swapping facilities

Annual consumption rate of distributed power generation

Figure 2: 'e diagram of the environmental protection index system.
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'is paper analyses the CIM file and investigates the
main objects involved in the distribution network planning.
'en, the following analytical process of the CIM file can be
given:

(1) Read CIM file and extract CIM component object,
including station, wire, bus, switch, transformer, and
terminal

(2) Find the connected component according to the
terminal head of circuit breaker

(3) Determine the terminal head according to the
component and read the component set

(4) Traverse component set and identify bus node,
distribution node, and contact switch

(5) Repeat step (4) until the recursive traversal is
completed

(6) Implement skeleton analysis including the main line
marking and the insufficient assessment of main
cross section and branch line; then, the problem
library can be generated

(7) SVG element node mapping
(8) Save CIM data in library

4. CIM File Library of Typical Distribution
Network Equipment

'e distribution network model usually has large data and
complex structure. And, the theory and practice of this paper
are based on the modelling of power grid equipment (e.g.,
topology, line, load, equipment, and feeder), which can be
described as follows:

(1) Line model: the line model can be classified
according to the conductor type, wiring method,
conductor kind, and wire style. However, the defi-
nition of the conductor type shows that this model is
only suitable for the three-phase symmetric system
which employs positive sequence and zero sequence
components to describe line impedance. And, the
distribution system is three-phase asymmetric sys-
tem, which needs to consider more geometric at-
tributes, electrical attributes, and electrical
information to establish the integrated line model.

(2) Transformer model: the transformer model is
composed of equipment container, transformer
winding, and so on. In the CIM model, the winding
type of the transformer is replaced by the end type
which is associated with star impedance type and
admittance type to represent the parameter matrix of
the transformer.

(3) Load model: this model depicts the load of the power
grid, which is able to (a) show the characteristics of
load access point, (b) express multiphase connection
and its connection type, (c) reflect constant im-
pedance, constant power, and constant current load,
and (d) represent three-phase balance and three-
phase imbalance in distribution network.

(4) Feeder model: 'e feeder model is extended by the
CIM model. Feeder is a combination of power lines
with the same voltage level in the distribution net-
work which contains lots of power equipment. And,
feeder modelling can build the overall or partial
relationship between composite equipment and
single equipment in distribution network.

5. The Design of Coordinated Planning and
Energy Conservation Software

'is proposed software is a novel distribution network
planning technology, which can realize the digital and in-
telligent planning and decision-making with renewable
energy connected. And, the energy conservation and envi-
ronment protection factors are fully considered to satisfy the
requirement of green distribution network construction.'e
algorithms and functions of the platform are compiled from
the bottom layer, packaged, and encapsulated so that the
platform interface can call these function packages. 'e
system login page and technical framework are shown in
Figures 3 and 4, respectively.

Moreover, the design of this software mainly includes
four modules: energy-saving and environmental protection
indexes feature library, power flow calculation, carbon flow
calculation, and renewable energy connected planning.

5.1. Energy-saving and Environmental Protection Indexes’
Feature Library. 'is library is dynamic which stores the
typical energy-saving and environmental protection indexes
from the engineering cases. 'e prominent advantage of this
library is that the computation efficiency of software and the
data capacity of library are improved simultaneously. Spe-
cially, the scale of database is increased based on the out-
comes of engineering cases’ analysing.'en, the engineering
cases can extract characteristic data from the library to
estimate the relevant indexes of equipment which saves
computation time in large.

And, the visual interface of the indictor feature library is
given in Figure 5. It is observed that the energy-saving and
environmental protection indexes are exhibited via ana-
lysing engineering cases. And, the database can be contin-
uously enriched by the increasing engineering cases to
establish indictor feature library of equipment.

5.2. Power FlowCalculation. CIM expand package defines the
connection mode of each equipment in distribution network,
which can be described by “equipment-terminal-connection
point.” 'e terminal is the end of the device. A device has
multiple terminals, and the connection point aggregates the
related terminals without impedance according to network
operation status. Taking the model library of the network layer
as the middle layer, the CIM model is analysed to the middle
layer database and a real-time synchronous computing database
can be generated to achieve the automatic modelling of the
whole physical model. Besides, the interface layer is established
based on the secondary development and encapsulation of API
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interface, which can realize the auto-periodic operation of
power flow calculation.

'e graph-based network topology subsystem can identify
electrical equipment, which also supports the automatic

topology program calling, network topology analysing, node
numbering, and topology results updating. And, this system has
the function of automatic network tracking, state network
analysing, dynamic network diving, and region segmenting.

Engineering example

Device ID Device model Indictor 1 Indictor 2 Indictor 3

Description column

Indicator feature library

Enter

Energy saving of equipment Environmental protection of equipment

Save

Figure 5: 'e visual interface of indictor feature library.

Figure 3: 'e system login page.
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'e power flow calculation module is a built-in calcu-
lation module. Its calculation parameters are obtained by
parse CIM file with distribution network information. 'en,
the relevant calculation parameters are input to the power
flow calculation interface. And, the final calculation results
are output and displayed on the front-end topology interface
via the built-in calculation module developed by Python
language. 'e power flow calculation module is compiled
from the bottom of the code by us, without the use of
software packages from other institutions or companies.

5.3. Carbon Flow Calculation. 'e carbon flow calculation
module mainly involves the following indicators.

5.3.1. Branch Carbon Flow. 'e branch carbon flow is the
most basic physical quantity of carbon flow, which is rep-
resented by F. It is defined as the cumulative amount of
carbon emission corresponding to the carbon flow that
passes through a branch along with the load flow in the given
time. And, the unit of carbon flow is the same as carbon
emission.

5.3.2. Branch Carbon Flow Rate. 'e carbon flow rate of a
branch in unit time is called the branch carbon flow rate,
which is represented by R. Its value is equal to the derivative of
the branch carbon flow, and the unit is t·CO2/h or kg·CO2/s:

R �
dF

dt
. (1)

5.3.3. Branch Carbon Flux Density. 'e carbon emission
flow of the power system is related to active power flow, so it
is necessary to combine the above concepts to implement
research. 'e branch carbon flux density is defined as the
ratio of the carbon flow rate to the active power flow in a
branch, which can be denoted by ρ. It is easy to find that the
unit of branch carbon flow density is the same as the carbon
emission intensity on the power generation side, i.e.,
kg·CO2/kWh.

5.3.4. Node Carbon Potential. 'e node carbon potential of
the power system describes the linear relationship between
the carbon flow and the active power flow through a node,
which is written as e. And, the expression is given by

en �
i∈N+ Piρi

i∈N+ Pi

�
i∈N+ Ri

i∈N+ Pi

, (2)

where N+ is the set of all branches whose flow flows into
node n and i is the branch number. It can be observed that
the unit of node carbon potential is the same as branch
carbon flux density, and its value is equal to the weighted
average of carbon flow density ρi of the branches flowing
into node n for the active power flow Pi.

'e essence of the power system carbon emission flow
calculation is to quantitatively determine the flow state of

carbon emission flow based on load flow distribution. 'e
differences and relation between load flow analysing and
carbon emission flow analysing can be summarized as
follows: (a) the carbon emission flow depends on the ex-
istence of load flow, and the factors affecting load flow
distribution also will have an impact on carbon emission
flow; (b) the carbon emission flow is related to the carbon
emission characteristics of the generator unit. 'erefore, the
carbon emission flow is not only restricted by load flow
distribution but also affected by some parameters and
boundary conditions about the generator unit.

'e active power, reactive power, voltage, and phase
angle of all nodes, as well as the load flow of all branches,
can be obtained via the load flow calculation based on the
CIM file. According to the nature of carbon emission
flow, the carbon flow density on the all branches is equal
to the carbon potential of the node connected to the
branches. When the carbon potential of all nodes is
obtained, the carbon flow rate of all branches can be
calculated from the carbon potential of the starting node
and branch load flow. 'en, the carbon flow rate of each
branch and key section can be acquired based on the
carbon potential of each node.

Similar to the load flow calculation module, carbon flow
calculation is carried out by the built-in calculation module
using Python language, and the calculation outcomes are
shown in the front-end topology interface (see Figure 6).
Moreover, two practical engineering cases are introduced to
assess the performance of designed load flow and carbon
flow calculation platform. And, the sketch maps of these
engineering cases are shown in Figure 7. Note that the
detailed information is hidden in the maps due to confi-
dentiality needs. Besides, the display interface of calculated
feeders is denoted in Figure 8.

5.4. Renewable Energy Connected Planning. With the ad-
vancement and popularization of power electronics tech-
nology and the continuous advancement of China’s energy
conservation and emission reduction strategy, the scale and
proportion of new energy access to the distribution network
is increasing. In order to cope with the situation that the
proportion of new energy access in the distribution network
has increased year by year in recent years, the new energy
access module is designed here.

'e photovoltaic system has an important role and large
market in distribution network with renewable energy
connected. Hence, this proposed module is developed
considering solar power.

Photovoltaic cell is the basic component of photovoltaic
system, and its output power value is related to energy
conversion efficiency, solar irradiation, panel area, and so
on. 'e active power of the photovoltaic system can be
approximately expressed as follows:

PPV � rAη, (3)

where A is panel area, r is solar irradiation, and η is energy
conversion efficiency.
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'e photovoltaic system usually works in the daytime.
And, the solar irradiation meets beta distribution, and
probability density it is

f(r) �
Γ(α + β)

Γ(α)Γ(β)

r

rmax
 

α−1

1 −
r

rmax
 

β−1

, (4)

where rmax is the maximum solar irradiation and α and β
both are the shape parameters of beta distribution.

'erefore, the probability density of output power is
given by

f PPV(  �
Γ(α + β)

Γ(α)Γ(β)

PPV

Pmax
 

α−1

1 −
PPV

Pmax
 

β−1

. (5)

'e idea of the photovoltaic module based on the CIM
file is to establish a front-end input interface. 'en, the
model and parameters of photovoltaic equipment can be
input manually or read in the text and stored in the database.

Especially, the selection of photovoltaic equipment directly
affects the properties and parameters of equipment. And, the
related parameters are as follows:

(1) Shape parameter α
(2) Shape parameter β
(3) Single square array area A
(4) Energy conversion efficiency η
(5) Maximum solar irradiation rmax

(6) PV capacity S

'ere are engineering restrictions on the location and
capacity determination of PV equipment in actual scenarios.
Hence, the location and capacity determination in photo-
voltaic system depends on manual operation in this software
module. And, the built-in module can assess the operation
status of distribution network, and its visual interface is
shown in Figure 9.

(a) (b)

Figure 7: 'e sketch maps of two engineering cases. (a) Case one. (b) Case two.

Select substation Select feeder

Corresponding feeder grid topology
diagram

Power flow calculation Carbon flow calculation

Figure 6: 'e visual interface of the carbon flow calculation module.
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6. Conclusion

'is paper proposes the standardized information model
and software of coordinated planning and energy conser-
vation for distribution network, and the main contributions
are as follows:

(1) 'e comprehensive index system of energy con-
servation and environmental protection for distri-
bution network is presented, which provides a

powerful tool to implement the evaluation and
planning of the power system.

(2) 'e CIM file library of typical equipment in distri-
bution network is established. 'is library is helpful
for the intelligent planning of distribution network.

(3) 'e energy conservation and environmental pro-
tection software module is designed based on the
CIM file which can be regarded as a general design
scheme.

Substation 110kV

110kV

272.2A

109.4A 23.3A

15.1A

15.6A31.2A

53A

74.9A129.5A

11.1A

Station 1 Feeder F15 Analysis
Grid analysis

114%

Network loss: 50.13kW

4750kVA

4460kVA 3200kVA

1000kVA

1000kVA

630kVA

630kVA 630kVA

2260kVA

Figure 8: 'e display interface of calculated feeders.

Topology information
display interface

Power flow calculation Carbon flow calculation
Operational indicator

analysis
 

Photovoltaic
equipment

library

Figure 9: 'e display interface of renewable energy connected planning.
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(4) 'e designed indexes feature library can realize the
improvement of software performance and back-
ground data capacity.

(5) 'e constructed power flow calculation module,
carbon flow calculation module, and renewable
energy connected planning module serve as the
foundation for visual planning of distribution
network.

Our next work will be promoted from the following two
aspects:

(1) 'e functional modules of the software platform will
continue to be expanded.

(2) 'e digitization and automation capabilities of the
software will be enhanced, and a variety of machine
learning core algorithms should be added.
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Advantages of microgrid integrated with a renewable energy system have been acknowledged in more and more applications.
Operating steadily during different modes is of great significance, and different modes transferring must be transient, seamless,
and reliable to maintain the continuous electricity supply for loads, especially sensitive ones. As a semicontrolled switch that is
unable to shut instantly until the zero point of its current, thyristors should be forced to be turned off by certain strategies to
minimise the influence brought by the delay of modes transferring. In this paper, a compulsory turn-off strategy based on fuzzy
logic control of converter output voltage is proposed. With the strategy, an alterable reverse voltage is applied across the
conducting thyristor by dynamically adjusting the output voltage reference instruction and closed-loop control parameters
depending on the changing rate rather than detecting the polarity of voltage or current. Constraints from acquisition of analog
data and error of digital calculation will be eliminated. Finally, simulation and experimental results verify the effectiveness of the
proposed strategy.

1. Introduction

In recent years, motivated by the climate change and un-
sustainable consumption on fossil fuels for electricity gen-
eration, establishment of the microgrid (MG) system with
renewable energy conversion such as distributed generating
(DG) or battery storing (BS) has steadily increased [1–3].,e
MG system is capable of supplying uninterrupted power for
critical loads independently with the flexibility of multiple
working modes under planned outage or unintentional
faults such as short circuit, disturbance, and blackout [4–7].
Because of different control objectives, the mode transition
of the MG system, especially when it disconnects from the
utility, must be transient, seamless, and reliable so that
influence caused by the intermediate process can be miti-
gated or avoided even better without any current surge or
voltage fluctuation [8].

Studies have been carried out on smooth transferring of
output. In [9], a master inverter is set to build up the AC
voltage and other inverters can still work in the grid-tied
mode to supply continuous power. Unified schemes based
on indirect current control are devised to impose no

alteration to the control structure so that the output voltage
and injected current can transmit smoothly with no shock
[10–12]. In [13, 14], smooth transition mechanisms based on
state observer are discussed to maintain the system variables
within acceptable limits. In [15–18], a unified scheme based
on droop control is designed to only change the voltage
reference rather than control structure so that inrush cur-
rents and voltage distortions of mode transfer can be
eliminated. In [19–22], fuzzy-based parameter regulation is
implemented to improve the performance of dynamic re-
sponse and stability when transferring.

However, before getting power supply from the MG
system, loads should disconnect from the utility completely
[23, 24]. Inadequate attention has been applied on switch-
over transients of the connecting devices between the utility
and the MG system, which leaves several challenges to be
further researched. Generally, it takes around 1 s (second)
for the relays to switch off completely and around 0.5 s for
mechanical breakers [25] while power electronic switches
have much faster on-off response [26]. In spite of this, the
MG system is usually connected to the utility through
switches consisting of thyristors rather than IGBTs, GTOs
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etc., in AC bus from current-carrying capability and the
practicability point of view, especially in high voltage and
current occasions [27, 28]. In [29–31], it takes from 1/4 to
1/2 line cycle for the MG system to disconnect from the
utility at zero crossing of the grid current and 5 line cycle to
ensure the whole procedure at most, which is far beyond the
requirement of power continuity for sensitive loads [32].
Even worse, power quality of the MG system may be further
deteriorated by the turn-off delay. So, it is of great signifi-
cance to take measures to ensure the fast and smooth
switching of thyristors.

Compensation strategies are introduced in [33, 34] that
the injecting current of the inverter is regulated to follow
the instantaneous value of load when the off-grid transfer
signal starts up; then, the current of thyristors can be re-
duced to zero and enter the blocking state quickly. But, the
deficiencies are also obvious. For one thing, the injecting
current of the inverter is difficult to be controlled exactly as
the load current, especially when the load is nonlinear or
light. On the contrary, if the load is heavy, the voltage will
undergo a distortion because of the current surge. An LC
series resonance circuit is designed to reverse the deviation
of voltage on thyristors to accelerate the current decaying
[35] while it can be implemented simply in the case of
voltage sag rather than any other anomalies and the res-
onance is susceptible to variation of characteristics. In [36],
two control methods for the transition by means of inverter
output voltage amplitude and phase regulation, which
depend heavily on the accurate polarity of the static transfer
switch current, and measures dealing with inaccurate
judgment are not explained. When the instantaneous
amplitude of conducting current is too small to be sampled
by the sensors (e.g., near zero) of the system controller, the
polarities will not be recognized accurately. ,en, there will
be a high probability that the MG system fails to disconnect
from the utility before working as a voltage source. To solve
this problem, the MG system controller can equip a high-
precision and wide-range sampling circuit in its detecting
section, which may take much more cost. On the other
hand, it can also set a minimum threshold to escape
transition when the current or voltage is beyond the linear
sampling region, which may jeopardize the power conti-
nuity and stability of local loads.

Taking the limitations of research mentioned above into
consideration, this paper proposes a new strategy based on
fuzzy logic control of converter output voltage to force to
turn the MG thyristors off without detecting the voltage or
the current polarity at the moment of islanding so that the
transitory time of utility disconnecting can be minimized
effectively. Firstly, an initial voltage conference is set for the
MG converter to form a voltage deviation between the anode
and cathode of the conducting thyristor. ,en, the voltage
conference is regulated according to fuzzy logic rules based
on the following variation trends of its current until the
conducting thyristor is turned off. ,e proposed method
makes sure that the MG system can accomplish islanding
transition rapidly at any time and any circumstance and can
ensure the reliability for MG customers more comprehen-
sively during the occurrence of utility anomaly.

,emain contributions of this paper are listed as follows:

(1) ,e mathematical model of compulsory turning off
for thyristors in the MG system is demonstrated

(2) In contrast to the existing control methods, an
islanding transition strategy without detecting the
polarity is introduced on the basis of the mathe-
matical relationship between the time of compulsory
turnoff with the parameters of main circuit and
control system

(3) Fuzzy rules of the compulsory disconnecting strategy
for the thyristors through the output voltage of the
MG converter are proposed to ensure islanding
transition rapidly at any time and any circumstance

,e remainder of this paper is organized as follows. Four
different operational modes of the MG system are presented
in Section 2 with a brief review about the necessity of control
scheme studied in this paper. Section 3 demonstrates the
control principle of compulsory turnoff for the thyristors in
the MG system by the equipped converter and formulates
the mathematical relationship between turn-off time with
the main circuit and control parameters on the basis of a
single-phase schematic diagram of the MG system. ,e
strategy of compulsory islanding based on fuzzy logic to
regulate the output voltage of the converter in the MG
system is presented in Section 4. Simulation with four
voltage and current situations and, practically, experimental
results are displayed in Section 5 to prove the validity and
effectiveness of the proposed method. Finally, conclusions
are duly down.

2. System Description

2.1. Structure and Working Modes of the MG System. A
typical single-phase structure diagram and controlling block
of the MG power supply system integrated with the utility is
mapped in Figure 1. In detail, local loads and theMG system
are connected in parallel to the utility by thyristors. A solar
cell and energy storage battery are connected to the DC bus
and provide energy support for different operational modes
of the MG system. ,e converter is connected to the utility
through the LC filter. ,e MG power controller monitors
the voltage of the public grid as well as the DC bus in real
time and outputs driving signals to turn on/off the thyristors
in order to change the connecting state between the MG
system and the utility. Space vector pulse width modulation
(SVPWM) is used to reduce the switching harmonics and to
improve the utilization of DC voltage.

Two operational modes of the MG system are further
depicted in Figure 1, which are utility-connected mode and
stand-alone mode. ,e MG power controller changes the
strategy with a software switch for the converter to achieve
different output targets by working as a controlled current or
voltage source relatively according to the ON/OFF state of
thyristors. However, the utility-connected and stand-alone
mode, which can be also defined as steady-state modes,
should not transfer from one to another directly in order to
avoid saturation or mutation of controlling. As is shown in
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Figure 2, between the utility-connected mode (mode 1) and
the stand-alone mode (mode 2), there are other two tran-
sient-state modes for smooth transferring to help to prevent
any sudden voltage or current changes to the load as well as
to the grid, which are presynchronization (mode 3) and
islanding transition (mode 4).

2.1.1. Mode 1: Utility-Connected Mode. If the utility is stiff,
thyristors are turned ON and the MG system works at the
utility-connected mode. Local loads get voltage supply from
the utility. ,e MG converter works as a current source,
which can both maintain the inactive power balance and
provide active power to reduce electricity cost from the main
grid if necessary. In addition, the stored battery of the
distributed generating part can get charged during this
mode.

2.1.2. Mode 2: Stand-Alone Mode. When an abnormal grid
condition occurs, the thyristors are turned OFF and the MG
system disconnects from the utility. In this situation, the MG
system is working at the stand-alone mode and local loads
get power from the MG system independently. ,e MG
converter transfers its control strategy from current control
to voltage control to ensure the continuous voltage supply
for the operation of local loads.

2.1.3. Mode 3: Presynchronization. When the MG system is
transferring from the stand-alone mode to utility-connected
mode, the thyristors are switching from the OFF state to ON
state and the converter adjusts the referencing instruction in
accordance with the voltage of the utility [7]. If the deviation
between the MG converter output and the utility voltage
reduces to an acceptable range, the thyristors will be turned
on and the converter will get reconnected to the utility along
with local loads. ,is process is presynchronization
[13, 33–37]. Presynchronization is the operational process
that the converter regulates its output voltage (including
amplitude, frequency, and phase) constantly as a controlled

voltage source after the utility is restored normally, which is
totally controllable and predictable.

2.1.4. Mode 4: Islanding Transition. In contrast, the tran-
sition that is from utility-connected to stand-alone mode
brings much more uncertainties due to the switching state of
thyristors from the ON state to OFF state. When there is
scheduled maintenance or planned islanding, the MG power
controller can schedule the transferring of working modes in
advance. If it is unplanned, which might be occasional
voltage sag, swell, interruption, or even worse, then the MG
system must respond in time to ensure the consecutiveness
of power supply. Firstly, the thyristors should be shut off so
that local loads can disconnect from the utility, and then, the
MG controller should change the strategy to transfer its
operation to the stand-alone mode.

However, for the MG system with thyristors as AC
switches, the turn-off time ranges from microseconds to half
of the fundamental cycle, which is far beyond the acceptance
of sensitive loads. ,erefore, it is of great significance to
realize the fast switching of the working mode at any mo-
ment and to reduce the impact of the switching interval.

2.2. Compulsory Turnoff of 0yristors in the MG System.
As a kind of semicontrolled power electronic device, once
the thyristor begins to conduct, the gate loses control and the
switch-on process continues until the anode-cathode cur-
rent reduces to zero or below the holding value [36]. ,is
zero-crossing turn-off prototype can be defined as natural
turnoff while measures that applied to accelerate the decay of
IAK can be defined as compulsory turnoff.

Figure 3 shows the equivalent single-phase schematic of
the integrated power supply system.,e positive direction of
the current in each branch is determined as the arrows in the
figure. ,e voltage of the utility is represented as us while the
equivalent line impedance of the utility is Zs. ,e symbol is is
the current crossing thyristors. ,e load of the MG system is
ZL, while the voltage and current are uL and iL. As for the DG
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system, u0 and i0 are the output voltage and current of the
converter, respectively, while R1 and Rc are the parasitic
resistances of the LC filter.

When the converter works as a voltage source, the
amplitude and phase of the output voltage u0 are adjustable
through theMG controller. If the voltage output of converter
makes the anode-cathode voltage UAK positive, the thyristor
will continue to conduct until the next zero point of current.
Even worse, an inrush and uncontrolled current caused by
the parallel connecting of two voltage sources will trigger the
protection mechanism [7]. If the MG converter makes the
voltageUAK negative, the thyristor can be turned off in a very
short time and adverse effects of modes transferring on local
loads, especially sensitive loads, can be eliminated [37].
Ignoring the voltage drop of thyristors, there are four sit-
uations according to the instantaneous value of the current
and the voltage to satisfy the condition of compulsory
turnoff:

(1) If is> 0 and ua> 0, then ub> ua> 0
(2) If is> 0 and ua< 0, then ub> ua
(3) If is< 0 and ua> 0, then ub< ua
(4) If is< 0 and ua< 0, then ub< ua< 0

,is can be summarized as

ub − ua > 0, is > 0,

ub − ua < 0, is < 0.
 (1)

During compulsory turnoff, the output voltage reference
uref of the MG converter can be expressed as

uref � ua + Δu, (2)
where Δu is a kind of regulative variable that can form a
voltage deviation between the utility and the converter and
ua is the measuring point of system voltage.

When the conducting thyristor begins to turn off, it can
be seen as a variable resistor RT equivalently [28], of which
the relationship between resistance and current under dif-
ferent voltage is shown in Figure 4. IAK represents the
current flowing from the anode to cathode of the conducting
thyristor while UKA represents the reverse voltage. It is
indicated that the resistance RT increases as IAK decreases. In
addition, if the resistance keeps its value in R1, a greater UKA
will bring a faster decaying speed for IAK. Meanwhile, if the
current keeps its value in I2, the resistance will increase along
with the UKA, which means a greater suppression for IAK.

,e relationship between the output voltage and the
decaying time of current can be calculated during the
compulsory turn-off process. For the studied system in
Figure 3, there are equations as follows:

uL � u0 − R1i0 − L1
di0
dt

,

iL �
uL

ZL

� iS + io − iC.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

,e parasitic resistances R1 and RC are omitted in order
to facilitate the analysis; then, the current iC can be repre-
sented as

iC � C
duC

dt
,

� C
duL

dt
.

(4)

Applying equation (4) to equation (3), the voltage uL can
be expressed as

uL � u0 −
L1

ZL

duL

dt
− L1C

d2uL

dt
2 + L1

diS

dt
. (5)

If the voltage referring instruction uref and the system
current iS are both defined as sinusoidal variables,
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Steady-state modes

�yristors ON
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Figure 2: Converting relationship of different operational modes in the MG system.
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Figure 3: Equivalent single-phase schematic of the MG system.
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uref� Um sin ωt,

iS � Im sin(ωt + θ),
 (6)

where ω is the angular frequency and θ is the phase angle.
In addition, if iS decays to zero in a very short time Δt and
uL tracks the uref with no deviation (uL � uref ), then
equation (5) can be converted as

L1
Im sin(ωt + θ)

Δt
� A sin ωt − B cos ωt, (7)

where A � (ω2L1C + KU − 1)Um, B � ωUmL1/ZL.
Output voltage u0 is replaced by u′�KUUm sin ωt, which

can be seen as an ideal linear proportional control model.
,en, the turn-off time of the conducting thyristor Δt

can be calculated as

Δt �
L1Im sin(ωt + θ)

Um ω2
L1C + KU − 1 sin ωt − L1ω cos ωt/ZL 

.

(8)

Regardless of the unchangeable variables (L1, Im, C, ω, θ,
and ZL), it is indicated that the turn-off time depends on
three elements:

(1) Amplitude of the referring instruction, Um

(2) Proportional control factor, KU

(3) Occurring time of islanding transition, t

Anyway, the occurring time t of an islanding event is
unpredictable, but Um and KU can be calculated and then
regulated by the controller. In equation (8), the decaying
time of current Δt is in an inverse proportion with Um and
KU, which means the bigger the value of Um and KU, the
faster the conducting thyristor will be turned off. Also, it is
also corresponded with Figure 4 that the current IAK has a
greater equivalent resistance under UKA2 when the value is
greater than UKA1.

,e value of Δu in equation (2) depends on the polarity of
iS, which can be recognized correctly only when the value of
sampling is valid. As is shown in Figure 5, the hatched section
is the linear region of sampling. For the positive part (vice
versa), if the instantaneous value of the actual waveform is
over the superior limit of the linear region sampling (t2∼t3),
then the sampling value will be clamped in the maximum and

the sampling waveform will be distorted. If the instantaneous
value of the actual waveform is below the inferior limit of the
linear sampling region (0∼t1 and t4∼t5), then the sampling
value will be overwhelmed by noise. Generally, different kinds
of filter will be designed for the sampling data to obtain a
smooth waveform. But, the phase delay of filters will also
bring influence on the accuracy of polarity judgment.

For the studied system in this paper, when the in-
stantaneous value of iS is near zero, the polarity is hard to be
acquired accurately because of sampling noise. If the po-
larity of iS that the MG power controller detecting is
contrary to actuality when islanding occurs, the voltage
between the anode and the cathode of the thyristor is still
positive and the thyristor will keep conducting. ,ere are
two consequences as follows.

On one hand, if the converter retains the current control
strategy or shuts off its output until the conducting thyristor
turns off, it will result in a longer shutdown time or an
interruption of power supply for local loads even worse. On
the other hand, if the converter changes the strategy to
voltage control before the thyristor turning off completely,
then it will connect parallelly with the public grid as a voltage
source. In this case, it might cause a surge of current of the
converter and a further deterioration for the voltage quality,
which may trigger the local protection mechanism.

In order to get rid of the limitations of polarity detection
mentioned above, a compulsory turn-off strategy based on
fuzzy control of converter output voltage is proposed in this
paper.,is strategy is especially applicable when the polarity of
the current flowing across the thyristor cannot be recognized
accurately by the sampling circuit. In detail, an initial value of
voltage reference instruction is given firstly to formulate a
planned voltage and attempt to turn off the conducting thy-
ristor. ,en, the voltage reference and the control parameters
will be adjusted dynamically according to the variation trend of
the thyristors’ current during the turn-off process.

2.3. Islanding Transition Strategy with Fuzzy Control

2.3.1. Foundation of Fuzzy Logic Control. ,e fuzzy logic
controller relates the controller output and the inputs by
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using a list of inference rules. A basic structure of a typical
fuzzy control block diagram is given in Figure 6. ,e inputs
of the fuzzy controller consist of the deviation e and the
change rate of the deviation ec between the output r and
input r∗. ,e output of the fuzzy controller is carried out
according to the fuzzy rules and is converted into variables
that can be identified by the controlled system, which finally
regulate the output.

2.3.2. Design of Fuzzy Control for Island Transition.
According to the on-off characteristics of the thyristors, the
decreasing speed of the current is related to the instanta-
neous value of itself before switching off and the reverse
voltage between the anode and cathode. ,e smaller the
instantaneous current value and the larger the reverse
voltage are, the faster the current attenuation will be. As
shown in Figure 3, the voltage ua is clamped by the utility.
However, a fuzzy controller can be designed according to the
basic characteristics of thyristors and the connecting relation
of the MG system, with which the current iS can be regulated
through uL indirectly and the referring instruction can be
adjusted dynamically according to the instantaneous value
of iS in order to realize the compulsory turnoff of the
thyristors. In addition, the output voltage of the MG con-
verter, which is working as a voltage source, is also affected
by the closed-loop control parameters. Hence, as shown in
Figure 7, the inputs of the fuzzy controller are set as the
deviation value and its rate of change between two adjacent
sampling values of iS, and the outputs of the fuzzy controller
are the amount of changes for the amplitude of the in-
struction uref and the voltage closed-loop control factor Kp.

,e inputs of the fuzzy controller e(k) and ec(k) are
obtained, respectively, as equations (9) and (10), of which the
values are directly related to the instantaneous current iS and
the sampling period T. To prevent an overcurrent between
two adjacent sampling points in time, T and ΔU should be
restricted as equation (11), where ZS is the short-circuit
impedance of the utility and IP is the trigger threshold of
overcurrent protection for the MG system.

e(k) � is(k)


 − is(k − 1)


, (9)

ec(k) �
de(k)

dt

�
e(k) − e(k − 1)

T
,

(10)

ΔU
T ZS



≤ IP. (11)

Due to the actual range of the inputs and outputs var-
iables, the basic level in the continuous domain and the
quantitative level in discrete domains are shown in Table 1,
respectively.

,e fuzzy subset of e, ec, and ΔU are set as {NB, NM, NS,
PS, PM, PB} and the subset of ΔKp is set as {NB, NM, NS,
ZE, PS, PM, PB}. In addition, each input and output follows
the triangle subjection function, which is shown in
Figures 8(a) and 8(b).

2.3.3. Fuzzy Logic Rules. According to the fuzzy idea of
compulsory turnoff and the principle of “if A and B and then
C″, the fuzzy control rule is shown in Tables 2 and 3.

If the deviation as well as its rate of change between the
absolute values of two adjacent sampling for iS is positive and
increasing, it indicates that the voltage on the anode and the
cathode of the thyristor is still positive as a conducting state.
In this case, the polarity of ΔU should be changed. If the rate
of change tends to decrease with positive deviation, the
amplitude of ΔU should be increased properly. If the de-
viation change of is is almost constant or increasing grad-
ually, ΔKp and ΔU should be both increased so that the
divergent trend of is can be slowed down. But, an improper
value of ΔKp will bring unexpected overshoot during the
control process and affect the stability of the voltage output
by the MG converter. So, ΔKp should be selected properly.

If the deviation between the absolute values of two
adjacent sampling for iS is negative, it indicates that the
current is has begun to move towards zero. When the
changing rate of iS is large, it indicates that the A-K current is
decaying very fast, then the parameter should be just kept as
the former size. If the changing rate of iS decreases from a
large value to a small value gradually, the amplitude of ΔU
can be increased properly to accelerate the decay of iS. In
addition, the value of ΔKp should increase properly if the
deviation of iS keeps a small rate.

,e referencing instruction of the voltage and close-loop
controlling coefficient after regulating by the fuzzy control
can be obtained as follows:

uref(k) � uref(k − 1) + ΔU(k), (12)

Kp(k) � Kp(k − 1) + ΔKp(k). (13)

3. Simulation and Results

Simulated performances of the proposed strategy for
compulsory islanding transition are evaluated in this section
compared to the cases of natural turnoff and traditional
forced turnoff with false polarity detecting. As discussed
before, there are four possible combinations with different
polarities of iS and uS when an islanding event occurs. To
demonstrate the implementation process of the studied
strategy, a specific time is selected, respectively, for instance
in each case. In spite of different loads, it is universally
applicable to any other time when the instantaneous values
of iS and uS meet each condition of polarities under the four
scenarios mentioned in equation (1).

Assume that, initially, the MG converter is operating in
the grid-connected mode and each scenario takes the same
initial value of ΔU. Before the sag of the utility, there is
simply a small deviation between the utility and the local
loads voltage, which can also be seen as the sum of thyristor
conduction voltage and line loss drop equivalently. Main
parameters of the simulation model are in Table 4.

3.1. Natural Turnoff. Figure 9 shows the natural turn-off
process of thyristors when there is voltage sag at an instant of
0.0601 s. It can be discovered from Figure 9(a) that it takes
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Table 1: ,e basic level and the quantitative level of variables in fuzzy control.

Variables Basic level Quantitative level
e {−60, 60} {−3, −2, −1, 1, 2, 3}
ec {−200, 200} {−3, −2, −1, 1, 2, 3}
ΔU {−60, 60} {−3, −2, −1, 1, 2, 3}
ΔKp {−3, 3} {−3, −2, −1, 0, 1, 2, 3}

NB NM NS PBPMPS

–3 –2 –1 0 1 2 3
e, ec, ∆U

Fuzzy membership degree

1.0

0.5

(a)

NB NM NS ZE

–3 –2 –1 0 1 2 3
∆Kp

PBPMPS

Fuzzy membership degree

1.0

0.5

(b)

Figure 8: Membership functions of the input and output variables of the fuzzy controller: (a) Membership functions of e, ec, and ΔU. (b)
Membership functions of ΔKp.

Table 2: Fuzzy control rule of ΔU.

ΔU EC
NB NM NS PS PM PB

E

NB NM NM NB PB PM PM
NM NS NS NM PM PS PS
NS NS NS NS PS PS PS
PS NS NS NM NM NB NB
PM NS NM NM NB NB NB
PB NM NM NM NB NB NB
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almost half of the line cycle for the conducting thyristor to
shut off completely. ,en, the converter in the MG system
works as a voltage source, which leads an interruption to
continuity for the load in Figure 9(b).

3.2. Compulsory Turnoff with False Polarity Detecting.
Figure 10 shows the unsuccessful disconnecting process
when the recognition of current polarity is false. In
Figure 10(a), the current iS is undergoing a surge during the
turning-off process of the conducting thyristor in that case.
Furthermore, as shown in Figure 10(b), the output voltage of
the converter is seriously deteriorated because of the short-
term large current injection. After that, distortion is brought
to the load current and the continuity and stability of the
load operation are affected at the same time, which is
consistent with the foregoing content in this paper.

3.3. Successful Compulsory Disconnection

3.3.1. Islanding Transition at the Moment When iS> 0 and
uS> 0 (E.g., the Instant of 0.062 s). If the polarity of the
current iS is beyond the sampling linear region with positive

polarity actually at the time of 0.062 s and the output voltage
of the converter is equal to the referring instruction, then the
condition of compulsory turnoff is satisfied as the initial
value of +20 (V) for ΔU. So, the current iS decays to zero
rapidly as is shown in Figure 11(a). Figure 11(b) shows that
the value of ΔU has not changed for the stability of the MG
system. When the thyristors have been turned off com-
pletely, the referring instruction will be switched to the state
before the occurrence of islanding. ,en, the converter will
supply power for the local loads independently. It takes a
very short time to obtain the whole process of islanding
transfer and leads to no mutation or other abnormal sce-
narios no matter for the voltage or the current of local loads.

3.3.2. Islanding Transition at the Moment When iS> 0 and
uS< 0 (E.g., the Instant of 0.0505 s). If the islanding mode
transfers at the time of 0.0505 s, the initial value of +20 (V)
for ΔU will lead the thyristor to continue to conduct. ,en,
the current iS tends to increase, as is shown in Figure 12(a).
When the MG power controller detects that the thyristor
current does not decay, the fuzzy controller adjusts the
polarity of ΔU, and the converter reference instruction re-
sponds to the change of polarity quickly. Figure 12(b) shows

Table 4: Main parameters of simulation.

Parameters Initial values (unit)
Phase voltage value of the utility, Usys 220 (V)
Frequency of the utility voltage, f 50 (Hz)
Effective value of voltage sag, Usag 60 (V)
Resistance of simulated load, RL 2 (Ω)
Inductance of simulated load, L 4 (mH)
Inductor of the LC filter, L1 0.4 (mH)
Capacitor of the LC filter, C 20 (μF)
Sampling frequency, fs 10 (kHz)
Voltage closed-loop control factor, Kp 4
Adjustment of voltage control factor, ΔKp 0
Adjustment of voltage reference, ΔU 20 (V)
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Figure 9: Simulation waveforms of natural turnoff for islanding transition: (a) simulation waveforms of the system and load current. (b)
Simulation waveforms of the utility and load voltage.

Table 3: Fuzzy control rule of ΔKp.

ΔKp
EC

NB NM NS PS PM PB

E

NB PB PM PS ZE ZE NB
NM PM PS ZE ZE ZE NS
NS PS ZE ZE ZE NS NM
PS NS ZE ZE ZE ZE PS
PM ZE PS PM PM PM PB
PB PS PS PM PM PB PB
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that the current iS begins to decay as the backpressure be-
tween the anode and cathode rapidly appears after the
output voltage of the converter tracking the reference in-
struction. At the time of 0.0508 s, the conducting thyristor
can be considered turned off completely.,en, the converter
readjusts the reference instruction to provide standard
voltage to local loads.

3.3.3. Islanding Transition at the Moment When iS< 0 and
uS> 0 (E.g., the Instant of 0.0615 s). Figure 13 shows the
islanding mode transfer occurs when the instantaneous
value of the current iS is negative and the utility voltage is
positive. Because the initial value of ΔU is +20 (V) and the

initial situation is considered to be uL> uS, the condition of
compulsory turnoff cannot be met and the current iS ex-
periences a trend of gradual increase in Figure 13(a). After
detecting the abnormal increasing current, the fuzzy con-
troller adds the opposite polarity of ΔU to the voltage re-
ferring instruction to obtain the reserve voltage in a very
short time.

3.3.4. Islanding Transition at the Moment When iS< 0 and
uS< 0 (E.g., the Instant of 0.0059 s). Similar to the curves in
Figure 11, the initial value of ΔU makes voltage across the
conducting thyristor negative at the time of 0.059 s, which
can ensure the compulsory turn-off process. In Figure 14(a),
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Figure 11: Simulation waveforms of islanding transition at time 0.062 s: (a) simulation waveforms of the system and load current. (b)
Simulation waveforms of the utility, reference, and load voltage.
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Figure 12: Simulation waveforms of islanding transition at time 0.0505 s: (a) simulation waveforms of the system and load current. (b)
Simulation waveforms of the utility, reference, and load voltage.
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Figure 10: Simulation waveforms of compulsory turnoff with false polarity detecting: (a) simulation waveforms of the system and load
current. (b) Simulation waveforms of the utility and load voltage.
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the current iS does not increase to the reverse direction but
falls rapidly. Meanwhile, it is shown in Figure 14(b) that the
original parameters of voltage control closed-loop fail to
make the output voltage track referring instruction well and
the changing rate of the current iS is declined at the be-
ginning of the compulsory turn-off process. So, the pro-
portional coefficient Kp is regulated by the designed fuzzy
controller in order to improve the dynamic response speed
of the voltage control loop.

4. Practical Experiment and Results

Practical experiment is conducted to prove the effectiveness
of the disconnecting strategy proposed in this paper. In
actual MG systems, the kinds of sensitive loads are diverse
and the voltage-current curves vary as well. Without loss of
generality, a common resistance type and a nonlinear single-
phase rectifier bridge are selected as the experimental load
with low current level, so the time of disconnection can be
unspecified in practical experiment to verify the applicability
of the studied strategy. Parameters of the controller are the
same as in Table 4.

Figure 15 shows the load current with natural turnoff of
thyristors when the MG system disconnects from the utility.
As it can be seen, the load current is discontinuous and the
stand-alone mode of the MG system begins until load
current reaches the first zero crossing. It takes almost 1/4
fundamental cycle. For sensitive loads, this kind of dis-
continuity might be intolerable.

Figure 16 shows the system current iS and the load
current iL during the transferring from the utility-connected
mode to stand-alone mode when the recognition of polarity
is incorrect. It shows that the thyristor is still conducting
when the recognition of polarity for the current iS is in-
correct and undergoes an inrush. Meanwhile, the load
current is oscillating periodically, which will affect the stable
operation of the load.

With the strategy proposed in this paper, experimental
results based on fuzzy logic indicate the correctness and
validity in Figures 17 and 18 with linear load and nonlinear
load, respectively. It shows that the transient progress of
islanding barely bring any impact on the continuity and
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Figure 14: Simulation waveforms of islanding transition at time 0.059 s: (a) simulation waveforms of the system and load current. (b)
Simulation waveforms of the utility, reference, and load voltage.
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stability of load without detecting the polarity of voltage or
current, which can be accepted for almost all of the existing
sensitive loads.

5. Conclusions

For the microgrid system, the mode transition, especially
when it disconnects from the utility, must be transient,
seamless, and reliable. If the current exceeds the linear
sampling region of the system, it is difficult to ensure the
rapidity and stability of mode transition.

In this paper, it proposes a compulsory turn-off
strategy for the thyristors when the MG system

disconnects from the utility. Rather than detecting the
voltage or current polarity, the proposed strategy can
realize fast turning off for the thyristors at any time by
adjusting the converter reference instruction and closed-
loop control parameters dynamically with fuzzy logic.
,en, the disconnection process will not be affected by the
software or hardware of the MG system and will be more
applicable and efficient. However, a more sophisticated
strategy can be extended from future studies, and there are
still problems, which need to be further researched at the
same time.

Nomenclature

MG: Microgrid
DG: Distributed generating
BS: Battery storing
SSR: Solid-state relay
PI: Proportional integral
SVPWM: Space vector pulse width modulation
NB: Negative big
NM: Negative middle
NS: Negative small
PS: Positive small
PM: Positive middle
PB: Positive big
uS, iS: Voltage and current of the utility (V, A)
Im: Amplitude of iS (A)
ZS: Equivalent impedance of the utility (Ω)
uL, iL: Voltage and current of local loads (V, A)
ZL: Equivalent impedance of local loads (Ω)
u0, i0: Output voltage and output current of the

converter (V, A)
L1, R1: Inductor and parasitic resistance of the LC filter

(H, Ω)
C, Rc: Capacitor and parasitic resistance of the LC filter

(F, Ω)
idref, iqref: Current reference in the d-axis and q-axis (A)
i0d, i0q: Component of i0 in the d-axis and q-axis (A)
uref: Voltage reference of the converter (V)
Um: Amplitude of voltage reference (V)
i∗: Current reference of the voltage control loop (A)
ig: Grid-connected current of the converter (A)
ua: Voltage near the side of the utility
ub: Voltage near the side of the MG converter
RT: Equivalent resistance of the thyristor when

shutting off (Ω)
UAK, IAK: Anode-cathode voltage and current of the

thyristor (V, A)
UKA: Cathode-anode voltage of the thyristor (V)
KU: Equivalently proportional coefficient
e, ec: Inputs of the fuzzy controller
ΔU, ΔKp: Outputs of the fuzzy controller
Kp: Proportional coefficient of the voltage loop.

Data Availability

,e data used to support the findings of this study are in-
cluded within the article.
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Figure 18: Waveforms of voltage and current with compulsory
turnoff for nonlinear load.
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Wind power has gained wide popularity due to the increasingly serious energy and environmental crisis. However, the severe
operational conditions often bring faults and failures in the wind turbines, which may significantly degrade the security and
reliability of large-scale wind farms. In practice, accurate and efficient fault detection and diagnosis are crucial for safe and reliable
system operation.,is work develops an effective deep learning solution using a convolutional neural network to address the said
problem. In addition, the linear discriminant criterion-basedmetric learning technique is adopted in themodel training process of
the proposed solution to improve the algorithmic robustness under noisy conditions.,e proposed solution can efficiently extract
the features of the mechanical faults. ,e proposed algorithmic solution is implemented and assessed through a range of ex-
periments for different scenarios of faults. ,e numerical results demonstrated that the proposed solution can well detect and
diagnose the multiple coexisting faults of the operating wind turbine gearbox.

1. Introduction

In recent decades, wind power generation has become one of
the dominating sustainable and renewable energy sources
and achieved high popularity and significant expansion [1].
Due to the increasing CO2 emissions and the ever-increasing
demand for energy, renewable power generation sources
have been considered as one of the most important means to
alleviate the urgent power demand in a low-carbon fashion.
In practice, the deployment of wind turbines is generally
located in some rural areas, remote sites, or even offshore.
,is brings about direct challenges for the inspection and
maintenance of wind power generation infrastructures. Due
to the harsh operating environment and extreme working
conditions, wind turbines are prone to various faults,
resulting in high maintenance efforts [2]. Gearbox, being a
critical transmission component in wind turbines, shows a
high fault rate in practice. ,e statistics provided in [3]
indicated that 76% of the failures are observed at the
bearings, and the faults in gears and other components are

17.1% and 6.9%, respectively. ,erefore, efficient health
condition monitoring is of paramount importance to reduce
maintenance costs as well as downtimes for reliable system
operation and low economic losses [4, 5].

In practice, the mechanical fault detection and diagnosis
of wind turbines in large-scale wind farms is a nontrivial task
due to the operating conditions and complex operational
characteristics. In general, the manual condition monitoring
methods were based on signal processing and analysis,
which required skilled expert knowledge and consequently
leading to time-consuming remedies [6]. In the literature, to
effectively address the technical challenge of fault detection
and analysis, the solutions of operational condition moni-
toring and online fault detection and diagnosis have been
investigated (e.g., [7–10]).

It can be observed from the literature that the intelligent
fault diagnosis process generally consists of three key steps:
(1) signal acquisition by field sensors; (2) feature extraction
through the signal preprocessing; and (3) fault classification
using machine-learning algorithms, regarded collectively as
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a typical pattern recognition problem. During the process of
signal acquisition, various signals, including the measure-
ments of vibration signals, acoustic emission signals, cur-
rent, and infrared thermal, can be acquired from the field
[11]. In particular, the condition monitoring and diagnosis
through the analysis of vibration signals has been considered
useful for the rotating machines as the vibration signal
contains the most intrinsic characteristics related to health
conditions [12]. During the process of the feature extraction,
it is required to understand the characteristics of signals
collected from various field sensors and generate the proper
sensitive features to address specific diagnosis issues. As
suggested by the existing studies (e.g., [13]), the exaction of
intrinsic features from the available vibration signals can be
generally carried out through the analysis in the time do-
main, frequency domain, and time-frequency domain.
Time-domain features include some statistical parameters,
for example, the root mean square, variance, kurtosis,
skewness, impulse factor, and crest factor. For the analysis in
the frequency domain, the fast Fourier transform (FFT) is a
widely used technique for signal processing, while the short-
time Fourier transform (STFT) and wavelet packet trans-
form (WPT) is often adopted for the analysis of nonsta-
tionary signals [14]. Also, some other advanced techniques
have been adopted for the time-frequency analysis, for ex-
ample, local mean decomposition (LMD), ensemble em-
pirical mode decomposition (EEMD), Hilbert–Huang
transform (HHT), and sparse representation [15–18]. For
fault classification, many machine-learning-based solutions
have been developed in previous studies, such as support
vector machine (SVM) [19], random forest (RF) [20], k-
nearest neighbor (k-NN) [21], and artificial neural networks
(ANN) [22]. ,e existing methods generally combine ad-
vanced signal processing techniques and machine-learning-
based approaches to obtain the sensitive features from the
collected field signals and make the diagnostic decisions
efficiently, achieving remarkable results in various fault
diagnosis applications. In [23], the statistical parameters
were exacted and characterized from the measured vibration
signals and the roller bearing operation conditions were
analyzed based on an SVM-based approach to recognize the.
,e authors in [24] adopted the energy entropy of empirical
mode decomposition (EMD) as the input feature and used
the ANN for fault classification. ,e authors in [25] pre-
sented an algorithmic solution to calculate the multiscale
permutation entropy of vibration signals that are further
used as the inputs for the SVM classifier to carry out the
bearing fault diagnosis. In [26], the authors proposed to
integrate the ensemble empirical mode decomposition with
the independent component analysis (ICA) for the classi-
fication of the component faults for carrying out the diag-
nosis of bearing failures in wind turbines.

,e conventional machine-learning-based approaches
have obtained great success in fault diagnosis. However,
there are still a set of limitations that can be summarized as
follows: (1) the feature extraction is generally needed for
every specific fault diagnosis task. ,is demands expert
knowledge of signal processing and is generally time-con-
suming; (2) some features may be redundant and it is very

difficult to select the most sensitive features without prior
knowledge; and (3) the shallow architectures of learning
models, for example, ANN, may potentially limit the ca-
pability of the classifiers to learn sophisticated nonlinear
relationship during complicated fault scenarios. To over-
come existing limitations, more advanced deep learning-
based techniques need to be further investigated and
assessed.

In recent years, deep learning-based techniques that
can automatically and efficiently learn the high-level fea-
ture representations from the raw input data have been
developed rapidly (e.g., [27, 28]). Also, a collection of deep
learning methods, such as deep belief network (DBN) [29],
sparse autoencoder (SAE) [30], denoising autoencoder
(DAE) [31], sparse filtering [32], convolutional neural
network (CNN) [33], and recurrent neural network (RNN)
[34], have shown extraordinary feature learning capacity
and significant diagnosis results in mechanical fault di-
agnosis. In [33], the study calculated 256 statistic features
and reshaped them into a square matrix and then adopted
2D CNN for gearbox fault diagnosis. In [35], the authors
applied various time-frequency methods including short-
time Fourier transform, discrete wavelet transform, and S
transform to generate time-frequency images and fed them
into a CNN to evaluate the performance. ,e authors in
[36] converted a 1D raw vibration signal into 2D vibration
grey-scale image directly, utilized LeNet-5-based CNN for
data-driven intelligent fault diagnosis of mechanical
equipment, and resulted in remarkable accuracy. Besides, a
one-dimensional CNN structure has also attracted sig-
nificant attention due to its straightforward fitness in
coping with time-series analysis. ,e solutions proposed in
[37, 38] have adopted the 1D CNN for the fault detection
and analysis of real-time signals through capturing the low-
frequency features.

Based on the observation and analysis of the existing
literature, there are still some challenges that are summa-
rized as follows:

(1) ,e early fault signal is very faint, easy to be in-
terfered with by the environmental noise, even
submerged. ,us, the fault signal may have a low
signal-noise ratio, which is a challenge for fault
prognostics.

(2) Various faults may occur simultaneously which is
referred to as multifault and must be taken into
consideration.

,is work attempts to address the aforementioned
problems and proposed a deep learning-based intelligent
fault detection and analysis solution of wind turbine gear-
boxes using the linear discriminant convolutional neural
network. A linear discriminant criterion-based linear dis-
criminating loss is introduced into the loss function to
enhance the discriminative power of learned features during
the training process.,e enhanced discriminating power is a
promising factor to strengthen the generalization capability
and robustness against noise. ,e experimental results
demonstrated that the proposed LDCNN solution can not
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only efficiently exact the features from vibration measure-
ments but also provide accurate fault detection and diag-
nosis in comparison with the existing solutions.

In this work, compared with the aforementioned existing
solutions, the main technical contributions made in this
work are described as follows:

(1) A deep learning-based solution is proposed and
implemented to extract and learn the various forms
of fault features and characteristics from the vibra-
tion measurements.

(2) ,e linear discriminant loss is introduced and in-
tegrated into the loss function to address the tech-
nical challenge of diagnosing slight mechanical faults
under a noisy environment. ,is effectively mini-
mizes the negative impact of noises in the process of
fault detection and classification.

(3) ,e proposed linear discriminant convolutional
neural network (LDCNN) solution is extensively
evaluated through experiments for a range of fault
scenarios through experimental studies based on
simulation signals, bearing testbed, and realistic
measurements. It demonstrated that the proposed
LDCNN can provide a diagnosis accuracy of 98.75%.

,e rest of this work is organized as follows: the con-
volutional neural network is firstly overviewed in Section 2.
Section 3 provides a detailed description of our proposed
fault diagnosis scheme. Section 4 presents case studies and
the analysis of experimental results. Finally, future research
directions and conclusive remarks are given in Section 5.

2. Preliminaries and Models

2.1. Overview of CNN. ,e convolutional neural network
(CNN) is considered a multilayer neural network (con-
volutional layer, pooling layer, and fully connected layer)
with a deep supervised learning architecture and has
demonstrated prominent performance in many pattern
recognition tasks.

,e convolutional layer performs a convolution of the
input local regions with filter kernels and then generates the
output features by the activation unit. Every kernel has the
same size.We useWl

i and bl
i to denote the weights and bias of

the i-th filter kernel in the layer l, respectively, and use al
j to

denote the j-th region in layer l. ,e convolutional process
can be described as follows:

a
l+1
ij � f W

l
i · a

l
j + b

l
i , (1)

where al+1
ij represents the input of j-th neuron in frame i of

layer l+ 1 and f denotes the activation function that may
include the sigmoid function, rectified linear units (ReLU),
and others.

,e max-pooling layer is one of the most commonly
used layers on CNN. Let Mj denote the j-th pooling win-
dow, the max-pooling transformation then can be formu-
lated as follows:

p
l
i(j) � max

k∈Mj

a
j
i (k) . (2)

For classification tasks, the deep neural network is fol-
lowed by a classifier, for example, a multilayer perceptron
(MLP), a softmax classifier, or a support vector machine
(SVM). Here, the softmax function-based classifier is
adopted in the proposed solution. ,e output of the softmax
classifier for a given dataset of k classes can be obtained
based on the probability distribution function, as given in
the following:

σ(x)i �
e

Wia+bi


K
i e

Wix+bi
, for i � 1, 2, . . . , k. (3)

2.2. LDA-Based Distance Metric Learning. A reasonable
distance metric between classes is usually helpful to improve
the efficiency and accuracy in pattern recognition. Metric
learning is widely used in machine-learning tasks due to its
capability to learn suitable metrics from training data au-
tomatically. In terms of feature learning, metric learning can
learn a new discriminative feature space by feature trans-
formation [39]. Given the training dataset
D � x1, x2, . . . , xN , with label yi ∈ 1, 2, . . . , c{ } and using
Di to represent the set of training samples in i-th class, the
distance between two samples under projection is formu-
lated in

d xi, xj  �

�������������������

xi, xj 
T
WTW xi − xj 



. (4)

Here, W is the projection matrix and the symmetric
matrix WTW is called a Mahalanobis distance metric.
Distance metric learning aims to learn the matrix W
automatically.

,e linear discriminant analysis (LDA) has been widely
used in dimension reduction and pattern recognition ap-
plications [40]. It enables identifying the linear transfor-
mation matrix W that is called the Fisher criterion. Let Sb
denote the interclass scatter matrix and Sw denote the
intraclass scatter matrix, as described by equations (5)–(7).
,en, the Fisher criterion function can be expressed as
equation (8):

Sw � 
c

i�1

x∈Di

x − μc(  x − μc( 
T
, (5)

Sb � 
c

i�1
Ni μi − μ(  μi − μ( 

T
, (6)

μi �
1

Ni


x∈Di

x, μ �
1
Ν


x∈D

x, (7)

JF(W) � max
W

det WTSbW 

det WTSwW 
. (8)
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,e linear transformation matrix W obtained by the
fisher criterion could be used as a distance metric. As to deep
learning tasks, better clustering of each class and separability
between classes of the extracted features is promising to
strengthen the diagnostic capability. Motivated by themetric
learning and fisher criterion, this work introduces the linear
discriminating loss to address fault diagnosis tasks that are
described in detail in the following sections.

3. Proposed Method for Fault Diagnosis

,is section developed a deep learning-based fault diagnosis
solution for wind turbines, as illustrated in Figure 1. ,e
overall procedure of the proposed linear discriminant con-
volutional neural network- (LDCNN-) based solution can be
described as follows: firstly, the data argumentation is carried
out to increase the sample numbers by sampling the raw
signals with overlap. ,rough such data argumentation, a
sufficient number of data samples can be obtained for the
training process.,en, the LDCNN is designed based on one-
dimensional CNN combining improved loss function to learn
the highly abstracted features from the input data in an
automatic fashion. Finally, the fault classification is carried
out through a softmax classifier for different operating
conditions with a range of fault scenarios. ,e imple-
mentation details of the proposed solution, including the data
sample argumentation, feature exaction, and fault classifi-
cation, are further explained in the following subsections.

3.1. Sample Acquisition. ,e raw signal measurements can
be collected by the field accelerometers, and the overlap
sampling is used to produce more samples for the training
and testing processes, as illustrated in Figure 1. In this work,
the data augmentation through slicing the original data with
overlap is used to produce a sufficient number of training
samples, as suggested in [33]. Here, the segment length and
overlapping rate are set as 1024 and 0.3, respectively.

3.2. 7e Architecture of the Proposed Model. ,ere are no
deterministic criteria for the CNN structure and parameters
for the fault diagnosis in the existing literature. To reduce the
network complexity and enhance the efficiency of the
proposed model, this work simplifies the network structure
through rigorous experiments. In this work, the proposed
model consists of three pairs of one-dimensional convolu-
tion and pooling layers and two fully connected layers. ,e
wide kernels [33] are adopted in the first convolutional layer.
,e numbers of nodes of fully connected layers are set as 512
and 128, respectively.

3.3. Loss FunctionDesign. In fact, the adopted loss function
in the proposed solution combines both softmax loss and
the proposed linear discriminant loss, and hence it can
improve the classification efficiency. ,e target distribu-
tion and the estimated distribution are denoted as p(x)
and q(x), respectively. ,e cross-entropy between them
can be defined as

H(p, q) � − 
x

p(x)log q(x). (9)

Specifically, combining equation (3), the softmax loss
can be written as

Ls � − 
m

i�1
log

e
Wyixi+byi


n
j�1 e

Wjxi+bj
. (10)

To simultaneously minimize the intraclass and maximize
the interclass variations of the extracted features, a linear
discriminant loss function is proposed and implemented
based on the distance metric defined in

Lld �
Dw

Db

, (11)

Here, Lld is defined as the ratio of intraclass variations
and interclass variations, and the metric of intraclass and
interclass variations can be calculated as follows:

Dw �
1
2



m

i�1
xi − cyi

�����

�����
2

2
, (12)

Db �
1
2



m

i�1
xyi − c

�����

�����
2

2
, (13)

where xi denotes the features generated from the top layer, c
denotes the center of feature space for all samples, and cyi
denotes the center of samples that belong to class yi in the
feature space. In this way, the weights of the top layer can be
regarded as a linear transformation matrix and optimized in
training.

,e loss function can be written in the following form:

L � Ls + α · Lc. (14)

Here, Ls is the softmax loss, Lc represents the linear
discriminant loss for each epoch, and α is a hyperparameter
used for balancing the two parts of the loss function.

3.4. Vibration Signal and LDCNN-Based Fault Diagnosis.
Figure 1 shows that the sliced one-dimensional vibration
signal segment is fed directly into the one-dimensional CNN
for feature learning and classification. In the forward-
propagation, features are extracted by successive convolu-
tional and pooling layers followed by the fully connected
layers, and the feature classification is carried out by using a
softmax classifier. In the backpropagation, the model is
optimized by minimizing the improved loss function based
on the stochastic gradient descent (SGD) algorithm. After
the training process, the testing dataset is used to evaluate
the proposed solution, and the accuracy of fault detection
and diagnosis is used as the main metric in the evaluation.

4. ExperimentalAssessment andResultAnalysis

,e developed fault detection and diagnosis solution is
extensively assessed through a range of experiments. ,e
experiments are carried out based on the 10-fold cross-
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validation and using a PC with the hardware configuration
of Intel Core i5 CPU, 12GB RAM, and GEFORCE GTX
940M GPU.

4.1. Case 1: Validation with Simulation Signals. ,is work
firstly carries out the performance evaluation based on the
simulated signals as adopted in [41]. ,e simulated signals
can be expressed as

x(t) 
i

Ais t − Ti(  + 
k

Bk cos 2πkf + ϕk(  + n(t). (15)

Here, Ai is the amplitude of the ith impulse excited by the
defect and Ti is the time of its occurrence, Bk and ϕk are the
amplitude and initial phase of the kth harmonic caused by
bearing imbalance or gear meshing; and n(t) is the white
noise in the measurement.

,e vibration signals under both normal and fault
scenarios are considered. Also, two vibration harmonics are
generated under normal conditions. ,e simplified math-
ematical expressions are given by

s1 � 0.7 sin 2πf1t( ,

s2 � 0.3 sin 2πf2t( ,
(16)

where f1 � 200Hz and f2 � 400Hz represent two gear
vibration harmonic frequencies, t represents the time, and
t � n/fs where n is sample point and fs is sampling fre-
quency which is kept 10 kHz in this experiment.

In addition, the signals for both outer-race and inner-
race fault scenarios are simulated as follows [41, 42]:

s3 � 2e
− 200πt1 sin 2πfrot( ,

s4 � 1.5 cos 2πf0t(  + 1(  · e
− 500πt2 sin 2πfrit( ,

t1 � mod
t, 1
fi

 , t2 � mod
t, 1
fo

 ,

(17)

where fro � 2000Hz and fri � 3000Hz, fo � 30Hz, and
fi � 150Hz represent the resonance frequency and fault
characteristic frequency for the two kinds of faults, re-
spectively. Here, f0 � 20Hz is the bearing shaft rotating
frequency. ,e simulated fault signals of the outer-race and
inner-race fault are presented in Figure 2, respectively.

In simulations, the vibration signals can be generated
using the aforementioned source signals based on (14), and
four kinds of vibration signals are shown in Figure 3.

In this case, in total, 500 samples are used for each class
and each sample consists of 400 data points, and hence the
dataset contains 2000 (500× 4) samples, where 70% of the
samples are used for training and the remainder is used for
the performance test. In experiments, different solutions are
implemented as the comparison benchmarks: the 1D CNN
[37], traditional 2D CNN [35], WDCNN with the wide
kernel in the first layer [38], and two machine-learning
models with 15 time-domain statistical features [43]. Fig-
ure 4 presents the numerical results of the evaluated solu-
tions in terms of the detection accuracy based on the test
datasets.

In Figure 4, the numerical results demonstrate that the
proposed fault detection and diagnosis methods can effi-
ciently detect and diagnose both single and multiple coex-
isting faults. ,e superiority of the proposed LDCNN-based
solution is confirmed compared with other existing
solutions.

4.2. Case 2: Validation Using the Bearing Testbed. ,e per-
formance of the proposed algorithmic solution is further
evaluated using the tested at the Case Western Reserve
University Bearing Data Centre [44]. In detail, the CWRU
testbed consists of a 2 hp motor, a torque transducer, and a
dynamometer, as illustrated in Figure 5.,is work considers
three types of single mechanical faults, that is, inner race
fault (IRF), outer race fault (ORF), and ball fault (BF), which
are introduced to the test bearings using electrical discharge
machining with different fault diameters. In this study, the
bearing data with a fault diameter of 0.007 inches and 0.014
inches are selected and used for performance evaluation.
Here, the bearing signals are collected from the drive end of
the motor by the use of accelerometers with a sampling rate
of 12 kHz under four different load conditions, that is, 0, 1, 2,
and 3 hp, respectively.

,e data of the aforementioned three fault categories
with two fault diameters as well as normal operating con-
dition data are directly adopted to evaluate our proposed
solution. ,ere are seven categories in total and for each
health condition; 150 samples are generated in each load
condition, where each sample consists of 1024 data points in

Convolutional 
layer

Pooling 
layer

Fully connected 
layer

Vibration 
signal

Training set

Testing set

Condition 1

Condition 2

Condition N

Overlap LD -loss Softmax lossBP

Sample acquisition One-dimensional CNN Softmax classifier

Loss function

Figure 1: Flowchart of the proposed fault detection and diagnosis method.
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this work. ,erefore, the constructed dataset contains 4200
samples in total, where 70 percent of them are used for
training and 30 percent for testing. As in case 1, four deep
learning models and two machine-learning models with
manual feature extraction are applied and compared. Here,
the adopted deep learning models are optimized by sto-
chastic gradient descent (SGD) algorithm with a minibatch
size of 64 samples. As a result, the 2D CNN-based method

achieved a high accuracy of 99.52%, while other deep
learning models ended with 100%. In contrast, machine-
learning-based methods resulted in an accuracy of 94.76%
and 95.36%. Hence, the effectiveness and advantages of deep
learning can be confirmed due to its higher accuracy despite
the lack of manual feature extraction.

In addition, the effectiveness and robustness of the
proposed solution are evaluated by adding the Gaussian
white noise to the collected data samples. It can be observed
that the noisy condition can bring about difficulty for fault
detection and diagnosis, particularly in the presence of
multiple simultaneously coexisting mechanical faults.
,erefore, robustness against noise disturbance is essentially
required and needs to be evaluated. In practice, noise-added
data are generated for different signal-to-noise ratio (SNR)
defined in

SNR � 10 log10
Psignal

Pnoise
 . (18)

Here, Psignal and Pnoise represent the powers of the
original signal and the additive Gaussian white noise,
respectively.

In this work, the data measurements are used in the
training phase to train the intelligent models and the noise-
added samples with various SNR are used for the testing
phase. In the training stage, the hyperparameter of the loss
function for LDCNN is set as α� 0.2. Figure 5 shows the
experimental results of deep learning methods. Low SNR
values represent greater noise power which, as a result,
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Figure 2: Fault signals in simulation experiments: (a) outer race fault; (b) inner race fault.
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hinders the efficient fault diagnosis. It is evident from
Figure 5 that the proposed LDCNN outperforms other
intelligent methods with 100% and 93.07% testing accuracy
for 8 dB and −4 dB SNR values, respectively.

,is work adopted the t-distributed Stochastic Neighbor
Embedding (t-SNE) to represent the exacted features. Fig-
ure 6 illustrates the extracted high-dimensional features for 7
different conditions under two noisy conditions. ,e
extracted features can be differentiated for SNR� 4 dB,
whereas for SNR� −2 dB, features extracted by traditional
1D CNN are heavily overlapped, while features extracted by
the proposed LDCNN are fairly distinguishable. ,is con-
firmed the performance of the proposed solution in terms of
robustness under different noisy conditions.

It should be noted that although the effectiveness of the
developed solution is confirmed by the numerical

experiments, the proposed solution for multifault analysis
needs to be further evaluated. To assess its performance in
multiple fault scenarios, this work utilizes the single fault
signals to construct multiple fault vibration signals by
employing mixing matrix [45] and nonlinear function [46]
given by

X � tan h(A · S), (19)

where S is the set of single fault signals andA and tan h(·) are
the linear mixing matrix and the nonlinear function, re-
spectively. ,e nonlinear mixture is employed to mimic the
vibration signals of realistic multiple faults. ,is work
considers multifault signals based on only two types of faults
to eradicate the combinational complexity. Specifically, any
two of the three types of single faults with any fault size are
selected to form various multiple faults to generate the

100

99 98.75

SVM BPNN 2D CNN 1D CNN WDCNN LDCNN

96.88

95.63

98.75

98.13

100.00

98

97
Te

st 
ac

cu
ra

cy
 (%

)

96

95

94

Figure 4: ,e mean detection accuracy of different machine-learning approaches.

Te
st 

ac
cu

ra
cy

 (%
)

LDCNN
WDCNN

1D CNN
2D CNN

55

60

65

70

75

80

85

90

95

100

-2 0 2 4 6 8-4
SNR

Figure 5: Performance of fault detection accuracy under different SNR conditions.

Mathematical Problems in Engineering 7



dataset. ,e obtained measurement datasets are given in
detail in Table 1. ,ere are in total 13 categories and 7800
samples used in this study. Here, 5460 randomly selected
samples and the remaining 2340 samples are used as the
training set and testing set, respectively.

Figure 7 provides the detection accuracy of the training
dataset and testing dataset for deep learning-based solutions.
It is clearly seen from the training and testing results that the
proposed LDCNN and 1D CNN have a faster convergence
rate as compared to 2DCNN.Moreover, the testing accuracy
of LDCNN is higher that 1D CNN, which demonstrates the
effectiveness of improved loss function. Considering the fact
that the multifault data are manually constructed and have
already introduced noises and errors, evaluating noise im-
munity by adding Gaussian white noises may not be con-
sistent with realistic situations and valueless, which is left out
for the present.

4.3. Case 3: Validation with Realistic Data. ,e proposed
method is further evaluated through the adoption of realistic
wind farm measurements. In this case, the realistic vibration
signals are measured and collected from the operating wind
turbines with the sampling rate at 25.6 kHz and the rotating
speed of each selected wind turbine is about 1100 rpm. In
addition to the bearing fault, the gearbox is also prone to
gear failure caused by harsh operation state and extreme
environmental conditions. Here, five different conditions are
measured from a group of fault-diagnosed wind turbine
gearboxes, including the bearing rolling ball fault (B), the

inner raceway fault (I), the gear fault (G), and the multiple
faults compounded by the ball and gear fault (B&G), and the
inner race and gear fault (I&G), respectively. ,e mea-
surements of the accelerometer installed at high-speed shaft
bearing on the motor side are recorded. As a result, 300
measurement samples of each operating condition are ob-
tained to set up the measurement dataset containing in total
1500 samples.

,e performance of the proposed LDCNN is compared
with the existing solutions, and the performance in terms of
accuracy is provided in Table 2. It is evident from the
numerical results that the developed LDCNN can achieve
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Figure 6: Extracted features visualization using t-SNE.

Table 1: ,e selected dataset.

Fault location Diameter (inch) Train/test Label
None 0 420/180 1

Ball 0.007 420/180 2
0.014 420/180 3

Inner race 0.007 420/180 4
0.014 420/180 5

Outer race 0.007 420/180 6
0.014 420/180 7

Ball and inner race 0.007/0.007 420/180 8
0.007/0.014 420/180 9

Ball and outer race 0.007/0.007 420/180 10
0.007/0.014 420/180 11

Inner and outer race 0.007/0.007 420/180 12
0.007/0.014 420/180 13
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the detection accuracy of 98.75%, which outperforms the
compared machine-learning and deep learning-based
methods. For the proposed solution, the confusion matrix

of one of the test results is presented in Figure 8. It is
noteworthy from the confusion matrix that the multiple
faults may be diagnosed as a single fault due to the vari-
ability in the size of each single fault. However, such fault
detection cannot be ruled out as a misclassification case
because multiple fault condition is also one of the fault
conditions.

5. Conclusion and Remarks

In this paper, a linear discriminant CNN-based diagnostic
solution is proposed for efficient detection and diagnosis of
multiple coexisting mechanical faults in the operational
wind turbines. ,e proposed solution is extensively assessed
through simulation and experiments. In addition to the
accurate performance of diagnosis for multiple faults, the
noises immunity of the proposed algorithmic model is
enhanced to provide excellent performance under the
conditions with a low signal-to-noise ratio.

For future considerations, the following two research
directions will be particularly examined. To further facilitate
the proposed solution, the scalable data samples argu-
mentation and accurate classification are required. ,us, the
effectiveness and efficiency of the proposed solution need to
be further validated and extensively assessed with massive
data measurements of various other kinds of faults and
operating conditions. A physical testbed that can simulate
various kinds of bearing and gear faults should be estab-
lished and used for further research. Also, more advanced
data-driven optimization and machine-learning-based
techniques can be developed and incorporated into the fault
feature characterization and recognition.
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Figure 7: Accuracy curve during the training process.

Table 2: Method evaluation.

Methods Mean accuracy (%)
SVM 75.49
BPNN 90.42
2-D CNN 93.57
1-D CNN 90.83
WDCNN 96.56
LDCNN 98.75

B 0.00 0.00 0.00 0.00

I 97.87
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Figure 8: Confusion matrix of the proposed LDCNN solution.

Mathematical Problems in Engineering 9



Data Availability

,e experiments are supported by the data source from Case
Western Reserve University, Cleveland, Ohio, America,
available online at http://csegroups.case.edu/
bearingdatacenter/pages/bearing-information.

Conflicts of Interest

,e authors declare that they have no conflicts of interest.

Acknowledgments

,is work was supported by the Science and Technology
Project of State Grid Zhejiang Electric Power Co., Ltd.
(research on the evaluation of the distributed renewable
energy consumption based on the generation-network-de-
mand coordination in the electricity market).

References

[1] M. Nie and L. Wang, “Review of condition monitoring and
fault diagnosis technologies for wind turbine gearbox,” Pro-
cedia CIRP, vol. 11, pp. 287–290, 2013.

[2] W. Qiao and D. Lu, “A survey on wind turbine condition
monitoring and fault diagnosis-part I: components and
subsystems,” IEEE Transactions on Industrial Electronics,
vol. 62, no. 10, pp. 6536–6545, 2015.

[3] National Renewable Energy Laboratory (NREL), Statistics
Show Bearing Problems Cause the Majority of Wind Turbine
Gearbox Failures, National Renewable Energy Laboratory
(NREL), Golden, CO, USA, 2015, http://energy.gov/eere/
wind/articles/statistics-show-bearing-problems-cause-
majority-wind-turbine-gearbox-failures.

[4] X. M. Zhao, Q. H. Hu, Y. G. Lei, and M. J. Zuo, “Vibration-
based fault diagnosis of slurry pump impellers using neigh-
bourhood rough set models,” Proceedings of the Institution of
Mechanical Engineers, Part C: Journal of Mechanical Engi-
neering Science, vol. 224, no. 4, pp. 995–1006, 2010.

[5] Y. G. Lei and Z. J. He, “Advances in applications of hybrid
intelligent fault diagnosis and prognosis technique,” Journal
of Vibration and Shock, vol. 30, no. 9, pp. 129–135, 2011.

[6] Z. Hameed, Y. S. Hong, Y. M. Cho, S. H. Ahn, and C. K. Song,
“Condition monitoring and fault detection of wind turbines
and related algorithms: a review,” Renewable and Sustainable
Energy Reviews, vol. 13, no. 1, pp. 1–39, 2009.

[7] W. Qiao and D. Lu, “A survey on wind turbine condition
monitoring and fault diagnosis-part II: signals and signal
processing methods,” IEEE Transactions on Industrial Elec-
tronics, vol. 62, no. 10, pp. 6546–6557, 2015.

[8] Z. Zhang, A. Verma, and A. Kusiak, “Fault analysis and
condition monitoring of the wind turbine gearbox,” IEEE
Transactions on Energy Conversion, vol. 27, no. 2, pp. 526–535,
2012.

[9] B. Lu, Y. Li, X. Wu, and Z. Yang, “A review of recent advances
in wind turbine condition monitoring and fault diagnosis,” in
Proceedings of the 2009 IEEE Power Electronics and Machines
in Wind Applications, pp. 1–7, Lincoln, NE, USA, June 2009.

[10] W. Y. Liu, B. P. Tang, J. G. Han et al., “,e structure healthy
condition monitoring and fault diagnosis methods in wind
turbines: a review,” Renewable and Sustainable Energy Re-
views, vol. 44, pp. 466–472, 2014.

[11] F. P. G. Márquez, A. M. Tobias, J. M. P. Pérez, and
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With the improvement of the permeability of wind and photovoltaic (PV) energy, it has become one of the key problems to
maintain the small-signal stability of the power system. )erefore, this paper analyzes the small-signal stability in a power system
integrated with wind and solar energy. First, a mathematical model for small-signal stability analysis of power systems including
the wind farm and PV station is established. And the characteristic roots of the New England power system integrated with wind
energy and PV energy are obtained to study their small-signal stability. In addition, the validity of the theory is verified by the
voltage drop of different nodes, which proves that power system integrated with wind-solar renewable energy participating in the
frequency regulation can restore the system to the rated frequency in the shortest time and, at the same time, can enhance the
robustness of each unit.

1. Introduction

Recently, with the exhaustion of fossil energy and the de-
terioration of the natural environment, renewable energy
has attracted wide attention [1]. Wind energy and solar
energy are the most widely used intermittent clean energy,
and they are highly complementary in terms of resource and
time distribution [2]. If wind and solar energy are integrated
to form a wind-solar complementary energy system and
participate in the frequency regulation of the power system,
the utilization efficiency of intermittent energy can be im-
proved to a certain extent and the global energy shortage can
be alleviated [3, 4].

However, the random fluctuation of the output of wind
and solar energy causes huge regulatory peak pressure to the
power balance of the power system [5, 6]; on the other hand,
the power system is disturbed by small-signal all the time
during operation [7, 8]. An unstable system is difficult to
operate properly in practice [9, 10]. )us, the analysis of
small-signal stability of power system becomes one of the
important tasks of power system [11, 12]. Literature [13]

establishes a small-signal model of PV generation connected
to a weak AC grid. )e stability of PV power generation
under different power grid strength and control parameters
is studied by means of eigenvalue analysis. Literature [14]
studies the influence of a large number of wind power
generation on small-signal stability and corresponding
control strategies to alleviate this negative influence. In [15],
the Lyapunov stability criterion is used to analyze the sta-
bility research method of the integrated hybrid system.
Stability research can be carried out for different renewable
energy sources, such as the wind power generation system,
photovoltaic system, and micro hydropower system.
However, the above analysis regards wind-solar and other
renewable energy sources as a perturbation of the power
system and does not consider their participation in the
frequency regulation of the power system.)erefore, it is not
effective in analyzing the stability of the power system in
which wind-solar renewable energy participate in the fre-
quency regulation.

)us, this paper studies the integrated energy system
including wind power and PV system with the method of
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eigenvalue analysis and studies the oscillation modes of the
power system when wind and solar power are connected
separately, and when the wind farm is connected first and
then the PV system is connected. )e simulation model of
the system is established and the New England power system
is used to verify the correctness of the small-signal stability
analysis.

)e remaining of this paper is organized as follows:
Section 2 develops the systemmodelling. In Section 3, small-
signal stability analysis is described. Comprehensive case
studies are undertaken in Section 4.)e different systems are
discussed in Section 5 and Section 6 summarizes the main
contributions of the paper.

2. System Modelling

2.1. Multimachine Power SystemModelling. )e third-order
model of the ith generator in a multimachine power system
can be expressed by the following formula:

_δi � ωi − ω0,
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Di
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,

Vdi � xqiIqi Vdi � Eqj
′ − xdi
′Idi,

αij � Bij cos δi − δj  + Gij sin δi − δj ,

βij � Bij sin δi − δj  + Gij cos δi − δj ,

(1)

where subscript i denotes the variables of the ith machine; δi

is the relative rotor angle; ωi is the generator rotor speed; ω0
is the system speed; Eqi and Eqi

′ are the voltage and transient
voltage on the q-axis; Pmi is the constant mechanical power

input; Pei is the electric power output; Vti is the generator
terminal voltage; Vdi and Vqi are the d-axis and q-axis
generator terminal voltages; xdi and xdi

′ are the d-axis
synchronous and transient impedances; xqi is the q-axis
synchronous impedance; Hi is the rotor inertia; Td0i is the
d-axis transient short-circuit time constant; Idi and Iqi are
the d-axis and q-axis generator currents; Yij is the equivalent
admittance between the ith and jth nodes; Bij is the sus-
ceptance between i and j nodes; Gij is the conductance
between i and j nodes; and ufdi and Efdi are the excitation
voltage and the initial excitation voltage, respectively.

2.2. System Modelling of DFIG Based Wind Turbine.
DFIG is connected to the power system through the voltage
source converter, as shown in Figure 1 [16].

)e aerodynamic mathematical model of the wind
turbine can be described as [16]

Pm �
1
2
ρπR

2
Cp(λ, β)v

3
wind,

λ �
ωmR

vwind
,

Cp(λ, β) � c1
c2
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− c3β − c4 e
− c5/λ4( ) + c6λ,

(2)

with
1
λi

�
1

λ + 0.08β
−
0.035
β3 + 1

, (3)

where ρ is the air density, R denotes the radius of the wind
turbine, and vwind means the wind speed. CP (λ, β) is a
function of tip-speed-ratio λ and blade pitch angle β rep-
resenting the power coefficient. A specific wind speed
corresponds to a wind turbine rotational speed to obtain
CPmax, namely, the maximum power coefficient and there-
fore tracks the maximum mechanical (wind) power. ωm
denotes the wind turbine rotational speed [17].

)e 4th-order mathematical model of DFIG can be
described as
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(4)

where ωb represents the electrical base speed, ωs denotes the
synchronous angle speed, and ωr means the rotor angle
speed; eds

′ and eqs
′ denote the equivalent d-axis and q-axis
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(dq-) internal voltages; ids and iqs are the dq-stator currents;
υds and υqs represent the dq-stator terminal voltages; and
υdr and υqr are the dq-rotor voltages. Lm means mutual
inductance.

)e pitch angle control system is designed to improve
wind energy conversion efficiency and make wind turbine
output stable. Its model can be described as follows:

dβ
dt

�
1

Tβ
βref − β( , (5)

where βref is the reference value of pitch angle; Tβ is the
inertia time constant of the pitch control system.

)e grid-side converter which is directly connected with
the power system has the main function of maintaining
constant capacitive voltage under the control of the DC
regulating system and the function of adjusting the power
factor. )e DC sides of both converters are supported by a
common capacitor. )e power equation of the converter can
be described as [18]

Pr � Pg + PDC,

Pr � vdridr + vqriqr,

Pg � vdgidg + vqgiqg,

PDC � vDCiDC � −CvDC
dvDC

dt
,
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where Pr is the active power of the AC terminal of the
machine side converter and Pg is the active power of the AC
terminal of the grid-side converter. PDC is the active power
of the capacitor tie line; idr and iqr are the d-q axis com-
ponents of rotor current respectively; idg and iqg are the d-q
axis components of the system side converter current, re-
spectively; vdg and vqg are the d-q axis components of the
system side converter voltage respectively; vDC and iDC are
the current and voltage of the DC link in the converter; C is
the capacity of the capacitor.

Equation (6) can be rewritten as

CvDC
dvDC

dt
� vdgidg + vqgiqg − vdridr + vqriqr . (7)

2.3.Modelling of PV System. )e control structure of the PV
system is shown in Figure 2 [19].

According to Kirchhoff’s law, theU-I equation of PV cell
can be described as

I � Isc′ 1 − C1 e
U/ C2Uoc( )( ) − 1  ,

C1 � 1 −
Im
′

Isc′
 e

− Um
′/ C2Uoc( )( ),

C2 �
Um
′

Uoc′
− 1  ln 1 −

Im
′

Isc′
  

− 1

,

Isc′ � IscΔI,

Im
′ � ImΔI,

Uoc′ � UocΔU,

Um
′ � UmΔU,

ΔI �
1 + α T − Tref(  S

Sref
,

ΔU � 1 − c T − Tref(  ln e + β S − Sref(  ,

(8)

where Isc is the short-circuit current; Uoc is the open-circuit
voltage; Um is the voltage at maximum power; Im is the
current at maximum power; Sref is the illumination intensity
under standard environment, which is 1 kW/m2. Tref is the
temperature in the standard environment, which is 25°C. Isc′,
Uoc′, Im
′, and Um

′ are, respectively, the correction values of Isc
and Um under different environments. α and c are tem-
perature compensation coefficients; andβ is the compen-
sation coefficient of PV irradiation.

In addition, DC/DC converter mainly plays the role of
Boost and power transformation, it can be described as

Ppv2 � f1 Ppv1  � Ppv1,

Vpv1 � f2 VD, Vpvm1  � VD.

⎧⎪⎨

⎪⎩
(9)

DC link is the intermediate link connecting DC side and
AC side, namely, the DC bus capacitance model. According
to the capacitance energy and voltage relationship, the DC
link model can be described as

dEC

dt
� PPV2 − PDe,

EC �
1

2CV
2
D

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

Transformer

DFIG

AC

DC

DC

AC

Power system

Figure 1: )e grid-connected structure of wind turbine.
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where PPV2 is the DC side input power of the DC link; Ppve is
the output power of the DC link inverter side; C is the
capacitance value of the DC link capacitance; VD is the
voltage value of the dc link; the EC is the amount of energy
stored on a capacitor.

)e wind-solar complementary energy system has three
operating states: first, the wind turbine generated inde-
pendently; second, the PV array independent power gen-
eration state; and third, wind-solar complementary power
generation. Wind speed, solar radiation, load power con-
sumption, and charging and discharging capacity of the
energy storage device all determine the operation state of the
wind-solar complementary energy system. Due to the
randomness of these factors, the stability of the power
system is bound to be affected to some extent.)erefore, it is
necessary to analyze the stability of the small-signal of the
power system integrated with renewable energy. )e control
structure diagram of the wind-solar energy system is giving
in Figure 3.

3. Small-Signal Stability Analysis

)e Lyapunov linearization method is related to the local
stability of nonlinear systems. )e basic idea is to obtain the
local stability of nonlinear systems near their equilibrium
operation points from the linear approximation stability
property of nonlinear systems [20–22].

For the dynamic characteristic differential-algebraic
equation of the power system, linearization at the steady-
state operating point (x0, y0) can be obtained as follows
[23–25]:

dΔx
dt

0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

A B

C D

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

Δx

Δy
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (11)

where Δx represents the state variable that describes the
dynamic characteristics of the power system in the system of

differential equations and Δy represents the operating pa-
rameters of the system in algebraic equations. A, B, C, D are,
respectively, their partial derivatives at steady-state oper-
ating point (x0, y0).

Omitting operation parameter y, the following equation
can be obtained:

dΔx
dt

� AΔx, (12)

with

A � A − B D
− 1 C,

A �

A1 0 0 0

0 A2 0 0

0 0 A3 0

0 0 0 A10

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B �

B1 0 0 0 0

0 B2 0 0 0

0 0 B3 0 0

0 0 0 B10 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C �

−C1 0 0 0

0 −C2 0 0

0 0 −C3 0

0 0 0 −C10

0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

D �
YGG − DG YGL

YLG YLL

 .

(13)

Matrix A is usually called the state matrix of the system.
)e stability of the analyzed system at the steady-state
operating point (x, y) can be judged by obtaining the ei-
genvalue of matrix A [26–28]:

DC/DC DC/AC Power system

Current 
controller

Power controller

MPPT 
controller

PV array DC load AC load
Transformer

Energy storage system
Battery

Figure 2: )e control structure block diagram of the PV system.
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(a) When the real part of all eigenvalues of A is negative,
it means that the actual power system can maintain
stability when the equilibrium point encounters a
small-signal.

(b) When at least one real part of all eigenvalues of A is
positive, it means that the actual power system will
lose stability when it encounters a small-signal at the
equilibrium point.

(c) When all eigenvalues of A have no positive eigen-
value of the real part, but at least one eigenvalue of
the real part is zero, then the linearized system is inA
critical stable state, but it cannot be used to judge
whether the actual power system is stable at the
equilibrium point.

(d) A real characteristic root corresponds to a non-
oscillating mode.)emodes represented by negative
real characteristic roots are attenuated, and the
greater the absolute value, the faster the corre-
sponding modes decay.

(e) Complex characteristic roots always appear as
conjugate pairs and can be described as

λ � σ ± jω. (14)

Complex eigenvalues are always composed of conjugate
pairs, which can be described as the negative real part
represents the damping oscillation mode [29–31]. )e
positive real part represents the increased oscillation, and the
real part of the eigenvalue represents the damping of the

system oscillation, while the imaginary part represents the
frequency of the system oscillation [32]. )e frequency of
oscillation can be expressed as [33]

f �
ω
2π

. (15)

)e damping ratio is defined as

ζ �
−σ

������
σ2 + ω2

 . (16)

It represents the attenuation characteristic of the oscil-
lation amplitude.

4. Case Studies

)e proposed methodology is tested on the New England
power system, as shown in Figure 4. It consists of 39 buses
and 10 generators, and the New York grid connected to the
New England power system is represented by the first
generator. In addition, detailed system parameters are
shown in literature [16]. )e proposed methodology has
been developed in MATLAB 2017 b environment. In order
to analyze the damping characteristics of interconnected
systems when wind farm and PV system are connected to the
power system, the eigenvalue analysis is carried out for the
following four working conditions:

(a) Initial system
(b) Only wind farms are connected on bus #1 and output

5MW

Energy storage system

Transformer

PV array

DC/AC

Transformer

PV array

DC/AC

Transformer

PV system

Transformer

Transformer

Power system

Wind power system

Battery

Energy storage system
Battery

Figure 3: Control structure diagram of the wind-solar energy system.
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PV system
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Figure 4: )e configuration of the New England power system.

Table 1: Eigenvalues of the system.

Case Characteristic root Fluctuating frequency (Hz) Damping ratio Relevant units

Without wind or PV

−0.9789± j6.8784 1.0947 0.1408 G1, G2
−1.2415± j7.4895 1.2332 0.1582 G1, G3
−0.3021± j4.1298 0.6573 0.0730 G1, G5
−0.8243± j7.1776 1.0065 0.1292 G1, G8
−0.5194± j7.9844 0.9476 0.0869 G1, G9
−0.4123± j4.4777 0.7937 0.0824 G1, G10
−0.6512± j6.6744 0.8156 0.1260 G2, G3
−1.1654± j6.2732 0.7402 0.2430 G2, G4
−0.9426± j5.0038 1.1116 0.1337 G2, G5

Only wind

−1.1584± j7.1777 1.1423 0.1593 G1, G2
−1.3828± j7.9844 1.2707 0.1706 G1, G3
−0.5108± j4.4778 0.7126 0.1133 G1, G5
−1.0342± j6.6744 1.0622 0.1531 G1, G8
−0.7109± j6.2732 0.9984 0.1126 G1, G9
−0.4223± j5.0038 0.7963 0.0841 G1, G10
−0.6718± j5.1594 0.8211 0.1291 G2, G3
−1.2612± j4.8112 0.7657 0.2535 G2, G4
−1.1018± j7.2496 1.1538 0.1502 G2, G5
−0.4291± j0.7962 0.1267 0.4744 G1-G10, DFIG
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(c) Only the PV system is connected on bus #2 and
output 5MW

(d) Wind farms and the PV system are both connected
on bus #1 and bus #2, respectively, and the output is
2.5MW and 2.5MW, respectively

Table 1 shows the partial eigenvalues of the system in
four cases. It can be seen that when wind farm and PV

system are connected separately, their characteristic roots
are all far away from the imaginary axis. In particular, after
the addition of wind and solar energy, the characteristic root
distribution was well improved, which indicates that wind
power and PV system independent access system both can
significantly improve the stability and, at the same time, are
complementary to each other. And Root loci distribution of
different conditions is given in Figure 5.

Table 1: Continued.

Case Characteristic root Fluctuating frequency (Hz) Damping ratio Relevant units

Only PV

−1.3548± j7.5049 1.1944 0.1776 G1, G2
−1.5051± j8.1882 1.3031 0.1807 G1, G3
−0.7568± j4.8878 0.7779 0.1530 G1, G5
−1.2497± j7.0336 1.1194 0.1749 G1, G8
−1.0015± j6.7575 1.0755 0.1466 G1, G9
−0.5817± j5.2695 0.8386 0.1097 G1, G10
−0.7693± j5.3220 0.8470 0.1431 G2, G3
−1.2929± j4.8640 0.7741 0.2569 G2, G4
−1.2851± j7.5551 1.2024 0.1677 G2, G5
−0.6627± j1.1856 0.1886 0.4879 G1-G10, PV

Combination of wind and PV

−1.4818± j7.7166 1.2281 0.1885 G1, G2
−1.5323± j8.2336 1.3104 0.1829 G1, G3
−0.8368± j5.0210 0.7991 0.1643 G1, G5
−1.2958± j7.1105 1.1316 0.1792 G1, G8
−1.0858± j6.8981 1.0978 0.1554 G1, G9
−0.7138± j5.4895 0.8736 0.1289 G1, G10
−0.9275± j5.5855 0.8889 0.1638 G2, G3
−1.4302± j5.0927 0.8105 0.2703 G2, G4
−1.5478± j7.9928 1.2721 0.1901 G2, G5
−0.8182± j1.4446 0.2299 0.4928 G1-G10, DFIG
−0.7283± j5.0665 0.8064 0.1423 G1-G10, PV

Im
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Figure 5: Root loci distribution of different conditions.
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4.1. Bus #3 Voltage Drop. In order to further verify the
validity of the characteristic roots above, voltage drop
0.8 p.u. occurred at bus #3 when t� 5 s and recovered after
0.1 s. )e corresponding system response is shown in Fig-
ure 6. It can be seen that the system that does not involve
wind-solar renewable energy in frequency modulation has

the worst recovery ability after small-signal, while, with the
connection of wind and solar energy, the recovery ability of the
system after small-signal is improved. In particular, the system
combination of wind and solar energy has the best recovery
from small-signal and the ability to adjust the system frequency
to near the rated frequency in the shortest amount of time.
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Figure 6: System responses obtained under bus #3 voltage drop.
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4.2. Bus #15 Voltage Drop. In order to verify the recovery
ability of the system after receiving small-signal at different
positions, voltage drop 0.8 p.u. occurred at bus #15 when
t� 5 s and recovered after 0.1 s. And the voltage was restored
after 0.1 s. )e corresponding system response is shown in
Figure 7. It can be found that, with the system combination
of wind and PV, the rotor angle difference regulation

capacity of generator G1 is significantly improved, its os-
cillation amplitude is significantly reduced, and it is restored
to the rated value in the shortest time. In addition, it has the
best regulation ability for active power and reactive power
and will adjust the system to the steady-state in the shortest
period, so that the system subject to small-signal has the
strongest frequency regulation ability.
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Figure 7: System responses obtained under bus #15 voltage drop.
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5. Discussion

5.1. Bus #3 Voltage Drop. In order to further study the
positive effect of the energy storage system on the PV station,

based on the above case, this paper considers that the energy
storage system is configured in the PV station connected to
bus #2. In addition, voltage drop 0.8 p.u. occurred at bus #3
when 5 s and recovered after 0.1 s, and its system response is
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Figure 8: System responses obtained under bus #3 voltage drop.
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shown in Figure 8. It can be seen that after the PV system is
configured with the energy storage system, the stability of
small-signal is better. Compared with the initial PV system,
it can restore system frequency in a relatively short time.

5.2. Bus #15 Voltage Drop. Consider the following fault:
voltage drop 0.8 p.u. occurred at bus #15 with 5 s and re-
covered after 0.1 s. To verify the stability of the system in case
of failure at different locations, its system response is shown
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Figure 9: System responses obtained under bus #15 voltage drop.
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in Figure 9. It can be found that the frequency regulation
ability of the PV station equipped with the energy storage
system is greatly improved, which can well suppress the
frequency fluctuation of the power system subjected to
small-signal disturbance. In addition, it can help the syn-
chronous generator to recover to the stable state in a short
time.

5.3. Comparative Analysis. )e integral of absolute error
(IAE) of each index in different fault locations is given in
Table 2, in which IAEx � 

T

0 |x − x∗|dt and x∗ denotes the
reference of variable x, respectively. In particular, IAEδ12 of
the system of combination of wind and PV is merely 61.90%,
74.79%, 78.49%, 82.84%, and 88.27% of that without wind
and PV, only wind, only PV, PV station with energy storage
system, and PV followed by wind, respectively, acquired in
#3 bus voltage drop (bold colour indicates the best results in
Table 2).

6. Conclusions

More and more large- and medium-sized renewable energy
power stations have been built and connected to the power
system, and they account for an increasing proportion of the
power system. It affects the stability and damping charac-
teristics of the traditional power system. In this paper, the
influence of wind power and photovoltaic energy on the
stability of the power system is studied, and the main
conclusions are as follows:

(a) Based on the calculation of characteristic roots, it is
proved that power system integrated with wind and
solar energy participating in frequency regulation
has better stability.

(b) Based on the New England power system, the
damping characteristics of the system can be effec-
tively improved and the system can be more stable
after the wind-solar renewable energy is incorpo-
rated into the power system.

(c) Based on the New England power system test, it is
verified that the photovoltaic power station can
improve its stability to a certain extent after installing

the energy storage system. Particularly, IAEf ac-
quired by PV with energy storage system is merely
88.30% and 95.40% of that without wind or PV and
only PV, respectively, on the case of bus #3 voltage
drop.
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To obtain the accurate transient states of the big scale natural gas pipeline networks under the bad data and non-zero mean noises
conditions, a robust Kalman filter-based dynamic state estimation method is proposed using the linearized gas pipeline transient
flow equations in this paper. Firstly, the dynamic state estimationmodel is built. Since the gas pipeline transient flow equations are
less than the states, the boundary conditions are used as supplementary constraints to predict the transient states. To increase the
measurement redundancy, the zero mass flow rate constraints at the sink nodes are taken as virtual measurements. Secondly, to
ensure the stability under bad data condition, the robust Kalman filter algorithm is proposed by introducing a time-varying scalar
matrix to regulate the measurement error variances correctly according to the innovation vector at every time step. At last, the
proposed method is applied to a 30-node gas pipeline network in several kinds of measurement conditions. *e simulation shows
that the proposed robust dynamic state estimation can decrease the effects of bad data and achieve better estimating results.

1. Introduction

In comparison with the traditional coal-fired power units,
gas-fired electric generators can respond to the power load
fluctuation rapidly, enhancing the operating flexibility of
electrical energy systems [1–3]. *is may help to improve
security of power system with large-scale renewable energy.
*e random change of the natural gas consumptions due to
the uncertainties of renewable energies makes it essential for
obtaining the accurate dynamic states just like the pressures
and mass flow rates of the natural gas pipeline networks to
ensure the security and optimal operation of the integrated
energy system containing electric powers and natural gases
[4–7]. To capture the states, the pipeline networks have to be
equipped with a mount of measuring devices, which requires
heavy investments. Even so, it is impossible to install sensors
at every node of the networks and obtain all states. On the
other hand, the measuring devices experience random errors
and bad data unavoidably, so the measured data cannot be

applied directly to the leak detections [8, 9] and control
problems [10] before state estimations.

In recent years, some research works about state esti-
mations for natural gas pipeline networks have appeared
[11–15]. *ese works are based on the nonlinear partial
differential equation (PDE) describing the characteristics of
transient gas flow [16, 17]. To linearize the PDEs of gas
systems, in [18, 19], the dynamic states are redefined as
deviations from steady states for linearization purpose. In
[20], an iterative linear approximation is proposed, which is
used to solve optimal power flow problem, rather than the
linearization of PDEs. In [11], a state estimation method for
natural gas pipe lines by using the linearization of PDEs
[20–22] is proposed. To improve the estimating perfor-
mance, the state estimation with a pair of Kalman filter-
based estimators running in parallel is carried out. Some
researchers established the state estimation model applying
the PDEs directly, and solved the model by nonlinear al-
gorithms. In [12], the extended Kalman filter (EKF) is
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chosen to design an efficient observer for natural gas
transmission system, and then an algorithm is proposed to
handle the discontinuities that appear in the dynamic model
of a gas transmission networks. In [13], a two-step Lax-
Wendroff method is used for the discretization of the PDEs
to obtain finite-dimensional discrete-time state-space rep-
resentations, and the particle filter that fits for the nonlinear
filter problems is applied to estimate the transient states.
*ese methods can capture the accurate states in the
transient processes. However, as the scale expands, the
centralized implementation of the Kalman filter has severe
limitations such as tuning, scalability, unacceptable calcu-
lating loads, and lack of robustness in the case of sensor
failures. Aiming at this problem, a strategy for the distrib-
uted and decentralized state estimation of state variables in
big scale systems is proposed in [14]. In addition, the al-
gorithm for a joint state and parameter estimation problem
for large-scale networks of pipelines is presented in [15], and
the gradient descent algorithm is applied to solve the op-
timization problem.

In practical systems, the supervisory control and data
administration system experience random errors and bad
data inevitably due to the sensor error and electromagnetic
interference. *e existing state estimation methods based on
Kalman filter can reduce the random errors to some extent
but are vulnerable to bad data. To solve this problem, a
variety of improved Kalman filter algorithms are proposed.
Based on variational Bayesian technique, an adaptive Kal-
man filter for linear Gaussian state-space models is proposed
in [23, 24], which has better robustness to resist the un-
certainties of process and measurement noise covariance
matrices, as well as the colored measurement noise. In [25], a
robust filter in a batch-mode regression form is developed to
process the observations and predictions together, making it
very effective in suppressing multiple outliers. To ensure the
stability of the unscented Kalman filter, the unknown time-
varying matrix is introduced to describe the prediction error
of the unscented transformation in [26]. It can be seen that
the robustness of the Kalman filter is a big challenge for its
practical applications, attracting more andmore researchers’
attentions.

*e existing gas pipeline network state estimation
methods based on Kalman filter solve the transient flow
equations by using a numerical approximation technique
called finite element methods. *ese estimation methods
have the following drawbacks:

(1) *e gas pipe lines are divided into several linear
elements, and the number of variables increases
accordingly. For large-scale networks with long
pipes, to ensure the estimating accuracy, many linear
elements have to be created, as well as the states,
causing low measurement redundancy and heavy
computation load.

(2) *e algorithm robustness against bad data is not
considered. Once the measurements in the prac-
tical system experience bad data or non-zero mean
noises, the estimating performances cannot be
guaranteed.

To cope with the above problems, and obtain accurate
transient states of large-scale gas pipeline networks under
practical operating conditions, this paper focuses on the
robust dynamic state estimation method along with the
following contributions:

(1) To deal with the problem that the transient equations
are less than the states, the boundary conditions are
used as supplementary constraints, and the linear
process functions are established.*e zero mass flow
rates at the sink nodes are taken as virtual mea-
surements, improving the measurement
redundancy.

(2) A time-varying scalar matrix is proposed to regulate
the measurement variance matrix according to the
innovations, where the measurements can correct
the predicted states accurately, and then increasing
the robustness of the Kalman filter against the bad
data and non-zero mean noises.

(3) *e proposed dynamic state estimation method is
tested on a 30-node natural gas pipeline network
under the normal measurement condition, bad data
condition, and non-zero mean noises condition. *e
simulation results show that the proposed approach
manages to perform robust DSE of natural gas
pipeline networks and the performance of the pro-
posed method is better than the traditional Kalman
filter.

*e rest of this paper is organized as follows. Section 2
builds the mathematical model of the DSEs for gas pipelines.
Section 3 proposes the robust Kalman filter algorithm based
on the time-varying scalar matrix. Section 4 shows and
analyzes the simulation results under various conditions.
Finally, Section 5 concludes this paper.

2. DSE Modeling of Gas Pipeline Network

As the basic components of natural gas systems, the pipe-
lines can store a certain amount of natural gases due to the
compressibility, which is called the linepack storage. For the
natural gas systems with a large number of pipelines, the
linepack storage drives the dynamic process of the nodal
pressure and mass flow of the natural gas in the pipelines. To
describe the above physical dynamic mathematically, the
state space representation of transient gas flows is
introduced.

2.1. State Space Representation of Transient Gas Flow.
Under stable operating conditions, the gas states such as the
nodal pressure and mass flow rate in pipelines are constant.
However, in practical natural gas systems, the stable oper-
ating condition can be disrupted easily due to the continuous
changes of gas loads, supplies of gas companies, and other
operational activities, causing the fluid dynamic process
along pipelines, which can be represented by a set of
nonlinear partial differential equations (PDEs). *ese PDEs
are derived from the momentum conservation principles
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and material balances, which is given as the following state
space form [4, 11, 27]:

zρ
zt

+
z(ρu)

zx
� 0, (1a)

z(ρu)

zt
+

z ρu
2

 

zx
+

zp

zx
� −

fρu|u|

2d
− ρg sin θ, (1b)

where, ρ, p, and u are the density, pressure, and gas velocity,
respectively; t and x are the time and spatial coordinate,
respectively; f is the friction factor; g is the gravitational
constant; θ is the pipe inclination angle; and d is the pipe
diameter. *e second term on the left-hand side of (1b)
describes the convective effect of the natural gas, which can
be omitted when the gas velocity is significantly smaller than
the sound speed in practical operation [4, 11]. Further, we
assume that the pipelines are horizontal, hence the incli-
nation angle is zero, and the second term on the right-hand
side of (1b) can also be omitted. Under the condition that the
gas pressure is less than 10 bar and the temperature is lower
than 20°C, the functions between the pressure, mass flow
rate, and the gas density are as follows [4, 11]:

p � c
2ρ,

_m � ρua,
(2)

where c2 �ZRT; _m and a are the mass flow rate and cross
section area of pipelines, respectively, and Z, R, and T are
the gas compressibility factor, the specific gas constant,
and the gas temperature, respectively. For the natural gas,
c2 is constant if the temperature is not changing. Here,
the absolute value of average gas velocity |u| is used in-
stead of |u|. Under the aforementioned assumptions,
equations (1a) and (1b) can be rewritten as the following
equation [4]:

zρ
zt

+
z _m

a zx
� 0, (3a)

z _m

a zt
+ c

2zρ
zx

+
f _m|u|

2da
� 0. (3b)

*e simplified partial differential equations (3a) and (3b)
are able to describe the practical natural gas dynamic process
in continuous form, which should be transformed to dif-
ference equation before numerical solving.

2.2.Discretization of PDE. A generalized model of natural gas
pipelines is shown in Figure 1. Assume that the node numbers
of the three nodes of pipelines are i, j, and k, respectively, and
k< i< j. *e gas flow direction is defined as from the smaller
node to the bigger node. *us, the gas flow directions of
pipeline k-i and i-j are k⟶ i and i⟶ j, respectively.*e gas
densities are ρk, ρi, and ρj, while the mass flow rates on the two
sides of the pipeline i-j are _mij and _mji, respectively. *e mass
flow rate of gas load at node i is _mi. For simplification, the
compressor at k end of pipeline ki is modeled as a constant
ratio of densities crki. *e positive direction is defined as
flowing out; thus the mass flow rate values are negative for the
source nodes. Every natural gas pipeline can be modeled
according to Figure 1 and satisfy the PDEs (3a) and (3b). One
of the common methods for solving PDEs is the Euler finite
difference technique, which is applied to solve (3a) and (3b) in
our works. *e differencing scheme is [28]

zX

zt
≈
1
2

Xs+1,t+1 − Xs+1,t

Δt
+

Xs,t+1 − Xs,t

Δt
 , (4a)

zX

zx
≈
1
2

Xs+1,t+1 − Xs,t+1

Δx
+

Xs+1,t − Xs,t

Δx
 , (4b)

X ≈
1
4

Xs+1,t+1 + Xs,t+1 + Xs+1,t + Xs,t , (4c)

where X represents the generalized stats; Δt andΔx are the time
and spatial step widths respectively; and the subscripts s and t
represent the sth node and time step t, respectively. Equations
(3a) and (3b) can be transformed to (5a) and (5b) according to
the differencing scheme (4a)–(4c) for pipeline i-j.

crjiρj,t+1 − crjiρj,t + crijρi,t+1 − crijρi,t +
Δt

LPijaij

_mji,t+1 − _mij,t+1 + _mji,t − _mij,t  � 0,

(5a)

_mji,t+1 − _mij,t+1 + _mji,t − _mij,t +
aijΔtc

2

LPij

crjiρj,t+1 − crijρi,t+1 + crjiρj,t − crijρi,t  +
c vG


Δt

4dijaij

_mij,t+1 + _mji,t+1 + _mij,t + _mji,t  � 0,

(5b)

where the subscript ij represents the pipeline i-j and Lij is the
length of pipeline i-j. In addition to the difference equations,
some boundary conditions should be satisfied.

2.3. Boundary Conditions. *e gas flow dynamic processes
and gas density distribution are influenced by the changes of
operating conditions at both the source and sink nodes.
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Under the practical operating condition, the mass flow rates
at sink nodes are changing, while the gas density is constant
at the source nodes. *ese constraints are defined as
boundary conditions.

*e boundary condition of the mass flow rate balance at
sink nodes is represented as


k∈i,k<i

_mik,t − 
j∈i,j>i

_mij,t � _mi,t, i ∈ NSink, (6)

where k ∈ i means the node k connected to node i with
pipeline i-k; i ∈ NSink represents i is the source node. *e
first and second terms of (6) represent the sum of mass flow
rates from node i and to node i, respectively.

For the source nodes, the assumption is made that the
gas capacities are big enough so that the gas density is able to
maintain constant in the dynamic process. *is forms the
following boundary condition:

ρi,t � ρSi,0, i ∈ NSource, (7)

where ρSi,0 is the gas density at source node i at initial time;
i ∈ NSource represents i is the source node.

*e boundary conditions supply more constraints,
making it possible to build the mathematical model of DSE
for the natural gas pipeline networks.

2.4.MathematicalModel of DSE. *e DSE based on Kalman
filter includes two basic steps, the prediction and filtering. In
the prediction step, the difference equations and boundary
conditions are used to predict the states. In this work, the gas
densities at nodes and mass flow rates at the two ends of
pipelines are taken as states. Hence, for a natural gas pipeline
network with nN nodes and nL pipelines, the number of
states is nN+ 2nL. *e state vector at time step t is xt � [xr,t,
xm,t]T, xr,t � [ρ1,t, ρ2,t, . . . , ρnN,t]

T, xm,t � [. . . , _mij,t, _mji,t,

. . .]T, i< j. xr,t is the state vector of gas densities; xm,t is the
state vector of mass flow rates, and the dimension of xm,t is
2nL. Based on the above state definition, (5a) and (5b) can be
rewritten as

A11 A12

A21 A22
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−A21 −A22
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, i∝ l, j∝ l, (15)

where (l, i) represents the row l and column i; i∝ l means node
i is one end of pipeline l. For the natural gas pipeline systems,
the total number of state variables is nN+2nL, but the number
of equations in (8) is 2nL. Equation (8) cannot be solved be-
cause the states are more than the equations. *e boundary
conditions can be applied as the supplementary constraints.
Similarly, (6) and (7) can be rewritten in the matrix form.

B11 0nin×2nL

0nout×nN
B22

⎡⎣ ⎤⎦
xr,t+1

xm,t+1
  �

ur,t+1

um,t+1
 , (16)

B11(s, i) �
1, i ∈ NSource,

0, else,
 B11 ∈ R

nin×nout , (17)

B22(j, 2l) �
1, j ∈ NSink, j∝ l,

0, else,
 B22 ∈ R

nout×2nL ,

(18a)

B22(i, 2l − 1) �
−1, if i is a outlet node, i∝ l,

0, else,
 (18b)

where ur,t+1 � [. . ., ρSi,0, . . .]T, i ∈ NSource, ur,t+1 ∈ RnSource ;
um,t+1 � [. . ., _mj,t+1, . . .]T, i ∈ NSink, um,t+1 ∈ RnSink ; nSource
and nSink are the numbers of source and sink nodes, re-
spectively; s is the source nodes number, s� 1, 2, . . ., nSource;
0 is the zero matrix and the subscript of 0 is the dimension.

Equations (8) and (16) can be written as the following
concentrated form:

i j

mij mji

mi

ρi ρj

k

mkiρk
mik

1 : crki crik :1
: compressor

. . .

.

.

Figure 1: *e general model of natural gas pipelines.
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Axt+1 � Bxt + Ut+1, (19)

where A�

A11 A12
A21 A22
B11 0nin×2nL

0nout×nN
B22

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B�

A11 −A12
−A21 −A22
0nin×nN

0nin×2nL

0nout×nN
0nout×2nL

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Ut+1 �

0nL×1
0nL×1
ur,t+1
um,t+1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Premultiplied by the inverse matrix of the left matrix,
(19) becomes

xt+1 � Fxt + ut+1, (20)

where F�A−1B, ut+1 �A−1Ut+1.
Equation (20) is the system equation of the gas pipeline

networks, which is used to represent the dynamic processes.
Additionally, the measured pressure and mass flow rate
information from supervisory control and data adminis-
tration systems provide redundant constraints for the DSE.
In this work, assume that all of the nodes are equipped with
flow meters and barometers; hence such information is
taken as the measurement vectors. *e measurement
function is

zt+1 � Ht+1xt+1,

Ht+1 �
c
2InN×nN

0nN×2nL

0nN×nN
H′

⎡⎢⎢⎣ ⎤⎥⎥⎦,
(21)

where H′(j, 2l) �
1, j∝ l,

0, else, , H′(i, 2l − 1) �
−1, i∝ l,

0, else, ,

H′ ∈ RnN×2nL , zt+1 � [zr1,t+1, zr2,t+1, . . ., zrnN,t+1, zm1,t+1,

zm2,t+1, . . ., zmnN,t+1]
T; I is an identity matrix; and zri,t+1 and

zmi,t+1 are the note pressure and mass flow rate measure-
ments at time instant t+ 1, respectively.

Up to now, the DSE model of gas pipeline networks is
formed:

xt+1 � Fxt + ut+1 + vt,

zt+1 � Hxt+1 + wt+1,
 (22)

where vt and wk+1 are the system and measurement error
vectors, respectively, vt ∈ RnN+2nL , wt+1 ∈ R2nN . *e variance
matrixes of vt+1 and wk+1 are Qt+1 and Rt+1, respectively. In
this paper, the errors are assumed to satisfy the normal
distribution. However, the practical measurement experi-
ences bad data inevitably due to the electromagnetic in-
terference or transmission errors. Additionally, in some
cases, the mean values of the measurement errors are not
zero, so the errors are non-zero mean noises.

*e states in (22) should be estimated by the DSE al-
gorithm based on Kalman filter.

3. Robust Dynamic State Estimation Algorithm

One of the commonly used dynamic state estimation al-
gorithms is Kalman filter, which is used in this work.

3.1. Kalman Filter. Kalman filter algorithm [29] includes
two basic steps: prediction and filtering.

3.1.1. Prediction Step. Given the initial estimated state x
⌢

0
and its covariance matrix Pt|t, the state prediction xt+1 and
predicting covariance matrix Pt+1|t can be calculated by

xt+1 � Fx
⌢

t + ut+1, (23)

Pt+1|t � FPt|tF
T

+ Qt. (24)

3.1.2. Filtering Step. *e predicted state xt+1 should be
corrected, and the estimated state x

⌢

t+1 and covariancematrix
Pt+1|t+1 are obtained.

Kk+1 � Pt+1|tH
T HPt+1|tH

T
+ Rt+1 

− 1
, (25)

x
⌢

t+1 � xt+1 + Kt+1 zt+1 − Hxt+1( , (26)

Pt+1|t+1 � Pt+1|t − Kk+1HPt+1|t. (27)

*e right part of (25), Pe,t+1 �HPt+1|tHT+Rt+1, is the
innovation covariance matrix, which represents the errors
between measurements and their predicting values. When
the measurements experience bad data, Pe,t+1 cannot rep-
resent the real errors correctly. *us, the estimating per-
formance of Kalman filter decreases. In this work, we
introduce a time-varying scalar to regulate the measurement
variance matrix, making Kalman filter robust.

3.2. Time-Varying Scalar. Kalman filter estimates the states
by trading off the predicted states against the measurements
according to the measurement and prediction variances. If
the measurements experience bad data, Kalman filter would
not correct the predicted states accurately and result in a
poor estimation results. Aiming at this problem, to make the
algorithm robust to the bad data, a time-varying scalar
matrix μt is proposed to regulate the measurement variance
matrix. *e objective of μt is to fulfill

Pe,t+1 � HPt+1|tH + μt+1Rt+1. (28)

To obtain the value of μt+1, the sliding windowmethod is
used to estimate the innovation covariance matrix:

Pe,t+1 �
1

mW



mW−1

i�0
et+1−ie

T
t+1−i � HPt+1|tH + μt+1Rt+1, (29)

where et+1 � zt+1 − Hxt+1 is the innovation vector andmW is
the window length. By solving (29), μt+1 can be obtained as

μt+1 �
1

mw



mw−1

i�0
et+1−ie

T
t+1−i − HPt+1|tH⎛⎝ ⎞⎠R−1

t+1. (30)

*e obtained μt+1 by (30) may be non-diagonal; as a
result, the inversion of the innovation covariance matrix is
singular probably. Aiming at this problem, a diagonal matrix
μt+1′ is defined
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μt+1′ � diag μ1′, μ2′, . . . , μ2nN
′ , (31)

where μi
′ � max(1, μt+1,ii), i� 1, 2, . . ., 2nN, μt+1,ii is the ith

diagonal element. Equation (25) becomes

Kk+1 � Pt+1|tH
T HPt+1|tH

T
+ μt+1′Rt+1 

− 1
. (32)

With the help of the scalar, the modified robust Kalman
filter can decrease the influence of bad data, and a better
performance can be obtained than the traditional Kalman
filter.

4. Case Study

In this section, the proposed DSE method is applied to a 30-
node natural gas pipeline network shown in Figure 2.*e time-
varyingmass flow rates of gas loads are simulated artificially and
the dynamic processes of the node pressures andmass flow rates
are calculated by (5a)∼(7). *e simulation results are taken as
true values, and the measurements are derived by adding
random numbers to the real values. *e traditional Kalman
filter and the proposed algorithm are used to estimate the states
of the gas pipeline system. *e DSE is carried out in the fol-
lowing three measurement conditions: normal condition, bad
data condition, and non-zero mean noises condition.

4.1. Description of the Test System. *e test system includes
30 nodes and 29 pipelines, which is used to evaluate the
performances of DSE methods. *e lengths and cross-sec-
tional diameters are given in Table 1.*e friction factor f and
the gas speed c2 are 0.015 and 340m/s, respectively. Gas is
supplied at the source node 1 and 2, and the pressures of
these two nodes are 27.8 bar and 28.5 bar, respectively. We
assume that the capacities of gas sources are infinite, which
means the pressures are constant in the dynamic processes.

*e simulation interval is 15 minutes over the time horizon
of 24 hours. All nodes are equipped with flow meters and
barometers, so the pressures and mass flow rates can be
measured. *e standard deviations of pressure and mass flow
rate measurements are 0.01 bar and 2%, respectively. Note that
themass flow rates at the conjunction nodes are zero, which can
be taken as virtual measurements. *e errors of virtual mea-
surements are smaller than others, and the errors are set to 0.001
in our work.

4.2. Normal Measurement Condition. In this section, the
DSE is carried out under the normal measurement condition
that the measurement errors obey the Gauss distribution
with zero mean. *e traditional Kalman filter and robust
Kalman filter are used to estimate the states, and the results
are compared by the filter coefficient ε [30, 31].

ε �
t z

⌢

t − z+
t 

2

t zt − z+
t( 

2,
(33)

where z
⌢

t is the estimated value of measurements, which can
be calculated by the estimated states and z+

t is the true value
of measurements without errors.

*e filter coefficients of the two kinds of DSE methods
are shown in Table 2. Nodes 1 and 2 are source nodes, the
pressures of which are constant, so the filter coefficients are
not computed. All results in Table 2 are smaller than 1,
meaning that both the DSEs based on Kalman filter and
robust Kalman filter are effective. It should be noted that the
virtual measurement errors of mass flow rates at the sink
nodes are very small and the denominator of (33) is ap-
proximately equal to the numerator; as a result, the filter
coefficients are almost 1. Besides that, most of the coeffi-
cients of the robust Kalman filter are smaller than the
traditional Kalman filter, meaning that the performance of
the robust Kalman filter is better.

Table 1: Parameters of gas pipelines.

Pipeline Length (km) Diameter (m)
1, 3 5 0.6
3, 4 3 0.6
4, 5 4 0.5
5, 6 6 0.5
6, 7 7 0.5
2, 7 2 0.5
3, 8 3 0.4
8, 9 5 0.2
8, 10 7 0.2
9, 11 5 0.4
4, 12 4 0.4
12, 13 8 0.4
13, 14 10 0.4
14, 15 9 0.2
15, 16 10 0.2
14, 17 4 0.2
5, 18 10 0.4
18, 20 3 0.2
20, 21 7 0.2
18, 19 2 0.2
6, 22 10 0.4
22, 23 6 0.2
23, 24 7 0.2
23, 25 4 0.2
25, 26 9 0.2
26, 27 4 0.2
7, 28 2 0.2
28, 29 7 0.2
28, 30 5 0.2

1 23 4 5 6 7
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29 30
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Figure 2: *e 30-node test system. *e tiny black points are
pipeline conjunction nodes. Nodes 1 and 2 are the inlet nodes, and
the others are the outlet nodes. *e outlet nodes without arrows
mean that the gas loads are zero.
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4.3.BadDataCondition. In practical systems, the measuring
equipments experience bad data inevitably [32], which
should be considered in DSEs. In this section, based on the
normal measurement condition, the bad data are added to
the measurement vectors artificially to test the performances
of the proposed DSE for gas pipeline networks. Here, the
value of the pressure measurements at node 30 is set to 12,
10.7, and 13.8 bar at time 5, 5.25, and 5.5 hours, and 13, 15.5,
and 23 bar at time 13.25, 13.5, and 13.75 hours, respectively.
Meanwhile, the mass flow rate measurements at node 11 are
reset to 3, 2.1, 3, and 2.2 kg/s at time 7.5, 7.75, 8, and 8.25
hours, and 3, 2.1, and 1.7 kg/s at time 15.75, 16, and 16.25
hours, respectively.

*e estimating results of Kalman filter and robust
Kalman filter are shown in Figure 3, and the time-varying
scalars are shown in Figure 4. It can be seen that the curve of
Kalman filter (the green dotted line) is deviated from the true
value (the blue solid line) when the bad data appeared. *is
is because the measurement error variance matrix does not
correspond with the truth in the bad data condition.
However, with the help of the time-varying scalar, the curve
of robust Kalman filter (the yellow dotted line) and the true
value curve are well coincident all the time.*e time-varying
scalar can regulate the measurement error variance matrix
according to the actual errors precisely and the accurate
estimating results can be obtained. When the bad data

appear, the values of the scalar increase dramatically, causing
the reduction of the corresponding elements in Kalman gain
matrix Kt+1. As a result, the correcting effects of the mea-
surements decrease and the estimated values are little af-
fected by the bad data.

4.4. Non-Zero Mean Noises Condition. *e errors of mea-
surements in the above two sections are Gaussian white
noises, but in practice the non-zero mean noises are more
common, which are considered in this section. Based on the
condition of section B, we added constant deviations 0.2 bar
and 0.1 kg/s to the pressure measurements and mass flow
rate measurements from 10∼19.75 hours and 5∼12.5 hours,
respectively.

*e estimating results are shown in Figures 5 and 6. It
can be seen that the estimating curves of Kalman filter
deviate from the true value curves obviously under the non-
zero mean noises condition. At the same time, we can notice
that the scalars increase obviously while the measurement
mean values are deviating from zero, and the estimating
curves based on robust Kalman filter fit with the true value
all the time. Furthermore, the Kalman filter curves deviate
from true value gradually at the beginning of the non-zero

Table 2: Filter coefficients of DSEs.

Node
Pressure Mass flow rate

KF RKF KF RKF
1 — — 0.1111 0.1084
2 — — 0.4831 0.4492
3 0.0001 0.0001 0.9888 0.9888
4 0.0001 0.0001 0.9888 0.9888
5 0.0002 0.0001 0.9888 0.9888
6 0.0002 0.0001 0.9888 0.9888
7 0.0003 0.0002 0.9888 0.9888
8 0.0003 0.0002 0.9888 0.9888
9 0.0014 0.0011 0.5619 0.5161
10 0.0061 0.0049 0.5101 0.3902
11 0.0011 0.0008 0.1394 0.0706
12 0.0011 0.0007 0.4301 0.3681
13 0.0016 0.0011 0.2984 0.1957
14 0.0027 0.0021 0.5032 0.4625
15 0.0187 0.0245 0.6488 0.6339
16 0.0355 0.0363 0.0405 0.0151
17 0.0308 0.0206 0.0061 0.0021
18 0.0006 0.0004 0.9888 0.9888
19 0.0331 0.0144 0.1634 0.0956
20 0.0388 0.0293 0.2903 0.2361
21 0.0601 0.0473 0.2087 0.1523
22 0.0004 0.0003 0.4232 0.3063
23 0.0064 0.0042 0.9888 0.9888
24 0.0372 0.0249 0.0661 0.0281
25 0.0361 0.0298 0.4338 0.2521
26 0.0501 0.0363 0.3376 0.2185
27 0.0687 0.0365 0.1316 0.0748
28 0.0193 0.0114 0.9888 0.9888
29 0.0551 0.0318 0.0944 0.0606
30 0.0543 0.0394 0.1021 0.0661
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Figure 3: Estimating results of the pressure and mass flow rate
under bad data condition.
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mean noises. *is is because the negative effects of the non-
zeromean noises are accumulating continuously throughout
the whole process. If the non-zero mean noises exist all the
time, eventually, the estimated value of the Kalman filter will
coincide with the deviation.

5. Conclusion

*is paper proposes a robust dynamic state estimation
method against bad data for natural gas pipeline networks.
*e method is applied on a 30-node pipeline network in
several conditions, and the filter coefficient is used to
evaluate the performances of the dynamic state estimation
based on the traditional Kalman filter and the proposed

robust method. *e results show that most of the filter
coefficient values of the proposed method are smaller than
the traditional Kalman filter in the normal measurement
condition. *is means that the filtering efficiency of the
robust method is better. Furthermore, the two methods are
studied under the bad data and non-zero mean measure-
ment noises conditions, and the results show that the
proposed method can decrease the effects of bad data,
obtaining accurate estimating states under these two
conditions.

Future work will focus on the accurate DSE modeling
based on the nonlinear transient equations of the pipeline
networks with compressors under the operating limitation
constraints, and calculating method of predicting error
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Figure 4: Time-varying scalars of the pressure and mass flow rate under bad data condition.
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Figure 5: Estimating results of the pressure and mass flow rate under non-zero mean noises condition.
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Figure 6: Time-varying scalars of the pressure and mass flow rate under non-zero mean noises condition.
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covariance; another interesting topic is the adaptive DSE
algorithm that can cope with the model uncertainty due to
parameter errors and malicious cyber attacks [33, 34]. Be-
sides, it is interesting to extend the presented approach to the
DSE of integrated energy systems with integration of new
elements such as cogeneration units [35], electrical vehicles
[36], modular multilevel converter based high-voltage direct
current systems [37], and uncertain renewable generations
[38].
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Large-scale renewable energy sources connected to the grid bring new problems and challenges to the automatic generation
control (AGC) of the power system. In order to improve the dynamic response performance of AGC, a biobjective of com-
plementary control (BOCC) with high-participation of energy storage resources (ESRs) is established, with the minimization of
total power deviation and the minimization of regulation mileage payment. To address this problem, the strength Pareto
evolutionary algorithm is employed to quickly acquire a high-quality Pareto front for BOCC. Based on the entropy weight method
(EWM), grey target decision-making theory is designed to choose a compromise dispatch scheme that takes both of the operating
economy and power quality into account. At last, an extended two-area load frequency control (LFC)model with seven AGC units
is taken to verify the effectiveness and the performance of the proposed method.

1. Introduction

Automatic generation control (AGC) is one of the important
tools to maintain the contact line exchange power and real-
time network frequency of the power system within the
schedule when the grid experiences load disturbances [1].
Traditional AGC units mainly include thermal and hydro
units, which are hard to fast track the dynamic power input
commands due to their low regulation performance [2].
With the development of renewable energy, a large number
of wind power and photovoltaic (PV) units are connected to
the grid. On the one hand, as the outputs of wind power and
PV units are regulated by power electronics equipment, they
can quickly respond to the dynamic power input regulation
commands. On the other hand, since the large-scale wind
power and PV units are subject to climate conditions, their
generation outputs have large random fluctuations, which
aggravates the pressure on frequency regulation of power
system. In addition, more and more new energy storage
resources (ESRs) are joining the grid, such as chemical

battery energy storage, electric vehicles, and grid-scale
battery storage.

Currently, there is a worldwide effort to balance the
intermittency of renewable energy in the grid with high-
capacity batteries, in which these ESRs have considerably
faster regulation performance than conventional power
generators. In China, a vast 200MW, 800MWh Vanadium
Redox Flow Battery in the Dalian High-Tech zone is
currently being readied for operation, which is the largest
chemical energy storage plant in the world [3]. In Cal-
ifornia, the largest battery energy storage project in the
world, Gateway Energy Storage, is in progress [4]. )e
addition of energy storage can improve the economic
operation of the system. It can help reduce the pressure on
frequency regulation of power system caused by PV units.
Wind power and PV units generate electricity by storing
excess energy in large-capacity battery sets, which are fed
back into the grid when the batteries are not generating
electricity to relieve the pressure on frequency regulation of
the power system.
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Besides, the traditional frequency regulation compen-
sation scheme does not effectively stimulate fast response
resources to be engaged in AGC because it fails to provide
fair compensation in terms of actual regulation performance
[5]. )e Federal Energy Regulatory Commission (FERC)
published Order No. 755 in 2011 to establish a more rea-
sonably priced compensation framework [6].)is command
document showed that the compensation payment in the
performance-based frequency regulation market is not only
determined by the regulation capacity, but also by the actual
regulation volume and unit performance [7]. However,
some independent system operators (ISOs) implemented
755 negatively and did not establish fair and dynamic
markets, because they adopted existing rules that protect
existing resources such as liquefied natural gas (LNG) units
from competition that is created by ESRs with lower reg-
ulation mileage payment and faster regulation performance.
And then in February 2018, the FERC issued a landmark
order for ESRs, Order No. 841, setting standards for ESR
participation in frequency regulation [8]. )e regulation
units such as ESRs with higher regulation performance will
be preferred for ISOs when receiving the same power reg-
ulation command. And it will be paid more compared to the
regulation unit with lower regulation performance.

So far, few research studies have addressed the com-
plementary control between wind, PV, ESRs, and other
frequency regulation resources. In [9], a new biobjective
optimization model of real-time AGC dispatch (BOAD) was
constructed, with the minimization of the total power de-
viation and the regulation mileage payment. However, it did
not consider ESRs to participate in AGC. Hence, this paper
presents a new biobjective of complementary control
(BOCC) for AGC with the high participation of ESRs.

To solve the BOCC with high nonlinearity, the meta-
heuristic-based multiobjective optimization algorithms
show stronger global searching ability than the traditional
mathematical optimization methods [10–15]. Widely used
multiobjective algorithms include the improved strength
Pareto evolutionary algorithm (SPEA2) [16] and a non-
dominated sorting genetic algorithm II (NSGA-II) [17].
Compared with NSGA-II, the fitness function of SPEA2 is
not calculated directly from the value of the objective
function, which is indirectly linked to the value of the ob-
jective function but to the Pareto strength. SPEA2 ensures
that the converged solution set is a set of noninferior so-
lutions and considers the density of individuals in the so-
lution space to maintain the diversity of the population and
ensure the uniform distribution of the solution set. )ere-
fore, this paper adopts SPEA2 to solve BOCC.

In addition, since ISOs can allocate only one AGC
dispatch signal to each unit at each control interval, the ISOs
should select the best suitable solution from the multiple
solutions obtained on the Pareto front. )is requires the
application of a decision-making method to help the ISOs
select a best compromise dispatch scheme from the set of
obtained Pareto solutions. Grey target decision-making is
one of the methods to solve multiobjective optimization by
using the grey systematic theory to select a best compromise
solution. In [18], a transformation operator of rewarding the

good and punishing the bad was proposed to classify the
index of effect sample matrix into three categories. Fur-
thermore, some subjective weighting methods such as the
analytic hierarchy process method (AHP) [19] and Delphi
method [20] are usually used to determine the weights of
indexes by the experts’ evaluationmatrix, but they easily lead
to deviations in indicator weights, while the objective
weighting method such as the entropy weight method
(EWM) is based on inherent information of decision-
making matric to determine the weights of indexes. And
then grey target decision-making theory with EWM is
designed to choose a dispatch plan that takes into account
both of the operating economy and power quality, which can
provide an objective decision without a subjective judgment.

)e remaining of this work is organized as follows:
Section 2 presents the mathematical model of BOCC. Sec-
tion 3 gives the detailed implementation of SPEA2 and grey
target decision-making with EWM for BOCC. )e simu-
lation results and discussions are given in Section 4. Finally,
Section 5 concludes the paper.

2. Mathematical Model of BOCC

2.1. AGC Dispatch Framework. AGC mainly consists of two
operations. Figure 1 displays an extended two-area load
frequency control (LFC) model. ΔPT is the junction line
power exchange deviation; Δf is the real-time frequency
deviation; ΔPout is the actual regulated power output; and
ΔPD is the power disturbance. )e goal of the first operation
is to approximate the real-time power disturbance by a PI
controller with the inputs of the real-time frequency devi-
ation Δf and the junction line power exchange deviation
ΔPT. In the second operation, the ISO assigns the total
generation command ΔPC to all the AGC units. Note that
this paper focuses on the specific allocation process of the
second operation, which is addressed by the proposed
SPEA2 and grey target decision-making with EWM. )e
specific framework of the AGC dispatch model has been
given in reference [9], and the ESRs are added to participate
in the AGC scheduling process.

2.2. Constraints. In BOCC, it should consider various
constraints, including the power balance constraint, dy-
namic response process with generation ramp constraint
(GRC), regulation capacity constraint, and energy transfer
constraint [9], as follows:

(1) Power balance constraint: at the kth control interval,
the total power regulation command output by the
controller should be equal to the sum of the power
regulation input signals received by all AGC units, as
follows:


n

i�1
ΔPin

i (k) − ΔPc(k) � 0, (1)

where ΔPin
i (k) denotes the input power command

received by the ith unit at kth control interval and
ΔPc(k) denotes the output of the PI controller.
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(2) GRC: depending on the response time delay, AGC
units can be sorted into different types of units [21].
Like wind power and PV units, the dynamic response
model of ESRs has no a generation ramp constraint
(GRC), as shown in Table 1. And the dynamic re-
sponse function is shown in Figure 2. Without
considering the GRC and power limiter, the actual
regulated power output is relating to a Laplacian
inverse transfer function, as follows:

ΔPout
i (t) � L

− 1 Gi(s)

s 1 + T
i
ds 



N

k�1
e

− ΔT(k− 1)s
M

in
i (k) 

⎧⎨

⎩

⎫⎬

⎭,

(2)

ΔPout
i (k) � ΔPout

i (t � k · ΔT), (3)

M
in
i (k) � ΔPin

i (k) − P
in
i (k − 1), (4)

where Gi(s) is the energy transfer function of the ith AGC
unit; ΔT is the delay time constant of the ith unit; and Min

i (k)

is the regulation mileage input of the ith AGC unit at kth
control interval.

If the GRC and power limiter are considered, then the
output of the AGC unit can be calculated, as follows:

ΔPout
i (k) �

ΔPout
i (k − 1) + R

min
i , ifΔPout

i (k)<R
min
i ,

ΔPout
i (k), if R

min
i ≤ΔP

out
i (k)≤R

max
i ,

ΔPout
i (k − 1) + R

max
i , if ΔPout

i (k)>R
min
i ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

R
min
i �

0, if Mc(k)≥ 0,

max − ΔPrate
i · ΔT,ΔPmin

i − ΔPout
i (k − 1) , if Mc(k)< 0,

 (6)

R
max
i �

min ΔPrate
i · ΔT,ΔPmax

i − ΔPout
i (k − 1) , if Mc(k)≥ 0,

0, if Mc(k)< 0,
 (7)

where ΔPmin
i and ΔPmax

i are the minimum and maximum
regulation capacities of the ith unit, respectively; Rmin

i and
Rmax

i are the minimum and maximum power regulation
variations of the ith unit, respectively; and ΔPrate

i is the
maximum ramp rate of the ith unit.

2.3. Objective Function. Since the proposed BOCC is
intended to minimize the total power deviation between the
regulation command and the actual power regulation output
and minimize the regulation mileage payment, the objective
functions can be written as follows:

LNG unit
PI controller

Coal-fired unit

BOCC

Hydro unit

PV station

Energy storage 
resources

ΔPout

Power disturbance

2πT12/s

Power disturbance

1/(2H1s+D1)

1/(2H1s+D1)

Δf2

Δf1
Wind farm

ę

Primary control 

PI controller BOCC AGC units

Control area A

AGC units

Control area B Primary control 

Two operations of AGC

ΔPD

ΔPT

ΔPD

ΔPT

AC tie–line

Figure 1: Framework of AGC on the extended two-area LFC model.
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minf1 � 
N

k�1
ΔPc(k) − 

n

i�1
ΔPout

i (k + 1)




,

minf2 � 
n

i�1
Ri,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

where Ri represents the regulation mileage payment for the
ith AGC unit, as follows:

Ri � 
N

k�1
cS

P
i M

out
i (k), (9)

M
out
i (k) � ΔPout

i (k) − ΔPout
i (k − 1)


, (10)

where λ is the price of regulation mileage; S
p
i is the per-

formance score; ΔPout
i (k) is the actual regulation power

output of ith unit at the kth time control interval; andMout
i (k)

is the regulation mileage output at the kth control interval.

3. Design of SPEA2 and Grey Target Decision-
Making for BOCC

3.1. Principle of SPEA2

3.1.1. Optimization Operations. In general, SPEA2 mainly
contains four operations, as follows:

(1) Initialization: generating a random set of solutions in
the solution space Xj � ΔPin

i (i � 1, 2, . . . , n, j �

1, 2, . . . , N) Xj forms the initialized population P0,
and the size of the population is N. And then creating
the empty archive P0′ � ∅, and the size of the archive
is N. In addition, at the kth control interval, the
lower and upper boundary of all optimization var-
iables are set equally to the lower and upper ad-
justment capacity of all units, respectively.

(2) Fitness calculation: based on the equation power
balance constraint in (1), the variable xd � ΔPc(k) −


n
i�1(i≠ d) ΔPin

i (k) can be regarded as a known
quantity during optimization. By considering the
constraint of the dth unit output, if the boundary
conditions are violated, the fitness function of jth
individual should be given with a large penalty value.
Hence, the fitness function can be designed as
follows:

F2 Xj  � F1 Xj  � xd − ΔPmax
d  xd − ΔPmin

d  + 1  · 108, if xd >ΔP
max
d or xd <ΔP

min
d ,

F1 Xj  � f1 Xj , F2 Xj  � f2 Xj , else,

⎧⎪⎨

⎪⎩
(11)

where ΔPmin
d and ΔPmax

d are the minimum and
maximum regulation capacities of the dth unit,
respectively.

(3) Sorted by actual fitness function and copy: the actual
fitness function can be calculated by equations
(11)–(15). )en, the results can be sorted by adap-
tation value. When the number of noninferior

solutions is less than the number of archive size N,
copy the first N − |Pt+1| individuals Xj with
F(Xj)≥ 1 from the resulting ordered list to Pt+1[11],
and | · | corresponds to the number of elements of a
set.

(4) Archive truncation procedure: when the number of
noninferior solutions exceeds the number of archive

Table 1: Types of transfer functions for various units.

Type Transfer function G(s)

Non-reheat steam unit 1/1 + T1s

Reheat steam unit 1 + T2s/(1 + T3s)(1 + T4s)(1 + T5s)

Hydro unit (1 − T6s)(1 + T7s)/(1 + 0.5T6s)(1 + T8s)

WT and PV 1/1 + T9s

ESRs 1/1 + T10s

1/(1 + sTd)

GRC

G (s)
ΔPi

in
ΔPi

out

Response time delay Governor-turbine Power limiter

(a)

G (s)
ΔPi

in

Response time delay Governor-turbine Power limiter

1/(1 + sTd)

(b)

Figure 2: Dynamic response models: (a) conventional units; (b) renewable units and ESRs.
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size N, some of the solutions should be removed
from Pt+1 until |Pt+1| � N.

3.1.2. Parameters of SPEA2. (1) Strength Value S(Xi). De-
note the number of solutions that jth individual dominates:

S Xj  � Xi|Xi ∈ Pt + Pt∧Xj≻Xi 


, (12)

where Xj denotes the i
th individual of the nondominated set

A; Pt denotes the t
th generation population; Pt denotes the

tth generation archived population; | · | corresponds to the
number of elements of a set; + represents the sum of two sets
and the symbol; and ≻ indicates that the latter is dominated
by the former.

(2) Raw Fitness R(Xj). Denote the quality of other so-
lutions that are better than the ith solution. Its lower value
means better solution. In particular, when R(Xj) is 0, it
means that there is no solution strictly better than this
solution in the internal and external populations, and it is a
noninferior solution. It is calculated as follows:

R Xj  � 

Xi∈Pt+ Pt ,Xj≻Xi

S Xi( .
(13)

(3) Density D(xi). A number less than 1 indicates the
density of the solution around the individual, and the larger
the value is, the denser the solution set is. When the number
of noninferior solutions exceeds the number of archive size
N, some of the solutions should be rejected in the dense area.
However, the individuals in the sparser regions are retained
to evolve in the next generation, so that the diversity of
solutions can be maintained:

D Xj  �
1

δk
j + 2

, (14)

k �
������
N + N


, (15)

where δk
j means the distance between Xj individuals and the

kth nearest individuals; N denotes the population size; and N

denotes the archive size.
(1) Actual fitness function F(xi): it can be calculated as

follows:

F xi(  � R xi(  + D xi( . (16)

3.2. Design of Grey Target Decision-Making with EWM.
In this paper, grey target decision-making based on EWM is
used to filter out the compromise solutions of the Pareto
solution set. A bullseye is selected in grey target decision-
making region formed by the solution set. )e distance
between each solution and the bullseye is taken as an im-
portant basis for grey target decision-making, and then the
solutions are ranked according to the distance. Each solution
of the solution set is considered as a separate decision so-
lution. )e weights and distances to the bullseye of each
solution obtained by EWMdo not rely on the evaluation and
preference of experts, so that the decision is credible.

3.2.1. Design of the Effect Sample Matrix. )e Pareto solu-
tion set X based on the SPEA2 algorithm is a matrix of n
rows and m columns, which is also the set of unit outputs.
Here, the absolute values of each solution in X can be taken
as one of the decision indicators, as follows:

X′(i, j) � |X(i, j)|, i � 1, 2, .., n, j � 1, 2, . . . , N. (17)

To consider the reduction of total power deviation and
regulation mileage payment, two objective function values
F1 and F2 are used as one of the evaluation indicators.

In this paper, we consider the limiting the variation of
the output of each unit by adding an index D, representing
the Euclidean distance of each solution ofX9 to the origin, as
follows:

Di �

����������



m

j�1
X′(i, j)

2




. (18)

)erefore, there are m+ 3 evaluation indicators, which
are m unit outputs, two objective function values, and
Euclidean distance squared D. )erefore, the matrix of effect
samples containing n decision options and m+ 3 decision
objectives is expressed as follows:

X″ � X′ F1 F2 D . (19)

3.2.2. Design of the Bullseye Vector. )e operator Zj based
on the principles of rewarding the best and punishing the
worst is calculated as follows:

Zj �
1
n



n

i�1
X″(i, j), j � 1, 2, . . . , m + 3. (20)

Since the indicators are positive and the smaller they are,
the better the program is, so this paper selects the cost-type
indicator formula, the decision-making matrix V is calcu-
lated as follows:

vij �
zij − xij

max max1≤i≤n xij  − zj, zj − min1≤i≤n xij  
. (21)

)en, the decision matrix can be obtained V � (vij)

n×(m+3). v0j � max vi
j|1≤ i≤ n , j � 1, 2, . . . ., m + 3。)ere-

fore, the selected bullseye vector is v0 � v01, v02, . . . , v0m+3 .

3.2.3. Design of Bullseye. In this paper, EWM is used to
calculate the weights of the decision indicators, which is an
objective method that does not depend on expert judgments
or decision makers’ preferences and helps to filter an ob-
jective solution from numerous solutions of the Pareto
solution set and use this objective solution as the best
compromise dispatch scheme. )e weight yij and entropy
value Ej are calculated based on the index values of each
program, respectively, as follows:
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yij �
xij


n
i�1 xij

, xij ≥ 0, (22)

Ej � −
1
ln n



n

i�1
yij lnyij, Ej > 0, (23)

ωj �
1 − Ej 


m+3
j�1 1 − Ej 

. (24)

According to the bullseye vector v0 � v01, v02, . . . , v0m+3 

[13], the bullseye distances of each program can be expressed
as follows:

di � vi − v
0
 �

��������������



m+3

j�1
ωj vij − v

0
j 

2




|.



(25)

)e principle of the screening program is that the closer
the indicator is to the bullseye, the better the solution.

3.2.4. Selection of Decision Options. When three consecutive
AGC time intervals are taken, the set of three Pareto solution
sets obtained by the SPEA2 algorithm is allowed to compare
with the change in the decision solution, and the results are
shown in Figure 3. It can be concluded from Figure 3 that the
optimal rational point obtained by applying this decision is
not necessarily in the geometric center of the set but is the
result of combining the output of each unit as well as the
biobjective value.

3.3. Calculation Flow. )e whole calculation flow of solving
BOCC by SPEA2 and grey target decision-making with
EWM is provided in Table 2, where the termination con-
dition of SPEA2 is set to the maximum number of iterations.

4. Case Studies

In this paper, the SPEA2 and grey target decision-making
based BOCC are evaluated via the static test and dynamic
test on the extended two-area LFC model by expanding the
original single equivalent generating unit in area A into
seven AGC units. )e control time cycle of AGC is equal to
4 s, and the price of regulation mileage is equal to 2 $/MW.
)e main parameters of transfer function parameters of the
units are given in Table 3. And the main parameters of
regulation of the units are given in Table 4. )e population
size and the maximum number of iteration steps of all the
algorithms are set to 50 and 50, respectively. And the archive
size of SPEA2 is set to 50.

4.1. Static Test Experiments. In the static test, two load
disturbances are applied to the dynamic model, with ΔPD �

50MW and ΔPD � − 50MW. Here, 10 algorithms including

the multiobjective immune algorithm with nondominated
neighbor-based selection (NNIA) [22], NSGA-II, strength
Pareto evolutionary algorithm based on reference direction
for multiobjective (SPEAR) [23], SPEA2, a decision variable
clustering-based evolutionary algorithm for large-scale
many-objective (LMEA) [24], a cellular genetic algorithm
for multiobjective optimization (MOCELL) [25], a proposal
for multiple-objective particle swarm optimization
(MOPSO) [26], an evolutionary many-objective optimiza-
tion algorithm using reference point-based nondominated
(NSGA-III) [27], many-objective evolutionary optimization
based on reference points (PREA) [28], and region-based
selection in evolutionary multiobjective optimization
(PESAII) [29] are selected for comparison.

Figure 4 provides the comparison of the local Pareto front
of the ten algorithms. Figure 4(a) shows that the solutions
obtained by LMEA and PESAII deviate obviously from the
ideal Pareto front, in which the Pareto front obtained by
SPEA2 tends to be better than the fronts of NSGA-II and
NSGA-III. Figure 4(b) shows that the solutions obtained by
LMEA, SPEAR, and PESAII deviate obviously from the ideal
Pareto front, while the Pareto front obtained by SPEA2 tends
to be better than the fronts of NSGA-II, MOCELL, and
NSGA-III. Meanwhile, the Pareto solutions of SPEA2 are
evenly and widely distributed on the local Pareto front.

Figure 4(c) shows that Pareto fronts obtained by 10 al-
gorithms with 10 runs are converted into an approximate
ideal Pareto surface. To better compare the convergence and
diversity of the algorithms, the performance indexes of four
algorithms are evaluated in Table 5, including inverted
generational distance (IGD) [30], generational distance (GD)
[31], pure diversity (PD) [32], hyper volume (HV) [33], DM
(diversity metric) [34], spread [35], and spacing [36], where
IGD [37] and HV denote the accuracy and diversity of al-
gorithm; GD considers the accuracy of the algorithm; PD and
spread denote the diversity of the algorithm; spacing denotes
the evenness of the solutions obtained by algorithm; GD,
IGD, spread, and spacing are the negative indexes, while DM,
HV, and PD are the positive indexes [38–40].

It is evident that the SPEA2 outperforms the other three
algorithms in the extend two-area LFC model at the two
disturbances:

(1) )e SPEA2 has the smallest GD value among the
average data of the algorithm metrics, representing
that it has a good merit of convergence performance.

(2) It has the largest DM and HV average, which
demonstrates that SPEA2 has the largest objective
space covered by the Pareto front.

(3) It has the smallest spread and spacing average, i.e.,
which indicates that the Pareto solutions obtained by
SPEA2 are evenly and widely distributed on the
Pareto front.

(4) It also has the smallest running average time and
satisfies the requirement that the time interval of
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AGC dispatch is less than 4 s, which means that
SPEA2 can converge to the Pareto front much faster
than other three algorithms.

4.2. Dynamic Test

4.2.1. Step Load Disturbance. To better verify the superiority
of SPEA2 and grey target decision-making, the following
dynamic simulation tests are performed in real-time opti-
mization of BOCC. )is paper introduces a comparison
using the adjustable capacity method, called the propor-
tional (PROP) method [41]. PROP is an engineering cal-
culation method, which distribute the dispatching signal of
the unit by using the proportion of the adjustable capacity of

the unit. )erefore, the output of the ith AGC unit at kth time
interval is calculated as follows:

ΔPout
i (k) �

ΔPc(k) ·
ΔPmax

i


n
i�1 ΔP

max
i

, if ΔPc(k)≥ 0,

ΔPc(k) ·
ΔPmin

i


n
i�1 ΔP

min
i

, if ΔPc(k)< 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(26)

)en, two load disturbances (see Figures 5 and 6) are
applied to the extended two-area LFC model, which are
ΔPD � 70MW and ΔPD � − 50MW.

Figure 5(a) reveals that the proposed SPEA2 with grey
target decision-making and EWM can get a more minor
error between the total input power and total output power
than PROP via the regulation coordination between ESRs
and other units, as shown in Figure 5(b). Hence, it slightly
reduces the peak of frequency deviation due to it can match
the total regulation command closely. Moreover, it results a
lower regulation mileage payment than PROP, as illustrated
in Figure 7(a).

Figure 6(a) shows that compared to the PROP, the
proposed method obtains a less power deviation, reduces the
overshoot of the total power command, and makes the total
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Figure 3: )e selection of decision options.

Table 2: )e execution procedure of SPEA2 for BOCC.
Input: )e total power regulation command for the current control interval.
1: Initialize the parameters of SPEA2;
2: Initialize the parent population and archive of SPEA2;
3: Calculate the initial dispatch solution by equations (1)–(7);
4: Compute the objective function for each individual by equations (8)–(10);
5: Evaluate the fitness function for each individual by equation (11);
6: Merge the generation population and the generation archived population into one.
7: Calculate the parameters of the new set by equations (12)–(16);
8: Compare the number of noninferior solutions and archive size, and then perform the truncation or reproduction to fill the archive set.
9: Generate the offspring population by applying recombination and mutation operators to the set
10: If the termination condition of SPEA2 is satisfied, then go to the next step; otherwise, return to Step 4;
11: Find the best compromise solution from multiple solutions in Pareto solution set by grey target decision-making theory in equation
(17)–(25).
Output: )e best power regulation inputs for all AGC units.

Table 3: Transfer function parameters of AGC units.

Generation type Parameters (s)
Coal-fired T2� 5, T3� 0.08, T4�10, T5� 0.3
LNG T2� 2, T3� 0.05, T4� 5, T5� 0.2
Hydro T6�1, T7� 5, T8� 0.513
WT, PV T1� 0.01
ESRs T1� 2

Mathematical Problems in Engineering 7



Table 4: Main parameters of AGC units in area A of the two-area LFC model.

Unit no. Type Td (s) ΔPrate (MW/min) ΔPmax (MW) ΔPmin (MW)

G1 Coal-fired 60 30 50 − 50
G2 LNG 20 18 30 − 30
G3 Hydro 5 150 20 − 10
G4 WT 1 — 15 − 5
G5 PV 1 — 10 − 10
G6 ESRs1 1 — 8 − 12
G7 ESRs2 1 — 7 − 13
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Figure 4: Comparison of the Pareto front surface obtained by 10 algorithms on the extended two-area LFC model: (a)ΔPD � 70MW,
(b)ΔPD � 70MW, and (c) select the approximate ideal Pareto surface.
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power output curve markedly closer to the total command
curve. However, it results a higher regulation mileage
payment (see Figure 7(a)), because it assigns larger com-
mands to the AGC units with fast performance scores.

4.2.2. Continuous Step Load Disturbance. In the following
dynamic simulation test, two continuous step load distur-
bances with 120 control intervals a step and 300 control
intervals a step (see Figures 8(b) and 9(c)) are applied to the
extended two-area LFC mode.

At the short-time interval step, Figure 8(a) illustrates that
the proposed method can also gain a slightly smaller power
deviation. After the 460 control interval (see Figure 8(a)), the
mileage payment of PROP quickly exceeds that of SPEA2.
After reaching the lower limit capacity, the outputs of the PV
unit and wind power remain almost static (see Figure 8(b)).
However, for PROP, those outputs continue to change
dramatically during the simulation.

At the long-time interval step, Figure 9(a) shows that the
proposed method also gets a smaller power deviation and a
smaller frequency deviation. Moreover, it makes a lower
regulation mileage payment (see Figure 7(a)) because PROP
distributes more input power command to the PV unit and
wind power, while the disturbance borne by wind power and
PV unit is shared by ESR units after SPEA2 optimization. It
can be concluded that at the short-time interval step, the
proposed method can help significantly reduce the mileage
payment for IOSs. On the contrary, at the long-time interval
step, it can make the total output command well close to the
total input command.

To further discuss the relationship between the regula-
tion mileage payment and regulated output power of new
energy units and ESRs, Figure 7(a) displays the payment
changes under the four disturbance cases. In case of ideal
single-step disturbance, due to the stochastic character of the
calculation results of the multiobjective algorithm, SPEA2
has uncertainty in reducing the regulation mileage payment,

but in the continuous step disturbance case, the algorithm
plays a significant role in reducing the regulation mileage
payment. In case of successive step disturbance, the two
curves before and after the optimization have an intersection
point (see Figure 7(a)) due to the changes of the total
command assignment scheme (see Figures 7(b) and 7(c)). In
the starting phase of the disturbance, because the proposed
method assigns mainly units with fast performance scores
and high regulation price to participate in the AGC dispatch,
it can obtain a slightly higher regulation mileage payment
than PROP. However, in the middle stage of disturbance, the
PROP still involves wind power and PV unit in regulation
frequency, and the regulation capacity of ESR units is not
fully utilized. However, in the dispatch with SPEA2 par-
ticipation, the disturbance borne by wind power and PV
units is shared by ESR units, and the superior regulation
performance of ESR units is still maximized, so the dis-
patching payment with SPEA2 participation will be lower
than the payment before optimization. In conclusion, ESRs
play an important role in AGC dispatch, and the proposed
method can make full use of this advantage.

To further test the performance of the SPEA2 algorithm,
this example compares the online optimization results of the
four cases separately, as shown in Table 6, where accuracy is
used to measure the approximate degree of the actual
regulation output and the regulation command curve during
the simulation time. It can be found two main points from
Table 5 compared with PROP, as follows:

(1) )e proposed method can significantly improve the
power quality for power grid by reducing the power
deviation and improving each performance index of
the system dynamic response, especially in the case
of continuous short-time interval step disturbances.
)e power deviation, average |Δf|, and |ACE| reduce
66.8%, 8.0%, and 5.2%, respectively, in the case of
continuous and long-time interval step load dis-
turbance. )e power deviation, average |∆f|, and |

Table 5: Comparison of performance metrics of algorithms.

ΔPD Function IGD GD PD HV DM Spread Spacing T (s)

50W

NNIA Ave 8.50 1.01 3.36E+ 05 0.572 0.726 0.663 6.04 7.33E − 02
Std 2.96 0.29 7.18E+ 04 0.004 0.059 0.085 1.06 1.34E − 03

NSGAII Ave 11.23 0.94 2.99E+ 05 0.571 0.684 0.696 4.96 6.50E − 02
Std 5.16 0.26 5.21E+ 04 0.008 0.047 0.064 0.69 2.58E − 03

SPAR2 Ave 11.08 0.64 2.85E+ 05 0.573 0.752 0.475 3.62 6.49 E − 02
Std 5.33 0.17 7.60E+ 04 0.007 0.076 0.090 0.79 1.92E − 03

SPEAR Ave 12.20 0.98 2.47E+ 05 0.562 0.634 0.826 9.01 6.63E − 02
Std 4.17 0.34 3.47E+ 04 0.006 0.057 0.076 2.06 2.98E − 03

− 50W

NNIA Ave 12.54 0.66 2.18E+ 05 0.485 0.689 0.735 5.44 7.79E − 02
Std 11.87 0.15 2.47E+ 04 0.003 0.065 0.070 1.23 5.13E − 03

NSGAII Ave 14.68 0.37 2.15E+ 05 0.485 0.663 0.759 4.73 6.48E − 02
Std 11.37 0.14 3.38E+ 04 0.007 0.079 0.056 1.05 2.87E − 03

SPAR2 Ave 22.35 0.45 1.74E+ 05 0.479 0.692 0.523 2.96 6.47 E − 02
Std 25.49 0.11 3.52E+ 04 0.009 0.151 0.143 0.87 2.46 E − 03

SPEAR Ave 13.12 0.61 2.15E+ 05 0.487 0.612 0.879 7.76 6.70E − 02
Std 6.04 0.15 4.79E+ 04 0.004 0.062 0.067 2.30 2.84E − 03
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ACE| reduce 45.9%, 5.9%, and 6.4%, respectively, in
the case of continuous and short-time interval step
load disturbance.

(2) )e proposed method can obviously reduce the
regulation mileage payment and thus rise the
economy operating for ISOs, especially in the case of
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Figure 5: Real-time optimization results obtained on the extended two-area LFC model when ΔPD � 70MW, (a) overall power deviation,
(b) regulation power output obtained by SPEA2 with grey target decision-making, and (c) frequency deviation.
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Figure 6: Real-time optimization results obtained on the extended two-area LFCmodel when ΔPD � − 50MW, (a) overall power deviation,
(b) regulation power output obtained by SPEA2 with grey target decision-making, and (c) frequency deviation.
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Figure 7: Continued.
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Figure 7: (a) )e payment under four disturbance cases. Comparison of regulated output power of new energy units and ESRs before and
after optimization: (b) under a continuous and short-time interval step load disturbance and (c) under a continuous and long-time interval
step load disturbance.
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Figure 8: Online optimization results obtained by SPEA2 under a continuous and short-time interval step load disturbance in the extended
two-area LFCmodel, (a) overall power deviation, (b) regulation power output obtained by SPEA2 with grey target decision-making, and (c)
frequency deviation.
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continuous long-time interval step disturbances.
Particularly, in the two continuous disturbance test,
the regulation mileage payments reduce by 22.5%
and 9.6%.

5. Conclusions

In summary, the presented work includes the following three
contributions:

(1) )e proposed BOCC can effectively coordinate
various frequency regulation resources and ESRs for
AGC, which can simultaneously reduce the total
power deviation and the regulation mileage
payment.

(2) )e presented SPEA2 can converge to a high-quality
Pareto front for BOCC in the relatively short time,
while grey target decision-making with EWM can
effectively select a compromise dispatch scheme that
makes full use of the advantage of ESRs in frequency
regulation to consider both of the operating econ-
omy and power quality.

(3) )e simulation results of the extended two-area
LFC model verify that the combination of SPEA2
and grey target decision-making with EWM can
effectively solve BOCC. It can effectively improve
the response performance by reducing the |ACE|,
average |Δf|, and total power deviation and si-
multaneously rise the operating economy for
IOSs by reducing the total regulation mileage
payment.

To further improve the operating economy and power
quality, the future studies will focus on the higher-participated
renewable energy and smaller control periodic. Furthermore,
the method based on model predictive control or deep
learning will be the key technology to solve BOCC.

Data Availability

)e data that support the findings of this study are
available on request from the corresponding author. )e
data are not publicly available due to privacy or ethical
restrictions.
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Figure 9: Online optimization results obtained by SPEA2 under a continuous and long-time interval step load disturbance in the extended
two-area LFCmodel, (a) overall power deviation, (b) regulation power output obtained by SPEA2 with grey target decision-making, and (c)
frequency deviation.

Table 6: Result comparison of online optimization under different disturbances.

ΔPD Method
|ACE|
(MW) |Δf| (Hz) CPS1 (%)

Deviation (MW) Accuracy (%) Payment ($)
Avg Max Avg Max Avg Min

70MW PROP 0.89 11.17 4.78E − 04 5.73E − 03 199.99 199.82 550.06 81.34 165.58
SPEA2 0.88 11.06 4.52E − 04 5.67E − 03 199.99 199.82 383.36 81.87 130.09

− 50MW PROP 0.64 8.09 3.46E − 04 4.15E − 03 199.99 199.90 426.14 81.19 97.87
SPEA2 0.61 6.93 3.04E − 04 3.58E − 03 199.99 199.93 53.36 82.87 126.95

Disturb 1 (see Figure 8(a)) PROP 4.72 11.33 2.38E − 03 5.81E − 03 199.96 199.81 2854.38 74.23 816.35
SPEA2 4.42 9.95 2.24E − 03 5.12E − 03 199.96 199.85 1544.57 82.73 632.56

Disturb 2 (see Figure 9(a)) PROP 1.92 8.09 8.71E − 04 4.15E − 03 199.99 199.90 1240.69 70.31 311.12
SPEA2 1.82 6.95 8.01E − 04 3.59E − 03 199.99 199.93 411.56 78.75 281.25
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103, Eidgenössische Technische Hochschule Zürich, Zürich,
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)is study focuses on the power allocation (PA) problem in code division multiple access (PDMA) networks with amplify-and-
forward (AF) relays. We provide two wireless communication technical performance indexes, which are system throughput and
outage probability. A multiobjective version of particle swarm optimization is proposed to solve Pareto-optimal solutions for
optimal PA problems. A novel programming model is built based on improvement of constraint functions, and the accuracy and
efficiency of solution can be improved via compact constraints. )e technique for order preference by similarity to an ideal
solution is proposed to balance the performance indicators, which include outage probability and system throughput. It has been
calculated that the proposed approach for optimal PA is verified and performs better than a genetic algorithm approach.

1. Introduction

Renewable energy has become a trend in smart grid de-
velopment. Wind power and photovoltaic are representa-
tives of renewable energy. To address the randomness of
wind power, robust sliding mode control [1], maximum
power point tracking control [2, 3], and passivity-based
sliding-mode control [4] are presented to maximize the
availability of wind power. Maximum power point tracking
is also used in the photovoltaic system, which can get the
maximum power output under partial shading condition
[5, 6]. )e reliability of the renewable energy communica-
tion system has significant engineering significance for
optimization and control in distribution networks integrated
with renewable energy.

With the development of 5G networks, wireless com-
munication technology will support the intellectualization of
the renewable energy system. 5G networks can deliver su-
perfast speeds and support extremely low-latency connec-
tions. Power communication adopts both optical fiber
communication and wireless communication, which are

applied to new energy monitoring systems. 5G networks can
meet the real-time data acquisition and transmission and
realize data measurement, state awareness, and scheduling
control. Nonorthogonal multiple access (NOMA) has
emerged as a key component of 5G networks and has
attracted extensive attention and research for its superior
spectral efficiency performance [7]. )e core concepts of
NOMA are to service multiple users on the same resource
simultaneously by utilizing power allocation (PA) and to
separate multiplexed users at the receiver side by using the
successive interference canceller (SIC) technique [8]. Dif-
ferent from the traditional orthogonal transmission, NOMA
uses nonorthogonal transmission at the transmitter and
actively introduces interference information. At the re-
ceiving end, the correct demodulation is realized by a SIC
technology. Huawei, ZTE, and Datang Telecom have pre-
sented their own multiple access technologies, which are
called sparse code multiple access (SCMA) [9], multiuser
shared access (MUSA) [10], and pattern division multiple
access (PDMA) [11], respectively. Although these technical
details are different, they basically belong to NOMA
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schemes. SCMA, MUSA, and PDMA [11] have been studied
in both academia and industry. PDMA is a multicarrier
NOMA scheme that has attracted significant attention due
to its unequal diversity design at the transmitting side, and
its ability to obtain almost equal or approximately equal
diversity benefits at the receiving side. PDMA combined
with relay technology can enhance system performance [12].
PDMA is a significant NOMA technology, which defines
sparse mapping from data to a great sum of resources.
Compared with other multiple access technologies, such as
SCMA and MUSA, the advantage of PDMA is that PDMA
patterns provide unequal classification to meet the com-
munication requirements of different users [13]. Different
diversity orders are provided for multiple users to alleviate
the error propagation problem of the SIC receiver in PDMA-
based systems.

)e programming problem is a common problem in
wireless communication systems, including optimal pa-
rameter setting and optimal power allocation (OPA). Bae
and Han joined power and time allocation to minimize
system outage probability for two-way cooperative NOMA
[14]. Cao et al. [15] presented two PA schemes to improve
the secrecy of wireless transmissions in a NOMA system.
One scheme jammed eavesdropping attempts, and the other
optimized the PA power. Zhu et al. presented a PA method
to achieve max-min fairness, weighted sum rate maximi-
zation, sum rate maximization with quality of service (QoS)
constraints, and energy efficiency maximization with
weights or QoS constraints under a given channel assign-
ment in NOMA systems [16]. Cui et al. investigated PA in
multicell multicarrier NOMA (MC-NOMA) networks by
considering maximizing the sum mean opinion scores
(MOSs) of users and proposed a low-complexity suboptimal
approach based on successive convex approximation tech-
niques, which attained a good computational complexity-
optimality trade-off [17]. Ni et al. developed a centralized
minimum power control algorithm to minimize the total
transmit power by considering the user data rate require-
ments for multicell MC-NOMA networks where the user
assignment is fixed [18]. Khan et al. presented an iterative
local optimal solution to calculate the optimal PA and en-
hance the sum capacity, which considered the transmission
power in sending node, the user PA, and the minimum rate
requirements per user [19]. Zhao et al. presented a joint
problem of spectrum allocation and power control to
maximize the sum rate of small-cell users in a NOMA
network by considering user fairness. )e PA problem used
sequential convex programming to update the result itera-
tively. )e spectrum allocation problem used a many-to-one
matching game with peer effects [20]. Song et al. presented a
PA algorithm based on a bisection search algorithm and a
gradient value to maximize the energy efficiency in downlink
NOMA networks with imperfect channel state information.
)e nonconvex problem was transformed to a convex
problem by sequential convex programming, and the PA
factors were attained by the Lagrangian multiplier method
[21]. He et al. presented a deep reinforcement learning
framework where PA and channel assignment were com-
bined to allocate resources to users in a near optimal way.

Specifically, an attention-based neural network was
exploited to perform the channel assignment [22]. Xiao et al.
presented an improved PSO algorithm to improve the en-
ergy efficiency of the systems while guaranteeing the spectral
efficiency [23]. Except GA, particle swarm optimization
(PSO) is another artificial intelligence algorithm that can be
used for wireless communication system optimization [24].
From the point of view of the programming solution
method, the following comparison can be summarized [24],
and the proposed methods are artificial intelligence algo-
rithms. )e main difference between this study and [24] is
that, in this study, OPA is a multiobjective optimization
problem rather than a single-objective optimization problem
as in [24]. High system throughput is a major target in [24].
Both high system throughput and low outage probability are
targets in this study. We not only improve the constraint
functions in [24] but also propose an effective method for
multiobjective programming.

)e existing OPA methods only consider a single per-
formance objective, that is, the system throughput, but
single-objective optimization cannot meet the requirements
of multiple performance indicators of wireless communi-
cation. Beside system throughput, outage probability is
another important index to measure the performance of the
communication system. Multiobjective optimization can
make power allocation meet the requirements of different
performance indexes of PDMA at the same time, that is, the
significance of this work. Multiobjective optimization is of
vital importance in a wireless communication system, but it
is more complex and time-consuming than single-objective
optimization. )is motivates us to find an OPA algorithm in
amplify-and-forward (AF) relaying with PDMA (AF-
PDMA) networks to improvemultiple system performances.
)e first challenge is that OPA is a nonconvex problem,
which cannot be solved effectively by the gradient descent
method. )e second challenge is that how to balance the
optimization needs of different system performance indi-
cators. It was proved that different performance objectives
make the optimization problem become a constrained
multiobjective optimization problem in PDMA systems
[25].

)e contributions of this study can be outlined as fol-
lows. (1) We present a multiobjective PSO algorithm con-
sidering a Pareto-optimal solution to solve the complicated
PA solution problems in an AF-PDMA network.)e benefit
is that the feasible region of the PSO algorithm is greatly
reduced by modifying the original constraint functions, and
the convergence efficiency is greatly improved. )e iteration
in the infeasible region is also avoided. (2) We analyse the
relationship of user outage probabilities and system
throughput from which a trade-off between the outage
probability of a single user and system throughput is
attained. )e benefit is that different requirements of users
and systems on OPA are taken into consideration, and the
proposed multiobjective evaluation theory can be extended
to other wireless communication systems for equilibrium
optimization.

Notation: the notation ⊙ represents the dot multiple.
(·)− 1 denotes the matrix inversion. (·)H denotes the matrix
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conjugate transpose. IN represents an identity matrix with
an N × N vector.

2. System Model

In this section, we consider an AF-PDMA downlink network
as outlined in [26]. A PDMA pattern matrix
GN,K

PDMA � [g1, g2, . . . , gK] denotes a K pattern with gi

mapping on N resources, where gi is the ith user’s PDMA
pattern.

)e transmission powers for the BS and relaying node
are equal (Ps � Pr � P). )e channel coefficients among the
BS, the kth user, and the AF relaying node are denoted as
hmnk

, (mnk ∈ buk, br, ruk ), in which hmnk
∼CN(0, μmnk

).
nbr∼CN(0, N0) and nbuk

∼CN(0, N0) represent additive
white Gaussian noise at the relaying node and the kth user,
respectively. c≜ (P/N0) is a transmit SNR.

)e received signals at kth user from the BS or relaying
node are denoted as follows:

ybuk
� hbuk
⊙ 

K

i�1

���
αiP


gixi + nbuk

� 
K

i�1

���
αiP


hbuk

xi + nbuk
� Hx + nbuk

,

yruk
� Ghruk
⊙ hbr 

K

i�1

���
αiP


gixi + nbr

⎛⎝ ⎞⎠ + nruk
,

(1)

where ybuk
and yruk

are the signals from the BS or relaying
node, respectively. nbuk

and nruk
are the noises from the BS

and relaying node, respectively. hbuk
and hruk

are the channel
responses from the BS and relaying node, respectively.
hbuk

� hbuk
⊙ gk, hruk

� hruk
⊙ gk, and H is the PDMA

equivalent channel response matrix. xi is the ith user’s signal.
αi is the PA coefficient, where α1 + α2 + · · · + αK � 1. x �

����
α1P


x1

����
α2P


x2 · · ·

����
αKP


xK 

T
is the modulated

symbol. G is the amplifying gain factor in which

G �

��������������

P/(P|hbr|
2 + N0)



.
)e corresponding SINR for the kth user who receives a

signal from the BS is represented as follows:

cbuk
� Pk

hbuk
 

H
N0IN + 

K

i�k+1
Pi

hi
hi 

H⎛⎝ ⎞⎠

− 1

hbuk
. (2)

Pk � αkP denotes the kth user’s transmit power.
)e corresponding SINR for the kth user who receives

the signal from the relaying node is represented as follows:

cruk
� αkc

2 hruk
⊙ hbrk

 
H

KZk
 

− 1 hruk
⊙ hbrk

 , (3)

where Zk is the noise plus the interference from the relaying
node. KZk

is the covariance of Zk, which is calculated as
follows:

KZk
� c

2


K

i�k+1
αi

hrui
⊙ hbri

  hrui
⊙ hbri

 
H

+ chruk

hruk
 

H

+ chbr hbr 
H

+ IN.

(4)

)e metrics are defined as follows. Generally, outage
probability is defined as the probability by which SINR is
smaller than a specified threshold value in both BS-to-user
and relay-to-user channels. An outage occurs if neither the
direct nor the relay transmission succeeds [24]. System
throughput is defined as the product of the transmission rate
and the probability of successful transmission [27].

To simplify the outage expressions, we define function
Gk(x) as (5).

Gk(x) �

1 − e
− (x/c) 1/μbr( ) + 1/μruk

  
��������
4x(x + 1)

μbrμruk
c



K1
4ϕ(x + 1)

μbrμruk
c

 , x≠ 0,

0, x � 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(5)

where K1(·) is the first-order modified Bessel function of the
second type, and μmnk

is the channel coefficient where
mnk ∈ buk, br, ruk .

)e matrix with two rows (N� 2) and three columns
(k� 3) is the most representative matrix with the minimum

degree of unequal diversity. Other larger dimensionmatrices
can be extended similarly. )e PSO algorithm has a good
applicability. When the number of users and channels
change, we only need to modify the PSO parameters,
constraints, and objective functions, rather than the
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algorithm mechanism. Taking the PDMA pattern matrix
G2,3
PDMA as an example, the outage expressions for users are as

follows:

O1 �
1 − e

− τ1/μbu1 + e
− τ2/μbu1  × 1 + G1 τ1(  − G1 τ2( ( , if a< 0,

e
− τ1/μbu1 − e

− τ2/μbu1  × G1 τ2(  − G1 τ1( ( , if a> 0,

⎧⎪⎨

⎪⎩

O2 �
1 − e

− ς1/μbu2 + e
− ς2/μbu2  × 1 + G2 ς1(  − G2 ς2( ( , if a< 0,

1 − e
− ς/μbu2 + e

− ς1/μbu2 − e
− ς2/μbu2  × G2(ς) − G2 ς1(  + G2 ς2( ( , if a> 0,

⎧⎨

⎩

O3 �
1 − e

− ξ1/μbu3 + e
− ξ2/μbu3  × 1 + G3 ξ1(  − G3 ξ2( ( , if a< 0,

1 − e
− ξ/μbu3 + e

− ξ1/μbu3 − e
− ξ2/μbu3  × G3(ξ) − G3 ξ1(  + G3 ξ2( ( , if a> 0,

⎧⎨

⎩ (6)

where τ1 � max 0, x1 , τ2 � max 0, x2 , ς � (ϕ2/α2c), ς1 �

max (ϕ2/α2c), x1 , ς2 � max (ϕ2/α2c), x2 , ψ1 � max
x1, (ϕ2/α2c), (ϕ3/α3c) , ψ2 � max x2, (ϕ2/α2c), (ϕ3/α3c) ,
ψ � max (ϕ2/α2c), (ϕ3/α3c) , and a � [α1(α2 + α3) −

α2α3ϕ1]c2.
ϕk is the targeted SNR of the kth user; x1 and x2 stand for

different values of |hbu1
|2, and they can be obtained by

solving the following equation.

α1 α2 + α3(  − α2α3ϕ1 c
2

hbu1




4

+ 2α1 − α2 + α3( ϕ1 c hbu1




2

− ϕ1 � 0.

(7)

)eAF-PDMA system throughput expression is denoted
as

Rsum � R1 1 − O1(  + R2 1 − O2(  + R3 1 − O3( . (8)

3. Optimal Power Allocation

)e optimal PA is mathematically equivalent to the optimal
PA factor setting. Multiobjective programming is an effec-
tive way to solve complicated PA problems.

3.1. Programming Model. Two typical objectives, based on
system throughput and outage probability, have been pro-
posed for optimal PA in a downlink network. Hence, the PA
allocation problem is an optimization problem with two
objective functions, and it can be formulated as

minf(α, θ) � O3(α, θ), − Rsum(α, θ) , (9)

where α is the three PA coefficients (i.e., α1, α2, and α3), θ is a
system parameter vector in the downlink network, O3 is the
outage probability of the third user, the significance ensures
the reliability of single-user communication, and Rsum is the
system throughput.

)e inequality constraints are given as follows:

1> α1 > α2 > α3 > 0. (10)

)e equality constraint is given as follows:

α1 + α2 + α3 � 1. (11)

)e challenge of PSO is that once the initial value and
update particles are not in the feasible region, all the particles
may be updated in the infeasible region. We propose a new
approach to address this issue by revising the existing
constraints through logic. After the constraint conditions are
modified, the decision variables are changed from three
coefficients to two coefficients. )e third coefficient is cal-
culated as a parameter by (11).)e inequality constraints are
improved as follows:

1
3
< α1 < 1, (12a)

0< α2 <
1
2
, (12b)

0< α2 < α1, (12c)

1 − α1 − α2 < α2. (12d)

Equations (13) and (14) are broad constraints, but
(12a)–(12d) make the constraints narrow. )e point is that
the constraint conditions are very important for the effi-
ciency and accuracy of the evolutionary algorithm. With
respect to PSO, the programming model based on (13) and
(14) is easy to iterate in the infeasible region, but the model
based on (12a)–(12d) can avoid this problem.

3.2. PSO 6eory. PSO exhibits strong randomness and
covers most solution spaces to avoid reaching a local op-
timum [28]. )e advantage of an artificial intelligence al-
gorithm is that it is amenable to almost all stochastic
programming models. Its disadvantage is that it cannot
guarantee that a global optimal solution can be found. Even
if the global optimal solution is found, it is impossible to
provide a strict mathematical proof. In addition, adjusting
the parameters, including the step size and penalty coeffi-
cients, is difficult. Reasonable parameters are necessary
conditions for obtaining the optimal solution, and the PSO
parameters in this study are listed in Table 1.
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3.3. Pareto Frontier. )e Pareto frontier is a key to solving
the multiobjective programming problem [29]. A Pareto-
optimal solution can include a noninferior solution set, a
nondominated solution set, and a nondominant solution set.
Based on the Pareto dominance, we present a multiobjective
PSO algorithm considering a Pareto-optimal solution. )e
procedure of the multiobjective PSO algorithm is given as
follows: Algorithm 1.

3.4. TOPSIS. )e technique for order preference by simi-
larity to an ideal solution (TOPSIS) is an effective double
benchmark evaluation method [30] that can be used to
balance the outage probability of a single user and system
throughput. TOPSIS can calculate the positive and negative
ideal solutions of each index (i.e., outage probability of a
single user or system throughput). )e relative closeness of
each evaluation object to positive and negative ideal solu-
tions can be used to evaluate the comprehensive perfor-
mance of the system.)e optimal TOPSIS should be close to
the positive ideal solution, and the distance from the neg-
ative ideal solution should be large. )e decision problem of
two objectives is shown in Figure 1.

A+ and A− denote the positive ideal solution and
negative ideal solution, respectively. )e feasible solution A1
is closest to the ideal solution A+ but not the farthest so-
lution from the negative ideal solution A− . )e feasible
solution A2 is further away from the negative ideal A− . )e
disadvantage of TOPSIS is that the weight is not reflected in
the distance calculation. )e calculated Euclidean distance
can be weighted using an entropy-weighing method to
overcome this shortcoming.

)e calculation steps of an entropy TOPSIS method are
as follows. A standard treatment of the evaluation matrix
data using 0-1 transformation is implemented.

When the index is positive, the following formula is used
for standardized transformation.

b
∗
ij �

bij − minjbij

maxjbij − minjbij
, 1≤ i≤m, 1≤ j≤ n, (13)

where bij is an optimal system throughput in step 3 in section
C, and n is equal to two. When the index is an inverse index,
the following formula is used for standardized
transformation.

b
∗
ij �

maxjbij − bij

maxjbij − minjbij
, 1≤ i≤m, 1≤ i≤ n, (14)

where bij is an optimal outage probability in step 3 in section
C.

According to the standardized decision matrix, the
characteristic proportion of the jth index and the ith eval-
uation sample can be calculated using

cpij �
b
∗
ij


m
i�1b
∗
ij
. (15)

)e entropy of the index is calculated using

ej � −
1

ln m


m

i�1
cpij ln cpij, 1≤ j≤ n. (16)

Note that when cpij � 0, we set ln (cpij) equal to zero. )e
entropy weight formula is

wj �
1 − ej


n
i�11 − ej

, 1≤ j≤ n. (17)

From here, it follows that

cij � wj × bij, i � 1, 2, . . . , m; j � 1, 2, . . . , n,

C
+

� max cij, 1≤ i≤m,

C
−

� min cij, 1≤ i≤m,

(18)

where C� (cij)m×n is the weighted normal matrix, C+ is the
set of positive ideal solutions, and C− is the set of negative
ideal solutions.

)en, the weighted Euclidean distances from each
evaluation object to the positive and negative ideal solutions
are calculated separately.

d
+
i �

�������������



n

j�1
w

2
j cij − c

+
j 

2




, i � 1, 2, . . . , m,

d
−
i �

�������������



n

j�1
w

2
j cij − c

−
j 

2




, i � 1, 2, . . . , m,

fi �
d

−
i

d
+
i + d

−
i

, i � 1, 2, . . . , m,

(19)

where fi is the evaluation result of the comprehensive per-
formances. One can find the best solution at the Pareto
frontier by finding the greatest fi.

)e implementation process of the proposed algorithm
is shown in Figure 2.

4. Results and Discussion

4.1. Subheadings. We use a step-by-step validation method
to demonstrate the power optimization method for AF-
PDMA in a downlink network. First, we compare GA with
the proposed PSO algorithm. )en, system throughput
performance and the minimum outage probability of the
third user are taken as planning objectives, and different

Table 1: Simulation parameters for PSO.

Item Value
)e PSO particle size 30
)e PSO iteration number 15
)e penalty function factor 106
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solutions for OPA are derived. To balance the need for
system throughput with the desire to minimize outage
probabilities, a Pareto frontier consisting of a set of possible
solutions is found.)e Pareto solutions are further evaluated
with the TOPSIS approach to help the decision-maker find
the desired OPA solution. )e simulation in this study is
performed on a Lenovo laptop with an Intel(R) Core (TM)
i7-1065G7 CPU operating at 1.30GHz with 15.7 GB of
available memory.

An internal function of MATLAB, i.e., a GA solver for
mixed-integer or continuous-variable optimization, con-
strained or unconstrained, is used to solve the OPA
problem. Because GA internal function is installed in
Matlab, the solution performance is reliable and can be
used to verify the accuracy and effectiveness of the pro-
posed PSO algorithm.

PSO and GA are used to solve the OPA problem to
obtain the maximum system throughput. As shown in
Figures 3–5, the performances of this method are better than
those of the GA. It should be noted that it is important to
adjust parameters in an artificial intelligence algorithm

according to the programming model. )e simulation re-
sults do not demonstrate that PSO is more efficient and
accurate than GA but demonstrate that the solution per-
formance of the artificial intelligence algorithm depends on
the parameter setting. Noted that the PSO algorithm uses the
modified constraints, the GA uses the constraints before
modification. )e feasible region of GA solution is original
and broad, and the solution is limited by (13)-(14). )e
feasible region of the PSO algorithm is modified and
compact, and the solution is limited by (12a)–(12d). It will
greatly improve the efficiency and accuracy of the solution
via transforming (10)-(11) to (12a)–(12d). With respect to

Outage 
probability 

System 
throughput

Feasible
solution

A–

A+

Ai

A· 2

A1

Figure 1: Positive ideal solution and negative ideal solution.

Step 1. Single-objective optimization

(i) Find the optimal solution of the maximum system throughput using the PSO algorithm
(ii) Find the optimal solution of the minimum outage probability of user3 using the PSO algorithm

Step 2. Probability distribution calculation

(i) Calculate the system throughput using the solutions, which ensures the minimum outage probability of user3
(ii) Generate a row vector of m linearly equally spaced points between the optimal system throughput and the system throughput,

which is solved in the last step

Step 3. Obtain the Pareto frontier

(i) Add inequality constraint Rsum (α, θ)>a, which is an element of the above equally spaced points. For each solution, a constraint is
added in order.

(ii) Find the optimal solution of the minimum outage probability of user3 using the PSO algorithm based on the above added
inequality constraint

(iii) Repeat the above process m times to obtain m groups of optimization target values

ALGORITHM 1: Process for multiobjective optimization.

Start

Model an AF-PDMA downlink network considering 
three users and two channels.

End

Derive the formulas of outage probability and 
system throughput as objective functions.

Improve constraint functions via formula 
derivation of the original constraint functions.

Set the condition that does not satisfy 
15 (c) and 15 (d) as penalty terms.

Combine the penalty terms and objective 
functions to create the fitness of PSO.

Set the upper and lower limits of the 
solutions according 15 (a) and 15 (b).

Obtain the Pareto frontier surface using the procedure 
of the multiobjective PSO algorithm in section C.

OPA solutions are obtained on the 
Pareto frontier based on TOPSIS.

Figure 2: Implementation process of the proposed algorithm.
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the proposed method, the feasible regions of α1 and α2 have
been reduced to improve the calculation efficiency. α3 is no
longer used as a solution, and it is directly calculated using α1
and α2. )e benefit of such a treatment is that the equality
constraint (11) is avoided when generating fitness function.
)is result shows that rigorous mathematical derivations
and reductions of the feasible region are important for an
intelligent optimization algorithm.

Figures 3–5 show the different evaluation metrics, but
their optimization objectives are the same. System
throughput is taken as the single-objective function.
According to the formulas for outage probabilities and
system throughput, there is no contradiction between them.
When the outage probability is very low, the system
throughput performance can be guaranteed. However, this
does not mean that the outage probability of each user is
completely consistent with the system throughput perfor-
mance of the downlink network. It has been calculated that
the individual user may be sacrificed to maximize the system
throughput. With the increasing of outage probability
(power reduction) of the individual user, the total outage
probability and system throughput may be improved. Al-
though some GA results are better than the PSO results for
user3, system throughput of GA optimization is definitely
worse than that of the proposed PSO optimization. )ere
exist balance and game problems between system
throughput performance and a user outage probability. To
illustrate this problem, the outage probability of user3 is
taken as the objective function, and the proposed PSO
method is used to solve the OPA.

As shown in Figures 6–8, the system performances vary
depending on the target functions. It can be seen that the
optimal system throughput performance does not guarantee
the best performance for every user. Even if multiple users
have the lowest total outage probability, there is no guar-
antee that each user will have the lowest outage probability.
With regards to the solution results, it should be noted that it
is difficult for an artificial intelligence algorithm to find the
global optimal solution. In terms of few individual points,
the system throughput of the curve targeting the best system
throughput can be less than that of the curve targeting the
best user3. Also, these locally optimal solutions are few and
reasonable when PSO is used. To solve the biobjective
programming problem, we use the weighted ideal method to
evaluate Pareto frontier using 500 solutions, which is shown
in Figure 9.

At the Pareto frontier, user3 outage probability and
system throughput performances need to be balanced. OPA
should balance the two to achieve a balance of the two
indicators.

)e index of outage probability is an inverse index and
has a cost type attribute. )e smaller the outage proba-
bility value is, the better the system performance. )e
index of system throughput is positive and has a benefit
type attribute. )e larger the index value, the better the
system performance. According to formulas (9) and (10),
the system throughput and outage probability values in
Figure 9 are standardized. )e weight matrix is deter-
mined by the entropy weight method, and the matrix is
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Figure 3: System throughput (BPCU) versus SNR (dB) using
different solutions.
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Figure 4: Sum of outage probabilities versus SNR (dB) using
different solutions.
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[0.1408, 0.8592]. )e TOPSIS approach is a double
benchmark that can reduce the probability of the same
evaluation results. We can obtain the best power distribution

scheme using the method combining entropy weight and
TOPSIS, and the solution of PA coefficients is [0.7, 0.2, 0.1].
)e optimal system throughput and outage probability of
TOPSIS is listed in Table 2. It can be seen that each index of
TOPSIS is not the best, but there is a balance between the two
indexes.

Although PSO can be applied to solve nonconvex
multiobjective optimization problems, it cannot avoid the
complexity of parameter setting and program debugging.
)e setting of PA initial values and particle moving speed
will affect the PSO performance. In practical programming,
the biggest challenge is that the particle swarm can be
updated in the infeasible region. With respect to the pro-
posed optimization method, the updating of particle swarm
is strictly limited in the feasible region via putting strict
constraints on the feasible region instead of setting the
penalty term in the fitness function. Of course, multi-
objective will bring about the complexity problem, which
can be dealt with by Pareto frontier and an effective com-
prehensive evaluation method.

5. Conclusion

)e entropy method is used to determine the weight of a
system index (system throughput and outage probability),
which avoids the subjectivity of multifactor weight deter-
mination. )rough the analysis of the comprehensive
evaluation results of the system performance of a downlink
network, the effectiveness and rationality of the TOPSIS
approach for OPA are verified. TOPSIS can calculate the
weighted distance and overcome the shortage of compre-
hensive evaluation results caused by the use of a single
standard. )e simulation results ensure that the outage
probability of a single user is low, and the system throughput
performance is good.
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Figure 6: System throughput (BPCU) versus SNR (dB) considering
different optimization objectives.
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Table 2: System performances of TOPSIS.

Item System throughput Outage probability
Lower boundary 3.88 0.0010
Upper boundary 3.97 0.0078
TOPSIS 3.96 0.0011
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In this paper, according to the design parameters of oil-immersed iron core reactor, the thermal network model of windings is
established by the thermo-electric analogy method, and the temperature distribution of the windings can be obtained. Meanwhile,
a fluid-thermal coupled finite element model is established, the temperature and fluid velocity distribution are extracted, and the
simulation results show that the error coefficient of temperature is less than 3% compared with the thermal network model, so the
correctness of thermal network model has been verified. Taking the metal conductor usage and loss of windings as the opti-
mization objects, the optimization method based on the particle swarm algorithm and thermal network model is proposed, and
the Pareto optimal solutions between the metal conductor usage and loss of windings are given.0e optimization results show that
the metal conductor usage is reduced by 23.05%, and the loss is reduced by 20.25% compared with the initial design parameters,
and the maximum temperature of winding does not exceed the expected value.0us, the objects of lowmetal conductor usage and
loss of windings are conflicted and cannot be optimized simultaneously; the optimization method has an important guiding
significance for the design of oil-immersed iron core.

1. Introduction
0e oil-immersed iron core reactor is an indispensable
equipment in the power system, which plays the role of
reactive power compensation, limiting the fault current and
improving the power factor of the system [1]. However, the
reactor encounters overheating and even burns out in the
operation process, and the relevant studies show that the
excessive temperature of the windings is the main reason [2].
0e oil flow of the oil-immersed reactor enters the oil
channels of the disc-type windings; the hot spot is formed as
the convection heat dissipation capacity of each disc which is
different; when the hot spot exceeds the limit, it will directly
affect the safe and stable operation of the reactor. In order to
reduce the temperature of reactor, the methods, such as
increasing the cross-sectional area of conductor and oil
channel width, are adopted; they can reduce the loss and

temperature of the windings, but the metal conductor usage
is increased. 0e loss and the metal conductor usage of
windings are two key parameters in the design of reactor; in
order to realize the low loss and the metal conductor usage
simultaneously, the temperature calculation is needed and
the optimization design method about the reactor is
essential.

Currently, the relevant studies mainly include (1) the
temperature calculation of the reactor. 0e finite-difference
method is used to calculate the temperature of the reactor
[3, 4], and it is merely suitable for the situations that the
temperature and heat flux distribution of the coil surface are
the same, which limits its practical application. 0e finite
element model is adopted [5–7], and the detailed
temperature and fluid velocity distribution of the reactor can
be obtained, but the calculation process is complex and
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calculation time is long. 0e thermal network model is put
forward, and it was applied to the transformer windings [8].
On the basis, the optimization model of transformer
windings is proposed [9–12]. In [13], the complex model of
oil channels in windings is simplified to an approximate
matrix of hydraulic channel, and the correctness has been
verified. (2) 0e optimization design of the reactor. In [14],
the finite element method is adopted to improve the heat
dissipation efficiency of the windings by adjusting the oil
channel width and the thickness of the coils, but the cal-
culation time is large and the principle is not clear. In [15,
16], the thermal-electromagnetic combined optimization
method is proposed to reduce the metal conductor, but the
influence of air duct’s width on the heat dissipation effi-
ciency is not considered. In [17–21], the genetic algorithm
and particle swarm optimization are applied to minimize the
metal conductor usage or the loss of the transformer, but it
can only realize the optimization of a single target, the
overall optimization of the reactor cannot be achieved.

In this paper, taking the metal conductor usage and loss of
windings as the optimization objects, the thermal network
model of windings is established by the thermo-electric analogy
method, the temperature distribution of the windings can be
obtained, and the correctness has been verified by the fluid-
thermal coupled finite element method. Meanwhile, the opti-
mization method based on particle swarm algorithm and
thermal network model is proposed, and the Pareto optimal
solutions between the metal conductor usage and loss of
windings are given. 0e optimization results show that the
metal conductor usage is reduced by 23.05%, and the loss is
reduced by 20.25% comparedwith the initial design parameters,
and themaximum temperature of windings does not exceed the
expected value, and the correctness has been verified.

2. The Structure and Equivalent
Model of Windings

2.1. �e Structure and Parameters of Core Reactor. 0e oil-
immersed core reactor with a rated voltage of 26.4 kV and
rated capacity of 66MVA is selected as a research object.
0e disc-type windings are made of wires with insulating
layer, which are surrounded on the iron core column. In
the windings, the horizontal oil channels are formed
between disc-type windings in the axial direction; the
inside and outside of the windings are the vertical insu-
lation paper tubes. Meanwhile, a baffle for oil is set up at
intervals of a certain number of discs, so as to lead the oil
flow in the vertical direction to the horizontal direction,
which can enhance the cooling effect of windings.
According to the structure characteristic of iron reactor,
the influence of iron column and iron yoke on the heat
dissipation of windings can be ignored; thus, the windings
of iron reactor are only considered in this paper, and the
basic structure of windings is given in Figure 1.

2.2. �e Equivalent Model of Windings. 0e total windings
consist of 60 layers of disc, and they were divided into 4
channels by the oil guiding washer. Each channel consists of

15 layers of disc, each layer of disc consists of 23 turns of
conductor with insulating layers, and the thickness of the
insulating layer is 0.4mm. Considering the temperature and
fluid velocity distribution in each channel of the windings
are basically the same, thus, one of the channels is selected to
research the temperature distribution of windings, and the
equivalent model and parameters are given in Figure 2.

0e characteristics of metal conductor and insulating
materials are given in Table 1.

3. The Temperature Calculation of Windings
Based on the Thermal Network Model

3.1. �e Establishment of �ermal Network Model. 0e heat
transfer model of windings can be equivalent to the circuit
node network, which adopts the analogy method between
the circuit and the heat transfer system. 0e basic idea of
thermo-electric analogy is to compare the transfer of heat
between media to the transfer of electric current in a con-
ductor. 0e related physical essence of the temperature field
is analogized to the heat transfer parameters, such as
temperature difference, heat flux, heat resistance, and heat
capacity. So, the topology of the thermal network can be
established, and it is similar to the circuit [22]. In order to
obtain the temperature distribution of each conductor and
oil flow node, a thermal network model with each conductor
as the basic unit is established based on the equivalent model
of windings, as shown in Figure 3.

In Figure 3, Tdisc and Toil are the node temperature of
conductor and oil flow, respectively, Rcir is the conduction
thermal resistance between conductors and insulating layers,
Roor is the conduction thermal resistance of oil flow, Rior is
the convection thermal resistance between the insulation
layers and oil, and q is the heat source of the conductor.

3.2. �e Calculation of �ermal Resistance. In the actual
operation process of oil-immersed iron core reactor, the
influence of the leakage magnetic on the eddy current loss of
each turn is basically the same, so it is considered that each
turn conductor has the same heat source. Considering the
temperature difference between the adjacent conductors is

Oil guiding washer

Disc coil

Insulating film

Figure 1: 0e basic structure of windings.
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small, the radiation heat transfer can be ignored, so the heat
transfer modes of heat flux in the four directions of the
conductor are merely the heat conduction and heat con-
vection. In order to establish the thermal network model, the
calculation of thermal resistance is essential.

(1) 0e conduction thermal resistance: in the inner of
conductors and insulating material, the conduction
thermal resistance depends on the geometric
structure andmaterial properties.When the heat flux
is transferred to the oil channel, the heat transfer will
occur in the oil flow, and the conduction thermal
resistance of the oil flow is related to the geometric
shape of the oil channel and physical properties of
the oil. 0e conduction thermal resistance in the
conductors, insulation layers and oil can be calcu-
lated, as shown in the following equation:

R(cir/oor) �
Lq

kmS
, (1)

where Lq is the thickness of the conductor in the
direction in which the heat flows, km is the thermal
conductivity of material, S is the surface area, which
is perpendicular to heat flow direction, Rcir is the
conduction thermal resistance of metal conductor
and insulating layers, and Roor is the conduction
thermal resistance of oil.

(2) 0e convection thermal resistance: the convection heat
transfer is formed between the discs and the horizontal
and vertical oil channel, and the thermal resistance is
related to the fluid velocity and temperature of oil.
According to the Newton’s law of cooling, the con-
vection thermal resistance between the surfaces of the
insulating layers and the oil channels can be expressed,
as shown in the following equation:

Rior �
1
αA

, (2)

where Rior is the convection thermal resistance be-
tween the insulation layers and oil, A is the area of
the insulating layer, and α is the convection coeffi-
cient, which is related to the geometric structure,
material, and fluid characteristics of oil, and it can be
written as follows:

α �
Nukoil

Lio

, (3)

where Lio is the geometric characteristic length of the
convection heat transfer surface, koil is the thermal
conductivity of transformer oil, and Nu is the Nusselt
number, and the expression is [23]

Nu � 1.86
RePrD

L
 

(1/3) μ
μs

 

0.14

, (4)

where L is the horizontal length, D is the diameter of
oil channel, μ is the kinetic viscosity of oil with the
ambient temperatures, μs is the kinetic viscosity of

Oil guiding
washer

Oil exit

Oil inlet

325mm

15 discs

4.5mm

2mm

Axis of
symmetry

23 ducts

14.1mm
64.4mm

Figure 2: 0e equivalent model of windings.

Table 1: 0e characteristics of metal conductor and insulating
materials.

Materials Attribute Value

Copper
Heat conductivity (W·M−1·K−1) 400

Specific heat (W·kg−1·K−1) 385
Density (Kg M−3) 8940

Insulating materials
Heat conductivity (W·M−1·K−1) 0.21

Specific heat (W·kg−1·K−1) 1250
Density (Kg M−3) 870

q q

Tdisc,i,j Tdisc,i–1,j
Rcir,i–1,jRcir,i,jRcir,i+1,j

Rcir,i–1,j–1Rcir,i,j–1

Rior,i,j–1 Rior,i–1,j–1

Rcir,i–1,j+1Rcir,i,j+1

Rior,i–1,j+1Rior,i,j+1

Roor,i–1,j–2Roor,i,j–2Roor,i+1,j–2

Roor,i–1,j+2Roor,i,j+2Roor,i+1,j+2

Toil,i,j–1 Toil,i–1,j–1

Toil,i,j+1 Toil,i–1,j+1

Figure 3: 0e thermal network model.
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oil, Re is the Reynolds number, and Pr is the Prandtl
number. 0e parameters, Re and Pr, can be calcu-
lated by the following equation:

Re �
ρoilviD

μs

,

Pr �
cpμs

koil
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

where ρoil and cp are the density and specific heat
capacity of oil, respectively, and vi is the fluid velocity
of horizontal oil channel in the ith layer.

3.3.�e Temperature Calculation of Windings. According to
the thermal network model in Figure 3, it contains N nodes,
so the n-1 node equations can be listed [21], which is similar
to the node voltage equation in the circuit. 0e temperature
equations of each node can be written [24], as shown in the
following equation:


1

Rself−impedance
 Tdisc,i,j − 

1
Rmutual−impedance

Tdisc,mi,j
  − 

1
Rmutual−impedance

Toil,i,nj
  � q,


1

Rself−impedance
 Toil,i,j − 

1
Rmutual−impedance

Tdisc,mi,j
  − 

1
Rmutual−impedance

Toil,i,nj
  � 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where Rself−impedance is the node self-thermal resistance,
Rmutual−impedance is the node mutual thermal resistance, Tdisc,i,j
and Toil,i,j are the conductor and oil flow nodes of the ith row
and jth column in the model, respectively, mi and nj are the
numbers of adjacent nodes, mi � (i − 1, i + 1), nj � (j − 1,

j + 1). 0e above equation can be solved by the MATLAB
software, and the node temperature can be expressed as

T � G
− 1

Q, (7)

where T is the temperature of node, Q is the heat source
matrix of the conductor, and G is the heat conductivity
matrix, which is composed by the self-thermal resistance and
mutual thermal resistance, as shown in the following
equation:

G �

1
Rsa 1

−
1

Rma1 1
0 · −

1
Rma2 1

· 0 0

−
1

Rma1 1

1
Rsa 2

−
1

Rma1 2
0 · · · 0

0 −
1

Rma1 2

1
Rsa 2

−
1

Rma1 3
· · · ·

· 0 −
1

Rma1 3
· · · · −

1
Rma2 t

−
1

Rma2 1
· · · · · 0 ·

· · · · ·
1

Rsa n−2
−

1
Rma1 n−1

0

0 · · · 0 −
1

Rma1 n−1

1
Rsa n−1

−
1

Rma1 n

0 0 · −
1

Rma2 t

· 0 −
1

Rma1 n

1
Rsa n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (8)

where, (1/Rma1 i) and (1/Rma2 j) are the sum of mutual
admittance of the ith and jth nodes, respectively, and the

parameter, (1/Rsa i), is the sum of self-admittance of the
node.
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According to the structure and electrical parameters of
windings, combined with the above calculation method, the
temperature of each node can be obtained by solving
equation (7).

3.4.�eCalculationResultsBasedon�ermalNetworkModel.
0e settings of thermal network model are as follows: the
loss of each turn conductor is 34.5W, the temperature in
the inlet of the oil channel is 303.15 K, and the velocity is
0.3 m/s; the boundary conditions of the upper and lower
surfaces of each channel are heat insulation as the low
thermal conductivity of the oil guide baffle. In the thermal
network model, there exist 437 conductor nodes and 460
oil channel nodes; the number of the discs is sorted from
top to bottom; combined with the thermal resistance
calculation method and node temperature equation, the
temperature of each node can be obtained, and the
maximum temperature of each disc is given, as shown in
Table 2.

In Table 2, it can be seen that the maximum tem-
perature of discs is gradually increased from the bottom
to the top, but there is a downward trend when nearing
the top, the maximum temperature is 62.65°C, and the
maximum temperature area is mainly concentrated in the
upper middle position of winding; the main reason is that
the fluid velocity of oil is large in the inlet and outlet, and
the convection heat transfer degree is high. When the oil
flows in the long channel, the temperature is increased
and the fluid velocity of oil is decreased, which leads to
the accumulation of heat in the middle of windings, so the
temperature of the middle discs is higher than the upper
and lower discs.

4. Model Validation

4.1.�eFinite Element SimulationCalculation. According to
the structure parameters and material characteristics of the
windings, the two-dimensional model is established based
on the COMSOL, as shown in Figure 4.

0e governing equations and boundary conditions set-
tings are the key steps of simulation calculation.

4.1.1. Governing Equation. 0e heat conduction and heat
convection are the main heat transfer processes in the
windings region, and the governing equation of heat con-
duction can be expressed by the following equation [25]:

z
2
T

zr
2 +

z
2
T

zz
2 +

q

km

� 0. (9)

0e heat convection between windings and oil channels
satisfies mass, momentum, and energy conservation, as
shown in the following equation [26]:

1
r

z(ur)

zr
+
1
z

z(vr)

zz
� 0,

ρoil u
zu

zr
+ v

zu

zz
  � Fr −

zp

zr
+ μs

z
2
u

zr
2 +

z
2
u

zz
2 ,

ρoil u
zv

zr
+ v

zv

zz
  � Fz −

zp

zz
+ μs

z
2
v

zr
2 +

z
2
v

zz
2 ,

u
zT

zr
+ v

zT

zz
�

koil

ρoilcp

z
2
v

zr
2 +

z
2
v

zz
2 ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where u and v are the radial and axial fluid velocities of oil,
respectively, Fr and Fz are the radial and axial components
of fluid gravity, and p is the pressure of fluid.

4.1.2. �e Boundary Conditions Setting. 0e boundary
conditions are set as follows: (1) the heat transfer between
the insulating paper and the outer transformer oil can be
ignored, and it sets as an adiabatic boundary. (2) 0e discs
surface is regarded as the stationary, the axial and radial
velocity are zero, the inlet velocity of oil is 0.3m/s, and the
temperature is 303.15K. (3) 0e outlet boundary condition
of oil flow is natural pressure outlet boundary and the axis of
rotation is axisymmetric boundary condition. 0e heat
source of each turn conductor is setting the same; the value is
34.5W. Meanwhile, the characteristic parameters of oil are
given in Table 3.

4.2. �e Simulation Results. 0e transient field is applied in
the simulation, the total calculation time is 10 h, and the time
step is 0.1 h, which can be considered that it has reached the
steady state. 0e temperature of windings and fluid velocity
distribution of oil are given in Figure 5.

In Figure 5, the temperature of discs in the inlet is lower
than in the middle, and the maximum temperature reaches
66.20°C in the 8th disc; the fluid velocity of oil is relatively
large in the inlet and outlet. In order to analyze the heat
transfer process of discs, the radial and axial direction paths
are extracted, as shown in Figure 6.

According to the paths selected and simulation results,
the temperature distribution with the different paths is
plotted, as shown in Figures 7–9.

From Figures 7–9, it can be seen that the temperature of
discs is increased first and then decreased in axial and radial
directions. On the contrary, the fluid velocity along the axial
direction is decreased first and then increased, which is
opposite to the trends of temperature. Meanwhile, the
maximum temperature locates the eighth disc, and the fluid
velocity is the lowest on the both sides of the discs with the
maximum temperature, the main reasons are that the fluid
velocity in lower channels is relatively large when the oil
passes the inlet, and the temperature is low. 0e heat
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dissipation conditions are weak because of the high tem-
perature and low velocity of the oil in the middle discs; the
temperature of the middle discs is the highest. In the upper
discs, the oil converges in the outlet; it leads to the increase of
the fluid velocity, so the temperature of the upper discs is
lower compared with the middle discs.

4.3. Model Validation. In order to verify the accuracy of the
thermal network model, the maximum temperature of each
disc is obtained in both the thermal network model and
finite element method, as shown in Figure 10.

In Figure 10, it can be seen that the maximum tem-
perature is basically the same based on the thermal network
model and finite element method, and the maximum error
coefficient of the disc is only 5.30%, which locates the 8th
disc, so the correctness of the thermal network model is
verified.

0e error coefficient is defined as follows:

ε �
Thot − TCOM

TCOM




, (11)

where ε is the error coefficient, Thot is the temperature based
on the thermal network model, and TCOM is the temperature
based on the finite element method. Meanwhile, the thermal
network model is a multivariate linear equation related to
thermal resistance, and the calculation speed is fast com-
pared with the finite element method; thus, the thermal
network model is adopted to optimize the windings in this
paper.

5. The Optimization Design of Windings
Based on Particle Swarm Algorithm and
Thermal Network Model

According to actual engineering requirements of the oil-
immersed iron core reactor, the metal conductor usage and
loss of windings are the two major optimization objects;
however, these goals are in conflict with each other, the
performance improvement of one object results in the re-
duction of the other object. In order to achieve the optimal
design parameters of windings, the optimization design of
iron reactor is needed.

5.1.�eParticle SwarmOptimizationAlgorithm. 0e particle
swarm optimization is one of the most influential multi-
objective algorithms, including the prominent characteris-
tics: the optimal solution of multiobjective can be easily
obtained for its efficient search ability, and the algorithm has
good multipeak search ability, which means it has a good
ability to search for a global optimal value and it converges

quickly. 0e flow chart of particle swarm optimization
method is given in Figure 11.

0e formulas of particle update in particle swarm op-
timization are as follows [27]:

V
k+1

� wV
k

+ c1r1 P
k
i − X

k
  + c2r2 P

k
g − X

k
 ,

X
k+1

� X
k

+ V
k+1

,
(12)

where w is the inertia weight, r1, r2 are the random numbers
distributed in [0, 1], k is the current iteration number, Pi is
the individual optimal particle position, Pg is the global
particle position, c1, c2 are the acceleration constants, V is
the velocity of the particle, and X is the position of the
particle.

0e optimization object is to obtain the minimum metal
conductor usage and loss of windings; according to the
structural characteristics of the windings, the size of the
conductor Wcoil, the height of horizontal channels Hcoil, and
the thickness of insulation layer Lins are selected as the
optimization variables. 0e object functions of metal con-
ductor usage Mcu and loss Ploss can be written as

minMcu � πρm 

ndisc

i�1
diWcoilHcoil,

minPloss � πI
2
c 

ndisc

i�1

di

WcoilHcoil
,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where ρ is the density of metal conductor, m is the number of
discs, ndisc is the number of conductors in each disc, di is the
average diameter of the ith conductor, I is the current of the
conductor, and c is the resistance of the conductor.

0e inequality constraints are

THot max ≤Tmax,

Lmin ≤ L≤ Lmax,

Wcoil min ≤Wcoil ≤Wcoil max,

Hcoil min ≤Hcoil ≤Hcoil max,

Hduct min ≤Hduct ≤Hduct max,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

where THot max is the maximum temperature of discs by
calculation methods, Tmax is the maximum temperature
constraints of the discs, L is the inductance of the reactor,
and Wcoil min, Wcoil max, Hcoil min, Hcoil max, Hduct min, and
Hduct max are the minimum and the maximum values of
variables.

5.2. �e Optimization Results. In particle swarm optimiza-
tion algorithm, the variable parameters are set as follows: the
radial width of the conductor is [1.6, 2.6] mm, the axial

Table 2: 0e maximum temperature of each disc.

Disc number 1 2 3 4 5 6 7 8
Temperature (℃) 40.79 45.58 50.47 55.49 59.33 61.35 62.32 62.65
Disc number 9 10 11 12 13 14 15
Temperature (℃) 62.56 62.17 61.54 60.73 59.77 58.68 57.47
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Figure 4: 0e simulation model of windings.
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height of the conductor is [12, 14.6] mm, the thickness of the
insulation layer is [0.25, 0.5] mm, and the height of hori-
zontal channels is [3.9, 5.4] mm. 0e expected inductance
difference is less than 2%, and the maximum temperature of
winding is 75°C. 0e settings of particles in particle swarm
optimization are as follows: the acceleration constants c1 and
c2 are 0.8, the iteration time is 200, and the inertia weight

value is 0.8–1.2. 0e Pareto optimum results are shown in
Figure 12,

0e change rate of metal conductor usage and loss, KM
and Kloss, is defined as the following equation:

Kx �
x

x0
, (15)

Table 3: 0e characteristics of oil.

Materials Attribute Value

Oil

Heat conductivity (W·M−1·K−1) 0.134−8.05×10− 5T
Specific heat (W·kg−1·K−1) −13408.15 + 123.04T− 0.33T 2̂

Density (Kg M−3) 1055.05− 0.58T− 6.4×10− 5T 2̂
Dynamic viscosity (kg·M−1·S−1) 91.45−1.33T + 0.01T 2̂
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Figure 5: Simulation results: (a) temperature distribution; (b) fluid velocity distribution.
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Figure 7: 0e temperature rise distribution along the radial paths.
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where x0 is the initial design parameter and x is the design
parameter with the optimization method. In the initial
parameters, the metal conductor usage and loss of windings
are 90.98 kg and 11.9 kW before optimization, respectively.

In Figure 12, it can be seen that there exists an opposite
trend between the metal conductor usage and loss of
windings. Combined with the particle swarm optimization
algorithm and thermal network model, the representative
results can be obtained, as shown in Table 4. 0e inductance
change rate is less than 1% compared with the initial
parameters.

In order to verify the correctness of the optimization re-
sults, taking the groups 2, 9, 17, and 20 in Table 4 as an example,

the maximum temperatures of windings are 54.91°C, 67.74°C,
68.56°C, and 73.40°C, respectively, based on the thermal net-
work model. Meanwhile, the simulation results based on the
finite element method are given in Figure 13; the maximum
temperatures of windings are 55.10°C, 68.20°C, 70.00°C, and
72.63°C respectively; it can be seen that the temperature dis-
tribution laws of the four groups are basically the same, and the
error coefficient is less than 3%; thus, the correctness of the
optimization method has been verified.

In Table 4, it can be seen that the metal conductor usage
of windings is reduced by 23.05%, and the loss of the
windings is reduced by 20.25% compared with the initial
design parameters. As the purpose of low metal conductor
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Figure 8: 0e temperature rise distribution along the axial paths.
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Figure 9: 0e fluid velocity distribution along the horizontal paths.
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Figure 11: 0e flow chart of particle swarm optimization algorithm.
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usage and loss of winding are conflicted and cannot be
optimized simultaneously, therefore, in the actual design
process of the iron reactor, it is necessary to select the

suitable structural parameter to realize the optimization of
one objective with the other objectives which are not
deteriorating.

Pareto optimal solutions
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Figure 12: Pareto Frontier of particle swarm optimization.

Table 4: 0e pareto optimum solutions.

Case Wcoil (mm) Hcoil (mm) Lins (mm) Hduct (mm) Loss (kW) Weight (kg)
1 1.6 13.6 0.35 4.5 15.04 75.57
2 2.6 12.1 0.40 5.1 11.06 109.25
3 1.6 13.1 0.45 4.5 15.61 74.45
4 1.8 12.1 0.45 4.8 15.21 75.64
5 2.4 14.6 0.40 4.2 9.81 121.68
6 1.6 14.1 0.50 3.9 14.51 78.34
7 1.8 13.6 0.40 3.9 13.54 85.01
8 1.8 13.1 0.35 4.8 14.05 81.89
9 1.8 12.6 0.35 3.9 14.61 78.76
10 1.8 13.1 0.50 4.2 14.05 81.89
11 1.6 12.6 0.50 4.2 16.23 70.01
12 2.0 12.1 0.50 4.2 13.87 84.04
13 2.4 13.1 0.40 4.2 10.94 109.18
14 2.6 14.1 0.25 4.2 9.49 127.31
15 1.8 13.1 0.50 4.5 14.06 81.89
16 2.4 14.6 0.40 3.9 9.81 121.68
17 1.8 12.6 0.35 4.2 14.61 78.76
18 2.0 12.1 0.25 5.1 13.86 84.04
19 2.0 12.6 0.30 5.1 13.32 78.75
20 1.6 13.1 0.30 3.9 15.61 72.79
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6. Conclusions

According to the structure and parameters of oil-im-
mersed iron core reactor, a multiobjective optimization
method based on particle swarm optimization and ther-
mal network model is proposed, and the following con-
clusions can be obtained:

(1) 0e maximum temperature error of discs is less than
3% between the thermal network model and finite
element method, and the position of the temperature
is basically the same; the correctness of thermal
network model has been verified

(2) 0e maximum temperature region is mainly
concentration of the middle of windings; the
reasons are given by analyzing the fluid velocity
distribution of oil, so this area is the main focus to
monitoring temperature for the windings

(3) 0e optimization design of windings based on particle
swarm algorithm and thermal network model is
proposed, the metal conductor usage is decreased by
23.05%, and the loss of the windings is reduced by
20.25% compared with the initial design parameters, so
the optimization method has an important guiding
significance for the design of oil-immersed iron core
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In order to improve the work efficiency of load characteristic analysis and realize lean management, scientific prediction, and
reasonable planning of the distribution networks, this paper develops a multidimensional intelligent distribution network load
analysis and predictionmanagement system based on the fusion of multidimensional data for the application of multidimensional
big data in the smart distribution network. First, the framework of the software system is designed, and the functional modules for
multidimensional load characteristic analysis are designed. -en, the method of multidimensional user load characterization is
introduced; furthermore, the application functions and the design process of some important function modules of the software
system are introduced. Finally, an application example of the multidimensional user load characterization system is presented.
Overall, the developed system has the features of interoperability of data links between functional modules, information support
between different functions, and modular design concept, which can meet the daily application requirements of power grid
enterprises and can respond quickly to the issued calculation requirements.

1. Introduction

With the continuous socioeconomic development, the
maximum load of the power grid in Chinaʼs Guangdong
region continues to grow, the peak-to-valley differential
gradually increases, the contradiction between supply and
demand of the power grid at different periods is very
prominent, and the difficulty of peak adjustment continues
to increase, which poses a potential hazard to the stability of
the power system [1], but also brings obstacles to the
planning and construction of the power grid, electricity
market transactions, power load forecasting, and power
market management and strategy analysis [2–7]. At the same
time, under the background of industrial transformation
and upgrading and gradual adjustment of economic
structure, backward enterprises with high energy con-
sumption and strong pollution in Guangdong Province have

been eliminated in large numbers, which has a significant
impact on the load characteristics of the power grid.
-erefore, a comprehensive study and analysis on the load
characteristics of Guangdong Province is of great signifi-
cance to improve the planning and construction of the
overall power grid and ensure its stable operation.

In recent years, the analysis and research of load
characteristics have been paid more and more attention, and
researchers from local power grid companies and power
industry have conducted research on load characteristics
from different angles [8]. In literature [9], the Southern
Power Grid Company of Yunnan adopts the sampling
analysis method to study the load characteristics in different
industries in Yunnan Province and makes an outlook on the
development trend of load. In [10], State Grid Hunan Power
Grid Company used load data to complete the calculation of
several load indicators including annual maximum load and
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analyzed the different load rates and their related influencing
factors in different seasons based on their power load
structure. Literature [11] collected real distribution network
load data of Tangshan central city, focused on the analysis of
residential district load, proposed indicators such as occu-
pancy rate and demand factor to supplement the traditional
load indicator system, and completed the construction of
different types of district load characteristic models. -e
work in [12] summarizes the load characteristics indicators
in the Zhengzhou Power Grid, improves the grey correlation
analysis by entropy weighting, and quantifies the factors that
cause changes in load characteristics to identify the main
influencing factors.

On one hand, the abovementioned studies generally
adopt the methods of case elimination and mean value
substitution to carry out simple preprocessing on load data.
-ese implementations may cause a waste of load data in-
formation and resources, weaken the objectivity of data, and
even bring wrong results. On the other hand, the traditional
load characteristic analysis often focuses on the total re-
gional load, but lacks the analysis and comparison of the load
of each industry according to the industry classification
standard. In addition, in the face of the diversity of load
changes and the advancement of load characteristic analysis
methods, there is no comprehensive load characteristic
analysis system that can keep up with the times and facilitate
the development of the power grid to obtain user infor-
mation and carry out reasonable planning.

To support the construction of the Greater Bay Area
Smart City Cluster, China Southern Power Grid has not only
accelerated the planning and construction of the Greater Bay
Area Smart Grid but also adjusted its strategy and proposed
“Digital China Southern Power Grid” to transform and
upgrade to a comprehensive energy service provider [13].
Nowadays, the measurement system of electric power en-
terprises has accumulated a huge amount of fine-grained
data, such as historical load data, GIS data, customer in-
formation data, and public sector service data. -ese data
have tremendous direct and indirect value. -e application
of big data analysis technology and visualization and in-
teraction technology can conduct multidimensional re-
search and analysis of load characteristics, establish a
standardized and reasonable index analysis system
according to different time scales, and grasp different load
change laws, while load characteristics analysis can guide the
load prediction work of the distribution network. Scientific
and accurate load prediction is conducive to the realization
of scientific planning and management of the distribution
network, to ensure the stable operation of the power grid,
and to improve the economic efficiency of power grid en-
terprises [14].

In recent years, researchers from local power grid
companies and the power industry have carried out cor-
responding studies from different perspectives. In [13], the
airplane theory of big data in smart power distribution
network application is proposed, the key technology of
massive data application is sorted out, the application
method of big data in different scenarios is described, and
the direction of transmission and interaction of data and

energy flow is clarified through the application roadmap.
Researchers in [15] studied the unified historical load data
samples based on the typical daily load curves on weekdays
and weekends, statistically analyzed the load characteristic
indicators such as daily load rate and daily peak-to-valley
differential rate, and predicted the medium- and long-term
load characteristic indicators of Guizhou Power Grid to
provide reference for power grid planning. In [16], the
spring daily load data of Harbin are taken as a sample, and
the quantitative relationship between load characteristics
and meteorological factors is established by multiple re-
gressions based on correlation analysis via the SPSS (i.e.,
Statistical Product and Service Solutions) software. Based on
the historical load characteristic curves and meteorological
data of Changde City, a statistical analysis of the main
influencing factors is carried out in [17] to determine the
degree of influence of specific scenarios such as small hy-
dropower grid connection and electricity price fluctuation
on regional load and the influence period and to provide
revised guidance for regional load forecast based on the
results. -e work in [18] decomposes the residential load
into basic load and seasonal load at the same time for two-
level analysis, analyzes the potential size of residential load
regulation based on adaptive fuzzy c-means algorithm
clustering, and realizes the differential analysis of usersʼ
electricity consumption characteristics through a new
classification method to provide data support for peak fault
management and tariff formulation.

In general, although a lot of research work has been
carried out on load characteristics, as well as load prediction
at home and abroad, most of the current research studies
separate the two separately and do not correlate them well.
Most of the work uses the approaches such as case elimi-
nation or mean substitution to simply preprocess load data,
which causes a waste of information and resources on load
data, weakens the objectivity of the data, and may even bring
wrong results. In terms of the object of analysis, most of the
work is focused on the system level, lacking detailed study by
industry, and the load forecast does not carry out an in-
depth study on the level of substation feeder in the planning
direction. In terms of engineering applications, the load
management system developed at present generally has the
problems of insufficient data analysis and processing ability,
poor human-computer interaction performance, and low
visualization degree. -erefore, in the actual application of
engineering, there is a set of load characteristic compre-
hensive analysis system that can keep pace with the times
and facilitate the grid to obtain user information and make
reasonable planning.

To address the abovementioned problems, the research
work of this paper is implemented based on the actual
operational data in the Guangdong power grid metering
system, using linear interpolation to fill in and recover the
missing data in the massive load characteristic data. On this
basis, a flexible and extensible multidimensional load
characteristic analysis system is developed using Java de-
velopment language. -e system takes microservices and
microapplications as the core architecture, realizes the
analysis and research of load characteristics of various
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industries in different time scales, and provides reference for
power grid load prediction and planning and construction
through comparison, statistics, and summary. Firstly, this
paper introduces the overall architecture and data structure
of the software system, taking into account the actual re-
quirements of the business; then, it introduces and develops
the functional implementation and logical connection of
each submodule of the system; and finally, it gives an ap-
plication demonstration of the software system, taking into
account the actual calculation examples.

-e rest of this paper is organized as follows. In Section
2, the development and design of multidimensional load
characterization analysis modules are introduced. In Section
3, the multidimensional user load characteristic analysis
methods are elaborated. -e design process of application
functions for this software system is expounded in Section 4.
Furthermore, the system visualization interface develop-
ment and design are demonstrated in Section 5. Section 6
conducts an application case study based on the developed
software system. Finally, Section 7 concludes the paper.

2. Development and Design of
Multidimensional Load Characterization
Analysis Modules

In order to realize the load characteristic analysis based on the
industry division, extract the load characteristic indexes of each
user, summarize the change law, and put forward the specific
suggestions for the subsequent load prediction and power grid
planning, this paper develops a set of multidimensional load
characteristic analysis system based on the Java language, using
microservice and microapplication architecture. -e system
should meet the following technical requirements: flexible
expansion of all functions; data sharing among various
functional modules; data collection interface that supports
various collection protocols; storage requirements for various
data types and good security protection; rapid response to
issued demands; and the underlying algorithm that supports
the development of multiple languages at the same time.

-is section introduces the development methodology of
the multidimensional load characterization system, in-
cluding microservice architecture design, functional mod-
ular development, data acquisition interface design, data
storage and security, efficient data dynamic refresh tech-
nology, and algorithm integration design.

2.1.MicroserviceArchitectureDesign. Traditional monolithic
application architectures put all functions into a single
WAR/JAR package with few external dependencies to
achieve centralized management and reduce development
difficulty. But again, this will lead to various drawbacks such
as overly centralized functionality, code and data centering;
high complexity; formation of technical debt accumulation;
limited scalability; and the need to refactor the project for
any maintenance.

-erefore, this paper chooses to use the microservice
architecture [19] as the core of software development, as
shown in Figure 1. Each service is highly autonomous, and

each service focuses only on a specific business function,
which makes the business clear and easy to develop and
maintain [20]. At the same time, multiple services can run
without waiting for the completion of other services, which
achieves a smooth scalability effect and greatly reduces the
start-up work time of individual microservices. In addition,
when expanding a single functional module, unlike tradi-
tional architectures that require refactoring the entire
project, the microservice architecture only requires the
deployment of specific services that need to be expanded and
modified.

-e introduction of microservice architecture enables
flexible expansion of the system, reduces the development
cycle of each functional module, and provides great con-
venience for real-time updates of system functions.

2.2.ModularDevelopment of Functions. Each function in the
system is developed modularly, as shown in Figure 2. In
particular, the front-end HTML (Vue or React) is requested
through the Nginx gateway as an ajax request to the Restful
API service.

-e API gateway is built using Zuul to provide cross-
module HTML page access and cross-domain data access,
and the introduction of Nginx facilitates horizontal load
balancing.

Each functional module is injected into the registry in
the form of a microservice, and the data between the
modules are exchanged through the API gateway, which
facilitates load balancing and ensures the long-term stability
of the entire system. Different functional modules use
corresponding interfaces for data transmission and data
sharing.

2.3. Data Acquisition Interface Design. As for the data ac-
quisition interface, its design principle is shown in Figure 3.
Specifically, by building a data acquisition management
platform, it manages and monitors the operation state of
various types of interfaces and then further implements the
start/stop management of interfaces and configuration
management of measurement points, so as to meet the
functions of supporting various data types. -e data ac-
quisition platform supports structured data sources sup-
ported by the business system database and semistructured
data sources made of electronic reports, and it also supports
various acquisition protocols such as custom TCP protocol
and IEC101/102/103/104 statutes. In addition, by building a
data warehouse, the system integrates multisource data, uses
data mining to form corresponding reports, and provides
real-time query, CIM analysis, and other functions.

2.4.Data StorageandSecurityModuleDevelopment. In order
to ensure tomeet the requirements of multitype data storage,
with large data volume and high fault-tolerance perfor-
mance, the system platform has built a variety of databases to
support a variety of data types, including columnar library,
NoSql library, and memory library. At the same time, the
platform supports database deployment using convenient
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and reliable extendedmultinode replica set to meet petabyte-
level massive data storage, in which the master node
function is set to complete the read and write of all nodes,
while the rest of the replica nodes are responsible for
completing the data synchronization and backup work, as
shown in Figure 4.-e replica nodes in the replica set use the
heartbeat mechanism tomonitor the state of themaster node
in real time and determine whether it has failed. When a

failure is detected, a master node election mechanism will be
initiated within the cluster to elect a new master node to
achieve automatic switching and complete the imple-
mentation of high fault tolerance.

In addition, the security part shown in Figure 4 mainly
consists of two aspects: data and system. For data security,
the system has established a long-term effective data backup
and security management mechanism, realizing real-time
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Figure 1: Microservice architecture design for the software system.
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data protection, historical data protection, and off-site data
protection, as shown in Figure 5.

In Figure 5, in terms of system security, the system
ensures the stable operation of applications providing ex-
ternal services based on the redundant hot standby feature
and adopts security protection technology to constituteWeb
protection against XSS cross-site script attacks and SQL
script injection and other intrusions. In addition, it further
strengthens protection by providing a set of authentication
and authorization system for the industrial Internet
platform.

2.5. Design of the Efficient Dynamic Data Refresh Technique.
In order to improve the speed of data transmission over the
network when the configuration page responds to the data
loading, an efficient data dynamic refresh technique is
designed to improve the data loading performance, as shown
in Figure 6. Specifically, we have optimized the system in the
following three aspects:

(i) Microsoft SignalR library is used based on the Web
Socket duplex communication protocol to push the
change data from the server to the client and im-
prove the real-time data corresponding ability

(ii) -e configuration page supports multiple polling
intervals to avoid requesting low-frequency
changing data every time, such as 15-second

estimates for one-hour voltage, current, and power
curves

(iii) -e server side establishes correspondence with the
page, and the server side compares and contrasts the
real-time data of the page and only returns incre-
mental difference data when polling the requested
data

2.6. Design of Algorithm Integration. At the same time, in
order to support multilingual algorithms including Java/
Python/C#, the system establishes an algorithm integration
platform, as shown in Figure 7. -e platform architecture
provides a standard unified invocation interface, http re-
quest and application/json data interaction, supports au-
tomatic identification and dynamic loading of algorithm
libraries, and is integrated with microservice architecture,
using Zuul gateway proxy interception to achieve algorithm
access rights control. In the specific implementation of the
underlying algorithm API, the system is developed in Py-
thon, taking into account the data structure specification,
code simplicity, and intuition.
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Figure 3: Demonstration of the design principles of the data
acquisition interface.
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3. Multidimensional User Load Characteristic
Analysis Methods

In recent years, the load growth, industrial transformation,
and economic structure adjustment have affected the load
characteristics of power grid in many aspects. In the face of
the complex situation of the load of todayʼs power grid, to
expand the load characteristics research ideas, fully
exploiting the load characteristics from multiple angles can
give more accurate and comprehensive guidance on em-
ployment expansion and installation, load prediction, and so
on. With the help of the abovementioned simulation system,
this paper establishes a single userʼs load characteristic
database and then launches the research on the load char-
acteristics of users in various industries for electricity
consumption mode. -e process is shown in Figure 8, with
the following specific steps:

(i) call the data preprocessing API to analyze the data
obtained from the grid metering system, screen out
abnormal data, and process them accordingly

(ii) call the load characteristic index calculation API to
extract the corresponding characteristic indexes
according to the typical load curve of users in
various industries

(iii) call the daily load curve extraction method API,
select the method according to the demand and
application scenario, and extract the typical curve of
a single user

(iv) call the clustering algorithm API to cluster multiple
users in an industry and analyze the typical power
consumption patterns of users in the industry

3.1. Load Characteristic Data Preprocessing. -ere are var-
ious methods of data preprocessing, and considering that
simple processing methods such as case exclusion and mean
substitution can waste load data information and resources

and even lead to wrong conclusions, the data preprocessing
API of this system adopts the linear interpolation method.
-e method uses a data recovery algorithm with strong
continuity and autocorrelation before and after each time
point on the same day, which assumes that a small number
of consecutive load data points show a linear pattern of
variation. -e average of the complete values before and
after the missing data is calculated, and the missing load is
filled in. Depending on the specific location where the
missing data occurs, it can be divided into two ways: first and
last missing and intermediate missing. Depending on the
method of missing data, there are some differences in the
repair methods used. For the former, the complete data
closest to the missing value will be used as the result of the
repair, calculated as follows:

a1 � a2 � · · · � as,

aN � aN−1 � · · · � ae,
(1)

where as is the nearest nonmissing value to the first place in
the daily load curve, ae is the nearest nonmissing value to the
last place, andN is the data dimension of the single load data.

As for the latter, if it is a single missing value, then we
take the average of the complete values before and after as its
repair value; if it is missing at multiple consecutive points,
then we find a linear expression for the nonmissing data
points before and after and find out all the missing data
points according to the proportion, and the formula is as
follows:

ax � am +
an − am

n − m
(x − m), (2)

where ax is the missing data sought and am and an are the
nearest complete values before and after, respectively.

In general, the data preprocessing API of this system
establishes the data preprocessing method library. -e
logical block diagram of the load data preprocessing method
study in this method library is shown in Figure 9.

In Figure 9, the error evaluation method for data re-
covery uses the absolute magnitude percentage error
(AMPE). In the case of multipoint loss, the mean absolute
percentage error is used, which is defined as follows:

AMPE �
1
n



n

i�1

Pi
′ − Pi

Pi




× 100%, (3)

where P′ is the algorithm fill value, P is the true data value,
and n is the number of missing points. -e overall recovery
effect of the algorithm can be obtained by comparing the
median of the AMPE indicators of various data pre-
processing methods under multiple data loss scenarios.
Furthermore, the stability of the algorithm can be obtained
by comparing the difference between the maximum and
minimum values or the difference between the upper and
lower quartiles.

3.2.EstablishingMultidimensionalLoadFeatures. In general,
conventional load characteristic indicators [21, 22] are se-
lected and calculated according to three time spans: daily,
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monthly, and yearly, to describe the temporal character-
istics of the load. However, the aforementioned time do-
main analysis results do not show the fluctuating changes of
the actual load well. -erefore, the system introduces the
wavelet analysis method to carry out the analysis and re-
search of the load frequency domain. In addition, the three
indicators of saturation load density, practical coefficient,
and stage coefficient reflect the release law of the load after
installation, which is of great significance to guide the work
of industry expansion installation. -e abovementioned
load characteristic indexes are selected and calculated to
establish the multidimensional load characteristic library,
and the extraction method of each characteristic index is as
follows.

3.2.1. Extraction Method of the Daily Load Characteristic
Index. -e daily load characteristic index can be used to
calculate the daily load rate cd av, minimum daily load rate
cd min, and peak-to-valley differential rate εd for different
reporting periods (year-round, summer, and winter). -e
formula is as follows:

cd,av �
Pav

Pmax
× 100%,

cd,min �
Pmin

Pmax
× 100%,

εd �
εmax

Pmax
× 100%,

(4)

where Pav, Pmax, and Pmin are the daily average load, daily
maximum load, and daily minimum load during the
reporting period, respectively, and the maximum value of
daily peak-to-valley difference during the reporting period.

3.2.2. Method of Extracting the Monthly Load Characteristic
Index. For the monthly load characteristic index, for dif-
ferent reporting periods (different months), the monthly
average daily load rate cm av, the monthly minimum load
rate cm min, and the monthly average daily peak-to-valley
differential rate εm av can be calculated for different
reporting periods. -e formula is as follows:
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cm,av �


Nmonth
i�1 cm,i

Nmonth
,

cm,min � min cm,1, cm,2, . . . , cm,Nmonth
 ,

εm,av �


Nmonth
i�1 εm,i

Nmonth
,

(5)

where cm,i is the daily loading rate on day i of themonth, εm i

is the daily peak-to-valley differential rate on day i of the
month, and Nmonth is the number of days in the month.

3.2.3. Method of Extracting the Annual Load Characteristics
Indicator. For the annual load characteristic index, the
annual maximum load curve can be plotted and the annual
minimum load rate, annual maximum peak-to-valley ratio,
seasonal imbalance coefficient, and annual average daily
peak-to-valley ratio can be calculated. -e annual maximum
load curve is plotted by connecting the maximum load
values in each month by a polyline. -e minimum annual
load cy min, maximum annual peak-to-valley differential
εy max, quarterly imbalance coefficient ρ, and average annual
daily peak-to-valley differential εy av are calculated as
follows:

cy min � min cy 1, cy 2, . . . , cy i, . . . , cy Nyear
 ,

εy max � max εy 1, εy 2, . . . , εy i, . . . , εy Nyear
 ,

ρ �
Pm,av

Pm,max
× 100%,

εy av �


Nyear
i�1 εy i

Nyear
,

(6)

where, cy i is the daily load rate on day i of the year, εy i is
the daily peak-to-valley differential rate on day i of the year,
Nyear is the number of days in the year, Pm,av is the average
value of themaximum load for eachmonth, and Pm,max is the
maximum value of the maximum load for each month.

3.2.4. Frequency Domain Load Characteristic Index Ex-
traction Method. As a classical algorithm in frequency
domain analysis, the wavelet transform is widely used in
many research fields such as power system analysis [23]. By
accurately locating the time, wavelet transform analysis can
truly reflect the detailed information of power loads in the
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Figure 9: Logical block diagram of load data preprocessing method investigation.
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frequency domain dimension. -erefore, it plays an out-
standing role in improving the overall accuracy of load
clustering and user identification, and better representing
the load fluctuation.-e db3 wavelet is selected to carry out a
three-layer wavelet decomposition of the preprocessed user
load data, with the wavelet energy, root mean square value,
absolute mode mean, and standard deviation of each layer
coefficient, and the calculation formula of these steady-state
indicators is as follows:

Eai � 

N1

j�1
ai,j




2
,

Edi � 

N2

j�1
di,j




2
,

rms−ai �

����������

1
N1



N1

j�1
ai,j




2




,

rms−di �

����������

1
N2



N2

j�1
di,j




2




,

uai �
1

N1


N1

j�1
ai,j



,

udi �
1

N2


N2

j�1
di,j



,

std−ai �

��������������������

1
N1



N1

j�1
ai,j − mean− ai 

2




,

std−di �

��������������������

1
N2



N2

j�1
di,j − mean− di 

2




,

(7)

where i� 1, 2, 3; ai,j is the jth modal value of the layer i
approximation coefficient; di,j is the jth modal value of the
layer i detail coefficient; andN1 andN2 are the data lengths of
the approximation coefficient and detail coefficient, re-
spectively; Eai represents the energy value of the layer i
approximation coefficient; Edi represents the energy value of
the layer i detail coefficient; rms_ai represents the RMS value
of the layer i approximation coefficient; rms_di denotes the
root mean square value of the layer i coefficient of detail; uai
denotes the absolute modal mean of the layer i coefficient of
approximation; udi denotes the absolute modal mean of the
layer i coefficient of detail; std_ai denotes the standard
deviation of the layer i coefficient of approximation; std_di
denotes the standard deviation of the layer i coefficient of
detail; mean_ai denotes the mean of the layer i coefficient of
approximation; mean_ai denotes the mean of the layer i
coefficient of approximation; andmean_di denotes the mean

of the layer i coefficient of approximation.-e average of the
layer detail coefficients.

3.2.5. Saturation Load Density, Practical Coefficients, and
Phase Coefficient Extraction Methods. In order to show the
real situation of electricity consumption by users, the ratio
between the size of the userʼs load and the size of the installed
capacity is defined as the utility factor, there are a total of N
electricity users, then Pijmax is the maximum annual load of
user i in year j, Pimax is the maximum annual load of user i in
the final year, and Si is the floor area of user i, and then, the
formula for each indicator is as follows:

ρi �
Pimax

Si

,

ηi �
Pijmax

Pibz

,

cij �
ηij

ηi

,

(8)

where ρi denotes the saturation load density of the user i; ƞi
denotes the utility factor of the user i; Pijmax denotes the
annual maximum load of the user i in the final year j; Pibz
denotes the reported capacity of the user i; and cij is the
phase factor of the user i in the jth year.

3.3. TypicalDaily LoadCurve ExtractionMethod. -ere is no
uniform regulation on the typical daily load curve extraction
method, and the traditional methods mainly include the
daily load rate selection method, daily maximum load se-
lection method, and fixed day selection method [24].
According to the actual situation of power grid load data, the
actual demand of power grid planning work, and the in-
sufficiency of the abovementioned methods in terms of
scientificity, the fixed daily selection method with certain
limitations is removed; the daily load rate selection method
is improved; the typical daily load curve is selected based on
the inclusion of more daily load characteristic indexes; the
improvement algorithm is called daily load characteristic
index selection method; and the maximum daily load se-
lection method is retained. In addition to the improvement
of the traditional method, this paper proposes a symbolic
aggregation approximation method based on time-series
dimensionality reduction [25] and a typical daily load curve
extraction method based on nonparametric kernel density
estimation [26] in combination with cutting-edge data
mining techniques to extract the typical load curves more
scientifically and reasonably.

-us, it can be seen that the typical daily load curve
extraction methods are various. Based on this, the daily load
extraction API of this system establishes a library of typical
daily load curve extraction methods, which is described as
follows.

-rough investigation and summarization on the tra-
ditional typical daily load curve extraction methods, we find
that there is no unified regulation on the extraction method
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of typical daily load curve, and the traditional methods
mainly include the daily load rate selection method, daily
maximum load selection method, and fixed day selection
method. Based on the actual situation of power grid load
data, the actual demand of power grid planning, and the
insufficiency of the abovementioned methods in terms of
scientificity, the fixed day selection method is used, with
certain limitations eliminated.

To this end, the daily load rate selection method is
improved in the developed system. Concretely speaking,
more daily load characteristics indexes are included as the
basis for selecting the typical daily load curves; the im-
provement algorithm is developed, and it is called daily load
characteristics index selection method; and the daily max-
imum load selection method is retained.

In addition to the improvement of the traditional
methods, the software system also adopts data mining
techniques to form a symbolic aggregation approximation
method based on time-series dimensionality reduction and
a typical daily load curve extraction method based on
nonparametric kernel density estimation, so as to extract
the typical daily load curve more scientifically and
rationally.

Finally, the system evaluates the rationality and char-
acterization of the typical daily load curve selection by
reasonably selected evaluation indexes. Overall, the logical
block diagram for the study of the typical daily load curve
extraction method in this system is shown in Figure 10.

Based on Figure 10, in order to further verify the ef-
fectiveness of the abovementioned single-user daily load
curve extraction algorithm, we adopt a correlation calcu-
lation method to quantify the extraction effect of the soft-
ware system and further choose different numbers of sample
sets of load datasets for a typical daily load curve extraction
experiment. -e data interval of each load curve in the
sample set is 15minutes, and the day is divided into 96 time
sections for analysis. -e basic idea of the abovementioned
correlation calculation method is to determine the degree of
correlation based on the degree of similarity between curves.
In practical terms, the method is an analytical comparison of
the geometry between several curves, i.e., it is believed that
the closer the geometry is, the closer the development and
change trend is and the greater the degree of correlation is.
-is method can be used to compare the degree of fit be-
tween several forecast curves corresponding to several
forecasting models and one actual curve. Actually, the
greater the degree of correlation, the better the corre-
sponding forecast model and the smaller the fit error.

For example, we assume that Xi � (x1, x2, . . ., x96) is the
daily load curve on day i, and the typical daily load curve
extracted is Y� (y1, y2, . . ., y96). Correspondingly, the cor-
relation coefficient between the two time series is calculated
as ri as follows:

ri �


96
k�1 xk − x(  yk − y( 

��������������������


96
k�1 xk − x( 

2
yk − y( 

2
 , (9)

where x and y denote the mean value of the sequences of Xi
and Y and the sample correlation coefficient r of the load
characteristic indicator data is a consistent estimate of the
overall correlation coefficient ρ of the indicator. In fact, the
closer the value of r is to 1, the stronger the correlation
between the typical daily load curve, denoted by Y, and the
daily load curve, denoted by Xi, is for day i. -e correlation
coefficient between the typical daily load curve Y and the
daily load curve Xi for day n of the user’s daily load curve can
be calculated, namely,

r �
1
n



n

i�1
ri. (10)

Based on this, the overall extraction effect of the algo-
rithm can be obtained by comparing the median of the
correlation r index of various typical daily load curve ex-
traction methods; the stability of the algorithm can be ob-
tained by comparing the difference between the maximum
and minimum values or the difference between the upper
and lower quartiles.

3.4. Industry-Based Load Clustering Method. According to
the standard of GB/T 4754-2017-Classification of National
Economy Industries, multiple user loads in each industry are
analyzed using multiple clustering algorithms to extract the
corresponding typical load curves. Among them, the system
encapsulates a variety of clustering analysis methods including
hierarchical clustering algorithm [27], k-means algorithm
[28, 29], and Minibatch k-means algorithm in the API of the
clustering analysis module. In this paper, the description of
load clustering and typical daily load curve extraction module
is introduced based on the k-means method.

As one of the prototype algorithms for cluster analysis, k-
means has been maturely studied and applied at this stage.
Specifically, these methods usually start with an initial pro-
totype and then iterate on the results several times according
to a certain rule until convergence conditions are met.

-e k-means algorithm has the advantage of being
simple and easy to use, and the results are generally con-
vincing. However, the disadvantage of the k-means algo-
rithm is that the number of classifications depends on
subjective experience and it is difficult to ensure that the
number of clusters selected is the optimal number. For this
reason, the software system adopts an improved k-means
method based on a cluster validity evaluation index to
process the load data in order to extract the relevant typical
daily load curves.

Concretely speaking, this paper sets the contour coef-
ficient as an index for evaluating the effectiveness of clus-
tering results to determine whether the selection of the
number of classifications is reasonable. To evaluate the
merits of the clustering results, we need to analyze both the
degree of cohesion within classes and the degree of sepa-
ration between classes, and the contour coefficient effectively
combines the two. -e overall contour coefficient can be
calculated as follows:
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Stotal �


n
i�1(b(i) − a(i))/(max a(i), b(i){ })

n
, (11)

where a (i) is the average distance from point i to other
points in the cluster it belongs to (i.e., cohesion), b (i) is the
average distance from point i to the nearest point in another
cluster (i.e., separation), and n is the total number of
clustering objects.

It can be seen that the value of the total contour coefficient
ranges from −1 to 1, and a larger value represents a higher
combined cohesion and separation score, which can be
considered a better clustering effect. Based on the tendency of
the contour coefficient to change with the number of clas-
sifications, the most reasonable number of classifications is
selected to improve the abovementioned k-means drawback.
Clustering analysis is performed on the load of multiple users
in an industry in order to grasp the overall electricity con-
sumption behavior of users in that industry.-e specific steps
of the abovementioned content are shown in Figure 11.

According to the clustering result under the optimal
number of clusters obtained in the abovementioned steps,
the user load in this industry can be divided into appropriate
power consumption mode types, and the clustering center is
the typical daily load curve of the user load under this power
consumption mode.

4. Application Functions Design

According to the application requirements of power grid
companies, the smart distribution network load analysis and
prediction management system developed in this paper
contains several functional modules for data management,

load characteristic analysis, business expansion reporting
and installation, load prediction, power load optimization,
distribution network planning, and system management, as
demonstrated in Figure 12.

4.1. Data Management Module. -e data management
module is the basic module used for data processing, in
which the user information function allows queries the
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Figure 11: Research logic block diagram of the proposed industry-
based load clustering method.
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userʼs name, access point, user industry type, user reported
capacity, user reported installation time, floor area, scale
factor, and other information, and at the same time, the data
imported from the underlying database can be manually
modified in this module, as well as the import of business
data.

-e load data are mainly data from 96 measurement
points per day for distribution transformers, which re-
quires a lot of data preprocessing operations due to the
varying conditions of the measurement locations,
resulting in average data quality, more bad data, and less
truly usable data. Data cleaning mainly deals with missing
values, zero values, sudden outliers, load curves as straight
lines, and so on.

For a number of consecutive days missing a large
number of data, a similar day approximation substitution
method is used to repair and replace data throughout the day
in order to carry out the distribution of the load addition and
calculation processing functions. For single-day anomalous
data, the low-rank matrix filling algorithm is used for
processing, and the load curve containing the missing data
and the historical load curve form a low-rank matrix, which
is then calculated using the low-rankmatrix filling algorithm
[19], as shown in Figure 13 for the flow design of the low-
rank matrix algorithm.

4.2. Load Characteristic Analysis Module. -e load charac-
teristic analysis module includes the establishment of load
characteristic database and the management of the load
characteristic database. -e load characteristic database is
calculated by a specific algorithm, and it can be divided into
two categories of numerical characteristic indicators and
curve-type indicators from the indicator type and three
categories of daily characteristic indicators, monthly char-
acteristic indicators, and annual characteristic indicators
from the time dimension [20, 21], as shown in Tables 1–3,
respectively.

In order to accurately identify the load and interpret the
long and short period components contained in the load, the
module sets up the load frequency domain analysis function
on the basis of traditional load indicators, in order to im-
prove the sensitivity of the load feature library to load
fluctuations. -e frequency domain analysis is based on the
principle of wavelet transform and extracts the wavelet
energy of the approximate signal, the wavelet energy of the
detail signal, the root mean square value of the approximate
signal, the root mean square value of the detail signal, the
absolute mode mean of the approximate signal, the absolute
mode mean of the detail signal, the standard deviation of the
approximate signal, and the standard deviation of the detail
signal as the analysis indexes.
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Start

Initialization operation: (1) input the matrix Z, the set of subscripts Ω,
and the shrinkage threshold τ; (2) complete parameter settings, including

the algorithm step δ, allowable error ε, Y0 = 0, and the number of iterations 
K = 0

σi – τ, if σi > τ

τ + σi, if σi < – τ

0, if – τ < σi < τDτ (∑k) = diag ({σi – τ}+, 1≤i≤r) = 
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PΩ (Z)

≤ ε

End
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Singularity decomposition
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T
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T

Figure 13: Low-rank matrix algorithm design flow.

Table 1: Daily load characteristics index.

Load characteristics index Index definition
Daily maximum load Maximum value of 96 measured point loads per day
Daily minimum load Minimal value of 96 measured point loads per day
Average daily load Daily average of 96 measurement point loads
Daily load rate Ratio of average daily load to maximum daily load
Daily minimum load rate Ratio of daily minimum load to daily maximum load
Daily peak-to-valley difference Difference between daily maximum load and daily minimum load
Daily peak-to-valley ratio Ratio of daily peak-to-valley difference to daily maximum load
Daily load curve 96 measurement point load connection curves per day

Mathematical Problems in Engineering 13



According to the industry classification, the typical daily
load curves of a large number of users in the same industry
are selected for clustering analysis, as shown in Figure 14,
which is the typical daily load curve clustering flow chart
designed in this paper.

Figure 15 demonstrates the clustering result of the
summer load curves obtained from the garment industry in a
certain place. Based on Figure 15, the API of the load
characteristic analysis module in the developed software
system encapsulates five effective clustering approaches,
including fuzzy C-means clustering algorithm, fuzzy C-
means clustering algorithm based on grey wolf optimization
[22], hierarchy-based clustering method, k-means clustering
algorithm, and Minibatch k-means clustering algorithm.
Different clustering algorithms in the module will face
different data samples, and they have different clustering
effects; thus, the module chooses the contour coefficient as a
validity indicator, which combines intraclass tightness and
interclass separation as a measure of the clustering effect.
-e k-means algorithm, for example, has the advantage of
being simple and easy to use, and the results are generally
convincing. However, the disadvantage of the k-means al-
gorithm is that the number of categories depends on sub-
jective experience and it is difficult to guarantee that the
selected number of clusters is the optimal number.

To solve the abovementioned problems, this system uses
an improved k-means method based on the cluster validity
evaluation index to process the load data in order to extract
the relevant typical daily load curves. To solve the above-
mentioned problem, this paper will set the contour

coefficient as an index for evaluating the effectiveness of
clustering results to determine whether the selection of the
number of classifications is reasonable. To evaluate the
merits of the clustering results, we need to analyze both the
degree of cohesion within classes and the degree of sepa-
ration between classes, and the contour coefficient effectively

Table 2: Monthly load characteristics index.

Load characteristics index Index definition
Monthly maximum load Maximum load for the day of the month on maximum load day
Monthly minimum load Minimum load for the day of the month on minimum load day
Average monthly load Average of monthly average daily load
Monthly average daily load rate Average of monthly daily load rates
Monthly minimum load rate Minimum value of monthly daily load rate
Maximum monthly peak-to-valley difference Maximum value of monthly daily peak-to-valley difference
Monthly average daily peak-to-valley ratio Average of monthly daily peak-to-valley ratios
Monthly maximum load curve Maximum daily load connection curve per month

Table 3: Annual load characteristics index.

Load characteristics index Index definition
Annual maximum load Maximum load for each month of the year
Annual minimum load Minimum load for each month of the year
Annual minimum load rate Minimum value of annual daily minimum load rate
Annual maximum peak-to-valley
difference Maximum value of annual daily peak-to-valley difference

Annual maximum peak-to-valley
ratio Maximum value of annual daily peak-to-valley rate

Quarterly imbalance coefficient -e ratio of the average of the sum of the maximum load days of the month of the year to the
maximum load of the year

Annual maximum load utilization
hours Ratio of annual electricity consumption to annual maximum load

Annual maximum daily load curve Maximum daily load connection curve per day per year

Start

Set the maximum number of clusters Cmax, and the minimum number of
clusters Cmin, and initialize C = Cmax

Using the selected clustering algorithm to cluster according to the
number of clusters C

Save the clustering results and check the validity of the current
clustering

C < Cmin?

Select the number of clusters with the highest validity index as the best
number of clusters and save the corresponding results

End

Yes

No

C = C – 1

Figure 14: Flowchart design for clustering of typical daily load
curves.

14 Mathematical Problems in Engineering



combines the two.-e overall contour coefficient [23] can be
calculated by the following formula:

SILtol �


k�N
k�1 D1(k) − D2(k)( / max D1(k), D2(k) ( 

N
,

(12)

where D1 (k) is the average distance between vector k and
other points in the cluster where it is located (intracluster
compactness); D2 (k) is the average distance between vector
k and the points in the cluster closest to where it is located
(inter-cluster separation); and N is the current number of
clusters. It can be seen that the total profile coefficient values
range from −1 to 1, and the larger value represents higher
combined cohesion and separation score, which can be
considered a better clustering effect.

-e abovementioned k-means drawbacks can be im-
proved by judging the trend of the contour coefficient as the
number of classifications changes and selecting the most
reasonable number of classifications based on this. Clus-
tering analysis is performed on the load of multiple users in
an industry to grasp the overall electricity consumption
behavior of users in that industry, as shown in Figure 14.

4.3. Business Expansion Reporting and Installation Module.
In this module, the distribution load data samples from
the power grid SCADA systems are adopted and analyzed.
According to the classification standard of GB/T 4754-
2017 formulated in China, this module can be hierar-
chically divided into gates, major categories, medium
categories, and minor categories. -is division involves a
total of 119 subcategories, which can be used to further
realize differentiated and refined management and con-
duct information extraction and load analysis for the
industry users.

According to the information of industry users’
reporting time, reporting capacity, commissioning time, and
load change in the year of commissioning from 1 to 3 years,
the utility coefficient and stage coefficient of each user are
calculated, and the confidence intervals of industry utility

coefficient and stage coefficient are determined by statistical
methods to provide data support for reasonable load pre-
diction [24]. Identifying the load patterns of large users is the
key to developing a power access plan for large users. Only
by understanding the daily load pattern of the newly con-
nected large users can the systemmanager make better use of
the complementary peaks and valleys between large users for
reasonable planning. -e system manager can enter the
information of the user to be installed, such as the userʼs
region, industry, installed capacity, floor area, volume ratio,
the nature of electricity consumption, access time, pro-
duction plan, peak hours of electricity consumption, pro-
duction equipment, and nonproduction equipment, such as
rated operating capacity.

Before the new users are connected, the typical load
curve is selected scientifically from the load characteristic
database based on the matching of installation infor-
mation and industry expansion information, combined
with the nature of user power consumption and pro-
duction plan. Different matching methods are set up
according to the information provided by the customers.
For the information-rich customers, the load rate,
minimum daily load rate, peak-to-valley differential rate,
peak period load rate, flat period load rate, valley period
load rate, and other calculation indexes are estimated by
using the capacity of various types of equipment and
information on usage behavior, and the load curves of
different electricity consumption modes are selected by
using artificial intelligence methods [30–36] such as
random forest and probabilistic neural network. For
users with fuzzy information, discrete simulated elec-
tricity consumption behavior curves are plotted and the
Euclidean distance is used to discriminate. By estab-
lishing a scientific and reasonable matching method, the
clustering curves in the load characteristic database can
be selected with higher accuracy. At the same time,
according to the existing information matching, the best
recommended practical coefficients and stage coefficients
are selected from the industry expansion information
database, and the load prediction maximum value for new
users in different years of the forecast period is obtained
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Figure 15: Summer daily load curve clustering results in a local garment industry.
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by combining with the reported capacity. For a specific
type of load, the system manager can also set special
matching rules.

It is worth mentioning that, in the application process, the
daily load curve of the new customer is selected by thematching
algorithm, and the historical typical daily load curve is ap-
proximated as the future daily load curve for the load overlay
analysis. -e load curves in the feature library are standard
curves, which only determine the shape, and the load level is still
determined by the maximum value of the load forecast.

4.4. Load Prediction Module. Medium- and long-term load
forecasting [25, 26] is a practical guide for the planning and
construction of distribution networks and can initially es-
timate the scale of new transmission and distribution fa-
cilities to be built during the planning period. According to
different forecast levels and available data sources, the model
library of the medium- and long-term load forecasting
method is established by integrating various forecast ideas,
as shown in Figure 16.

-eoretical studies on feeder-level prediction are still
scarce both at home and abroad because feeder load is
smaller than system load and is subject to greater variability
due to fluctuations. Feeder access to the distribution
transformer load is prone to sudden changes, less stable, and
difficult to seek the law of change.

In the prediction module of this paper, bottom-up dis-
tribution superposition, random forest, and top-down load
allocation based on area prediction data are used as the
application algorithms. Among them, the distribution overlay
and random forest algorithm sink the analysis object to the
level of the distribution transformer, combined with the
classification criteria mentioned in the industry expansion
installation module, using the data management module of
the distribution transformer itself and the distribution
transformer historical load data, the distribution transformer
according to the public and private transformer, the nature of
electricity consumption, the power supply area, the operation
time, and other information to classify the distribution
transformer, and different types of transformers will have
different loads. For the prediction principle, the load maturity
time varies for different substations, so different growth rates
are set. In this case, the transformer forecasts for the same
feeder are added together and multiplied by the simultaneous
rate of the feeder to obtain the forecast load for the feeder.

In contrast, the top-down load allocation method first
takes the 110 kV substation as the object of forecast, the
forecast of the 110 kV main station is usually based on the
current load of the 110 kV main station increasing at a
certain natural growth rate, and then, it adds the installed
capacity of large users and the load plan transfer amount to
get the result. -e predicted load value is obtained for each
feeder. Part of the actual feeder load data is selected for
prediction [27] and then combined with the experience of
experts, through manual verification and analysis of the
connected distribution and other feeder state information,
and the prediction results can be revised more accurately
[25], as shown in Figure 17.

Space load density can not only calculate the maximum
load value but also get the spatial distribution of the load in
combination with the information of the control map of the
plot, which is an important reference for the zoning of high-
voltage power supply, line layout, and power supply range
determination. From the calculation of historical load data,
floor area, and operation time, the access load density and
saturated load density of different types of users can be
known, and in combination with the release coefficient of the
development year, the three recommended schemes of high,
medium, and low annual load value of the corresponding
plot can be obtained by entering corresponding information
in the function interaction column [28]. -is method is used
for incremental distribution network load forecasting for
new parks.

-e load prediction of the stock distribution network,
combined with the GIS system, can clearly observe the load
distribution topology and predict the maximum load of the
distribution transformer in the next few years, which can
roughly realize the heavy overload warning and provide data
support for the capacity expansion and line modification of
the existing distribution substation.

4.5. Power Load Optimization Module. -e access to dis-
tributed energy sources, energy storage devices, and new
types of loads such as electric vehicles changes the load
characteristic curve of the traditional distribution network.
Appropriate consideration of the timing characteristics,
future increment, and commissioning costs of distributed
energy and new types of load can effectively guide the
commissioning of distributed power supply and electric
vehicle charging stations in the region.

Considering the development of major new load electric
private cars and space load demand, we make a forecast of
the future electric vehicle ownership in the region based on
the improved BASS model with reference to the data from
the Shanghai Transportation Industry Development Report
(2018) and the Shanghai New Energy Vehicle Industry Big
Data Research Report (2018). With reference to the National
Highway Traffic Safety Administration data, the modeling
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Figure 16: Predictive methodology model library design.
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and analysis of the temporal and spatial behavior of the
vehicle based on Monte Carlo simulation is used to obtain
the quantified demand of the maximum load for different
charging decisions and typical EV daily load curves under
different scenarios in the future forecast year [29].

-e access decisions of this module are divided into load
characteristic decisions, as well as economic decisions. -e
aforementioned industry expansion charging module can
match the typical power consumption curve of new users of
the industry expansion from the load characteristic analysis
module through the charging information, which can be
based on the load rate of the feeder near its geographic
location, based on the principle of increasing the flatness of
the load curve of the power supply point, to achieve the
optimal decision of user access. It is also possible to make
decisions on the transfer of power to existing users near the
feeder to improve the load characteristic index.

At the same time, we set the initial distribution network
loss, distributed power construction and operation cost,
environmental benefit cost, energy storage cost simple
model [37], and the access amount of PV, wind, and
microgas units, combined with physical constraints to es-
tablish the solution of the multiobjective optimization
function and variable weight analysis to compare the eco-
nomic benefits of different conditions, for managers and
investors to make a reference for decision-making.

4.6. Distribution Network Planning Module. -is module is
based on the load characteristics and load prediction
module. After importing the basic data, the optimization
algorithm is invoked to carry out park distribution network
planning and quickly generate wiring schemes and

economic and technical indicators in various wiring modes
to provide reference and basis for planners.

According to the order of the distribution network to
carry out park planning, the first thing to do is to import the
topology data and control map required for the primary
distribution network frame planning from the GIS and then
import the load characteristics of different industries from
the load characteristics module, while supporting the ad-
dition, deletion, and modification of components. After
importing the basic information, the user is supported to
carry out grid drawing, and according to the cable corridor
information on the control map, the path of the con-
structable transmission pipeline corridor is drawn on the
control map, and the land parcel surrounded by the drawn
path must be closed. -e backend system will automatically
identify the parcel area, path length, and other information
based on the userʼs mapped line layer. At the same time, the
road planning function column can display different layers,
including the map, control map layer (mainly used for road
drawing), load point layer (to display the load node and
power node defined on the load prediction function mod-
ule), path map layer (to display the manually drawn road
network topology), and feeder map layer (to display the
geographic alignment of the feeder once planned).

According to the plot information on the control plan,
the location of each load node is marked on the drawing line
layer, and the software automatically matches the user-
marked load node with the plot load information in the
control plan imported by the user and predicts the plot load
by the spatial load density method of the load prediction
module. -e software also supports the user to manually
complete or correct the process of matching the marked load
nodes with the parcel load information in the imported
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Figure 17: Comparative analysis of feeder-level load prediction results during Jan 2016 to May 2019.
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control regulations. -e user can then select the wiring
pattern and priority principle and customize the basic in-
vestment parameters and reliability parameters according to
the actual requirements.

After deploying the abovementioned basic data, the
optimization algorithm is invoked to optimize the distri-
bution network planning model and generate the optimized
primary grid, and the reliability and tidal current calculation
results (including node voltage, line current, and line loss) of
each feeder primary grid are also displayed for the planners
to verify and adjust the planning results.

4.7. System Management Module. -is module is the
management operation and maintenance module of the
system, though the menu management can freely adjust the
system page, department management can increase the
subordinate use units, and file management can download
file data through the visualization of uploading, system
parameters involving system copyright information and
authentication code open options, and system logs to record
the changes made by the user to the system operations.

Overall, as shown in Figure 18, the data full-link
implementation flow of the software system is developed in
this paper [38–42]. Among them, the software system selects
some visual components to display the output results of the
multidimensional load characteristic analysis [43]. -e page
of load characteristic library shows the userʼs typical daily
load curve, day, month, year, and other regular load char-
acteristic indexes; the page of load frequency domain
analysis shows the userʼs load wavelet-transformed ap-
proximate signal, detailed signal, and the steady-state
characteristic quantity of each layer signal; the page of the
practical coefficient and stage coefficient shows the userʼs
saturated load density, practical coefficient, and stage co-
efficient indexes; and the page of the practical coefficient and
stage coefficient shows the userʼs saturated load density,
practical coefficient, and stage coefficient indexes. -e
clustering analysis page displays the results of the electricity
consumption patterns of selected industries.

Based on Figure 18, the system microservice architecture
adopted in the interface of the software system developed in this
paper brings flexible and expandable capabilities, and the
modular development mode ensures the information interac-
tion between each functional module, while the construction of
the data acquisition management platform and the multinode
replica set deployment of the database make the data interface
of the system support a variety of data acquisition protocols and
ensure the security of data storage. In terms of algorithm in-
tegration design, the system builds an algorithm integration
platform, provides a standard unified call interface, and sup-
ports automatic identification and call of multiple languages.

5. System Visualization Interface Development
and Design

In this paper, some visual components are used to display
the output results of multidimensional load characteristic
analysis [37–43]. -e page of the load characteristic

database shows the user’s typical daily load curve, day,
month, year, and other general load characteristic indexes;
the page of load frequency domain analysis shows the
userʼs load wavelet-transformed approximate signal, de-
tailed signal, and steady-state characteristic quantity of
each signal layer; the page of the practical coefficient and
stage coefficient shows the userʼs saturated load density,
practical coefficient, and stage coefficient indexes; and the
page of load frequency domain analysis shows the userʼs
load wavelet-transformed approximate signal, detailed
signal, and steady-state characteristic quantity of each
signal layer. -e clustering analysis page displays the
results of the electricity usage patterns for the selected
industry.

5.1. Load Feature Library Page Development. -e load
characteristic library analysis page developed in this system
includes the typical daily load curve and characteristic index
display interface, the monthly maximum load and minimum
load curve interface, and the annual maximum load curve
interface. As shown in Figure 19, it is the interface of the annual
maximum load curve. -is page adopts the nonparametric
kernel density estimationmethod as the typical daily load curve
extraction method, and the statistical time period is from 2018
to 03-01 00 : 00 : 00 to 2019-08-31 00 : 00 : 00.

-is page consists of 5 sections: the typical daily load
curve, daily load characteristic, maximum monthly load
curve, monthly load characteristic, and annual load char-
acteristic. -e abovementioned graphical information is
calculated and visualized according to the selected region,
time span, user industry, user name, and typical daily load
curve extraction method.

-e selected region, time span, and typical daily load
curve extraction method can be selected by drop-down
operation, and the industry and user name provide keyword
search function.-e typical daily load curve section provides
cursor hint function and displays specific time and data
information with mouse movement.

5.2. Load Frequency Domain Characterization Page
Development. -e interface of user frequency domain
analysis and characteristic coefficient is shown in Figure 20.
-e interface for load frequency domain analysis is mainly
composed of two panels: figure and table.-e load signal table
shows the steady-state eigenvalues of approximate and detail
signals obtained after 3-layer wavelet transformation of daily
load data. -e load signal diagram plots the approximate
signals and detailed signals and displays the shape trend of
each signal layer visually. -e abovementioned graphical
information is calculated and visualized according to the
selected region, time span, and industry and user name.

5.3. Utility Factor and Stage Factor PageDevelopment. In this
system, the interface mainly consists of three panels: the
practical coefficient and saturation load density, user stage
coefficient, and industry stage coefficient, which are visualized
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in the form of table for the specified user load and the industry
to which it belongs, as demonstrated in Figure 21.

5.4. Clustering Analytics Page Development. In this system,
the interface is mainly composed of two panels, namely, the
industry typical daily load curve and the specified type of

load characteristic library, and the industry typical daily load
curve panel plots and displays the electricity consumption
patterns obtained by clustering multiple user loads in the
industry. By touching the power consumption pattern
legend with the mouse, you can select the power con-
sumption pattern to be analyzed and get the characteristic
database information of this type of user load. -e panel
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Figure 18: Flowchart design for the full data link implementation.

Figure 19: -e interface display of the annual maximum load curve.
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structure of the specified type of load characteristics database
is the same as the abovementioned load characteristics
database page.-e abovementioned graphical information is
calculated and displayed visually according to the selected
region, time span, user industry, and load clusteringmethod.
Based on those mentioned above, the clustering analytics
page is demonstrated in Figure 22.

6. Application Case Analysis of the Developed
Software System

In order to realize the data link intercommunication be-
tween different modules of the software system, the appli-
cation example selects a textile company as the business
expansion user; its land area is 28,987 square meters, the

construction area is 29,886 square meters, the floor area ratio
is 1.031, and the installed capacity is 630 kVA.

From the load characteristic library, two types of typical
daily load curves are obtained according to the clustering
curve of the textile industry, as shown in Figure 23. One of
them is the typical load curve of an enterprise, where the load
rises extremely fast at about 8 : 00 a.m. and falls back during
lunch break at 12 : 00 noon, then re-enters the peak at about
14 : 00 a.m. and falls back briefly at about 17 : 00 a.m., and
then re-enters the peak period and slowly decreases at 20 : 00
a.m. Finally, the load decreases slowly at 20 : 00 a.m. and falls
back to the peak period.

-e other typical curve shows the phenomenon of
continuous peak without obvious peak and valley difference.
Comparing and analyzing the two curves, it can be

Figure 21: Utility factor and stage factor page display.

Figure 20: User frequency domain analysis and eigenvalue interface display.
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concluded that the former is a traditional hand-loom textile
industry, which is not highly automated and most of the
production requires human participation, so it shows a
typical “three-peak” curve. But, the latter is a new type of
textile industry with higher degree of automation, where
most of the production work is carried out by machines
instead of performingmanually, and can run all day, so there
is no obvious difference between time periods.

By comparing the production schedule information of
the customer, this textile customer is not yet fully automated
and involves other human activities; thus, a triple peak type
of curve is chosen as a typical daily load curve.

-e location of the user can choose two feeders 721
and 709. -e load characteristic module can get the
clustered typical daily load curves of these two feeders in
the period where the maximum load is. By superimposing
the new customer’s typical daily load curves on each of
the two feeders, the new feeder load curves and char-
acteristics can be obtained. As can be seen in Figures 24

and 25, connecting to the 721 feeder reduces the peak-to-
valley differential and increases the minimum load factor,
while connecting to the 709 feeder increases the peak-to-
valley differential, and finally, the 721 feeder is chosen in
combination with the feeder load.

-e two feeders, No. 721 and No. 709, are available for
this customer location. -e Load Characterization
module can be used to obtain clustered typical daily load
curves for each of these two feeders for the time period
where the maximum load is located. By superimposing
the typical daily load curves for the new customer on each
of the two feeders, the new feeder load curves and
characteristics can be obtained. As can be seen from
Figures 24 and 25, access to the 721 feeder can reduce the
peak-to-valley differential ratio and increase the mini-
mum load factor, while access to the 709 feeder will in-
crease the peak-to-valley differential ratio, which,
combined with the load of the feeder itself, is the final
choice to access the 721 feeder.

-e aforementioned known new user area installed
capacity, industry information, and production plans, so you
can match the approximate industry expansion information
in the industry expansion information base to get the rec-
ommended 1∼3 years of operation of the utility factor, and
η1 � 0.550, η2 � 0.734, and η3 � 0.762 according to the in-
stalled capacity can be the expected load value of each year.
From the historical load information of feeder 721, three
forecasting methods are applied to forecast its load maxi-
mum, and the weighted combination method is used to
obtain the expected maximum load value in the following
years, as shown in Table 4.

We use the principle of near large and far small and
weigh the simultaneous rates for each year of feeder 721 to
get the new simultaneous rate as the predicted simultaneous
rate Sp� 0.756. -e maximum user load is multiplied by the
simultaneous rate and superimposed on the feeder load to
get the predicted maximum load of the feeder in the next few
years.

Figure 22: Clustering analytics page display.
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Figure 23: Typical daily load curve clustering results for the textile
industry.
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Figure 24: Display of the load curve No. 709 and its characteristic indicators.
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Figure 25: Display of the feeder load curve No. 721 and its characteristic indicators.

Table 4: Statistics on expected maximum load values for the year of 2020 to 2022.

Year 2020 2021 2022
Annual maximum load for new users/kW 338.4 459.35 486.22
Annual maximum load on feeder no. 721/kW 7019 7235 7604
Annual maximum load after connection/kW 7295.35 7642.25 7986.58
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7. Conclusions

In this paper, a multidimensional load characteristic analysis
system based on Java language with microservices and
microapplications as the core architecture is built through a
detailed analysis of the requirements of load characteristic
software at the present stage. -e microservice architecture
of the system brings flexible and expandable capabilities,
while the modular development mode ensures the infor-
mation interaction between the functional modules. In
terms of algorithm integration design, the system builds an
algorithm integration platform, provides a standard unified
invocation interface, and supports automatic identification
and invocation of multiple languages.

Due to the interoperability of the data links of the
software system described in this paper, the functional
business platform is scalable and has new functional
interfaces, so in the subsequent research, not only can we
make use of richer data sources and conduct more in-
depth theoretical research on modules that have not yet
been fully developed, such as power optimization
combinations, but also introduce the primary and sec-
ondary side coordination planning functions of the
smart distribution network to provide interactive plan-
ning of the line network and generate components to
serve the distribution network planning with the results
of load characteristics and load forecast distribution. -e
solid foundation laid by diversified data management
and control for functional expansion can further realize
the functions of energy saving and environmental pro-
tection assessment, economic analysis, and compre-
hensive energy system planning for the distribution
network.

At present, the system has completed the development of
the load-related factor correlation analysis module and left
the relevant interface of the load prediction module, and
how to use the quantitative analysis results obtained from
the load characteristic analysis and relevant factor correla-
tion analysis module to further complete the prediction of
regional load will be the focus of the next research and
development work of this paper.

After the system is put into pilot operation and stabi-
lized, it will continue to improve different application sce-
narios and eventually integrate the modules into a
comprehensive decision-making management system inte-
grating information control, distribution network index
evaluation, transformer capacity determination, line net-
work planning, and other functions and continuously im-
prove the operation level and service capability of the smart
distribution network.
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Typhoons can have disastrous effects on power systems. ,ey may lead to a large number of power outages for distribution network
users. ,erefore, this paper establishes a model to predict the power outage quantity of distribution network users under a typhoon
disaster. Firstly, twenty-six explanatory variables (called global variables) covering meteorological factors, geographical factors, and
power grid factors are considered as the input variables. On this basis, the correlation between each explanatory variable and response
variable is analyzed. Secondly, we established a global variable model to predict the power outage quantity of distribution network
users based on Random Forest (RF) algorithm. ,en the importance of each explanatory variable is mined to extract the most
important variables. To reduce the complexity of the model and ease the burden of data collection, eight variables are eventually
selected as important variables. Afterward, we predict the power outage quantity of distribution network users again using the eight
important variables. ,irdly, we compare the prediction accuracy of a model called the No-model that has been used before, Linear
Regression (LR), Support Vector Regression (SVR), Decision Tree Regression (DTR), RF-global variable model, and RF-important
variable model. Simulation results show that the RF-important variable model proposed in this paper has a better effect. Since fewer
variables can save prediction time and make the model simplified, it is recommended to use the RF-important variable model.

1. Introduction

Typhoon disasters may lead to a large area of power outage
for distribution network users. ,e prediction of the power
outage quantity of distribution network users under a ty-
phoon disaster can effectively improve the accuracy of di-
saster prevention and reduction. It can also shorten the
outage time of distribution network users, reduce power
outage loss, and improve user satisfaction.

Under typhoon disaster, there are many factors affecting
the power outage of distribution network users, including
meteorological factors, geographical factors, power grid

factors, and so on [1]. If the traditional model-driven
method is used to predict the power outage quantity, the
model will be complex and difficult to solve. In addition,
with the increase and normalization of power outage data of
distribution network users, it is possible to predict power
outage quantity of distribution network users using a data-
driven method [2, 3].

At present, some scholars have successfully used the
data-driven method to assess the risk to power systems
under typhoon disasters. Statistical learning models, such as
linear model, are firstly applied to evaluate the power outage
in hurricane weather in [4]. However, they mainly focused

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 6682242, 14 pages
https://doi.org/10.1155/2021/6682242

mailto:houhui@whut.edu.cn
https://orcid.org/0000-0003-1384-5515
https://orcid.org/0000-0002-0473-4998
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6682242


on the fitting effect of the model, instead of prediction
accuracy. ,e impact of soil and terrain on power outage of
distribution network users based on classification and re-
gression trees (CART) is studied in [5]. However, it did not
pay attention to the improvement of prediction accuracy. To
make the model more comprehensive, many scholars de-
cided to take more influence factors into consideration.
Considering the influence factors, such as maximum wind
speed, wind speed duration, rainfall, etc., a cumulative time
failure model was used to predict the power grid outage
under hurricane in [6]. Considering meteorological, geo-
graphical, and social information, models of equipment
failure rate under natural disasters were established in [7].
On this basis, data-driven methods are widely used to assess
the risk to power systems under natural disasters. An ice
cover risk assessment model for power systems based on
fault tree was proposed in [8]. It involved the effective as-
sessment of transmission line risk, line break, and tower
collapse. Based on the relevant public data affecting the
power system, prediction models of power outage rate under
disasters through data mining were established in [9–11]. In
addition, a method for predicting the risk level of power
outage in distribution network was presented by [12], which
takes into account the weather factors. However, the risk
level was classified, while factors such as region were not
taken into consideration. Based on support vector machine
(SVM) and grey prediction technology, a reliability pre-
diction model for transmission line operation was proposed
in [13]. It considered factors such as the running time of
components and the region where the components are lo-
cated. Considering storm, rainstorm, high temperature, and
other weather factors comprehensively, a prediction model
of the original parameters of a power system based on fuzzy
clustering and similarity degree was proposed in [14]. ,is
model considered most climatic factors but did not further
evaluate the damage to the power grid.

In order to improve the prediction accuracy, the pre-
diction area was firstly meshed in [15]. To carry out dis-
tribution network planning in a scientific and reasonable
way, a multistage grid division method for distribution
network was proposed [16]. ,en, based on geographical
grid division, the negative binomial regression model was
used to predict the power outages quantity of distribution
network users under Hurricane [17]. Based on the data of
weather and land cover type, the spatial distribution of
power outage in the 2-kilometer grid was predicted by using
the Boosted Trees [18]. In addition, the support vector
machine was used to predict the number of distribution
towers in a 3-kilometer grid [19]. However, due to the large
grid division, the eigenvalues of variables in the grid vary to a
great extent, resulting in the inaccuracy of the obtained
sample data, which affect the final prediction accuracy.

In the light of the aforesaid scenario, this paper proposed
a prediction method of power outage quantity of distribu-
tion network users based on Random Forest (RF) algorithm.
,e main innovative contributions of the paper can be
summarized as follows:

(1) A data sample space with twenty-six explanatory
variables covering meteorological factors, geo-
graphical factors, and power grid factors is con-
structed. In addition, to better understand the
relationship between explanatory variables and re-
sponse variables, correlation of each explanatory
variable and response variable is analyzed.

(2) To take as many variables into account as possible,
we established a RF-global variable model covering
all the twenty-six explanatory variables to predict the
power outages quantity of distribution network
users.

(3) To accelerate the evaluation efficiency under disas-
ters, the importance of each explanatory variable is
mined in this paper. On this basis, we extract eight
most important variables to establish a novel RF-
important variable model to predict the power
outages quantity of distribution network users.

(4) We compare the prediction accuracy of a model
called the No-model that has been used before,
Linear Regression (LR), Support Vector Regression
(SVR), Decision Tree Regression (DTR), RF-global
variable model, and RF-important variable model.
,e validity and accuracy of the method based on
important variable model proposed in this paper is
verified. ,us, the RF-important variable model can
provide guidance for emergency repair work.

,e remainder of this paper is organized as follows.
,e framework of the prediction model proposed in this

paper is described in Section 2. In Section 3, the data sample
space is introduced, and the relationship between each
explanatory variable and response variable is analyzed. ,e
RF algorithm we mainly used and the evaluation indicators
are described in Section 4. In Section 5, the prediction model
based on all the 26 explanatory variables and RF is built. In
Section 6, the prediction model based on 8 important ex-
planatory variables and RF is built, and the errors of No-
model, LR, SVR, DTR, and the proposed two models are
analyzed. Finally, Section 7 is the conclusion.

2. Prediction and Evaluation Framework of
Power Outage Quantity of Distribution
Network Users

,e prediction framework of power outage quantity of
distribution network users established in this paper is shown
in Figure 1.

Firstly, create a data sample space. To consider as much
as possible the collectible variables that may have an impact
on the results, twenty-six explanatory variables are collected.
,e explanatory variables include meteorological factors
(such as maximum wind speed, wind direction, rainfall,
etc.), geographical factors (such as altitude, slope, underlay
type, etc.), and power grid factors (such as number of
distribution network users, number of box transformers, line
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length, etc.). ,en, the correlation of explanatory variables
and response variables are analyzed to mine the relationship
of each variable.

Secondly, based on RF, the twenty-six explanatory
variables (called global variables in this paper) are used to
predict the power outage quantity of distribution network
users. To reduce the complexity of the model, this paper
analyzes the importance of all explanatory variables. ,e
variables that have the greatest impact on the results are
selected as important variables. ,is paper chose eight ex-
planatory variables as important variables.

Finally, the important variables are used to conduct
secondary modeling of power outage quantity prediction of

distribution network users. In order to compare the pros and
cons of the prediction results of each model, the results of
RF-important variable model are compared with those of
traditional No-model, LR, SVR, DTR, and RF-global vari-
able model. Indicators for analyzing model errors include
Mean Absolute Error (MAE), Mean Square Error (MSE),
and Root Mean Square Error (RMSE).

3. Data Sample Space Construction

,e power outage quantity of distribution network users
under typhoon disaster is affected by many factors.

Data sample space construction

Meteorological factors

Geographical factors

Power grid factors

Correlation analysis between 
each explanatory variable and 

response variable

Twenty-six 
explanatory 

variables

SVR

Prediction of power outage quantity of distribution network users 

Global variable modeling
(26 explanatory variables)

Important variable modeling
(8 explanatory variables)

Importance analysis of 
explanatory variables

Error analysis of each model

Evaluation index

MSE MAE RMSE

RF

LR

No-model

DTR

Figure 1: ,e prediction framework of power outage quantity of distribution network users.
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,erefore, the data of the prediction model is firstly de-
scribed and the sample data space is constructed.

3.1. Analysis of Explanatory Variables. Similar to distribu-
tion network users’ power outage spatial distribution [1], the
factors affecting the power outage quantity of distribution
network users under typhoon disaster include meteoro-
logical factors, geographical factors, and power grid factors.
Among the power grid factors, the failure of the distribution
network line mainly refers to the failure of the 10 kV
overhead line. ,e cable is generally laid underground with
insulation and protective layers, and its failure has little to do
with the impact of typhoons and rainstorms. ,erefore, this
article only considers the power outage of the distribution
network caused by the failure of the 10 kV overhead line
exposed to the outdoor environment. In this paper, ex-
planatory variables are added as much as possible to explore
the relevant factors affecting the power outages quantity of
distribution network users and to improve the accuracy of
the prediction model. ,e selected explanatory variables of
the prediction model are shown in Table 1 [20].

,is paper establishes the prediction model of the power
outage quantity of distribution network users on the basis of
the sample data of three historical typhoons (Rammasun in
2014, Kalmaegi in 2014, and Mujigae in 2015) affecting
Xuwen county, Guangdong province, China [21–23]. ,e
data are provided by meteorological bureau and Electric
Power Research Institute of Guangdong Power Grid Co.,
Ltd, China. In this paper, the study area is divided into 1641
samples; each sample represents a grid of 1 km× km. ,e
variable X1 is the maximum wind speed of each grid under
the whole typhoon. Based on the regional grid division of
1 km× km, each typhoon produced 1641 samples with a total
of 28 characteristic variables. Hence, the size of the entire
sample space is Φ � (X, y)4923×28. ,e variables in the
meteorological factors and geographical factors are provided
in the form of 1 km× 1 km data points. ,e Inverse Dis-
tance Weight Interpolation method is used to transform the
data into continuous area data, and then the meteorological
information and geographic information is extracted on this
basis.

3.2. Analysis of Response Variable. In this paper, the power
outage quantity of distribution network users under the
typhoon disaster is predicted. ,erefore, the power outage
quantity of distribution network users Y1 is taken as the
response variable. ,e sample of descriptive statistics on the
power outage quantity of distribution network users is
shown in Table 2.

As shown in Table 2, the distribution range of the power
outage quantity of distribution network users Y1 is 0∼6121.
,e average predicted outage quantity is 70.51, and the
standard deviation is 297.12. ,ree quartiles of 25%, 50%,
and 75% are used to explore the distribution of results. It can
be seen that the samples are mainly concentrated in the
range of small data values. ,e probability distribution
diagram of the response variable Y1 is shown in Figure 2.
,e samples are more concentrated in the range of small

data values. ,e probability distribution diagram of tc re-
sponse variable Y1 is shown in Figure 2.

In order to eliminate the influence of the large coverage
of power outage quantity of distribution network users, this
paper normalizes this value and converts the response
variable into the proportion of power outage. ,e propor-
tion of power outage Y2 is equal to the number of power
outage users Y1 divided by the number of distribution
network users X20, Y2�Y1/X20. Unless otherwise specified,
the following response variables refer to the proportion of
power outage Y2.

3.3. Correlation Analysis between Each Explanatory Variable
and Response Variable. In order to intuitively show the
relationship between each explanatory variable and response
variable Y2, the scatter diagram between each explanatory
variable and response variable is visualized, as shown in
Figure 3.

As can be seen from Figure 3, there is no significant
linear relationship between each explanatory variable and
response variable, indicating that the effect of linear model
will be poor. In order to further explore the relationship
between each explanatory variable and response variable,
Pearson correlation coefficient is used for quantitative
correlation analysis. Assuming the existence of two vari-
ables, X and Y, the corresponding Pearson correlation co-
efficient [24] is calculated as follows.

rxy �
COV (X, Y)

���������������
Var (X) · Var (Y)

 , (1)

where COV represents covariance and Var represents
variance. If |rxy|< 0.4, then X and Y are weakly correlated; if
0.4≤ |rxy|< 0.7, then X and Y are significantly correlated; if
0.7≤ |rxy|< 1, then X and Y are strongly correlated. ,e
correlation analysis charts of variables are shown in Fig-
ures 4 and 5.

As can be seen from Figure 4, among the explanatory
variables, there is a strong positive correlation between the
distribution network users (X12), maximum wind speed
(X1), wind speed duration (X6, X7), rainfall (X3), and the
power outage proportion (Y2), while correlation between the
other explanatory variables and the power outage propor-
tion is weak.

In order to find out whether there is a correlation among
the explanatory variables, the correlation heat map is shown
in Figure 5.

As can be seen from Figure 5, there is a strong positive
correlation between maximum wind speed (X1) and rainfall
(X3), wind speed duration (X6, X7) and landing area (X11).
,at is, when a typhoon lands in the study area, it will be
accompanied by high wind speed and precipitation. And
high wind speed makes the wind speed last longer.

4. The Prediction Principle of Power Outage
Quantity of Distribution Network Users

4.1. Principle of Random Forest Algorithm. ,e main ob-
jective of supervised learning is to estimate the unknown
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function f of the prediction variable Y (such as the power
outage quantity) by using the d-dimensional vector of rel-
evant input X (such as meteorological features, geographical
features, and power grid features). For example, Y� f(X)+e,
and e is the irremediable error. By minimizing the loss
function L that represents the deviation between the ob-
served value and the predicted value, the best unknown
function f can be selected to make the prediction work best.
,is is the idea of supervised regression learning algorithm.

Random Forest (RF) is a nonparametric integrated data
mining algorithm based on tree. Unlike a single regression
tree with high variance and low bias, RF overcomes the
problem of high variance by using model average. In ad-
dition, when the number of input variables is large, RF has
better precision than other classical machine learning al-
gorithms [7]. Hence, this paper establishes a prediction
model for the power outage quantity of distribution network
users based on the RF algorithm. ,e final RF output

estimate is the predicted average of all the trees, expressed as
follows:

frf(x) �
1

M


M

m�1
Tm(x), (2)

where M is the number of regression trees in RF, and Tm(x)

represents the model constructed by the m-th regression
tree. ,e advantage of this method is that it can capture the
nonlinear structure of data well, and it is robust to outliers
and noise with a strong prediction accuracy.

4.2.7e Evaluation Indicators. After the construction of the
prediction model for the power outage quantity of distri-
bution network users under typhoon disaster, it is necessary
to evaluate the advantages and disadvantages of the model.
In this paper, the evaluation indexes of the regression model
are Mean Absolute Error (MAE), Mean Square Error (MSE),
and RootMean Square Error (RMSE). Suppose the data set is
(xi, yi), i � 1, 2, . . . , n , and the prediction regression
function is f(x), then the various error expressions are as
follows:

Table 1: ,e explanatory variables of the prediction model.

Factors Variable name Symbol Remarks

Meteorological
factors

Maximum wind speed X1 Maximum wind speed of each grid during a typhoon
Wind direction X2 Corresponding wind direction at maximum wind speed

Rainfall X3 Cumulative rainfall during a typhoon
Temperature X4 Maximum temperature during a typhoon
Humidity X5 Average humidity during a typhoon

Wind speed duration of 20m/s X6 Accumulated time when wind speed exceeds 20m/s during a typhoon
Wind speed duration of 30m/s X7 Accumulated time when wind speed exceeds 20m/s during a typhoon

Wind class X8 Typhoon landing force
Ten-level wind circle radius X9 Typhoon class 10 wind circle radius

Landing time X10 Time interval from the last typhoon landing, in months

Landing area X11
Indicator variable; if it is logged in the study area, it will be recorded as 1,

otherwise it will be recorded as 0

Geographical
factors

Whether there are distribution
users X12

Indicating variable; the existence of distribution network users is
recorded as 1, otherwise it is recorded as 0

Altitude X13 /
Slope X14 /

Slope direction X15 /
Underlay type X16 /
Surface type X17 /
Longitude X18 Longitude of grid center (LON)
Latitude X19 Latitude of grid center (LAT)

Power grid factors

Number of distribution network
users X20 Number of distribution network users in the grid

Number of box transformers X21 Number of box transformers in the grid
Number of desktop transformers X22 Number of desktop transformers in the grid

Number of power towers X23 Number of 10 kV pole towers in the grid
Number of pulling-line X24 /

Number without pulling-line X25 /
Line length X26 10 kV line length in the grid

,e power outage quantity of
distribution network users Y1 Response variable

Power outage proportion Y2

,e ratio between the number of distribution network users’ power
outages and the number of distribution network users (response

variable)

Table 2: Descriptive statistics of response variable.

Mean Std Min 25% 50% 75% Max
Y1 70.51 297.12 0 0 0 18 6121
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Figure 2: ,e probability distribution diagram of response variable.
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In this paper, yi represents the actual power outage
quantity of distribution network users in i-th grid, and f(xi)

represents the predicted power outage quantity of distri-
bution network users in the i-th grid.

5. RF-Global Variable Modeling and Analysis

In order to as far as possible explore the potential rela-
tionship between each explanatory variable and response
variable, the global variables (all explanatory variables) are
used in this section, and the importance of variables is
analyzed to identify the contribution of variables in the
prediction model.

5.1. Analysis of Prediction Results. Firstly, 80% samples are
randomly selected from the sample data for model training,
and the remaining 20% samples are conducted for model
test. ,en, it is recycled 100 times. At last, the average values
of MAE, MSE, and RMSE are obtained, as shown in Table 3.

As shown in Table 3, the prediction model of the power
outage quantity is constructed with the proportion of power
outage as the response variable. ,e MAE, MSE, and RMSE
in the test errors are up to 0.1497, 0.0613, and 0.2474, re-
spectively. To intuitively reflect the prediction effect, new
model evaluation indexes ±100/±200/±300 (if the deviation
between the predicted quantity and the actual quantity is
within 100/200/300, the prediction is considered accurate)
and ±10%/±20%/±30% (if the proportion of the deviation
between the predicted quantity and the actual quantity is
within ±10%/±20%/±30%, the prediction is considered ac-
curate) are added.,e accuracy analysis of the power outage
quantity prediction model is shown in Table 4.

As shown in Table 4, the accuracy rate of prediction error
within ±100/±200/±300 is higher than 90%. However,
considering the small number of users of distribution net-
work in most actual grids, evaluating the model with a fixed
error may overestimate the predictive effect of the model.
,erefore, the evaluation index ±10%/±20%/±30% based on
floating error is constructed, in which the accuracy of the
error within ±10% is 0.7546, within ±20% is 0.8320, and
within ±30% is 0.8660. As can be seen from Tables 3 and 4,
the prediction method of power outage quantity of distri-
bution network users based on RF proposed in this paper has
better performance.

5.2. Assessment of Variable Importance. As many explana-
tory variables as possible were selected in the early stage of

modeling. However, this may lead to a large workload of
data collection and processing in the actual application of
the model. In order to evaluate the contribution of each
explanatory variable in the prediction model and reduce the
pressure of data collection, the importance of explanatory
variables is evaluated.

In the RF model, the importance ranking is calculated
based on the degree of chaos (Impurity/Gini coefficient).,at
is to say, the criterion to measure the importance of a feature
is to see howmuch chaos the feature reduces in the process of
building a random forest through the decision tree [25]. After
synthesizing all the trees, the greater the average decrease is
determined as the more important feature. But the problem is
that when features are continuous or there are many cate-
gories of classification factors (High-cardinality category
variables), the method of feature importance analysis men-
tioned above will increase the importance of these features.
,us, the Permutation Importance Measure is used in this
paper to solve this problem. ,e specific method of variable
importance evaluation based on RF is as follows:

(1) ,e original accuracy of test data or OOB (out of
bag) data in random forest (such as the OOB data
error, denoted as errOOB1) is taken as an accuracy
baseline.

(2) One of the features that need to be measured is
permuted; that is, scrambling the data and rear-
ranging them.,en run the model again with the test
data (the same data set) to calculate the new accuracy
rate, denoted as errOOB2.

(3) Calculate the difference between the new accuracy
and the baseline accuracy. ,e larger the difference,
the more important the feature is. Assuming that
there are n trees in RF, the importance of the
characteristic is 1/n  (errOOB2 − errOOB1).

In this process, the data do not need to be standardized,
and the final importance ranking is not 1 but a relative
ranking.

,e importance analysis diagram of global variables is
shown in Figure 6.

As can be seen from Figure 6, the explanatory variables
such as longitude, latitude, maximum wind speed, wind
direction, rainfall, number of users of distribution network,
line length, and altitude contribute greatly to the accuracy of
the prediction model. However, the explanatory variables
such as landing time, landing area (whether landing in the

Table 3: Training and test error analysis.

Evaluation index MAE MSE RMSE
Training set 0.0550 0.0083 0.0913
Test set 0.1497 0.0613 0.2474

Table 4: Model accuracy analysis.
Evaluation
index ±100 ±200 ±300 ±10% ±20% ±30%

Accuracy 0.9279 0.9706 0.9831 0.7546 0.8320 0.8660
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research area), and wind level contributed little to the ac-
curacy of the prediction model.,erefore, this paper focuses
on the analysis of the variables that contribute a lot to the
prediction model, and analyzes their impact on the power
outage quantity of distribution network users. On this basis,
the variation in the accuracy of the RF-important variable
model and the RF-global variable model is analyzed.

5.3. Variable Dependency Analysis. ,e classical Partial
Dependence Plots (PDP) [26] help visualize the average
relationship between the response variable and one or more
of the characteristics. When a specified characteristic
changes in its marginal distribution, the PDP plots change in
the average predicted value. With the help of the PDP, the
trained supervised learning model can be better understood.

In order to formally define the PDP, let S ⊂ {1,..., p}, C be
the complement of S, and S∪C � m. And m is the set of all
characteristics. ,en, the partially dependent function f of
the partial characteristics set xS is as follows:

fS � Εxc f xS, xC(   �  f xS, xC(  dP xC( . (4)

Since f and dP(xC) are unknown, equation (4) can be
estimated by the following equation:

fS �
1
n



n

i�1

f xS, xCi( , (5)

where, n is the number of samples of the training set,
xC1, . . . , xCn  represents different values of the character-
istic set xC of the training set. When the characteristic set xS

contains only one characteristic variable xj, j � 1, 2, . . . , m,
the partial dependency function of xj is:

fj xj  �
1
n



n

i�1

fj xj, x−j,i , (6)

where, the PDP value fj(xj) of the characteristic variable xj

represents the average value of the output value of the re-
gression prediction function when xj is fixed and changes
along its marginal distribution.

To analyze the impact of the characteristics of variables
on the response variable, this paper analyses the nine most
important explanatory variables for modeling (longitude
X18, latitude X19, number of distribution network users X20,
maximum wind speed X1, rainfall X3, line length X26,
whether there are distribution users X12, wind direction X2,
and altitude X13.) based on variable importance analysis.,e
partial dependency is shown in Figure 7.

It can be seen from Figure 7 that the longitude and
latitude have a positive influence on power outage of dis-
tribution network users; that is, the increase of longitude and
latitude leads to an increase in its influence on distribution
network users. ,e main reason may be that the region
mentioned in this paper is a coastal region. ,e closer a
region is to the sea, the stronger the typhoon attacks on its
distribution network users, and the more serious the impact.
However, the dependence of the model on the number of
distribution network users is not obvious and the influence is
relatively stable. Moreover, the greater the maximum wind
speed and rainfall of a typhoon, the greater the impact of the
typhoon on distribution network users. In the geographic
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information, the influence of altitude on power outage of
distribution network users is negatively correlated; that is,
the higher the altitude in the region, the smaller the influence
on power outage of distribution network users, which is
consistent with the influence trend of longitude and latitude.
As for the line length, its influence is positively correlated
with the increase of the line length. ,e longer the line
length, the higher the probability of power outage of dis-
tribution network users will be. For classification variables
with or without distribution network users, there is a rel-
atively obvious positive correlation, because only if there are
distribution network users in the grid, the distribution
network users may have a power outage accident under the
typhoon disaster. For the wind direction, there is no obvious
correlation shown in the PDP chart.,emain reasonmay be
that the wind direction data changes rapidly and themodel is
not able to capture its performance characteristics. Besides,
the wind direction is not a constant value under a typhoon
disaster; it is difficult to select an appropriate quantitative

description. ,us, we decided not to take it as one of the
values in RF-important variable model.

Since longitude and latitude, wind speed and direction,
wind speed and rainfall often occur simultaneously, the
characteristic dependence of the two variables of these
combinations is analyzed, as shown in Figures 8–10.

As shown in Figure 8, the combination of longitude and
latitude can locate an area. When the longitude is large and
the latitude is small, it has a greater impact on power outage
of distribution network users. ,e region is located in the
southeast corner of the study area, closer to the landfall area
of the typhoon.

In general, high wind speed tends to bring rain and
aggravate the impact on power distribution network users.
As shown in Figure 9, the greater the wind speed and greater
the rainfall, the greater the impact on power distribution
network users.

As shown in Figure 10, there is no obvious correlation
between wind direction and power outage of distribution

0.45

0.40

0.35

0.30

0.25

0.20

0.45

0.40

0.35

0.30

0.25

0.20

0.45

0.40

0.35

0.30

0.25

0.20

Pa
rt

ia
l d

ep
en

de
nc

e
Pa

rt
ia

l d
ep

en
de

nc
e

Pa
rt

ia
l d

ep
en

de
nc

e
0.45

0.40

0.35

0.30

0.25

0.20

0.45

0.40

0.35

0.30

0.25

0.20

0.45

0.40

0.35

0.30

0.25

0.20

Pa
rt

ia
l d

ep
en

de
nc

e
Pa

rt
ia

l d
ep

en
de

nc
e

Pa
rt

ia
l d

ep
en

de
nc

e

0.45

0.40

0.35

0.30

0.25

0.20

0.45

0.40

0.35

0.30

0.25

0.20

0.45

0.40

0.35

0.30

0.25

0.20
Pa

rt
ia

l d
ep

en
de

nc
e

Pa
rt

ia
l d

ep
en

de
nc

e
Pa

rt
ia

l d
ep

en
de

nc
e

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.00 0.02 0.04 0.06 0.08

0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.1 0.2 0.3

0.0 0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6

LON LAT Number of users

Line length

Landing timeWind directionWhether there are distribution users

Rainfall Maximum wind speed

Figure 7: ,e PDP of explanatory variables.

10 Mathematical Problems in Engineering



network users. It shows that the wind direction has little
influence on the power outage of users, so it can be removed.
In addition, the higher the wind speed, the greater the
probability of power outage for distribution network users.

6. Analysis of Modeling Important Variables

In Section 5, global variables are used for modeling, and the
prediction results of power outage quantity of distribution
network users are evaluated and analyzed. Based on his-
torical data, more explanatory variables could be mined to
support the accuracy of power outage quantity prediction.
However, in reality, some explanatory variables are difficult
to obtain, such as wind speed duration of 20m/s and 30m/s.
In addition, many variables contribute little to prediction
accuracy. ,erefore, this section analyzes and compares the

prediction accuracy of models considering global variables
and important variables, so as to increase the efficiency and
availability of the model.

6.1. Model Training Test Analysis. According to the analysis
results of the above section, in this section, the eight ex-
planatory variables that are most important to the predicted
results are selected as explanatory variables to carry out the
training of power outage quantity prediction model: lon-
gitude X18, latitude X19, maximum wind speed X1, rainfall
X3, distribution network user X20, line length X26, whether
there are distribution users X12, and altitude X13. For all the
samples, 80% are randomly selected as the training set and
the remaining 20% as the test set, with random recycling for
100 times. ,e error results of the training test are shown in
Table 5.,e accuracy of the change of the evaluation index is
shown in Table 6.

It can be seen from Table 5 that the test set MAE is
0.1366, MSE is 0.0580, and RMSE is 0.2406 for modeling
analysis with important characteristic variables, and the
overall prediction effect is good. ,e prediction accuracy of
the model calculated when changing the evaluation index is
shown in Table 6.

Table 6 shows that eight important variables are used for
prediction model training; the accuracy of 100/±200/±300
reaches 0.9346, 0.9706, 0.9852, and the accuracy of ±10%/
±20%/±30% is 0.7582, 0.8345, and 0.8822, respectively. ,e
prediction accuracy of the model is close to that of the RF-
global variable model, indicating that building a prediction
model with less important variables does not significantly
reduce the accuracy of the model but makes the process of
predicting and evaluating the power outage quantity simpler
and faster (saving time for collecting and sorting out the
remaining variables). Furthermore, it accelerates the as-
sessment of the power outage quantity of distribution
network users under the typhoon disaster and prepares the
conditions for further emergency decision-making. It can be
seen from Figure 11 that, except for a few points, the dif-
ference between the actual value and the predicted value of
most points is around 0. It indicates that the fitting data of
the user outage number prediction model of the distribution
network is good.

6.2. Comparative Analysis of Models. In order to further
analyze the model built based on important variables in this
paper, a No-model [27] and three other machine learning
algorithms are used to compare with the trained RF model
based on global variables and important variables, as shown
in Table 7. ,e average values of the samples are used as the
prediction value in No-model, LR, SVR, and DTR. At the
same time, in order to visually demonstrate the prediction
effect of each model, a histogram of the error analysis of each
model is shown in Figure 12.

Table 7 and Figure 12 show that the prediction model of
power outage quantity of distribution network users based
on RF in this paper has a better prediction effect. Whether
based on global variables or import variables, its MAE, MSE,
and RMSE are all smaller than that of the other three
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machine learning models and the No-model. Among them,
the RF algorithm has the best effect, followed by DTR, SVR,
LR, and the No-model. Compared with the No-model, MAE
of the RF-global variable model decreased by 66%, MSE by
72%, and RMSE by 47% on average, which shows the ef-
fectiveness of the RF-global variable model trained in this
paper. And, compared with the RF-global variable model,
MAE of RF-important variable model (only eight variables
are considered) was reduced by 8.8%, MSE by 18.4%, and
RMSE by 2.7% on average, showing that the error based on
the important variables is smaller than that based on the
global variables. ,e main reason is that during the RF-

global variable modeling, more explanatory variables with
strong correlation are introduced, leading to certain devi-
ation of the trained prediction model.

To sum up, the prediction model of power outage
quantity based on RF has a good effect. ,e errors of both
RF-global variable model and RF-important variable model
are lower than that of No-model, LR, SVR, and DTR.
Meanwhile, the effect of RF-global variable model is close to
that of RF-important variable model, and the prediction
effect of RF-important variable model is better. Moreover, it
takes less time to collect and sort out the original data of
important variables. ,is improves the efficiency of

Table 5: Partial variable training and testing errors.

Evaluation index MAE MSE RMSE
Training set 0.0503 0.0080 0.0892
Test set 0.1366 0.0580 0.2406

Table 6: Model accuracy analysis.

Evaluation index ±100 ±200 ±300 ±10% ±20% ±30%
Accuracy 0.9346 0.9706 0.9852 0.7582 0.8345 0.8822
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Figure 11: Scatter distribution of prediction error.

Table 7: Comparative analysis of six models.

Evaluation index MAE MSE RMSE
No-model 0.436 0.215 0.464
LR 0.352 0.160 0.400
SVR 0.235 0.117 0.342
DTR 0.174 0.112 0.334
RF-global variables 0.150 0.061 0.247
RF-important variables 0.137 0.058 0.241
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prediction and evaluation, and provides an effective basis for
the early allocation of emergency repair resources, the re-
duction of power outage loss, and the improvement of
distribution network user satisfaction.

7. Conclusion

In this paper, the prediction and evaluationmethod of power
outage quantity of distribution network users under typhoon
disaster is studied, and the prediction model of power outage
quantity of distribution network users based on RF is
proposed.

(1) In order to make the evaluation process more
convenient, this paper selects the eight most im-
portant explanatory variables for model training.,e
results show that the model errors do not increase
seriously but decrease slightly, providing auxiliary
guidance for rapid prediction.

(2) ,e prediction and evaluation with the important
variable model based on RF reduces the time spent
collecting and processing other variables and im-
proves the prediction efficiency of the power outage
quantity of distribution network users.

(3) Compared with the No-model, LR, SVR, and DTR, it
is found that the RF-global variable model and RF-
important variable model trained in this paper are
better, and their MAE, MSE, and RMSE are signif-
icantly reduced. And the prediction effect of the RF-
important variable model is slightly better than that
of the RF-global variable model, which can provide
an effective basis for disaster prevention and re-
duction of power grid.

(4) In the actual application process, the predicted
maximum gust wind speed of 72 hours, 48 hours,

and 24 hours before typhoon landing can be used as
model inputs, respectively.,e prediction results can
provide some guidance for the formulation of pre
disaster emergency dispatching strategy.
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*e comprehensive and effective utilization of multiple renewable sources involving water, solar, and other energies have been
receiving more and more attention, and the coordinated dispatching considering multiple uncertainties has become one of the
research focuses currently. To cope with the stochastic dispatching of cascaded hydro-PV-PSH (pumped storage hydropower,
PSH) complementary power generation system, this paper has proposed a two-stage optimized dispatching method combining
uncertainties simulation and complementary dispatching schemes optimization. Firstly, a modified PCPS (probabilistic chro-
nological production simulation) method is proposed to simulate the uncertain power output of each energy type, and thus the
complementary dispatching schemes and performance parameters are obtained. In the simulation process, a special treatment
method combining overall uncertainties, overall dispatching measures, and interstage distribution for cascaded hydropower
stations is given out. Secondly, a dual-objective optimized model considering reliability and economic performance and
MOQPSO algorithm is introduced to calculate the optimal Pareto solution set of stochastic dispatching schemes.*e results of the
case study verified the feasibility and calculating performance of the proposed method in developing optimized
dispatching schemes.

1. Introduction

Facing the global energy crisis, the comprehensive utiliza-
tion of renewable energies involving solar, wind, hydro-
power, biomass, geothermal energy, and so forth [1] might
be a feasible solution. *e research of hybrid power gen-
eration of multiple renewable energies has achieved lots of
remarkable progress reflected in the following aspects. *e
designing and planning of HREGS (hybrid renewable energy
generation system, HREGS) is taken as a research focus, and
it contains optimal overall sizing [2] and unit sizing [3] of the
hybrid system, configurations [4–6] and placement [7] of
each unit, and optimal planning and design [4]. Various
analyses on HREGS such as cost [3, 8] and technoeconomic
[9, 10] analysis, performance [11] and feasibility analysis,
market evaluation, environmental and social benefits
analysis, reliability [10, 12] and power quality assessment,

and so forth are another research interest. *e business
model [13] of HREGS is an emerging research hotspot re-
cently. *e stochastic and intermittent nature of renewables
and the complex coupling of multiple uncertainties from the
hybrid power system have become the largest barriers to the
utilization of renewables [14, 15]. *erefore, aspects of
modeling of the hybrid system [4, 15], uncertain output
forecasting [16], multirenewable energies management [17],
control [5, 6], dispatching [18, 19], and operation [20]
strategies, which are different from general topics, should be
taken seriously to research with more investment. PSH
(pumped storage hydropower, PSH), one of the high-per-
formance power generation sources, has excellent capabilities
of rapid response and flexible regulation and is widely used in
renewable power systems [21]. Its usage scenario of mitigating
output variation of the hybrid power system and effect
evaluation is displayed in [22]. Literature [5, 23] has also
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presented the challenges, barriers, and future vision of the
development and application of HREGS involving PSH. In
conclusion, facing the multiple uncertainties and the complex
coupling of HREGS, PSH might be a proper solution to the
uncertainties. *erefore, how to realize the optimal operation
and formulate dispatching strategies for HREGS is of great
value to research.

Due to different random and intermittent natures of
different renewables, the hybrid power generation system
cannot be dispatched with the conventional manner applied
on thermal power and diesel generators [24]. Moreover,
operational problems such as frequency excursions and
system stability cannot be addressed effectively only by
conventional AGC [19, 25, 26]. *erefore, an optimal dis-
patching strategy is needed and implemented to address the
problems. *e general dispatching optimization techniques
are divided into two major types including mathematical
procedures and heuristic optimization [18] which are
concerned with finding an optimal dispatching strategy
considering the operation or system constraints. Almost
each general technique only focuses on a specific objective
task and has performed a bad generalization capability [27].
In current studies, the multiple uncertainties of renewables
and their coupling cannot be taken into account and handled
properly. Techniques of day-ahead and real-time optimal
power flow are introduced to obtain the optimal dispatching
strategy for power systems with considerable RERs (re-
newable energy resources) [28]. But the variabilities and
uncertainties introduced by renewable energy are usually
simply substituted with frozen static snapshot forecast values
or nominal forecast values which leads to a result that the
optimization model has turned into a deterministic model.
Reference [29] has proposed a chance-constrained optimal
power flow technique to account for the uncertainty of
renewables to obtain the optimal load ensemble control
strategy, but its application in the dispatching of HREGS still
needs more exploration. Adaptive robust optimization for
the economic dispatch of power systems with renewables
highly penetrated is presented in [30], and the temporal and
spatial correlation of uncertainty is modeled by using the
idea of dynamic uncertainty sets. In [31], an idea of inte-
grating the risk of renewable’s uncertainty into profitability
assessments for investors and regarding renewables as risky
assets to be invested based on portfolio theory is proposed to
obtain an optimal solution to the configuration and dis-
patching issues of HREGS. *e idea is valuable, but the
model is simply depicted, and extensive investigation is
needed to be conducted on it. A method based on regression
techniques and Chebyshev’s inequality is introduced in [32]
to calculate the dispatching or displacement ratio of the
conventional generators under various contingencies from
renewables. But its application in HEGES still needs much
valuable research.

PPS (probabilistic production simulation) [33] is a
powerful technique for power generation system, and the
uncertainties are considered as random failure probability.
Relevant data including power generation expectation, unit
power generation cost, and generation reliability can be
obtained by this technique. It is widely used in power

system cost analysis, planning and configuration, price
setting, and reliability evaluation [34].*e basis of PPS is to
transform the time-sequence load curve into ELDC
(equivalent load duration curve), and the time-sequence
related information and constraints are ignored. *is will
bring barriers to the dynamic operation constraints and the
calculating accuracy cannot be guaranteed. Besides, a heavy
computational burden will emerge due to a large number of
convolution and deconvolution calculations [35]. Given
the drawbacks of the PPS technique when applied to
HREGS, a modified PPS technique considering the chro-
nological characteristics of the system [36], named PCPS
(probabilistic chronological production simulation) tech-
nique, is introduced to optimize the coordinated dispatch
strategy for HREGS, and the uncertainties of multiple
renewables are properly formulated by random failure
probability. *e PCPS technique could handle dynamic
chronological constraints directly and obtain accurate
reliability data efficiently. *is technique provides an
outstanding solution to the multiple uncertainties and
complex coupling of HREGS.

In this paper, the joint complementary power generation
system consisting of cascaded hydropower, PV, and PSH is
taken as the research object to study the coordinated dis-
patching strategy of the complementary system composed of
multiple renewables. Due to the different natures of each
renewable type, different PCPS methods are proposed for
cascaded hydropower, PV, and PSH respectively. *en, the
comprehensive framework of PCPS for the hybrid system is
obtained, and the dispatching strategy set is obtained
through the coordinated PCPS technique. On this basis, a
dual-objective optimal dispatching model considering reli-
ability and economic performance is proposed, and the
MOQPSO algorithm is introduced to calculate the optimal
Pareto dispatching solution set.

*e paper is organized as follows. Section 2 presents the
coordinated PCPS method for the cascaded hydro-PV-PHS
combined power generation system. Section 3 displays the
dual-objective dispatching model and the solution method
based on the MOQPSO algorithm. Section 4 introduces a
case study to verify the effectiveness and calculating effi-
ciency of the proposed method. Finally, Section 5 concludes
the paper.

2. Coordinated PCPS Methods for the
Complementary Power Generation System

Owing to the different natures of PV, cascaded hydropower,
and PSH, the PCPSmethod suitable for each generation type
has many differences. In this part, the PCPS method for each
renewable will be presented respectively. On this basis, a
comprehensive PCPS flow path of the complementary power
generation system is given out.

2.1. PCPS for PV. PV output is divided into two parts: de-
terministic output and random output cuts, and the actual
output is the difference between the deterministic output
and random cuts. In the deterministic output, solar radiation
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is the most influential factor, and a direct ratio exists be-
tween deterministic output and solar radiation intensity as
expressed in formula (1). Other factors such as weather
variation and temperature bring about random output cuts
due to their strong uncertainties that reduce PV output by
weakening deterministic output. Models of deterministic
output and random output cuts are presented, respectively,
as follows:

Pc,t � Pst ·
It

Ist
, (1)

where Pc,t is the deterministic output; Pst is power output in
standard conditions (solar radiation intensity Ist is 1000W/
m2, and the temperature is 25°C); It is the maximum value of
solar radiation intensity reaching the ground without oc-
clusion; Ist is the solar radiation intensity in standard
conditions.

2.1.1. Modeling for Deterministic Output. *e radiation
intensity from the sun directly radiated to the atmosphere I0
is only related to the relative position between the sun and
the Earth [37], and the value can be calculated from formula
(2). *e solar radiation reaching the ground can be divided
into direct radiation and diffuse radiation, and the trans-
parency coefficient is introduced to describe the weakening
effect of the atmosphere on solar radiation.*e transparency
of direct radiation can be obtained from formulas (3)–(6)
[38], and the direct radiation intensity is shown in formula
(7):

I0 � S0 1 + 0.033 cos
2π(N + 10)

365
  ,

(2)

τdir � 0.56 e
−0.56Mh + e

−0.095Mh ,

(3)

Mh �

����������������

1229 +(614 sin α)
2



− 614 sin α  ·
288 − 0.0065h

288
 

5.256

,

(4)

sin α � sin δ sinϕ + cos δ cos ϕ cosω,

(5)

δ �
2π · 23.45°

360°
· sin

2π(284 + N)

365
 , (6)

Idir � I0τdir sin α,

(7)

where I0 is the radiation intensity directly radiated to the
atmosphere from the sun; S0 is the solar constant which
represents the total amount of solar radiation entering the
Earth’s atmosphere per unit area; N represents the daily
sequence; τdiris the transparency coefficient of direct radi-
ation;Mh is air mess, a function of altitude and altitude angle

of the sun; h is the altitude of the specified location; α is the
altitude angle of the sun; ϕ is the latitude of the specified
location; ω is the hour angle of the sun, related to the time of
the specified day; and Idir is the direct radiation intensity of
the sun.

*e diffuse radiation is related to multiple weather
conditions, and existing experiments show that the trans-
parency coefficient of direct radiation is approximated as a
linear relationship with that of diffuse radiation [39] shown
in formula (8), and the diffuse radiation intensity can be
calculated by formula (9):

τdif � 0.271 − 0.274τdir, (8)

Idif �
sin α
2

·
1 − τdif

1 − 1.4 ln τdif /Mh( 
k, (9)

where τdif is the transparency coefficient of diffuse radiation;
Idif is diffuse radiation intensity of the sun; and k is a pa-
rameter related to Mh, and its value range is [0.60, 0.90].

In summary, ignoring other random factors, the total
solar radiation intensity It at a certain position and at a
certain time is obtained by formula (10), and the deter-
ministic output of PV Pc,t can be achieved if It is brought
into formula (1):

It � Idir + Idif . (10)

2.1.2. Modeling for Random Output Cuts. *e reduction
factor ηt, the relative difference between the actual output
and the deterministic output, is introduced to quantify the
weakening effect of the randomness of shadows, cloud
cover, weather variation, temperature, and so forth .
According to the statistical research [40], it is believed that
the probability density function of ηt conforms to beta
distribution:

ηt ∼ Be(α, β). (11)

Based on the probability density function of ηt, the
uncertain PV output cuts can be expressed into several
states; meanwhile, ηt and its probability ptof each state is
obtained. *e PV output PPV

t and its expectation EPPV
t are

given by the following formulas (12) and (13):

P
PV
t � 1 − ηt( Pc,t, (12)

EPPV
t � 1 − 

N

n�1
ηt,npt,n

⎛⎝ ⎞⎠Pc,t. (13)

2.1.3. Simulation Data of PV. In the hybrid system, the total
power load is L0

t , and the power load of the PV station is set
as LPV

t . After receiving power supply service from PV, the
remaining load in time sequence is described as formula
(14), and the corresponding reliability indexes are obtained
by formulas (15) and (16):
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Lt
′ �

L
0
t − 1 − 

N

n�1
ηt,npt,n

⎛⎝ ⎞⎠Pc,t, L
PV
t ≥Pc,t,

L
0
t − 

N1

n�1
1 − ηt,n pt,nPc,t − 

N

n�N1+1
pt,nL

PV
t , L

PV
t <Pc,t,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(14)

LOLPPVt �
Δt
T



N1

n�1
pt,n, (15)

EENSPVt � Δt · L
PV
t − 1 − 

N1

n�1
ηt,npt,n

⎛⎝ ⎞⎠Pc,t
⎡⎢⎢⎣ ⎤⎥⎥⎦, (16)

where Lt
′ is the remaining power load after receiving PV

power; N is the number of PV output state; N1 is the
number of the states that PV output is lower than LPV

t , and
if LPV

t ≥Pc,t, N1 is equal to N; LOLPPV
t is the loss of load

probability; EENSPVt is the expectations of energy not
served.

2.2. PCPS for Cascaded Hydropower. As the probabilistic
output of cascaded hydropower at each stage is affected by
many deterministic and uncertain factors such as installed
capacity, net flow, reservoir capacity, water delay, interstage
constraints, failure outage, evaporation, and leakage, direct
modeling for cascaded hydropower is of great difficulty.
*erefore, an indirect way is proposed to determine the
equivalent available capacity of the entire cascaded system,
and then a power capacity interstage distribution plan is
developed. In this way, the PCPS for cascaded hydropower is
accomplished.

2.2.1. Equivalent Available Capacity of the Entire Cascaded
System. Take the greatest common divisor Ci of the installed
capacities of the stations in the cascaded system as the ca-
pacity of the generation unit, and its randomness is de-
scribed as a two-stage model expressed in formula (17). *e
moment Mi and cumulant GCi,r are given by formulas (18)
and (19), respectively. According to the properties of
cumulant, the cumulant of equivalent available capacity
EGC of the first k units can be expressed as the sum of
cumulant of each unit shown in formula (20), and the
probability distribution function F(z1) and the probability
density function of the first k units’ equivalent available
capacity based on Edgeworth series are obtained by formulas
(21)–(27):

Ai �

Ci, pt,i � 1 − qi,

0, pt,i � qi,

⎧⎪⎨

⎪⎩
(17)

Mi,r � 1 − qi(  · C
r
i , (18)

GCi,1 � Mi,1,

GCi,r+1 � Mi,r+1 − 
r

j�1

r!

j!(r − j)!
Mi,r · GCi,r−j+1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(19)

EGCk,r � 
k

i�1
GCi,r, (20)

F(z) � 
z

−∞
N z1( dz1 +

EGCk,3

3! EGCk,2 
3/2 ·

d2N(z)

dz

−
EGCk,4

4! EGCk,2 
2 ·

d3N(z)

dz
−
10 EGCk,3 

2

6! EGCk,2 
3 ·

d5N(z)

dz
,

(21)

z �
x − μk( 

σk

�
x − EGCk,1 

������
EGCk,2

 , (22)

N(z) �
e

− z2/2( )
���
2π

√ ,

(23)

d2N(z)

dz
� z

2
− 1 N(z),

(24)

d3N(z)

dz
� −z

3
+ 3z N(z),

(25)

d5N(z)

dz
� −z

5
+ 10z

3
− 15z N(z),

(26)

f(z) �
dF(z)

dz
, (27)

where Ai and qi are the available capacity and the outage rate
of the ith power unit; z is the standardized variable of the
equivalent available capacity of the first k units; and N(z) is
the probability density function of normal distribution.

2.2.2. Simulation Data of the Cascaded System. According to
the probability density function f(z), the equivalent available
capacity Pt and its probability ptcan be obtained. *e power
load of thewhole cascaded system is set as LCH

t , and the expected
power value of the cascaded systemEPt is given by formula (28).
From the relationship between the probability distribution of
random variable x and its probability density, formulas
(29)–(31) can be obtained, and take them into formula (28), then
formula (28) will be transformed in the form of formula (32):
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EPCH
t � 

LCH
t

0
x · f(x)dx + L

CH
t · 

∞

LCH
t

f(x)dx, (28)

F(x) � 
x

−∞
f(x)dx � 

x

0
f(x)dx, (29)


LCH

t

0
x · f(x)dx � L

CH
t F L

CH
t  − 

LCH
t

0
F(x)dx, (30)


∞

LCH
t

f(x)dx � 1 − F L
CH
t , (31)

EPCH
t � L

CH
t − 

LCH
t

0
F(x)dx. (32)

*e remaining power load Lt
′ after receiving the cascaded

system power is given by formula (33), and the reliability
indexes LOLPt, EENSt are obtained by formulas (34) and
(35):

Lt
′ � L

0
t − 

LCH
t

0
x · f(x)dx − L

CH
t · 

∞

LCH
t

f(x)dx

� L
0
t − L

CH
t + 

LCH
t

0
F(x)dx,

(33)

LOLPCHt �
Δt
T


LCH

t

0
f(x)dx �

Δt
T

F L
CH
t , (34)

EENSCHt � Δt L
CH
t − EPt  � Δt · 

LCH
t

0
F(x)dx. (35)

2.2.3. Power Capacity Interstage Distribution Method.
*e target of power capacity distribution is to maximize
energy storage and minimize the loss of energy. Set the total
natural runoff power output of the cascaded system as
Prunoff

t ; if Prunoff
t > LCH

t , the cascaded system needs to store
the extra energy, or the system needs to release more water to
compensate for power output.

When Prunoff
t < LCH

t , it needs the i − th reservoir to re-
lease water to compensate for the power output shortage,
and the head loss ΔHloss

i in this course is given by formula
(36). Take K � Ai · 

M
j�i Hj as a discriminant coefficient,

and it is clear that a large value of K indicates that the head
loss caused by per unit power output is smaller. *erefore,
the reservoir with a large discriminant coefficient should be
given priority to release water for the power output
supplement:

ΔHloss
i �

L
CH
t − P

runoff
t  · Δt

η · Ai · 
M
j�i Hj

, (36)

ΔHincrease
i �

P
runoff
t − L

CH
t  · Δt

Ai · 
M
j�i Hj

, (37)

where Ai is the cross-sectional area of the ith reservoir;


M
j�i Hj is the total head of the ith reservoir and its down-

stream reservoirs.
Similarly, when Prunoff

t ≥LCH
t , the extra energy should be

stored in the i − th reservoir, and the head increase ΔHincrease
i

is given by formula (37). Ai · 
M
j�i Hj in formula (37) is also

regarded as a discriminant coefficient, and a small value of it
will realize a large ΔHincrease

i caused by per unit energy.
*erefore, the reservoir with a small discriminant coefficient
should be given priority to store extra energy.

*emain steps of the interstage power capacity distribution
based on the discriminant coefficient are listed as follows.

(1) Calculate the total natural runoff power output
Prunoff

t , and the discriminant coefficients of each
reservoir in the cascaded system.

(2) If Prunoff
t <LCH

t , the hydropower station with the
largest discriminant coefficient is ordered to generate
electricity first, and the other stations generate
electricity with its coming flow. If the load power
demand cannot be met, the rest stations will release
water in turn in order of the discriminant coefficient
from large to small for power generation until the
load demand balance is realized or the reservoirs are
all in the lowest water storage level.

(3) If Prunoff
t ≥LCH

t , the hydropower station with the
smallest discriminant coefficient is ordered to gen-
erate electricity with part of the coming flow, and the
rest flow will be stored in the reservoir. *e other
stations generate electricity with its coming flow. If
the water level of the working reservoir reaches the
maximum and the extra energy still exists, reservoirs
of the rest stations will be arranged in turn to store
water in the order of discriminant coefficient from
small to large until all the extra energy is stored or all
the reservoirs reached the highest water storage level.

Due to the lack of regulating reservoirs of runoff hy-
dropower stations, they do not possess water supplement
and storage ability.*is kind of power station is believed that
its equivalent cross-sectional area is infinite, and the value of
K is infinite. According to the distribution strategy afore-
mentioned, when it needs to store energy, the runoff stations
implement no action throughout the whole course; when it
needs to compensate for power generation, the runoff sta-
tions will be arranged to generate electricity in priority.

2.3. PCPS for PSH. PSH is not affected by runoff flow, water
delay, and other uncertain factors. It can realize the functions of
peak regulation, frequency adjustment, emergency standby,
and so forth under dispatching orders. *e random forced
outage rate of each unit of PSH is taken as the main uncertain
factor here, and the probabilistic discrete available capacity of
PSH is displayed by formula (38). Supposing that the n units of
PSH have the same installed capacity c and the same forced
outage rate q, the probabilistic available capacity ci of PSH and
its probability ai is obtained from formulas (39) and (40):
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c1a1, c2a2, . . . , cmam , (38)

ci � ic, i � 0 ∼ n, (39)

ai � (1 − q)
i
q

n− i n!

i!(n − i)!
. (40)

*e simulation of the power generation process of PSH is
the same as that of the conventional power generation unit.
*e load undertaken by PSH is set as LPSG

t , and the expected
power output EPPSG

t at this moment is obtained by formula
(41).*e remaining load Lt

′ is calculated by formula (42), and
the reliability indexes LOLPPSGt , EENSPSGt are obtained by
formulas (43) and (44):

EPPSG
t � 

m

i�1
aici + L

PS
t 

n+1

i�m+1
ai, (41)

Lt
′ � L

0
t − 

m

i�1
aici − L

PS
t 

n+1

i�m+1
ai, (42)

LOLPPSGt �
Δt
T



m

i�1
ai, (43)

EENSPSGt � Δt L
PS
t − 

m

i�1
aici − L

PS
t 

n+1

i�m+1
ai

⎛⎝ ⎞⎠, (44)

where m is the number of the available generation capacity
states and is determined by cm <LPS

t < cm+1.
*e pumping process of PSH is used for excess energy

storage, and it occurs when the expected output of PV, the
total natural runoff power of the cascaded system, or the sum
of the two is greater than the total load demand. If the excess
power used for pumping is set as P

pump
t , the expected

pumping capacity EPPSP
t of PSH is obtained by the following

formula:

EPPSP
t � 

k

i�1
aici + P

pump
t 

n+1

i�k+1
ai, (45)

where k is the number of the available pumping capacity
states and is determined by ck <P

pump
t < ck+1.

2.4. 6e Comprehensive PCPS Flow. Without concerning
power generation cost, the specified load demand can be
burdened by anyone or any combination of PV, cascaded
system, and PSH. If the load demand could not be met,
another power source is arranged to generate until the load
demand is minimized. If the load demand in a certain period
is lower than each of or the sum of the expected PV output
and the total natural runoff power of the cascaded system,
the excess power should be stored in PSH system by
pumping water. Reliability indexes such as LOLP, EENS of
each generation unit can be obtained by the proposed
method, and the total generation reliability indexes of this
period are given by the following formulas:

LOLPt � 1 − 1 − LOLPPV
t  · 1 − LOLPCHt  · 1 − LOLPPSGt ,

(46)

EENSt � Δt ·

Lt − 1 − 

N1

n�1
ηt,npt,n

⎛⎝ ⎞⎠Pc,t

− 
LCH

t

0
F(x)dx − 

m

i�1
aici + L

PS
t 

n+1

i�m+1
ai

⎛⎝ ⎞⎠

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(47)

where LOLPPV
t , LOLPCHt , and LOLPPSGt are the loss of load

probabilities of PV, cascaded hydropower system, and PSH,
respectively.

*e comprehensive probabilistic chronological pro-
duction simulation flow is displayed in Figure 1.

3. Dual-Objective Optimized
Dispatching Model

Based on the PCPS method, the generation dispatching
scheme set that meets coordinated complementarity is
obtained.Meanwhile, the reliability and economic indexes of
each scheme are also obtained. In this section, a dual-ob-
jective dispatching model is proposed to seek the equilib-
rium scheme to balance the reliability and economic
performance of the scheme. MOQPSO (Multiobjective
Quantum-behaved Particle Swarm Optimization) algorithm
is introduced to calculate the optimal Pareto solution set of
the dispatching model.

In the dispatching model, the minimum probability of
load loss and the minimum operating cost are taken as the
dual objectives as follows:

min LOLPi,t, (48)

minC
ope
i,t � C

G
i,t + C

EN
i,t + C

cur
i,t , (49)

C
G
i,t � C

CH
i,t + C

PV
i,t + C

PSG
i,t + C

PSP
i,t , (50a)

C
CH
i,t � EPCH

i,t · c
CH
i,t ,

C
PV
i,t � EPPV

i,t · c
PV
i,t ,

C
PSG
i,t � EPPSG

i,t · z
PSG
i,t · c

PSG
i,t ,

C
PSP
i,t � EPPSP

i,t · z
PSP
i,t · c

PSP
i,t ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(50b)

C
EN
i,t � EENSi,t · c

EN
i,t , (51)

C
cur
i,t � EPcur

i,t · c
cur
i,t , (52)

where LOLPi,t and C
ope
i,t are the loss of load probability and the

operating cost of the ith scheme. C
ope
i,t is composed of three

parts: power generation cost CG
i,t, penalty cost for energy not

served CEN
i,t , and penalty cost for energy curtailment Ccur

i,t . CCH
i,t ,

CPV
i,t , CPSG

i,t , and CPSP
i,t are operating cost for cascaded hydro-

power, PV unit, power generation of PSH, and water pumping
of PSH, respectively. cCHi,t , cPVi,t , cPSGi,t , and cPSPi,t are price
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coefficients of cascaded hydropower, PV unit, power genera-
tion of pumped storage, and water pumping of pumped
storage, respectively. zPSG

i,t and zPSP
i,t are operation status vari-

ables of PSH.When zPSG
i,t equals 1 or zPSP

i,t equals 0, the system is
in generation status or else in pumping status.

*e operation constraints of the hybrid system are
mainly listed as follows:

3.1. Cascaded Hydropower Operation Constraints. Operation
constraints of cascaded hydropower mainly include
reservoir capacity constraint (53), hydropower output
constraint (54), discharged water flow constraint (55),
water balance constraint (56), interstage hydraulic
connection constraint (57), and ramp rate constraint
(58):

Input the load data Lt
A1 is activated for power generation

calculate the expected power output EPt
A1

Calculate the remaining load Lt
A1 

and the reliability indexes LOLPt
A1, EENSt

A1

Start

N

Y

A1 = PHS

Calculate the reliability indexes 
LOLPt, EENSt

Calculate the reliability indexes 
LOLPt, EENSt

End

Y

Start the pumping unit of PHS
calculate the expected pumping capacity Pt

PSP 

End

N

A2 is activated for power generation
calculate the expected power output EPt

A2

N

Y

A1 or A2 = PHS

Calculate the reliability indexes 
LOLPt, EENSt

Calculate the reliability indexes 
LOLPt, EENSt

End

Y

Start the pumping unit of PHS
calculate the expected pumping capacity Pt

PSP 

End

N

Calculate the reliability indexes
LOLPt

A2, EENSt
A2

Calculate the reliability indexes 
LOLPt

A2, EENSt
A2

Calculate the remaining load Lt
A2

and the reliability indexes LOLPt
A2, EENSt

A2 

A3 is activated for power generation
calculate the expected power output EPt

A3

N Y

Calculate the reliability indexes 
LOLPt, EENSt

Calculate the reliability indexes 
LOLPt, EENSt

End

Calculate the reliability indexes 
LOLPt

A3, EENSt
A3 

Calculate the reliability indexes 
LOLPt

A3, EENSt
A3 

End

Lt > EPt
A1

Lt
A1

 > EPt
A2

Lt
A2

 > EPt
A3

Figure 1: Probabilistic chronological production simulation flow.
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V
min
k ≤Vk,t ≤V

max
k , (53)

P
CHmin
k,t ≤P

CH
k,t ≤P

CHmax
k,t , (54)

Q
CHmin
k ≤Q

CH
k,t ≤Q

CHmax
k , (55)

Vk,t+1 � Vk,t + Q
in
k,t − Q

out
k,t Δt

� Vk,t + Q
in
k,t − Q

Gen
k,t − Q

Cur
k,t Δt,

(56)

Q
in
k+1,t+τ � Q

out
k,t + Q

int
k,t , (57)

δLΔt≤P
CH
k,t+1 − P

CH
k,t ≤ δ

UΔt, (58)

where Vk,t, Vmin
k , Vmax

k are the water storage of the kth

reservoir and its minimum and maximum value; PCH
k,t ,

PCHmin
k,t , PCHmax

k,t are the power output and its minimum and
maximum limitations of the kth hydropower station in the
cascaded system; QCH

k,t , QCHmin
k , QCHmax

k are the water flow
and its minimum and maximum limitations of the kth

station; and Qin
k,t, Qout

k,t , QGen
k,t , QCur

k,t are the input flow, output
flow, generation flow, and curtailed water flow, respectively.
δL, δUare the minimum and maximum power variation
limitations in a unit interval.

3.2. Pumped Storage System Operating Constraints.
Constraints of PSH include water storage changing con-
straints (59), generation and pumping power constraints
(60), power balance constraint (61), ramp rate constraints
(62), and operating status mutually exclusive constraint (63):

V
U
t+1 � V

U
t − Δt

EPPSG
t

ηG

,

V
L
t+1 � V

L
t + Δt

EPPSGt

ηG

,

V
U
t+1 � V

U
t + ΔtηPEP

PSP
t ,

V
L
t+1 � V

L
t − ΔtηPEP

PSP
t ,

V
Umin ≤V

U
t+1, V

U
t ≤V

Umax
,

V
Lmin ≤V

L
i,t+1, V

L
i,t ≤V

Lmax
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(59)

P
PSGmin ≤EPPSGt ≤min P

PSGmax
,
V

U
t

Δt
ηG  or EPPSGt � 0,

P
PSPmin ≤EPPSP

t ≤min P
PSPmax

,
V

L
t

ΔtηP

  or EPPSP
t � 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(60)


T

t�1
EPPSG

t Δt � ηP · ηG · 
T

t�1
EPPSP

t Δt, (61)

δL
GΔt≤EP

PSG
t+1 − EPPSG

t ≤ δ
U
GΔt,

δL
PΔt≤EP

PSP
t+1 − EPPSPt ≤ δ

U
PΔt,

⎧⎨

⎩ (62)

z
PSG
t · z

PSP
t � 0, (63)

where VU
t , VL

t , VUmin, VUmax, VLmin, and VLmax are water
storage of the upper and lower reservoir, and their minimum
and maximum limitations, respectively; ηG, ηP are gener-
ating efficiency and pumping efficiency; PPSGmin, PPSGmax,
PPSPmin, PPSPmax are the minimum and maximum power
limitations in generating and pumping status respectively;
and δL

G, δ
U
G , δ

L
P, δ

U
P are the minimum and maximum power

variation limitations in generating and pumping status in a
unit interval.

3.3. DC Power FlowConstraint. DC power flow constraint is
taken into account in the dual-objective dispatching model:

Ptline � BdiagLB
− 1 EPCH

t + EPPV
t − EPPSP

t z
PSP
t + EPPSG

t z
PSG
t − P

L
t ,

−Pline ≤Ptline ≤Pline, Bdiag � diag
1
x1

,
1
x2

, . . . ,
1

xN

 ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(64)

where B is the admittance coefficient matrix; xn is the re-
actance of the nth branch; Nis the number of branches in the
system; Pline is the upper limitation of branch power.

Based on the proposed dual-objective model, the
MOQPSO algorithm [41] is introduced to calculate the
model. *is algorithm is derived from QPSO (Quantum-
behaved Particle Swarm Optimization) algorithm, and im-
provements from three aspects—external file set, dominant
individual selection, and chaotic mutation search—are
implemented to meet the efficient calculation needs of
multiobjective optimization problems. *e overall calcu-
lating flow is shown in Figure 2.

From Figure 2, several steps are included in the flow and
described as follows. Firstly, encode each output combi-
nation scheme obtained by the PCPS method, and each
particle represents a possible dispatching scheme. Secondly,
evaluate and calculate the corresponding objective function
of each particle and update the external file set. *irdly,
update the optimal position of individuals in history, and
perform the mutation search for the individuals. Fourthly,
determine the global optimal position and update the po-
sition of each particle. *en, check the termination condi-
tion and determine whether the flow continues or
terminates. Finally, output the Pareto optimal solution set
and the dispatching data.

4. Case Study

*e modified IEEE 24 bus test system [42] is introduced to
examine the effectiveness of the proposed probabilistic
dispatching approach for the cascaded hydro- PV-PSH joint
complementary power system.*e test system consists of 11
renewable power stations located on buses 1, 2, 7, 13, 14, 15,
16, 18, 21, 22, and 23, and their distribution is shown in

8 Mathematical Problems in Engineering



Table 1. *e corresponding data of each branch and loads of
the test system is modified properly to accommodate the
renewable generation. *e details of each station are shown
in Table 1. *e station located at bus 7 is a runoff hydro-
power station, and the rest hydropower stations have the
daily regulating capability. *e profiles of PV output ex-
pectation in different weather conditions obtained by the
PCPS approach are shown in Figure 3.

*e cascade hydropower stations in the hybrid system
are taken as an equivalent adjustable hydropower station,
and its power output is divided into two parts: the uncertain
natural runoff output and the adjustable water storage
output. *e former mainly depends on random runoff flow
and the latter is related to the storage capacity of reservoirs.
Based on historical hydraulic data of the cascade hydro-
power stations, the total runoff power output profiles in
different seasons (wet season, normal season, and dry sea-
son) are displayed in Figure 4.

In the production simulation process, the probability
distribution of the stochastic shielding factor of PV power
output is considered to conform to the Beta distribution
[40]. *e corresponding parameters used in the production
simulation process are listed in Table 2. *e power gener-
ation distribution schemes of each station and the

corresponding reliability data and operating cost data can be
obtained based on the proposed PCPS technique.

After obtaining the power generation distribution
schemes that meet complementary requirements, the
schemes are taken into the optimization process based on
the MOQPSO algorithm to seek the Pareto optimal scheme.
In the MOQPSO algorithm, population size m is set as 500,
the number of individuals in the external file set S is 30, and
the maximum number of iterations is set as 1000. Taking the
sunny day/wet season scenario as an example, Figure 5 gives
its Pareto optimal front set between reliability (LOLP) and
cost factor. *e cost factor is calculated by the ratio of power
generation cost to the total operating cost of the hybrid
system (including power generation cost, penalty cost, and
power purchasing cost). It can be found from the scatterplot
that the comprehensive LOLP decreases gradually with the
increase of cost factor, and the speed of decrease is fast in the
initial stage then becomes slow gradually. When the cost
factor exceeds a certain value, the LOLP will not change
significantly as the cost factor increases. If the reliability is
still wished to further improvement at this moment, greater
economic cost will be paid, and the economic performance
of the dispatching schemes will deteriorate. *e generation
distribution scheme at this point is believed optimal.

Four representative power generation scenarios—sunny
day/wet season, rainy day/wet season, sunny day/dry season,
and rainy day/dry season—are chosen, and the optimal
probabilistic chronological generation dispatching schemes
for cascade hydro-PV-PSH complementary power system in
each scenario are presented as follows.

Analyzing the optimal dispatching schemes in the case
study displayed above, some beneficial discussions are
carried out as follows:

(1) *e overall scale of hydropower output in the wet
season has no great difference compared to that in
the dry season. *e influence of season variation is
weakened. *is is mainly attributed to the reservoir
regulating capability of the cascaded hydropower
system. Generally, the regulating performance of
cascaded hydropower is better than that of single
hydropower of the same scale [43].

(2) Because of the policy of promoting the consumption
of PV resources, its energy curtailment price is set to
be higher than that of hydro resources in the case
study. PV power stations take the priority to gen-
erate, and the hydropower stations support and
cooperate with PV stations to meet the loads
demand.

(3) From Figures 6–9, it can be found that PSH is in
pumping status in the wet season and generally
occurs in the middle of the daytime. In contrast, PSH
is in generating status in the dry season and occurs at
night. To evaluate the economic performance of PSH
in the hybrid system, four new operating scenarios
without PSH are constructed and the average unit

Initialization
Population size m, external file set S, number of iterations k = 0

Update the optimal position of individual in history

Choose some individuals and perform mutation search

Determine the global optimal position and 
accomplish the position updating of each particle

k = k
–

Output the Pareto optimal solution set and the 
dispatching data

k = k + 1

Start

End

Y

N

Evaluate and calculate the corresponding objective
function, individual level, and crowded distance
Update external file set

(1)

(2)

Figure 2: Calculating flow of MOQPSO algorithm.
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Table 1: Parameters of each generator.

Bus ID Power type Installed capacity (MW) Reservoir capacity (104 m3) Water head (m) Working flow (m3/s)
1 PV-1 50 — — —
2 PV-2 50 — — —
7 CH-5 20 — 339.09 7.4
13 CH-3 36 37.2 91 33
14 — — — — —
15 CH-6 4.8 53 10.5 48.9
16 PSH 5 25.6/23.7 339.09 7.4
18 CH-2 60 20.9 127 53.4
21 CH-4 54 25.6 161 47.1
22 CH-1 45 16.1 123.65 43.32
23 CH-7 84 44.2 75 —
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Figure 3: Profiles of PV output expectations.
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Figure 4: Total runoff power output profiles in different seasons.
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power generation cost of each scenario is calculated
and shown in Table 3. *e unit cost in the rainy day/
dry scenario is the highest, and the cost in the sunny/
wet scenario is the lowest. However, due to the
application of PSH, the decline of unit cost in the
rainy/dry scenario is much larger than the increases
in other scenarios caused by the pumping operation.
*e effectiveness and value of PSH are testified from
the comparison of the results.

(4) Compared with the time data that it takes about
3.7 hours to complete the same scale calculation with
DP (dynamic programming, DP) technique (discrete
states number is 100) in [41], it only needs less than
10 seconds to complete the optimization process using
the proposed method of this paper. It has verified the
feasibility and efficiency of the proposed method
through comparison with the benchmark data.

Table 2: Parameters used in production simulation.

Power type Unit capacity
(MW)

Unit forced outage
rate

Generation price
(¥/MWh)

Shortage price
(¥/MWh)

Curtailment price
(¥/MWh)

Cascade
hydro 1 0.089 150 185 185

Power type Longitude (°) Latitude (°) Generation price
(¥/MWh)

Shortage price
(¥/MWh)

Curtailment price
(¥/MWh)

PV 102.3644 30.99918 125 185 205

Power type Unit capacity
(MW)

Unit forced outage
rate

Generation price
(¥/MWh)

Shortage price
(¥/MWh) Pumping price (¥/MWh)

PSH 0.5 0.08 240 310 180
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Figure 5: Pareto optimal front set of sunny day/wet season scenario.
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Figure 6: Optimized dispatching scheme in sunny day/wet season.
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Figure 7: Optimized dispatching scheme in rainy day/wet season.
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Figure 9: Optimized dispatching scheme in rainy day/dry season.

Table 3: Average unit power generation cost of different scenarios (¥/MWh).

Type Sunny/wet Rainy/wet Sunny/dry Rainy/dry
CH-PV 138.5945 147.0218 145.8147 152.3571
CH-PV-PSH 138.6383 147.0218 145.8322 151.9286
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Figure 8: Optimized dispatching scheme in sunny day/dry season.
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5. Conclusions

Focusing on the uncertainty and reliability problems in the
power generation dispatching process of multiple renewables
combined complementary system, a dual-stage probabilistic
coordinated dispatching method is proposed in this paper.
First, a modified probabilistic chronological production sim-
ulation method is proposed to simulate the uncertain power
output characteristics of multiple renewables, such as cascaded
hydropower, PV, and PSH, and to obtain the complementary
dispatching schemes for the cascaded hydro-PV-PSH system
and the reliability and economic indexes of each scheme. On
this basis, a dual-objective optimization model of dispatching
schemes considering the reliability and economic performance
of power generation is introduced. Meanwhile, the MOQPSO
algorithm is applied to calculate the optimal Pareto solution set.
*e results of the case study have verified the effectiveness and
calculating efficiency of the proposed dispatching method. *e
main contributions of the paper are listed as follows:

(1) A modified probabilistic chronological production
simulation method for uncertain timing-output
simulation of multiple renewables is proposed.

(2) An efficient dual-objective optimization method for
power generation dispatching schemes of renewable
energy is obtained.

(3) A dispatching method for cascaded hydropower sys-
tem that the overall probabilistic chronological pro-
duction simulation is performed first, then
implementing the interstage distribution, is proposed
to cope with the multiple uncertainties and coupling.

(4) *e feasibility and complementary capabilities of hydro-
PV combined power generation have been further
verified. *e function of PSH to regulate the uncertain
complementary output of renewables has been testified.

*is paper mainly concerns the multiple uncertainties
and coupling of multiple renewables combined power sys-
tem and sheds less light on the benefits of each generation
member. *erefore, how to maximize the benefits of each
member to fully motivate them to participate in the com-
plementary power generation and thus generate an opti-
mized dispatching scheme for the cascaded hydro-PV-PSH
complementary system will be the next research focus.
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A new online static voltage stability monitoring method for power systems is proposed by using phasor measurement unit
(PMU) data in this paper. )is approach uses the real-time power, voltage, and phase angle data collected by the PMU to
estimate the power flow Jacobian matrix of the system, and then the static voltage stability is monitored via the minimum
singular values (MSVs) of the power flow Jacobian matrix. )e novelty of the approach lies in the fact that it only utilizes
PMU data for implementing online monitoring of the power system static voltage stability, independent of the physical
model and its parameters. )e application results on the IEEE 57-bus test system verify the effectiveness of the
proposed approach.

1. Introduction

Voltage stability assessment (VSA) has been recognized as
an important task to ensure the secure and economical
operation of power systems [1, 2]. Problems arising from the
growing integration of intermittent renewable power gen-
eration in a variety of forms such as active distribution
networks [3] and microgrids [4, 5] and integrated energy
systems [6] are nudging power systems toward potential
dynamic instability scenarios due to the inherent uncer-
tainties of renewable generation [7]. As a new generation of
DC transmission technique, voltage source converter-based
high voltage direct current (VSC-HVDC) has become a
popular opinion of power transmission due to its significant
advantages such as independent adjustments of active and
reactive powers [8], asynchronous interconnection between
islands [9], and black-start capability [10]. In addition, the
growing integration of energy storage [11], electric vehicles
[12], cyber attacks [13–15], and increasingly diversified
demands [16, 17] affect the stable operation of the system to
a certain extent. All these shifts pose new challenges in
maintaining the system working reliably and securely. In
recent years, the wide-area measurement system (WAMS)
using time-stamped phasor measurement units (PMUs) has

been receiving ever increasing attention from both academia
and industry, which makes it possible to explore wide-area
protection and control (WAPaC) schemes to avoid the
system collapse [18–21]. )erefore, the voltage stability
monitoring and assessment of power systems based on PMU
data are of great significance in the new context [22–25].

Since the first dQ/dU criterion proposed by the Soviet
scholar N.M in the 1940s, a large number of voltage stability
analysis approaches of power systems have been developed,
such as the sensitivity method [26], continuous power flow
method [27], the singular value decomposition method [28],
and so on. )e sensitivity method is only suitable for simple
power systems, and sometimes there are discriminant errors
when it is used in multimachine systems. In theory, the
feasible solution domain method can calculate the voltage
stability margin of a given operation mode, but the calcu-
lation of critical injection vectors involves complex non-
linear problems, and the computation is heavy. )e
multivalue method of power flow needs to track and cal-
culate the multisolution value of the injection quantity re-
peatedly, and the static stability margin of the system voltage
is approximate. References [29–31] illustrate the feasibility of
the singular value decomposition theory of the trend Ja-
cobian matrix, but the above methods need to know the
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topology and parameters of the system and cannot monitor
the static voltage stability of the grid online. )e widespread
deployment and successful application of PMUs break
through this bottleneck and shed new light on online
monitoring of the static voltage stability of power systems
[32–34].

In recent years, PMU data have been successfully used
for real-time power system stability assessment due to its
powerful data acquisition capabilities. In [35], an extreme
learning machine- (ELM-) based transient stability assess-
ment (TSA) model optimized by improved particle swarm
optimization is proposed by using PMU data; to address the
issue of lacking online learning ability in current methods,
an online sequential ELM- (OS-ELM-) based TSAmethod is
presented for power systems in [36]; a feature selection
approach is presented for TSA based on improved maximal
relevance and minimal redundancy criterion and PMU
measurements in [37]; a new online learning mechanism
based on an ensemble of OS-ELM (EOS-ELM) is developed
for TSA in [38]; in [39], a rule extraction method is de-
veloped by using ELM and improved ant-miner algorithm
for TSA; based on PMU data, reference [40] proposes a TSA
method by using kernelized fuzzy rough sets and memetic
algorithm for feature selection; in [41], a real-time TSA
approach based on EOS-ELM coupled with binary-based
feature selection is proposed. In [42], a short-term voltage
stability assessment method is proposed by calculating the
Lyapunov exponent using PMU data. However, research
reports on online monitoring of power system static voltage
stability using PMU data have still been relatively rare for a
long time. Lim and DeMarco put forward a VSA approach
with the use of singular value analysis of PMU data in
[43, 44]. Inspired by these investigations and data-driven
decision making [45, 46], this paper presents an online static
voltage stability analysis method based on PMU data. )is
method is not limited by the network model and parameters.
It only needs to use the active power, reactive power, and
voltage amplitude and phase angle measurement collected
from PMUs to monitor the static voltage stability of a power
system. Finally, the effectiveness of the proposed method is
verified by using the IEEE 57-bus system.

2. Establishment of the Jacobian Matrix
Model for Power Flow

)e power flow equation of the power system in polar form
can be expressed as follows:

Pi � Vi 
j∈i

Vj Gij cos θij + Bij sin θij ,

Qi � Vi 
j∈i

Vj Gij sin θij − Bij cos θij ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where j ∈ i denotes that buses i and j are connected; Ui and
Uj represent the voltage amplitude of buses i and j, re-
spectively; Gij and Bij represent the values of the real and
imaginary parts of the admittance matrix between buses i
and j, respectively; θij represents the phase angle difference

between buses i and j; and Pi and Qi represent the active and
reactive power of bus i, respectively.

Excluding the equilibrium bus of the system, according
to the Newton–Raphson method, formula (1) can establish
the following linearization modified equations:

ΔP

ΔQ
  �

Hij Nij

Jij Lij

⎡⎣ ⎤⎦
Δθ

ΔV
 , (2)

where ΔP and ΔQ represent the microincrement of active
power and reactive power of the injection bus; Δθ and ΔV
represent the microincrement of the voltage phase angle θ
and the voltage amplitude V, respectively; Hij and Nij

represent the partial derivative of the active power P to the
voltage phase angle θ and the voltage amplitude V, re-
spectively; and Jij and Lij represent the partial derivative of
the reactive power Q to the voltage phase angle θ and the
voltage amplitude V, respectively. In equation (2),

J �
Hij Nij

Jij Lij

⎡⎣ ⎤⎦, (3)

where J is the Jacobian matrix of the linearized power flow
equation.

3. Evaluation of Voltage Stability by Singular
Value Decomposition

Suppose the system has n buses in addition to the slack bus,
of which there are m PV buses, and the singular value
decomposition (SVD) [47, 48] is performed on equation (3).
)en, the following formula can be obtained:

J � EδU
T

� 

(2n−m)

i�1
eiδiu

T
i , (4)

where ei and ui represent the i-th column elements of E and
U, respectively, and δi is the diagonal element of the diagonal
matrix. If the Jacobian matrix is nonsingular, the effect of the
increment ΔP and ΔQ of the injection powers P and Q on θ
and V can be obtained by equations (2) and (4):

Δθ

ΔV
  � J

−1 ΔP

ΔQ
  � 

2n−m

i�1
δ−1

i uie
T
i

ΔP

ΔQ
 . (5)

It can be seen from equation (5) that when a singular
value δi is very small (close to zero), the small change of
injection power P and Q will cause great fluctuation of θ and
V. )e response of the system is completely determined by
the minimum singular value (MSV) δmin and its corre-
sponding left and right singular vectors emin and umin, that is:

Δθ

ΔV
  � 

2n−m

i�1
δ−1

i umine
T
min
ΔP

ΔQ
 , (6)

where umin � [θ1, θ2, . . . , θn; v1, v2, . . . , vn− m]T and
emin � [P1, P2, . . . , Pn; Q1, Q2, . . . , Qn− m]T.

Here, emin and umin are normalized to
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n

i�1
θ2i + 

n−m

i�1
v
2
i � 1,



n

i�1
P
2
i + 

n−m

i�1
Q

2
i � 1,

(7)

and then

ΔP

ΔQ
  � emin, (8)

and thus

Δθ

ΔV
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

umin

δmin
. (9)

From equations (8) and (9), it can be concluded that
since the MSV is sufficiently small, a small change in the
injection power can cause a large change in voltage. )e
MSV of the Jacobian matrix can be used as a good indicator
of static voltage stability [49, 50].

4. Evaluation of Static Voltage Stability by
PMU Data

)e aforementioned static voltage stability method by
using the MSV of Jacobian matrix can give the static
voltage stability quantitatively, but it depends on the fixed
physical model and cannot judge the static voltage stability
online.

4.1. Estimation of Power Flow JacobianMatrix by PMUData.
In polar coordinates, the terms of the Jacobian matrix of
power flow can be represented by the partial derivative of θj

and Vj by Pi and Qi, respectively, and then formula (3) can
be expressed as

Hij �
zPi

zθj

,

Nij �
zPi

zVj

Vj,

Jij �
zQi

zθj

,

Lij �
zQi

zVj

Vj.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Suppose both θj and Vj have a very small change,
represented by Δθj and ΔVj, respectively. )en, Pi and Qi

will also change with the slight changes above, denoted by
ΔPΔθj

i , ΔPΔvj

i and ΔQΔθj

i , ΔQΔvj

i , respectively; then, equation
(10) can be expressed as [51]

Hij �
zPi

zθj

≈
ΔPΔθj

i

Δθj

,

Nij �
zPi

zVj

Vj ≈
ΔPΔVj

i

ΔVj

Vj,

Jij �
zQi

zθj

≈
ΔQΔθj

i

Δθj

,

Lij �
zQi

zVj

Vj ≈
ΔQΔVj

i

ΔVj

Vj.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

At time t:

ΔPi(t) ≈ 
j∈Ng∪Nl

ΔPΔθj

i (t) + 
j∈Nl

ΔPΔVj

i (t),

ΔQi(t) ≈ 
j∈Ng∪Nl

ΔQΔθj

i (t) + 
j∈Nl

ΔQΔVj

i (t),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

where Ng represents the number of PV buses and Nl

represents the number of PQ buses, and substituting
equation (11) into (12) yields

ΔPi(t) ≈ 
j∈Ng∪Nl

Δθj(t)Hij + 
j∈Nl

ΔVj(t)Nij,

ΔQi(t) ≈ 
j∈Ng∪Nl

Δθj(t)Jij + 
j∈Nl

ΔVj(t)Lij.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(13)

Further consolidation of equation (13) is available:

ΔPi ≈ Δθj 
j∈Ng∪Nl

ΔVj 
j∈Nl

 
Hi

Ni

 , (14)

ΔQi ≈ Δθj 
j∈Ng∪Nl

ΔVj 
j∈Nl

 
Ji

Li

 , (15)

where Hi � [(Hij), j ∈ Ng ∪Nl], Ni � [(Nij), j ∈ Nl],
Ji � [(Jij), j ∈ Ng ∪Nl], Li � [(Lij), j ∈ Nl].

4.2.Model Solution. In the assumption of equations (14) and
(15), both the regression matrix and the measurement vector
have measurement errors. For the convenience of expres-
sion, here we make A � [(Δθj)j∈Ng ∪Nl

(Δθj)j∈Nl
], bi � Pi;

then, equation (14) can be expressed as

bi ≈ A HT
i NT

i 
T
. (16)

Since equation (16) is an overdetermined equation, in
this paper, Hi Ni 

T is calculated by using the total least
square (TLS) [52, 53]. )is method is also suitable for
equation (15).

In the ordinary least squares estimate (LSE), since the
regression matrix is assumed to be error-free, the principle
of this method is to correct bi as little as possible under the
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Euclidean norm [51], which forms the following optimi-
zation problem [54]:

min
bi∈RM

Δbi

����
����2,

bi � A HT
i NT

i 
T
,

⎧⎪⎪⎨

⎪⎪⎩
(17)

where M represents sets of synchronized measurements,
Δbi � bi − bi (bi is a very small value), and any Hi

Ni 
T

that satisfies bi � A Hi
Ni 

T
is the solution of LSE of

equation (16).
Assuming that A is full rank, the special solution of the

closed form of equation (17) is

Hi
Ni 

T
� A

T
A 

−1
A

T
bi. (18)

Unlike LSE, TLS also takes into account the measure-
ment error in A; similar to the Euclidean norm, the problem
is to find a minimized F-norm, as follows:

min
A bi ∈RM∗(N+1)

ΔA Δbi 
����

����F
,

bi � A Hi
T
Ni

T
 

T
,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(19)

where N
−

� Ng + 2Nl and ΔA � A − A,Δbi � bi − bi.
)e TLS solution of equation (19) depends on the SVD.

We describe this process and write equation (16) as follows:

A bi  HT
i NT

i −1 
T ≈ 0. (20)

By using the SVD, the above formula can be rewritten as

A bi  � EδU
T
, (21)

where E � [e1, e2, . . . , em], U � [u1, u2, . . . , uN+1] is a sym-
metric matrix whose diagonal element δi is the singular value
of A bi . If δn+1 ≠ 0; then, the rank of A bi  is (N + 1),
and the only solution of equation (20) is zero vector. In order
to obtain the nonzero solution of equation (20), A bi 

must be reduced to the rank N. )e matrix approximation
theorem shows that

A bi
  � EδU

T
. (22)

Since the rank of the approximate matrix A bi
  is

equal to N, equation (20) has a nonzero solution. According
to the nature of the SVD, uN+1 is the unique vector belonging
to the zero vector space A bi , and the TLS solution is
obtained by scaling the vector uN+1 until the last element is
−1:

H
T

i
N

T

i −1 
T

� −
1

u
N+1
N+1

uN+1, (23)

where uN+1
N+1 represents the (N + 1) th element of uN+1; then,

the unique TLS solution of equation (16) is

H
T

i
H

T

i
 

T
� −

1

u
N+1
N+1

u
1
N+1, u

2
N+1, . . . , u

N+1
N+1 . (24)

5. Algorithm Flow and Basic Steps

)e flowchart of the proposed method is shown in Figure 1.
)e specific steps are as follows:

(1) Collect multiple sets of PMU data from different buses
at the (t + Δt) time, and the number of collected
groups is greater than the order of the Jacobian matrix.

(2) Obtain ΔPi,ΔQi,Δθi,ΔVi, by difference.
(3) Taking the data obtained in step 2 into equation (14),

the solution of the overdetermined equations is
obtained by the TLS method, and the Jacobian
matrix of power flow is obtained.

(4) Calculate the MSV of the Jacobian matrixJobtained
in step 3 and compare it with the thresholdτ, if the
difference exceeds the margin ξ.

(5) Repeat steps 1 to 4 to realize real-time monitoring of
the power grid.

By collecting the electrical quantities of different buses at
time (t + Δt), including Pi, Qi, θi, and Vi, the power flow
Jacobian matrix can be obtained according to equations (14)
and (15). )is process is shown in Figure 2.

Note that the number of samples is greater than the order
of the Jacobian matrix. )e results of the MSV of the power
flow Jacobian matrix estimated by PMU data and calculated
by the Newton–Raphson method are shown in Table 1.

Comparing the data in Table 1, it can be seen that the
difference is small in terms of the MSV obtained by the
Newton–Raphson method and the PMU data. )is shows
that the proposed method can be used to evaluate the static
voltage stability of the system.

6. Case Study

In this study, it is assumed that all buses of the system are
equipped with PMUs. In order to simulate the process of
voltage collapse in the power system, the active power P is
increased by 0.01 steps in the fifth node of the IEEE 57-bus
system, and the MSV of the Jacobian matrix calculated by
the proposed method is tracked in real time. )e results are
shown in Figure 3:

P/V8 − δmin, P/V13 − δmin, P/V31 − δmin, and
P/V33 − δmin above represent the process of the voltage V

changing and the MSV δmin of the buses 8, 13, 31, and 33
changing with the change of power P, respectively. P/δmin
represents the process in which theMSV of the system varies
with power P.

It can be seen from the P/δmin curve that as the power
increases for the different buses, the MSV δmin of the system
decreases continuously. When δmin is close to zero, the
system collapses. Comparing theP/δmin andP/V(pu)curves,
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it can be seen that as δmin decreases (P increases continu-
ously), the voltage value also decreases and the rate of de-
crease is different. When δmin is close to zero, a small change
of P causes a large fluctuation in voltage, which is consistent
with the context in equations (8) and (9).

During normal operation of the two systems, the sampling
frequency of PMU is taken as 50Hz/s, and the MSV values of
the power flow Jacobian matrix are calculated every 4 seconds
according to equations (14) and (15). In this way, the evolution
curves of the MSV values are demonstrated in Figure 4.

δ1,min and δ2,min represent the smallest singular value
obtained by the Newton–Raphson method and PMU data,
respectively. )e mean square errors of the two methods are

0.0023 and 0.0002, respectively. By comparing the matching
degree of the curves of Figure 4, it can be seen that the curves
obtained by the two methods are basically consistent, in-
dicating that the method proposed in this paper can monitor
the static voltage stability of the system online.

)e active power P is increased by the step of 0.005 at bus
6 of the IEEE 57-bus system, and the static voltage stability of
the power system is estimated from every 200 PMU mea-
surements, as shown in Figure 5.

By comparing the matching degree of the curves in
Figure 5, we can see that the curves obtained by the two

Start

Collect multiple sets of data of P, V, Q, θ from different 
buses of the system at (t + Δt)time from the PMUs

Obtain ΔP, ΔQ, ΔV, Δθ

Bring the above quantity into the equations and obtain the 
trendary Jacobian matrix J by the total least squares method

Calculate the minimum singular values

Waiting

To the next round of 
start-up time

Start control 
measures

Yes

Yes

No

No

δmin – τ < ξ 

Figure 1: Flowchart of the proposed method.
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θi(k), θi(k+1), …, θi(k+x), θi(k+x+y)

Vi(k), Vi(k+1), …, Vi(k+x), Vi(k+x+y)

…
…
…
…

…
…
…
…

Figure 2: Data collection of PMU.

Table 1: MSV based on Newton–Raphson method and PMU data.

Bus systems Newton–Raphson method PMU data
IEEE 9-bus system 0.8942 0.8928
IEEE 14-bus system 0.5464 0.5441
IEEE 30-bus system 0.2165 0.2068
IEEE 57-bus system 0.1745 0.1725
IEEE 118-bus system 0.1848 0.1836
IEEE 300-bus system 0.0397 0.0302
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Figure 3: P-V/δmin curves of the IEEE 57-bus system.
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Figure 4: Evolution curves of the MSV values in the IEEE 57-bus
system.
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methods are basically consistent, which shows that the
method proposed in this paper can realize onlinemonitoring
in the process of system instability.

7. Conclusion

A method for real-time evaluation of static voltage stability
of a power system based on PUM data is proposed. )e
effectiveness of the proposed method is verified by the IEEE
57-bus system. )e conclusions are as follows:

(1) )e proposed method is capable of realizing online
monitoring of static voltage stability of power
systems.

(2) Compared with the traditional method, the proposed
method does not need any model and parameter
information of the power grid and only needs PMU
data for the implementation.

(3) )e proposed method can be used in an online
stability detection system of power systems for sit-
uational awareness improvement.

Our future work will focus on extending the proposed
approach to estimate an accurate voltage stability
boundary and address stability constraints in voltage
stability-constrained optimal power flow [55–58]. It is
interesting to investigate the voltage stability of power
systems with new elements such as distributed genera-
tions [59–61] and combined heat and power plants [62].
Besides, the optimal placement of PMU will be further
studied to realize the monitoring of the whole network
with fewer PMUs. Another potential topic in future re-
search is to develop voltage stability assessment model
using new machine learning techniques such as the lasso
algorithm [63], least squares support vector machines
[64], and deep learning [65].
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Various black-box optimization problems in real world can be classified as multimodal optimization problems. Neighborhood
information plays an important role in improving the performance of an evolutionary algorithm when dealing with such
problems. In view of this, we propose a particle swarm optimization algorithm based on dynamic neighborhood to solve the
multimodal optimization problem. In this paper, a dynamic ε-neighborhood selection mechanism is first defined to balance the
exploration and exploitation of the algorithm. ,en, based on the information provided by the neighborhoods, four different
particle position updating strategies are designed to further support the algorithm’s exploration and exploitation of the search
space. Finally, the proposed algorithm is compared with 7 state-of-the-art multimodal algorithms on 8 benchmark instances. ,e
experimental results reveal that the proposed algorithm is superior to the compared ones and is an effective method to tackle
multimodal optimization problems.

1. Introduction

Various black-box problems to be tackled difficultly in the
real world have the characteristic of multimodal problem [1].
Strictly speaking, a multimodal optimization problem
(MMOP) refers to an optimization problem with multiple
global or local optima. Typical instances include drug
molecular design [2], truss structure optimization [3], and
protein structure prediction [4]. When solving MMOPs, we
expect to locate several optimal solutions simultaneously, for
the following reasons [5, 6]: (1) finding multiple optimal
solutions in different regions of the search space at the same
time is conducive to maintaining the diversity of the pop-
ulation and offset the influence of genetic drift. (2) For many
real-world engineering optimization problems, designers
hope to freely choose solutions to meet different needs from
several excellent solutions with great differences. (3) For the
black-box problem, in the absence of prior knowledge, the

positions and the numbers of the global optima of the
problem cannot be obtained. Locating multiple optimal
solutions of the problem at the same time can improve the
possibility of finding its global optimal solution and can also
possibly provide multiple optimal solutions for decision
makers. In view of this, the field of multimodal optimization
has received more and more attention recently due to its
scientific and technological significance.

Traditional population-based evolutionary algorithms
(EAs), such as genetic algorithm (GA) [7, 8], differential
evolutionary (DE) [9], and particle swarm optimization (PSO)
[10], are natural candidates for solving MMOPs. However, it
should be noted that, in the case of solving MMOPs without
special treatment, these EAs can only converge to one optimal
solution of the optimization problem at a single run. In order
to find multiple optimal solutions of the problem, it is nec-
essary to run them repeatedly and it is expected to find a
different optimal solution each time.
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In order to enable EAs to solve MMOPs effectively,
researchers have proposed a series of techniques, most of
which are aimed at enhancing the diversity of population
and making it converge towards different search directions.
,ese techniques are commonly referred to as niching [5].
Representative niche techniques include crowding [11],
clustering [12–14], speciation [15], and stretching and
shrinking method [16]. Recently, niching techniques are also
embedded into PSO algorithm in a number of literatures.
For example, MMOP is solved by changing the topology of
PSO, such as niche PSO based on ring topology [13] and PSO
based on star topology and ring topology [17]. In addition,
the concept of speciation has also been introduced into the
species-based PSO [18–20], where species can form adap-
tively in different optimal states. However, in order to define
a species, a niching radius must be provided in advance.
Accordingly, species can be merged or separated into new
species in each iteration. Other methods, such as nbest PSO
[21, 22] and multiswarms [23, 24], are also proposed.

To remedy the defect of requirement for providing the
niching radius in advance, a parameter, which is easy to set
or with little sensitivity to the performance of the algorithm,
is employed to complete the clustering or grouping of in-
dividuals by replacing the niching radius. Schoeman and
Engelbrecht proposed a vector-based PSO algorithm, which
uses vector operations to demarcate the boundaries of niches
and maintain subswarms without any prior knowledge of
the problem domain [25]. A niche is determined by a radius
value based on the distance between the optimal of group
and the nearest particle. Qu et al. [26] proposed a distance-
based locally informed PSO (LIPS), where the global best
position is replaced by multiple local best positions to guide
the update of particles for converging to different optimal
subspaces. However, LIPS needs to specify the neighborhood
size of the particles. Based on the locality sensitive hashing,
Zhang et al. proposed a fast niching technique to find the
neighborhood set of particles, which can keep a balance
between the exploration and exploitation of the algorithm
while reducing the computational complexity of EAs [27].
Nevertheless, the method depends on the constructed hash
functions. Further, Zhang et al. proposed a concept of pa-
rameter-free Voronoi neighborhood; the information pro-
vided by the Voronoi neighbors is used to estimate the
evolutionary state of an individual. And different types of
individuals are assigned with different reproduction strat-
egies to support the exploration and exploitation of the
search space [28]. As the dimension of the problem in-
creases, the computational complexity of Voronoi will in-
crease dramatically.

In order to handle the above problems, a dynamic
neighborhood-based multimodal PSO algorithm (DNPSO)
is proposed in this paper. ,e aim is to design different
evolutionary strategies based on neighborhood information
to balance the exploration and exploitation of the algorithm
without specifying an exact neighborhood size. ,e main
contributions of DNPSO are provided as follows:

(1) A dynamic ε-neighborhood selection mechanism is
proposed. Compared with the existing neighborhood-

based method, the neighborhood size of a particle in
this paper is dynamically changed, and it is different
for different particles. In addition, the proposed
mechanism may lead to a larger possibility of infor-
mation interaction between distant particles, which is
beneficial for generating an exploratory offspring and
restoring the exploration ability of PSO.

(2) Inspired by the successful application of neighbor-
hood information to the design of the multimodal
EAs, four different position updating strategies are
presented according to the particle’s position and
performance in its neighborhoods. Consequently,
the search performance of the algorithm can be
improved.

,e rest of this paper is arranged as follows. Section 2
gives the related work for PSO. ,e proposed DNPSO is
presented in Section 3, including the dynamic ε-neighbor-
hood selection mechanism, four different position updating
strategies, and the framework of the proposed algorithm. In
order to verify the effectiveness of the proposed DNPSO,
comparison experiments are presented in Section 4. Section
5 highlights main findings and future research opportunities
as a result of the survey.

2. Particle Swarm Optimization Algorithm

Consider the following maximization problem:

maxf(X),

s.t. X ∈ S⊆R
D

.
(1)

where X is a D-dimensional decision variable, S refers to the
bound-constraint of the decision space, RD means the D-
dimensional space, and f(·) is the objective function.

PSO is a heuristic search algorithm proposed by
Kennedy et al. [29]. ,e searching principle of PSO comes
from the imitation of bird foraging behavior. Due to its
simple structure and efficient searching performance, PSO
has been successfully applied to solving various optimi-
zation problems [30–32]. In PSO, the position of each
particle in the search space represents the “potential
feasible solution” of the problem to be optimized. ,e
particles are initially random in the feasible search space
with a random velocity, which aims to converge to the
global optimal solution of the optimization problem.
During the optimization process, each particle tracks two
optimal positions simultaneously. One is the best position
that it has achieved so far, also known as the individual
guider (Pbest), and the other is the global best position
detected so far in the neighborhood of the current particle
or in the entire swarm, also known as the global guider
(Gbest) [29]. Among them, the tracking of individual
guider can be regarded as the component of self-cogni-
tion, and the learning of global optimal position can be
seen as the component of social cognition. In the next
iteration, both the ego and the social cognition compo-
nents randomly influence the velocity of each particle.
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Since the PSO was proposed, researchers have proposed
numerous PSO variants. Two variants of PSO are presented
here, i.e., PSO with inertia weight [29] and LIPS proposed by
Qu et al. [26]. At each iteration, the velocity and position of a
particle in the PSO with inertia weight are updated as
follows:

vi,d(t + 1) � wvi,d(t) + c1r1 Pbesti,d(t) − xi,d(t) 

+ c2r2 Gbestd(t) − xi,d(t) ,

xi,d(t + 1) � xi,d(t) + vi,d(t + 1),

(2)

where t is the number of iterations;
Xi(t) � (xi,1(t), xi,2(t), ..., xi,D(t)) and Vi(t) � (vi,1(t),

vi,2(t), ..., vi,D(t)) mean the position and velocity of the i-th
particle at the t-th iteration, respectively. Pbesti(t) repre-
sents the best position found by the i-th particle and refers to
the best position of the swarm. w is the inertia weight; c1 and
c2 are cognitive and social coefficients, respectively. r1 and r2
are two random values within [0, 1]. Figure 1 shows the flow
chart of a conventional PSO.

,e velocity of a particle in LIPS is determined by the
information provided by its neighbors, and the velocity of
each particle is updated as follows:

vi,d(t + 1) � w vi,d(t) + φ Pi,d(t) − xi,d(t)  , (3)

where

Pi(t) �


nsize
j�1 φjnbestj(t) /nsize

φ
, (4)

where φj refers to a random value uniformly distributed in
[0, 4.1/nsize] [26], φ � 

nsize
j�1 φj, nbestj is the j-th nearest

neighborhood to Pbesti, and nsize means the neighborhood
size.

3. Dynamic Neighborhood-Based PSO for
Multimodal Problems

In this section, two key techniques are presented in the
proposed DNPSO. One is the definition of dynamic
ε-neighborhood; the other is the four tailored particle update
strategies based on the neighborhood information of the
current particle, and the framework of the proposed DNPSO
is also provided.

3.1. Dynamic ε-Neighborhood. At present, a number of re-
searchers try to solve the MMOPs by using distance-based
neighborhood to form different species in the search space,
and most of them show that neighborhood information is
crucial to enhance the diversity of the population
[26, 33–35]. However, with neighborhood information, the
offspring produced by these methods tend to be attracted to
the inner regions enclosed by the initial population.
,erefore, the number of optimal solutions is likely to de-
pend on the initial distribution of individuals. To address
this issue, we expect that particles can exchange information
not only from their nearby particles, but also from the

distant particles.,ereby, a balance can be achieved between
the exploration and exploitation of the algorithm.

In view of this, this section presents a dynamic
ε-neighborhood approach, where ε refers to the neighbor-
hood radius. ,is approach is inspired by the idea of density
clustering, and readers interested in this can refer to [36].
Some definitions of dynamic ε-neighborhood are presented
as follows.

Definition 1. (Core object). Xi is a core object if the
ε-neighborhood of Xi contains at least MinPts samples.

Definition 2. (Directly neighborhood-reachable). If Xj is
located in the ε-neighborhood of Xi, and Xi is the core object,
then Xj is directly reachable by Xi.

Definition 3. (Neighborhood-reachable). For Xi and Xj, if
there exists a point p that makes Xi and p directly neigh-
borhood-reachable and p and Xj are also directly neigh-
borhood-reachable, then Xj is reachable by neighborhood of
Xi.

Figure 2 further illustrates the definitions of dynamic
ε-neighborhood. From Figure 2, we can easily obtain that if
X is a core object, then A, B, C, D, and E are directly

Initialize the positions, velocities, Pbest,
and Gbest of the population

Update the velocity and position for each 
particle using (2) and (3), respectively

Reset the particle which exceeds the bounds

Evaluate each particle

Update the Pbest and Gbest

Satisfy the termination 
condition?

Output

No

Yes

Figure 1: Flow chart of a conventional PSO.
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neighborhood-reachable by X, and F, G, H, and I are
neighborhood-reachable by X.

It should be noted that the purpose of dynamic
ε-neighborhood selection mechanism is to obtain the
neighbors of each particle in the population. ,erefore, each
particle in the population is regarded as the core object.
According to Definition 1, the ε-neighborhood of a core
object should include at leastMinPts points. A fixed value for
MinPts is first provided in this paper, as the value of ε is
difficult to set without prior knowledge. ,en, we set
εi � dismax, where dismax refers to the maximum distance
between Xi and the particles in the set of directly neigh-
borhood-reachable. Based on this, the neighborhood-
reachable particles of Xi are found, so as to form the dynamic
neighborhood of particle Xi.

,e proposed dynamic ε-neighborhood has three
characteristics. (1) ,e neighborhood size of particle Xi
varies dynamically in different evolutionary stage. (2) ,e
neighborhood sizes of different particles in the same evo-
lutionary stage may also be different. (3) Dynamic
ε-neighborhood divides the neighborhood of the particle Xi
into two levels. ,e particles in the group of directly
neighborhood-reachable can be regarded as the close
neighbors of Xi, while the particles in the group of neigh-
borhood-reachable are regarded as the far neighbors of Xi.
Algorithm 1 presents the pseudocode of dynamic ε-neigh-
borhood selection mechanism.

3.2. PSO Based on Neighborhood Information. ,e neigh-
borhood information of particles is employed to deal with
theMMOPs in DNPSO.,e detailed pseudocode of DNPSO
is shown in Algorithm 2. At the beginning of DNPSO, Latin
hypercube sampling (LHS) is utilized to generate the initial
population with the size of NPSO in the search space. ,en,
under MaxFEs, the particles are iteratively updated in the
population.,e detailed procedures are described as follows.
Firstly, Algorithm 1 is employed to find the neighborhood of
Pbesti in Pbest, including the close neighbors in the group of
directly neighborhood-reachable (Ndr) and far neighbors in
the group of neighborhood-reachable (Nr). ,en, com-
paring Pbesti with the particles in Ndr and Nr, a position
updating strategy is selected for Xi. After the new position of
Xi is generated and evaluated, it will be compared with
Pbesti. If the performance of the updated Xi is better than

that of Pbesti, update Pbesti; otherwise, Pbesti remains
unchanged.

,e main idea of DNPSO is to assign the most appro-
priate position updating strategy to the particles, so that
multiple optimal solutions of the optimization problem can
be located simultaneously more effectively. Specifically, this
paper adopts four updating strategies to generate offspring.

Case 1. When Pbesti has the optimal performance in its
directly neighborhood-reachable set, Ndr, and neighbor-
hood-reachable set, Nr, it indicates that Pbesti is likely to be
close to a peak in the search space, as shown in Figure 3(a).
,erefore, Pbesti can be modified in a small scale by adding a
Gaussian disturbance to it in the expectation that it will
move in the direction of its nearest peak.,e position update
formula of Xi is given as follows:

xi,d(t + 1) � Pbesti,d(t) + Gaussian(0, σ), (5)

where Gaussian(0, σ) is the Gaussian distribution with mean
zero and standard deviation σ.

Case 2. When Pbesti is optimal in its Ndr but is not the best in
its Nr, it indicates that Pbesti may be on a valley or on an
unimportant local optimal peak, as shown in Figure 3(b).
,erefore, it is necessary to exchange information with the
particles in its distant neighbors, i.e., the neighbors in Nr, to
make it jump out of the unimportant local optimum. ,e
velocity update strategy of Xi adopts formula (3), where
nbest stores all the particles which is better than Pbesti in Nr.

Case 3. When Pbesti is not optimal in its Ndr and not worst
in its Nr, it indicates that Pbesti may be halfway up a hill in
the search space, as shown in Figure 3(c). ,erefore, the
convergence speed can be improved and the exploitation of
the algorithm can be improved by exchanging information
with the superior particles in the nearest neighbors. Formula
(3) is also used for the velocity update of Xi, where nbest is
the nearest neighbor set, i.e., the particles which are better
than Pbesti in Ndr.

Case 4. When Pbesti has the worst performance in its Ndr
and Nr, indicating that Pbesti may be close to a valley, as
shown in Figure 3(d), at this point, it can learn multiple
directions, so as to improve the exploration of the algorithm.
,en, the velocity update formula of Xi adopts the following
formula:

vi,d(t + 1) � wvi,d(t) + c1r1 NbestNdr,d(t) − xi,d(t) 

+ c2r2 NbestNr,d(t) − xi,d(t) ,
(6)

where NbestN dr(t) is the optimal particle in Ndr and
NbestNr(t) is the optimal particle in Nr of Pbesti.

It should be noted that a neighborhood-reachable set,
Nr, may be an empty set. In this case, two situations are
discussed: (1) when Pbesti is optimal in its Ndr, it will be
processed in accordance with Case 1; (2) when Pbesti is not
the best in its Ndr, it will be processed in accordance with
Case 3.
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Figure 2: Diagram of dynamic ε-neighborhood.
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3.3. Complexity Analysis. ,e time complexity of multi-
modal EAs is governed by their niching components.
Generally, it is estimated by the number of elementary
operations performed at each generation. ,e computa-
tional complexity of the proposed DNPSO is composed of
two parts: the construction of particle’s neighborhood in
Subsection 3.1 and the operation of PSO in Subsection 3.2.
,e complexity of constructing the neighborhood of a
particle is O(D · NPSO + MinPts · NPSO). ,en, the com-
plexity of constructing all particle’s neighborhood in the
population is O((D + MinPts) · N2

PSO), where D is the
problem dimension and NPSO is the population size. ,e
time complexity of running PSO is O(DNPSO). Hence, the
total time complexity is O((D + MinPts) ·N2

PSO + D · NPSO).
Since the value of NPSO is large, the amortized cost of
DNPSO for each generation is O((D + MinPts) · N2

PSO).

4. Experiments and Analysis

In order to verify the effectiveness of the proposed
DNPSO, the experiment is divided into the following two
parts: (1) analyzing the sensitivity of the proposed al-
gorithm to the value of MinPts and (2) comparing
DNPSO with 7 state-of-the-art multimodal EAs to test its
capability of tackling MMOPs. In this paper, eight widely
used benchmark problems are selected to test the per-
formance of the algorithm. ,ese benchmark problems
are derived from the IEEE CEC 2013 special section on
multimodal optimization [37]. ,e characteristics of
these instances are shown in Table 1, where the “Peak
height” refers to the value of the global optimal solution.
All the algorithms are implemented by MATLAB R2014b
on a CPU with Intel Core i5 and 1.6 GHz, and the ex-
perimental results are the average of 30 independent
runs.

4.1. Parameter Settings. In DNPSO, the population size,
NPSO, the maximum number of evaluations, MaxFEs, and
the niching radius, r (which is used to distinguish the two

neighboring global optimal solutions) are all set according to
[34], as shown in Table 2. ,e amplitude accuracy is set to
1E-03. MinPts� 3; in formula (4), w � 0.7298; the standard
deviation in formula (6) is 0.1; in formula (7), w � 0.7298,
c1 � 2.05, and c2 � 2.05. According to [26], the neighborhood
size (nsize) changes within {2, 3, 4, 5} as increase of
generations.

4.2. PerformanceMetrics. In this paper, two commonly used
performance indicators are used to evaluate the performance
of an algorithm [28]:

(1) Peak ratio (PR): the peak ratio is the average per-
centage of the global optima found in multiple in-
dependent runs. ,e PR is calculated using the
following formula:

PR �


R
i�1 NPFi

NPF × R
, (7)

where NPFi is the number of global optima found in the i-th
run, NPF denotes the number of know global optima, and R
is the number of runs.

(2) Success rate (SR): success rate is the ratio between the
number of successful runs (NSR) and the total
number of runs (R). A successful run of an algorithm
is when all global peaks are found in a run. It is
calculated as follows:

SR �
NSR

R
. (8)

4.3. Analysis onKey Parameters. In this section, F2, F3, and
F4 (when D � 2 and 3) and F6 and F7 (when D � 5) are
selected as representatives to analyze the influence of the
MinPts and σ, on the performance of DNPSO.

Input: Population size, NPSO, MinPts, the i-th particle in the population, Xi;
Output: Ndr: Directly neighborhood-reachable group of Xi; Nr: neighborhood-reachable group of Xi;
(1) For j� 1: NPSO;
(2) While Xi∼�Xj do;
(3) Calculate the Euclidean distance between Xi and Xj;
(4) End;
(5) End;
(6) Take the nearest MinPts particles with Xi, p1, . . ., pMinPts, and store them in Ndr;
(7),e maximum distance between Xi and the particles in Ndr is denoted as dismax, and set εi � dismax;
(8) For k� 1: MinPts;
(9) For j� 1: NPSO;
(10) While p1-MinPts∼�Xj & Xi∼�Xj do;
(11) Calculate the Euclidean distance between pk and Xj. If the distance is less than εi, then put it into Nr.
(12) End;
(13) End;
(14) End.

ALGORITHM 1: Dynamic ε-neighborhood selection of particle Xi.
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Figure 3: Illustration of the four cases of particles. ,e black solid circle is the core particle, the hollow circles are the direct neighborhood-
reachable points of the core particle, and the squares are the neighborhood-reachable point of the core particle.

Input: ,e population size, NPSO, the maximum number of evaluations, MaxFEs;
Output: Pbest;
(1) Generate an initial population with the size of NPSO with LHS, initialize Pbest;
(2) Evaluate the fitness of the particles in the initial population;
(3) FEs�NPSO;
(4)While FEs<MaxFEs do;
(5) For i� 1: NPSO;
(6) Find the neighbors of Pbesti with Algorithm1, include Ndr and Nr;
(7) If the fitness of Pbesti is better than that of each individual in Ndr and Nr, then;
(8) Update the position of Xi by strategy (6);
(9) Elseif the fitness of Pbesti is the best in Ndr but is not the best in Nr, then;
(10) Update the velocity and position of Xi using strategies (4) and (2), respectively;
(11) Elseif the fitness of Pbesti is not the best in Ndr and is not the worst in Nr, then;
(12) Update the velocity and position of Xi with strategies (4) and (2), respectively;
(13) Elseif the fitness of Pbesti is worst in Ndr and Nr, then;
(14) Update the velocity and position of Xi with strategies (7) and (2), respectively;
(15) End;
(16) Evaluate the fitness of Xi;
(17) Update Pbesti;
(18) FEs� FEs+ 1;
(19) End;
(20) End.

ALGORITHM 2: DNPSO.
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4.3.1. Analysis of MinPts. ,e value of MinPts determines
the value of neighborhood radius, ε, in Subsection 3.1, which
indirectly affects the number of particles in the neighbor-
hood-reachable set, Nr. Here, we analyze the influence of
MinPts on the performance of DNPSO, when its values set is
2, 3, 4, and 5, respectively. Table 3 shows the PR and SR
values obtained by DNPSO with different values of MinPts.

It can be concluded from Table 3 that (1) for problems
F2, F3, and F6, the proposed DNPSO obtains the same PR
and SR whenMinPts� 2, 3, 4, and 5. (2) For other problems,
the PR value achieved from DNPSO when MinPts� 3 is the
highest whenMinPts� 2, 3, 4, and 5. (3) For F4 (2D), the SR
value obtained from DNPSO whenMinPts� 3 is higher than
those when MinPts� 2, 4, and 5; for F4(3D) and F7(5D),
when MinPts� 2, 3, 4, and 5, the SR values obtained from
DNPSO are equal to 0. Considering the performance of
DNPSO with different values ofMinPts, the value ofMinPts
is set as 3 in subsequent experiments.

4.3.2. Analysis of σ. ,e value of σ determines the size of
Gaussian disturbance in formula (6), that is, the range of
local search. ,is section analyzes the influence of σ on the
performance of DNPSO, when σ set is 0.01, 0.05, 0.1, and 0.2.
Table 4 shows the PR and SR values obtained by DNPSO
under different σ values. It can be seen from Table 4 that (1)
for F2, F3, and F6, the PR and SR values obtained by different
values are similar. (2) For other problems, the PR value
obtained when σ � 0.1 is higher than those obtained when
σ � 0.01, 0.05, and 0.2. Based on these results, the value σ is
set as 0.1 in subsequent experiments.

4.4. Comparison with Multimodal Evolutionary Algorithms.
In order to verify the effectiveness of DNPSO, this section
compares it with seven state-of-the-art multimodal EAs.
,ese comparison algorithms include three multimodal
algorithms based on PSO (R2PSO, R3PSO [15], and LIPS
[26]), three multimodal algorithms based on DE (NCDE,

NSDE [23], and VCNDE [28]), and one multiobjective EA
(EMO-MMO [38–42]). In order to ensure the fairness of
comparison, the population size, NPSO, the maximum
number of evaluations, MaxFEs, the niching radius, r, and
amplitude accuracy of all comparison algorithms are con-
sistent with the proposed DNPSO, and the remaining pa-
rameters are set according to their original literatures’
suggestions.

Table 5 shows the mean value and standard deviation of
PR obtained by DNPSO and 7multimodal EAs when dealing
with problems F1–F8, and the optimal results have been
highlighted. In this paper, the Mann-Whitney test at a
significance level of 5% is employed to evaluate significant
difference between DNPSO and the compared algorithms,
where “+” and “−” mean that DNPSO is significantly su-
perior to and inferior to the compared one, respectively, and
“�” indicates that there is no significant difference between
them. In the table, “test” gives the results of the nonpara-
metric test. In the penultimate row of Table 5, “win/tie/lose”
is used to calculate the comparison result between DNSPO
and each compared algorithm. Among them, “win” means
the number of test problems that DNPSO dominates the
compared one, “tie” indicates that the performance of
DNPSO is similar to that of the compared one, and “lose”
means the number of test problems that DNPSO is domi-
nated by the compared one.

Table 1: Benchmark instances.

Function D Decision space No. of global/ local optima Peak height
F1 Equal maxima 1 x ∈ [0 1] 5/0 1
F2 Uneven decreasing maxima 1 x ∈ [0 1] ¼ 1

F3 Six-hump camel back 2 x1 ∈ [−1.9 1.9] 2/2 1.0316x2 ∈ [−1.1 1.1]

F4 Shubert 2 X ∈ [−10, 10]2 18/many 186.731
Shubert 3 X ∈ [−10, 10]3 81/many 2709.093

F5 Vincent 2 X ∈ [0.25, 10]2 36 1
F6 Modified Rastrigin 2 X ∈ [0, 1]D 12/0 -2
F7 Composition function 3 5/10 X ∈ [−5, 5]D 6/many 0
F8 Composition function 4 5/10 X ∈ [−5, 5]D 8/many 0

Table 2: Parameter settings.

F1 F2 F3 F4(2D) F4(3D) F5 F6 F7 F8
MaxFEs 5×104 5×104 5×104 2×105 4×105 2×105 2×105 4×105 4×105
Npop 100 100 100 300 300 300 100 200 200
R 0.01 0.01 0.5 0.5 0.5 0.2 0.01 0.01 0.01

Table 3: Results obtained by DNPSO with differentMinPts values.

2 3 4 5
PR SR PR SR PR SR PR SR

F2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
F3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
F4(2D) 0.92 0.2 1.00 1.00 0.97 0.6 0.93 0.2
F4(3D) 0.15 0.00 0.69 0.00 0.55 0.00 0.41 0.00
F6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
F7(5D) 0.13 0.00 0.70 0.00 0.68 0.00 0.68 0.00
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Table 4: Results obtained by DNPSO with different σ values.

0.01 0.05 0.1 0.2
PR SR PR SR PR SR PR SR

F2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
F3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
F4(2D) 0.98 0.80 1.00 1.00 0.98 0.80 1.00 1.00
F4(3D) 0.44 0.00 0.63 0.00 0.44 0.00 0.63 0.00
F6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
F7(5D) 0.50 0.00 0.58 0.00 0.50 0.00 0.58 0.00

Table 5: Peak ratios (PRs) achieved from the compared algorithms.

PR DNPSO LIPS EMO-MMO R2PSO R3PSO NCDE NSDE VNCDE

F1
Mean 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00
Std 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Test \ � � � � � � �

F2
Mean 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Std 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Test \ � � � � � � �

F3
Mean 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Std 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Test \ � � � � � � �

F4 (2D)
Mean 1.00 0.75 1.00 0.53 0.69 0.14 0.27 0.96
Std 0.00 0.22 0.00 0.11 0.05 0.01 0.02 0.01
Test \ + � + + + + �

F4 (3D)
Mean 0.69 0.49 0.80 0.32 0.28 0.68 0.13 0.74
Std 0.14 0.03 0.23 0.10 0.02 0.04 0.01 0.13
Test \ + � + + � + �

F5
Mean 1.00 0.20 1.00 0.01 0.16 0.50 0.06 0.55
Std 0.00 0.05 0.00 0.00 0.01 0.01 0.04 0.05
Test \ + � + + + + +

F6
Mean 1.00 0.84 1.00 0.88 0.87 1.00 0.40 1.00
Std 0.00 0.13 0.00 0.01 0.11 0.00 0.01 0.00
Test \ + � � � � + �

F7 (5D)
Mean 0.70 0.41 0.60 0.14 0.13 0.26 0.35 0.70
Std 0.01 0.01 0.10 0.01 0.01 0.02 0.02 0.02
Test \ + � + + + + �

F7 (10D)
Mean 0.54 0.20 0.66 0.06 0.37 0.63 0.52 0.66
Std 0.00 0.00 0.01 0.09 0.00 0.01 0.02 0.00
Test \ + − + − � � −

F8 (5D)
Mean 0.38 0.09 0.19 0.00 0.02 0.10 0.11 0.37
Std 0.01 0.09 0.04 0.00 0.00 0.02 0.12 0.11
Test \ + + + + + + �

F8 (10D)
Mean 0.16 0.06 0.12 0.00 0.05 0.24 0.12 0.29
Std 0.10 0.02 0.08 0.00 0.10 0.21 0.15 0.33
Test \ + � + + � � −

Win/tie/lose \ 8/3/0 1/9/1 7/4/0 6/4/1 4/7/0 6/5/0 1/8/2
Rank 2.81 5.18 2.86 6.27 5.90 4.32 5.95 2.68

Table 6: Post hoc analysis using DNPSO as control method.

DNPSO vs LIPS LIPS EMO-MMO R2PSO R3PSO NCDE NSDE VNCDE
Statistic 2.26 0.04 3.30 2.95 1.43 3.00 0.13
Adjusted p value 0.0409 0.9652 0.0065 0.0093 0.2047 0.0093 0.9287
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Figure 4: Continued.
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It can be obtained from Table 5 that (1) for problems F1,
F2, and F3 there is no significant difference between the PR
obtained by DNPSO and all compared algorithms. (2) For F4
and F7(5D), except EMO-MMO and VNCDE, PRs obtained
by the remaining five algorithms are significantly inferior to
DNPSO. (3) For F5, there is no significant difference be-
tween DNPSO and EMO-MMO, but the PRs obtained by
DNPSO are significantly better than those of the other six
compared ones. (4) For F6, the PR obtained by DNPSO is
significantly better than those of LIPS and NSDE, with no
significant difference from the other 5 compared algorithms.
(5) For F7 (10D), the PRs achieved by DNPSO are obviously
better than those of LIPS and R2PSO, but worse than those
of EMO-MMO, R3PSO, and VNCDE. (6) For F8 (5D),
except VNCDE, PRs obtained by the remaining 6 algorithms
are significantly inferior to DNPSO. (7) For F8 (10D), the PR
achieved by DNPSO is obviously better than those of LIPS,
R2PSO, and R3PSO, but worse than that of VNCDE.
According to the overall statistical results, DNPSO domi-
nated LIPS on at least 8 instances, superior than R2PSO on at
least 7 instances, and outperformed R3PSO and NSDE on at
least 6 instances, superior than NCDE on at least 4 instances.

In addition, STAC platform is used to test the difference
between the proposed DNSPO and the compared algo-
rithms, and Friedman test with significance level of 0.05 is
used for analysis. ,e analysis results are shown in the last
row of Table 5, and the comprehensive ranking values of all
algorithms on PR are given. DNPSO is used as the control
method, it can be seen that rank of DNPSO is slightly higher
than that of VNCDE, but lower than those of the other 6
compared algorithms. Furthermore, we adjusted the p value
of pairwise comparison by using Finner operation, and the
results are listed in Table 6. As can be seen from Table 6,
DNPSO is statistically superior to LIPS, R2PSO, R3PSO, and

NSDE and has similar performance with other three com-
pared algorithms.

Figure 4 shows the distribution of Pbest of the proposed
DNPSO and LIPS on different population iterations for F6,
where F6 has 12 global optimal solutions, as shown by red
solid circles in the figure. It can be achieved from the figure
that (1) both of them can converge to the vicinity of 12 global
optimal solutions within 15 iterations; (2) the blue circles in
Figure 4(g) are closer to the red solid circles than those in
Figure 4(h), which indicates that the convergence precision
of DNPSO is higher than that of LIPS.

Table 7 lists the SR obtained by DNPSO and 7 multi-
modal EAs when dealing with problems F1–F8. ,e optimal
results have been highlighted. ,e last row shows the
comprehensive ranking values of SR of all algorithms. It can
be seen from Table 7 that (1) for problems F1, F2, and F3
DNPSO and all the compared algorithms can find all the
optimal solutions in each run. (2) For F4 (2D), the SR of
DNPSO and EMO-MMO is equal to 1; the SR of VNCDE is
equal to 0.54, while the SR obtained by the remaining 5
algorithms is 0. (3) For F5, the SRs of DNPSO and EMO-
MMO are 1, and those of other algorithms are 0. (4) For F6,
the SR values of DNPSO, EMO-MMO, NCDE, and VNCDE
are all higher than those of the other three compared al-
gorithms. (5) For F4 (3D), F7, and F8, the SR values obtained
by all algorithms is 0; that is, no single run can find all the
global optimal solutions. (6) From the perspective of rank
value, DNPSO and EMO-MMO have similar performance,
and the rank value is superior to the other compared
algorithms.

Table 8 lists the running time of DNPSO and 7 multi-
modal EAs on the problems F1-F8. It can be seen from
Table 8 that (1) R2PSO has the shortest running time and
VNCDE has the longest running time. (2) ,e proposed
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Figure 4: Distributions of Pbests of DNPSO and LIPS on different stages of F6. (a) Iteration 1 of DNPSO. (b) Iteration 1 of LIPS. (c) Iteration
5 of DNPSO. (d) Iteration 5 of LIPS. (e) Iteration 10 of DNPSO. (f ) Iteration 10 of LIPS. (g) Iteration 15 of DNPSO. (h) Iteration 15 of LIPS.
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DNPSO has slightly longer running time than those of LIPS,
R2PSO, and R3PSO, but less than those of the remaining
four algorithms.

5. Conclusions

To tackle MMOPs, this paper presents a multimodal particle
swarm optimization algorithm based on dynamic neigh-
borhood, called DNPSO. ,e proposed DNPSO defines a
dynamic neighborhood selection mechanism, which makes
the neighborhood size of particles change dynamically in the
process of evolution, and distinguishes the particles in the
neighborhood between directly neighborhood-reachable
and neighborhood-reachable at the same time, so as to
balance the exploration and exploitation of the algorithm.
Following that, based on the information provided by the
neighbors, four different particle position updating strate-
gies are designed to further support the algorithm’s ex-
ploration and exploitation of the search space. ,e
experimental results on eight test benchmark functions show
that the proposed algorithm is competitive with several
existing multimodal EAs and is an effective method to deal
with MMOPs.

DNPSO, like other EAs, shows poor performance when
dealing with high-dimensional MMOPs, which requires
further study. It is also suggested to extend this dynamic
neighborhood method to other EAs like DE in the future. In
addition, it may be worthy to apply DNPSO to real-world
problems such as feature selection.
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-is paper constructs a reliable reactive power optimization (RPO) model of power grid with the controlled participation of high-
penetration wind and solar energies and provides a novel fast atom search optimization (FASO) algorithm to reach a set of
solutions to the RPO problem.-e developed FASO algorithm owns prominent merits of high searching efficiency and premature
convergence avoidance compared with the original atom search optimization (ASO) algorithm, which is applied to determine the
optimal dispatch scheme including terminal voltage of generators, the capacity of static VAR compensator (SVC), reactive power
output of wind and solar energies, and the tap ratio of transformers. -ere are two objective functions to be minimized for
maintaining the safe and reliable operation of power grid, i.e., total power loss of transmission lines and total voltage deviation of
nodes. Meanwhile, the regulation capacities of wind farms and photovoltaic (PV) stations are evaluated based on different weather
conditions, i.e., wind speed and solar irradiation. Particularly, the reactive power outputs of wind and solar energies can be
globally controlled to coordinate with other controllable units instead of a local self-control. Eventually, the extended IEEE 9-bus
and IEEE 39-bus systems are introduced to test the performance of the FASO algorithm for RPO problem. It has been verified that
FASO can not only meet the optimal regulation requirements of RPO but also obtain high-quality regulation schemes with the
fastest convergence speed and highest convergence stability in contrast with else algorithms.

1. Introduction

Currently, the share of renewable energy sources (RESs) in
the power grid is ever-increasing due to their relatively low-
cost and sustainability features [1–3]. However, RESs such as
wind energy [4–8] and solar energy [9–13] are intermittent
and stochastic in their nature, of which the high-proportion
integration into the power grid poses a great challenge on the
stable operation of the whole power grid while brings new
opportunities for reactive power optimization (RPO)
[14–16]. Actually, RESs not only satisfy active power demand
on the power grid but also have definite potential in reactive
power regulation [17, 18]. In recent years, RPO has in-
creasingly been a highlighted research focus in power system
programming issues for practical engineering applications
[19–21]. Generally, RPO is devoted to improve the voltage
quality of nodes and reduce the total power loss of

transmission lines to enhance the safe and economic op-
eration of the power grid [19–21]. In general, the objectives
are reached by determining optimal control variables in the
power system, including generator voltages, tap ratio of the
transformers, and reactive power output of reactive power
compensation device [22, 23]. For the sake of developing the
full potential in reactive power regulation of RESs, the
appropriate reactive power outputs of RESs should be
globally controlled to coordinate with other control variables
instead of local self-control [16, 24].

RPO is mathematically defined as a renowned nonlinear
and nonconvex optimization problem involving discrete and
continuous control variables, meanwhile, constrained by a
series of equality and inequality constraints [25]. Note that
all restrictions should be satisfied in the whole optimization
process affirmatively. By far, remarkable research efforts
have been done in RPO solution, among which the
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overwhelming majority employ conservative optimization
methods such as linear programming [26], Newton method
[27], dynamic programming [28], interior point method
[29], and quadratic programming [30]. However, these
conventional techniques always suffer several serious
drawbacks in handling nondifferentiable functions and in-
equality constraints, as well as discrete variables, which are
computationally intractable and may lead to loss of accuracy
[31].

-us far, numerous amounts of metaheuristic algo-
rithms and their variant have been developed to solve such
obstacles. Such intelligence optimization algorithms display
tremendous potential in power system optimization thanks
to their prominent merits of high flexibility, relatively simple
structure, and rapid response, as well as the ability of
handling nonlinear, large-scale, and multivariable optimi-
zation problems [32]. In particular, some groups are more
popular to solve the RPO problem such as genetic algorithm
(GA) [33, 34], particle swarm optimization (PSO) algorithm
[33, 35], and moth-flame optimization (MFO) algorithm
[36]. Particularly, literature [34] presents an improved GA
for RPO, in which real and binary codes are employed,
respectively, to address continuous and discrete variables.
However, the computation time is not substantially lower
than that of the original GA. Besides, the optimal reactive
power dispatch is achieved by grey wolf optimizer (GWO)
[37], where the best combination of control variables is
found such that total power loss and total voltage deviation
issues can be effectively solved [38]. Moreover, work [39]
proposes a discrete binary PSO algorithm to address the
overriding risk of voltage caused by wind power fluctuation.
In general, most of them really lack unified control and
planning for the reactive power output of RESs such that the
potential in reactive power regulation of RESs has not been
maximized. Moreover, most of the metaheuristic algorithms
suffer from low searching efficiency and premature con-
vergence drawbacks [40].

To address the abovementioned problems, a reliable fast
atom search optimization (FASO) algorithm that derives
from the original atom search optimization (ASO) algorithm
[41] is performed to solve the intractable RPO problem.
Compared to the original ASO algorithm, the effective
searching mechanism that Euclidian distance ratio is self-
adaptively updated according to the optimization results is
introduced by FASO algorithm to realize a better balance
between local exploitation and global exploration [42] and
most importantly can accelerate convergence to high-quality
solutions.

-e rest of this paper is organized as follows: Section 2
establishes the reactive power optimization model of power
grid considering high-penetration wind and solar energies,
in which the total power loss and total voltage deviation are,
respectively, treated as the single objective function to be
minimized; Section 3 elaborates the basic principle of FASO
algorithm and detailed design for RPO, where the control
variables to be optimized are determined; Section 4 un-
dertakes two case studies to validate the superiority and
efficiency of the proposed algorithm for solving the RPO

problem; eventually, several popular metaheuristic algo-
rithms are executed along with the implementation of de-
veloped FASO algorithm to make a fair comparison; at last,
conclusions are drawn in Section 5.

2. ReactivePowerOptimizationModel of Power
Grid with High-Penetration Wind and
Solar Energies

2.1. Reactive Power Regulation of Wind Generators. -e
configuration of doubly-fed induction generator (DFIG)
connected to infinite power grid via two voltage source
converters (VSCs) is illustrated in Figure 1, in which the
mechanical power extracted from wind energy and active
power injected into the power grid are directly related to
wind speed [43].

Assume that the output of active power is accurately
tracked by the maximum power point [44]. Based on the
current wind speed, the active power can be calculated as
follows [45]:
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(1)

where vw, vinw , and voutw denote current, cut-in, and cut-out
wind speed, respectively; vbasew means the rated wind speed;
and Pbase

w is the rated output power of wind turbine.
With the help of stator-side VSC and grid-side VSC,

wind turbines can generate active power over a wide range of
rotational speeds around the synchronous speed at constant
voltage and frequency. And the magnitude and direction of
the active power that flows between the rotor and the grid are
controlled. Furthermore, the instantaneous reactive power
of wind generators can be controlled independently by the
reactive power output of stator-side VSC and grid-side VSC,
as follows [46]:

Qg,max � Qs,max + Qc,max,

Qg,min � Qs,min + Qc,min,

⎧⎨

⎩ (2)

where Qg,max and Qg,min stand for the maximum and
minimum reactive power regulation capacity for wind
turbine that injected into power grid, respectively;Qs,max and
Qs,min represent the maximum andminimum reactive power
regulation capacity for stator-side VSC, respectively; and
Qc,max and Qc,min are the maximum and minimum reactive
power regulation capacity for grid-side VSC, respectively.

And then, the limits of the reactive power output of
stator-side VSC are determined by the stator voltage, as well
as maximum current specified on rotor-side and stator-side,
as follows [47]:
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where Qs1,max and Qs1,min represent the lower and upper
limits of reactive power regulation capacity for stator-side
VSC under maximum current constraint on the rotor side,
respectively;Qs2,max andQs2,min mean the lower and upper of
reactive power regulation capacity for stator-side VSC under
maximum current constraint on the stator side, respectively;
Ls and Lm stand for stator inductance and magnetizing
inductance, respectively; Ir,max and Is,max denote the maxi-
mum current specified on the rotor side and stator side,
respectively; Us refers to voltage virtual value of the stator; s
is slip ratio; and ω1 is the synchronous rotational speed.

Besides, the limits of reactive power output for grid-side
VSC are mainly affected by the capacity of grid-side VSC, as
follows [45]:
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where Sc,max represents the capacity of grid-side VSC.

Hence, the limits of reactive power regulation capacity of
each wind turbine at a certain wind speed can be determined
and then the whole wind farm [46].

2.2. Reactive Power Regulation of PV Generators. -e active
power output of photovoltaic (PV) stations depends mainly
upon the solar irradiation and temperature. Assuming that
the output power is regulated via the maximum power point
tracking (MPPT) control; accordingly, the output of active
power can be expressed as follows [47, 48]:

Ppv � P
base
pv 1 + αpv · T − Tref(   ·

Spv

1000
, (5)

where Pbase
pv denotes the rated generated output of PV sta-

tions; αpv means temperature-power conversion factor; T
and Tref represent current ambient temperature and refer-
ence temperature, respectively; and Spv refers to current solar
irradiation.

Here, the limits of reactive power regulation capacity for
PV stations largely rely on the current active power output
and the capacity of PV inverter, as follows:
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(6)

where Qpv,max and Qpv,min represent the lower and upper of
reactive power regulation capacity for PV stations, respec-
tively; Spv stands for the capacity of PV inverter.

2.3. Reactive Power Optimization Model. -e RPO model
constructed in this paper aims to minimize the total power
loss in all transmission lines and total voltage deviation of all
nodes, as follows:

minf(x)
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where Ploss means total power loss of the power grid; Vd
denotes total voltage deviation of all nodes, which refers to
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Figure 1: Energy conversion of doubly-fed induction generator.
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per-unit value; Vi, Vj, and θijf represent the voltage ampli-
tude of node i and node j, and the phase angle difference
between them, respectively; gij refers to the admittance
between node i and node j; Ni and NL stand for the set of all
nodes and the set of all branches; and Vj

∗ is the rated voltage
of node j.

In terms of the considered optimization problem, the
objective functions are subjected to several equality and
inequality constraints, in which all constraints to be con-
sidered are described as follows:

(1) Power flow constraints

PGi − PDi − Vi 
j∈Ni

Vj gij cos θij + bij sin θij  � 0, i ∈ N0,

QGi − QDi − Vi 
j∈Ni

Vj gij sin θij − bij cos θij  � 0, i ∈ NPQ,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

where PGi and QGi are active and reactive power
generation of node i, respectively; PDi and QDi
represent active and reactive power load, respec-
tively; bij mean the susceptance between node i and
node j; N0 denotes the set of nodes except for slack
bus; and NPQ is the set of PQ buses.

(2) Generator constraints

P
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where PGb denotes active power generation of slack
bus; PGbmin and PGbmax represent the maximum and
minimum active power generation regulation at
slack bus, respectively; QGi

min and QGi
max denote the

maximum and minimum reactive power regulation
of generator; VGi

min and VGi
max stand for the

maximum and minimum output voltage of gener-
ators; and NG is the number of all generators.

(3) Constraints of reactive power compensation device
and transformer tap

Q
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max
Ci , i ∈ NC,

T
min
h ≤Th ≤T

max
h , h ∈ NT,
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where QCi
min and QCi

max stand for the maximum
and minimum capacity of the i-th reactive power
compensation device, respectively; Th

min and Th
max

represent the lower and upper limits of the h-th
transformer tap; NC is the number of reactive power
compensation devices; and NT is the number of
transformer taps.

(4) Security constraints

V
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Sl


≤ S
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⎧⎨
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where Vi
min and Vi

max mean the lower and upper limits
of voltage of node i, respectively; Sl and Slmax are ap-
parent power and transmission power limit of line l,
respectively; and NL is the number of lines.

3. Design of Fast Atom Search
Optimization Algorithm

-e proposed FASO algorithm is developed from the original
ASO algorithm, which is also inspired by the molecular dy-
namics in nature, where each atom in the populations will
interact with others by means of the interaction forces resulting
from Lennard–Jones (L-J) potential and the geometric con-
straints between them [40]. -e interactions among atoms
contain two options, i.e., repulsion and attraction.-e farmer is
used to avoid overcrowding of atoms while the latter is to bind
atoms together. In particular, the repulsion brings a wider global
exploration capability while the attraction ensures a deeper local
exploitation ability. Note that the repulsion will gradually
weaken and the attraction will increasingly strengthen for
seeking the globally optimal solutions in the iteration process.
Besides, geometric constraint also leads to a deeper local ex-
ploitation due to its ability to propel all atoms; especially, worse
atoms approximate the current optimal solutions.

3.1. Inspiration. In FASO, the L-J potential essentially
characterizes the potential energy between two interactive
atoms, which is also seen as the power of atomic motion.-e
potential energy on the ith atom imposed by the jth atom can
be rewritten as follows:
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6
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where ε and σ denote the depth of the potential well and the
length scale, respectively, and rij denotes Euclidian distance
between the jth and the ith atoms, rij � ‖xj − xi‖.

-en, the interaction forces on the ith atom imposed by
the jth atom can be expressed as follows [40]:
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(13)

As demonstrated in Figure 2, the potential energy largely
depends on the relative distance among atoms. It is easy to
note that the whole potential energy area is fallen into re-
pulsion region and attraction region, in which the equi-
librium between two regions can be achieved when
(σ/r) � 1.12. Note that the potential energy will dramatically
decrease as the Euclidean distance between two atoms in-
creases when two atoms repel each other. In addition, the
potential energy will slowly decrease to be zero with the
increase of Euclidian distance when two atoms attract each
other. Crucially, more positive attraction and less negative
repulsion are required to be assured as iterations increase.
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Hence, the interaction forces can be calculated by a modified
equation, as follows [41]:

Fij
′ (k) � − η(k) 2( hij(k) )

13
− ( hij(k) )

7
 , (14)

where η(k) denotes the depth function at the kth iteration
and hij(k) means distance ratio between the jth and the ith
atoms, which can be updated by the following equation [41]:
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where α denotes depth weight, hmax and hmin mean the upper
and lower limits of distance ratios, and Xbestrepresents the
subset of the best L atoms.

As illustrated in Figure 3, F′ is directly related to the
input variables η and h. -erefore, the interaction force
could be also controlled by the limits of h, in which the upper
limit of h is set to be 1.24 like the original ASO algorithm.
Moreover, the lower limit of h is determined to be 1.1 or 1.2,
which is one improvement of FASO. In FASO, atoms can
perform a wider global exploration if a better solution that
compared with the previous optimal solution cannot be
found, and consequently, a smaller lower limit of h is re-
quired. On the contrary, a deeper local exploitation is needed
if the best solution has been updated. -e lower limit of h is
expressed as follows:

hmin( k ) �
1.1 + w(k), If Fit xbest(k)( ≤ Fit x

p

best ,

1.2, otherwise,

⎧⎪⎨
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π
2

·
k
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 ,

(16)

where Fit refers to the fitness function; xbest(k) and xp

best
mean the best solution obtained at the kth iteration and the
previous best solution, respectively; and w(k) is a function
that can drive the FASO algorithm drift from exploration to
exploitation [43].

Moreover, variable L also has a great impact on the
interaction force. In the ASO algorithm, L atoms with better
fitness value are treated as the neighbors of a certain atom,
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Figure 2: Potential energy of atoms under different input parameters.
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and thus which variable L denotes the number of atoms that
are selected to interact with such atom. In the first stage of
iterations, larger L, i.e., as many atoms as possible, the L
neighbors of such atom are needed to obtain the high ex-
ploration ability in the search space and thus can well avoid
being trapped into the local optimal. On the contrary, each
atom needs to interact with as few atoms with better fitness
value as its L neighbors at the end of iterations are needed to
rapidly obtain high-quality solution. In general, FASO
should implement a wide global exploration when it cannot
find a better solution compared with the previous best so-
lution, while a deep local exploitation is required when it can
find a better solution. Hence, as a function of time, L
gradually decreases with the lapse of iterations. Besides, in
this paper, the number of neighboring atoms is selected as 2
when it finds a better solution compared with the previous
best solution. Hence, the FASO algorithm develops another
improvement compared with the ASO algorithm [41], as
follows:

L( k ) �

n − ( n − 2 ) ×

����
k

kmax



, If Fit xbest( k )( ≤ Fit xp

best ,

2, otherwise,
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(17)

where n is the population size.

Hence, the total interaction force that acted on the ith
atom from the jth atoms can be given by

Fi(k) � 

L(k)

j�1,j≠ i

Fij(k). (18)

3.2. Geometric Constraint. -e geometric constraint [49]
plays a crucial role in atomic searching motion to keep the
polyatomic molecule structure of FASO. Assume that each
atom has a covalent bond with the best atom. Accordingly,
the geometric constraint force of the ith atom from the best
atom can be expressed as follows [37]:

θi(k) � xi(k) − xp

best(k)
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− b
2
i ,
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λ(k) � βe
− 20k/kmax),(

(19)

where θi denotes the geometric constraint of the ith atom; Gi

represents the constraint force of the ith atom; and λ and β
mean the Lagrangian multiplier and multiplier weight,
respectively.

3.3. Atomic Searching Motion. -e interaction forces and
geometric constraints have a joint influence on the atomic
motion. Each atom moves to a new positive following
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Figure 3: Function behaviours of F′ under different input parameters.
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Newton’s second law, in which the acceleration of each atom
is given by [37]

Mi(k) � e
( ( Fit( xbest(k) )− Fit xi(k)( ) )/( Fit( xworst(k) )− Fit xbest(k)( ) ) )

,

mi(k) �
Mi(k)


n
j�1 Mj(k)

,

ai(k) �
Fi(k) + Gi(k)

mi(k)
, i � 1, 2, . . . , n,

(20)

where xworst(k) is the worst solution required at the kth
iteration.

It is similar to PSO algorithm [50], and the velocity and
position of each atom can be updated as follows [37]:

vi(k + 1) � c · vi(k) + ai(k),

xi(k + 1) � xi(k) + vi(k + 1),
(21)

where c denotes a random vector with the same dimensions
of xi in the range of [0, 1].

3.4. >e Implementation of FASO Algorithm

(1) Controllable variables
RPO of power grid with the participation of wind
and solar energies is regarded as a multiconstrained
nonlinear and nonconvex optimization problem,
which contains both continuous variables and dis-
crete variables, i.e., terminal voltage of generators,
the capacity of static VAR compensator (SVC), re-
active power output of wind and solar energies, and
the tap ratio of transformers in the substations [14].
Continuous variables can converge to the optimal
value in the iteration process while the optimal value
of discrete variables is needed to be rounded in the
continuous space [51].

(2) Fitness function
-e fitness function of FASO depends largely on the
objectives and constraints of the RPO model, which
can be designed as follows:

Fit( C
→

) � μ1
Ploss

Pbase
+ 1 − μ1( Vd + ηq, (22)

where η denotes penalty coefficient, which is gen-
erally set to be a biggish positive constant and q
represents the number of constraints that are not
satisfied.

(3) Overall optimizing process
In the end, the overall optimizing process of FASO-
based RPO is elaborated in Figure 4.

4. Case Studies

-e extended IEEE 9-bus and extended IEEE 39-bus test
systems integrated with PV and wind generators are utilized
in the simulation analysis of RPO for verifying the feasibility

of the proposed algorithm. Meanwhile, the effects of weather
conditions on RPO results also are discussed. All simulations
are programmed in the personal computer on the Matlab
2017b and Matpower 7.0b1. Optimization performance of
FASO algorithm is compared to that of GA [34], PSO al-
gorithm [39], GWO algorithm [37], and ASO [41]. Assume
that the wind speed of wind farms and the solar irradiation
of PV stations are maintained constant, respectively which
are set to be 10m/s and 800W/m2. -e control variables of
RPO contain terminal voltages of conventional coal-fired
units, SVC capacity, reactive power output of wind and solar
energies, and the tap ratio of the transformers in the sub-
stations, of which the first three are continuous, while the
last one is discrete. -e ranges of these control variables are
tabulated in Table 1. Meanwhile, the number of control
variables applied in the extended IEEE 9 and IEEE 39-bus
systems is given in Table 2.

4.1. Simulation Analysis of IEEE 9-Bus Test System. In the
first case, the RPO is conducted in the extended IEEE 9-bus
system, where the topology of the distribution network is
demonstrated in Figure 5. Obviously, bus 1 represents the
slack bus whose voltage magnitude is assumed to be con-
stant, wind farm is connected to bus 7 and PV station is
connected to bus 9, as well as SVC is connected to bus 4. As
for the extended IEEE 9-bus test system, the base capacity of
the system is 100MW, the installed capacities of PV stations
and wind farm are, respectively, 20MW and 10MW. For the
sake of a relatively fair comparison, the population size of the
proposed algorithm and other algorithms all are set to be 20,
and the maximum iteration is set to be 100. Some specific
parameters of all comparison algorithms are set to the de-
fault values. If the parameters are not chosen properly, the
convergence time will be too long or the local optimum will
be trapped. It is worthmentioning that the key parameters in
the FASO algorithm, i.e., the depth weight α, the multiplier
weight λ, and the limits of distance ratios h, are determined
to be 80, 1, and 1.1(1.2)/1.24 by four different benchmark
functions, namely, the Sphere, Rosenbrock, Ackley, and
Griewank functions, respectively [11, 41].

-is paper performs the single objective optimization, in
which total power loss of all transmission lines and total
voltage deviation of all nodes are, respectively, regarded as
the objective functions to determine the optimal scheme of
RPO. Figures 6(a) and 6(b), respectively, provide the con-
vergence curves of total power loss and total voltage devi-
ation obtained by different algorithms in the extended IEEE
9-bus test system. Simulation results explicitly validate that
FASO algorithm can acquire the high-quality solution most
effectively and efficiently among all the algorithms. In
contrast, PSO reveals the slowest convergence rate compared
to that of other algorithms. Moreover, Figures 7(a) and 7(b),
respectively, give the box-and-whisker diagrams of RPO
results acquired by different algorithms, which indicate that
FASO algorithm can distribute within the smallest range
withminimal lower and upper bounds among all algorithms.
It verifies that FASO algorithm owns the highest conver-
gence stability and searching ability.
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For the sake of analyzing the impact of wind speed and
solar irradiance on the RPO in the extended IEEE 9-bus
system, the distributions of RPO results acquired by the

FASO algorithm under different weather conditions are
shown in Figure 8. It can be easily found that power loss
gradually increases with the increase of wind speed while
gradually decreases as solar irradiance increases. Such results
manifest that the increase of power loss does not entirely
depend on the active power output of wind and solar en-
ergies, of which other effects include the locations of wind
and PV generators installed and operating condition of
power grid as well [31]. In addition, the total voltage de-
viation gradually decreases owing to the reduction of the
active power output of wind and solar energies and ac-
cordingly the increase of reactive power regulation capacity
when the wind speed or solar irradiance is significantly
reduced.

4.2. Simulation Analysis of IEEE 39-Bus Test System. In the
second case, the RPO is conducted in the extended IEEE 39-
bus system, where the topology of the distribution network is
demonstrated in Figure 9. Note that the slack bus is located
in bus 1, five PV generators are, respectively, installed buses

1: Initialize parameters, population, and maximum iteration kmax for FASO algorithm;
2: Set k = 0;
3: FOR1 i = 1 to n
4: Implement the controllable variables of reactive power optimization for the ith atom

to the IEEE test system;
5: 
6: 

Carry out the power flow calculation and gather the real-time grid data;
Calculate the fitness value of the ith atom;

7: END FOR1
8: Determine the best solution obtained by FASO at the kth iteration;
9: FOR2 i = 1 to n
10: 
11: 
12: 
13: 

Calculate the total interaction force of the ith atom by Eqs. 18-25;
Calculate the constraint force of the ith atom by Eqs. 26-28;
Update the acceleration of the ith atom by Eqs. 29-31;
Update the position of the ith atom by Eqs. 32 and 33;

14: END FOR2
15: Update the current best solution;
16: Set k = k + 1;
17: If k < kmax, then output the best controllable variables of reactive power optimization 

 otherwise, return to Step 4.model;

Figure 4: Overall optimizing process of FASO for RPO problem.

Table 1: -e ranges of control variables applied in the extended IEEE 9 and IEEE 39-bus systems.

Test
systems

Terminal voltage of
generators (p.u.)

Capacity of SVC
(Mvar)

Reactive power output of
wind energy (Mvar)

Reactive power output of
solar energy (Mvar)

Tap ratio of the
transformers

IEEE 9-
bus [1, 1.05] [1, 5] [− 7.62, 9.09] [− 7.55, 7.55] —

IEEE 39-
bus [1, 1.07] — [− 7.62, 9.09] [− 7.55, 7.55] [0.96, 0.97,

0.98, . . ., 1.07]

Table 2: -e number of control variables applied in the extended IEEE 9 and IEEE 39-bus systems.

Test
systems

Terminal voltage of
generators

Capacity of
SVC

Reactive power output of
wind energy

Reactive power output of
solar energy

Tap ratio of the
transformers Total

IEEE 9-
bus 3 1 1 1 — 6

IEEE 39-
bus 10 — 5 5 12 32

1

5

4

9

G1

G2 G3

G : Thermal power plant

: Wind farm

: Photovoltaic plant

: Transformer

: Static VAR compensator

Figure 5: Network topology for IEEE 9-bus system.
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1, 4, 6, 7, and 20, and five wind generators are, respectively,
installed buses 21, 23, 25, 27, and 28.-e base capacity of the
system is 100MW, and the installed capacities of PV stations
and wind farms are, respectively, 30MW and 20MW. In
addition, the population size of all algorithms is set to be 40,
and the maximum iteration is set to be 100.

In the extended IEEE 39-bus test system, the conver-
gence curves and the box-and-whisker diagrams of RPO
results produced by different algorithms are illustrated in
Figures 10 and 11, respectively. Obviously, optimization
performances of the FASO algorithm such as convergence

stability, convergence speed, and searching ability noticeably
improve with the increase of system scale and the number of
control variables. It indicates that FASO algorithm is also
applicable to large-scale networks for RPO solution.

To investigate further, the distributions of total power
loss and total voltage deviation under different weather
conditions acquired by the FASO algorithm in the extended
IEEE 39-bus system are illustrated in Figure 12. It can be
concluded that power loss and voltage deviation are subject
to some other factors rather than only the power output of
renewable energies. For optimal operation in security and
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Figure 6: Convergence curves of RPO results obtained by different algorithms in the extended IEEE 9-bus system. (a) Power loss; (b) voltage
deviation.
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Figure 7: Box-and-whisker plots of RPO results obtained by different algorithms in 20 runs in the extended IEEE 9-bus system. (a) Power
loss; (b) voltage deviation.
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Figure 8: Distributions of RPO results obtained by FASO under different weather conditions of IEEE 9-bus system. (a) Power loss; (b)
voltage deviation.
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economy of the power grid with high-penetration wind and
solar energies, the install locations of wind and PV gener-
ators are worth further investigating in the future.

4.3. Comparative Analysis. Table 3 provides the statistical
results from five algorithms with regard to total power loss
and total voltage deviation (bold indicates the best results).
Note that all algorithms are executed in 20 independent runs
to acquire statistical results and convergence graphs, where

the best solutions are used as the optimal RPO scheme. As a
result, FASO algorithm effectively avoids local optimum
trapping thanks to its dynamic searching mechanism, which
can maintain an appropriate tradeoff between local ex-
ploitation global exploration. Moreover, the convergence
speed of the FASO algorithm can be significantly improved.
Particularly, voltage deviation of FASO algorithm is merely
51.16%, 24.44%, 59.45%, and 75.86% of that of GA, PSO,
GWO, and ASO algorithms in the IEEE 39-bus test system,
respectively.
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Figure 10: Convergence curves of RPO results obtained by different algorithms in the extended IEEE 39-bus system. (a) Power loss; (b)
voltage deviation.
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Figure 11: Box-and-whisker plots of RPO results obtained by different algorithms in 20 runs in the extended IEEE 39-bus system. (a) Power
loss; (b) voltage deviation.
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5. Conclusions

-is paper designs a FASO algorithm for RPO of power grid
integrated with wind and solar energies, which owns the
following three contributions/novelties:

(1) A new RPO model considering high-penetration
wind and solar energies is established, in which the
reactive power regulation ability of PV and wind
generators themselves is completely developed so as
to compensate reactive power for the power grid.

(2) In contrast with the original ASO algorithm, FASO
can successfully realize better balance between local
exploitation and global exploration via controlling
the repulsion and attraction intensities among atoms
based on current optimization results. -erefore,
FASO can remarkably improve optimization effi-
ciency and acquire high-quality optimum the fastest.

(3) A series of case studies are undertaken to validate the
competency of the FASO algorithm for RPO, such
that the total power loss and voltage deviation can be
minimized in two distribution networks. Particu-
larly, statistical results clearly showcase that FASO
algorithm can find the best quality solutions with the
fastest convergence speed and highest convergence
stability in contrast with else algorithms.

Variables
Ploss: Total power loss of all transmission lines
Vd: Total voltage deviation of all nodes
PGi, QGi: Active and reactive power generation of node i
PDi, QDi: Active and reactive power load
PGb: Active power generation of slack bus
QGi

min,
QGi

max:
-e maximum and minimum reactive power
regulation of generator

VGi
min,

VGi
max:

-e maximum and minimum output voltage
of generator

QCi
min,

QCi
max:

-e maximum and minimum capacity of the
i-th reactive power compensation device

Th
min,

Th
max:

-e lower and upper limits of the h-th
transformer tap

NC, NT: -e number of reactive power compensation
devices and transformer taps

Sl, Slmax: Apparent power and transmission power limit
of line

Th
min,

Th
max:

-e lower and upper limits of the h-th
transformer tap

NC, NT: -e number of reactive power compensation
devices and transformer taps

Vi
min, Vi

max: -e lower and upper limits of voltage of node i
Sl, Slmax: Apparent power and transmission power limit

of line l
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Figure 12: Distributions of RPO results obtained by FASO under different weather conditions of IEEE 39-bus system. (a) Power loss; (b)
voltage deviation.

Table 3: Statistical results of convergence performance acquired by five algorithms in 20 runs.

Test systems IEEE 9-bus IEEE 39-bus
Algorithms Total power loss (MW) Total voltage deviation (p.u.) Total power loss (MW) Total voltage deviation (p.u.)
GA 3.9092 7.5853E − 04 39.8906 0.0043
PSO 3.9352 8.8918E − 04 41.2976 0.0090
GWO 3.9248 8.5823E − 04 40.0164 0.0037
ASO 3.8982 6.7407E − 04 39.2954 0.0029
FASO 3.8909 6.5070E− 04 38.5866 0.0022
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FASO parameters
hmax, hmin: Maximum and minimum distance ratios
n: Population size
β: Multiplier weight
λ: Lagrangian multiplier

Wind generator parameters
Ls, Lm: Stator inductance and magnetizing inductance
ω1: Synchronous rotational speed
Qg,max,
Qg,min:

-e lower and upper limits of reactive power
regulation capacity for wind turbine

Sc,max: Capacity of the grid-side VSC

PV generator parameters
Pbase
pv : -e rated generated output of PV stations

αpv: Temperature-power conversion factor
Spv: Current solar irradiation
Qpv,max,
Qpv,min:

-e maximum and minimum reactive power
regulation capacity for PV stations

Spv: the capacity of PV inverter

Abbreviations

RESs: Renewable energy sources
RPO: Reactive power optimization
FASO: Fast atom search optimization
SVC: Static VAR compensator
L-J: Lennard–Jones
GA: Genetic algorithm
PSO: Particle swarm optimization
MFO: Moth-flame optimization
GWO: Grey wolf optimizer.
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As the penetration of renewable energy to power grid increases gradually, to ensure the safety and stable operation of power
system, it is necessary for renewable energy to participate in the secondary frequency regulation of power system. +erefore, this
paper proposes an optimal control model of renewable energy participating in the secondary frequency regulation to solve the
dynamic power distribution problem. Besides, memetic salp swarm algorithm (MSSA) is used to solve this complex nonlinear
optimization problem, so as to quickly obtain high-quality power distribution schemes under different power perturbations and
maximize the dynamic response regulation performance of the entire regional power grid. Finally, based on the improved IEEE
standard two-area model, the established model is verified and the performance of the applied algorithm is tested by comparing
the traditional engineering allocation method and other intelligent optimization algorithms.

1. Introduction

In recent years, to cope with climate change and sustainable
energy development, the penetration of renewable energy
connected to power grid has increased rapidly [1–3]. Dif-
ferent from traditional hydrothermal power, wind power
and photovoltaic (PV) power with relatively mature tech-
nologies are greatly affected by meteorological conditions, so
their power fluctuations are highly random [4–6]. As the
regional power grid usually cannot fully absorb renewable
energy such as wind or solar energy, it is easy to disconnect
the wind farm or PV station from the power grid, which also
greatly increases the pressure of frequency regulation of the
system [7–10]. In this situation, the traditional configuration
of hydropower plant and thermal power station as the main
frequency regulation resources has been difficult to meet the
high quality of the system’s dynamic frequency regulation
needs [11–13].

+erefore, the development of new high-quality fre-
quency regulation resources has become one of the main
means to relieve the pressure of regional power grid [14–16].

Compared with traditional hydropower plant and thermal
power station, wind farm and PV station have faster re-
sponse speed as well as climbing speed and rapid power
fluctuations can be balanced more quickly [17–19]. +ere-
fore, for regional power grids with high renewable energy
penetration, especially in low-load areas, and wind farm, PV
station can be used on power point control method to
control it in below the operation condition of maximum
power point, with a certain reserve capacity to participate in
the secondary frequency regulation [6, 20, 21], called au-
tomatic generation control (AGC) [22–24].

In general, AGCmainly consists of two parts [25–27]: (1)
based on the real-time acquisition of frequency and power
deviation of the tie line, a centralized controller, such as
proportional-integral (PI) controller, is used to acquire the
approximate actual power fluctuation of the system, and
then the total power instruction of the regional power
network is issued; (2) according to the power allocation
algorithms, the total power instruction is assigned to each
unit participating in the frequency regulation [28–30].
Literature [31] proposes a sliding mode controller for
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multisource AGC system using teaching and learning-based
optimization algorithm. Literature [32] proposes a lifelong
learning-based complementary generation control of power
grids with renewable energy sources. Literature [33] pro-
poses AGC of a multiarea multisource hydrothermal power
system. However, although the abovementioned literature
realizes the control of multisource participating in AGC, the
modeling is relatively simple, considering only the climbing
response characteristics of the units and not other dynamic
response characteristics of different frequency regulation
resources, which will affect the overall control effect of the
system and easily make the system deviate greatly from the
optimal operating point. +erefore, this paper proposes a
multisource optimal collaborative control method for wind
and solar renewable energy based on its dynamic response
characteristics to participate in secondary frequency
regulation.

In essence, AGC optimal control is a complex non-
linear optimization problem [34–36]. In practice, power
distribution is often not optimized but arranged according
to adjustable capacity ratio and climbing speed, which
cannot meet the optimal control requirements of the
system [37–40]. On the other hand, traditional mathe-
matical optimization methods (such as interior point
method [41]), although fast in solving problems, have
poor global searching ability and are prone to fall into
local optimal solutions. In comparison, genetic algorithm
(GA) [42–44] and other metaheuristic algorithms [45–47]
have higher application flexibility and better global search
capability, but their solving speed is slow and cannot meet
the needs of AGC online control for large-scale regional
power grids [48–50]. +erefore, MSSA with a faster
convergence speed is used to solve the problem. Com-
pared with the original salp swarm algorithm (SSA),
memetic salp swarm algorithm (MSSA) employs multiple
independent slap chains to simultaneously implement the
exploration and exploitation [51]. Besides, MSSA also has
low dependence on the mathematical model. To verify the
validity of the proposed method, this paper used the
improved IEEE standard two-area model for simulation
test and analysis.

+e remaining of this paper is organized as follows:
Section 2 develops the optimal control model for automatic
generation control. In Section 3, MSSA is described.
Comprehensive case studies are undertaken in Section 4.
Section 5 summarizes the main contributions of the paper.

2. Optimal Control Model for Automatic
Generation Control

2.1. Control Framework. Generally, AGC has the following
three control modes: (a) flat frequency control, (b) flat tie-
line control, and (c) tie-line bias control. Also, tie-line bias
control was used in this paper. +e two-region inter-
connection power network is depicted in Figure 1, in
which the AGC control process of each region includes
two parts: controller control and optimal power distri-
bution. A PI controller is adopted to convert the power
deviation and frequency deviation of the real-time

receiving tie line into regional control deviation as input
and output to the real-time adjusting power of the re-
gional power grid ΔP. +en, ΔP is assigned to each AGC
unit through the power allocation algorithm. Different
from the traditional power system with hydropower plant
and thermal power station as the main reserve capacity,
wind farm and PV station no longer need to be discon-
nected from the grid but participate in the power AGC
regulation of the system.

2.2. Dynamic Response Model of Units. +e establishment of
dynamic responsemodel of the units is mainly in order tomore
accurately describe the units after the received power adjusts
instruction power dynamic response process. For different types
of units, the dynamic response model not only regulates the
upper and lower limits of capacity, climbing rate, frequency
regulation delay, and other common parts [52] but also includes
transmission links with their own energy conversion charac-
teristics. Besides, AGC often uses the frequency domain model
to describe the dynamic response process of the units, as shown
in Figure 2. Td represents the secondary frequency regulation
delay of the units; G(s) represents the power response transfer
function of the units, as shown in Table 1.T1∼T9 are the known
parameters of the transfer function, respectively [53].+erefore,
according to the inverse Laplace transform of the frequency
domain transfer function, the real-time output of the regulated
power can be calculated through the input power, as follows:

ΔPout
i (t) � L

− 1 Gi(s)

s 1 + T
i
ds 

· 
N

k�1
e

− ΔT·(k− 1)s
· D

in
i (k) 

⎧⎨

⎩

⎫⎬

⎭,

(1)

D
in
i (k) � ΔPin

i (k) − ΔPin
i (k − 1), (2)

ΔPout
i (k) � ΔPout

i (t � k · ΔT), (3)

where i represents the ith AGC unit; K represents the kth

discrete control period; ΔPin
i and ΔPout

i represent the input
regulation power command and real-time output of regu-
lated power of the ith AGC unit, respectively; and ΔT
represents the control period of AGC, with a value of 1 to 16
seconds.

2.3. Optimization Mathematical Model. A performance in-
dex is assigned to quantify the total power response devi-
ation, which is defined as the sum of the absolute deviation
value of the regulating power command value and the power
output value of all units, as follows:

minf � 
N

j�k


n

i�1
ΔPin

i (j) − ΔPout
i (j)



, (4)

where N represents the number of control periods and n

represents the number of AGC units.
In addition to considering the dynamic response transfer

process of the units, some constraint conditions, such as
power balance constraint, units capacity constraint, and
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climbing constraint, should also be considered in the power
distribution process, as follows:

ΔPin
(k) � 

n

i�1
ΔPin

i (k), (5)

ΔPin
(k) · ΔPin

i (k)≥ 0, i � 1, 2, . . . , n, (6)

ΔPmin
i ≤ΔP

in
i (k)≤ΔPmax

i , i � 1, 2, . . . , n, (7)

ΔPin
i (k) − ΔPin

i (k − 1)


≤ΔP
rate
i , i � 1, 2, . . . , n, (8)

where ΔPin represents total power regulation command and
ΔPrate

i represents the maximum climbing speed of the ith

AGC units.

3. Memetic Salp Swarm Algorithm

3.1. Inspiration. Salps are marine creatures that resemble
jellyfish in body structure and movement. +ey are usually
joined end to end to form a chain, also known as a salp chain.
+e leader is located at the first end of the chain and has the
best judgment of environment and food source. +e
remaining salps are followers, who follow the previous one

in turn. +is movement mode is conducive to the rapid
coordinated movement and feeding of the salps group.
Literature [54] established a mathematical model of salps
chain in 2017 and proposed SSA to solve a series of opti-
mization problems.

3.2. Optimization Framework. +is paper is combined with
cultural genetic algorithm, aiming at the shortcomings of
SSA algorithm to improve, and defined as MSSA. +e op-
timization process is as follows: the culture of each salp is
defined as a solution to the optimization problem. All salps
in the community are divided into different populations in
the unit of salp chain, and each salp chain has its own culture
and independently searches for food sources. At the same
time, the culture of each salp affects and is influenced by
other individuals and evolves with the evolution of the
population.When the population evolution reaches a certain
stage, the whole community will exchange information to
realize the mixed evolution of the population until the
convergence condition of the optimization problem is
satisfied.

+e optimization framework of MSSA is shown in
Figure 3, which mainly includes the following two opera-
tions, as follows [54]:
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Figure 2: Dynamic response models of different types of AGC units. (a) Traditional hydropower plant and thermal power station. (b)Wind
farm and PV station.
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Mathematical Problems in Engineering 3



(a) Local search in each chain: each salp chain will
implement a local search to improve the ability of
global exploration and local exploitation;

(b) Global coordination in virtual population: each salp
is taken as a virtual population, and the population
will be regrouped into multiple new salp chains.
Hence, a global coordination can be achieved.

3.3. Local Search in Each Chain. +e salp chain can be di-
vided into two roles, i.e., the leader and the follower. It is
worth noting that the leader is responsible for directing the
entire salp chain to the food source, following each other.
For the mth salp chain, the position of the leader can be
updated, as follows [55]:

x
j
m1 �

F
j
m + c1 c2 ub

j
− lb

j
  + lb

j
 , c3 ≥ 0,

F
j
m − c1 c2 ub

j
− lb

j
  + lb

j
 , c3 < 0,

⎧⎪⎨

⎪⎩
(9)

where the superscript j represents the jth dimension of the
searching space; x

j
mi is the position of the leader in the mth

salp chain; F
j
m denotes the position of the food source, i.e.,

the current best solution obtained by the mth salp chain; and
u

j

b and l
j

b are the upper and lower bounds of the jth di-
mension, respectively; c1 � 2e− (4k/kmax)2 , where k is the
current iteration number and kmax is the maximum iteration
number, respectively. Besides, c2 and c3 are the random
numbers, respectively, and c2, c3 ∈ [0, 1] [56].

In addition, the position of the followers can be updated,
as follows [55]:

x
j
mi �

1
2

x
j
mi + x

j
m,i− 1 , i � 2, 3, . . . , n, m � 1, 2, . . . , M,

(10)

where x
j
mi is the position of the ith salp in the mth salp chain;

n is the population size of each salp chain; and M is the
number of salp chains, respectively.

3.4. Global Coordination in Virtual Population. To achieve a
global coordination, the virtual population will be regrouped
into different salp chains according to the salps’ fitness
values, as shown in Figure 4. Specifically, all salps are sorted
according to the order of fitness from large to small. Finally,
the salps will be divided into Mth salp chains, and the
distribution rules are as follows: the first salp regroups into
the first chain, the Mth salps into the Mth chain, the M + 1th
into the first chain, and so on. +e update rules of the Mth

salp chain are described as follows [57]:

Y
m

� xmi, fmi|xmi � X(m + M(i − 1)), fmi � F(m + M(i − 1)), i � 1, 2, . . . , n , m � 1, 2, . . . , M, (11)

where x
j
mi is the position vector of the ith salp in the mth

chain; fmi is the fitness value of the ith salp in the mth chain;
F is the fitness value set of all the salps following the
descending order; and X is the corresponding position
vector set of all the salps, i.e., a position matrix, as follows:

X �

x
1
1 x

2
1

x
1
2 x

2
2

· · · x
d
1

· · · x
d
2

⋮ ⋮
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1
n×M x

2
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⋱ ⋮

· · · x
d
n×M

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (12)

where d is the number of dimensions, and each row vector
represents the position vector of each salp.

In addition, the overall flowchart of MSSA is given in
Figure 5.

3.5.MSSADesign forAGCSystem. In order to ensure that the
initial solution is a feasible solution, this paper forms the
initial solution according to an engineering method called
PROP method. In other words, the initial solution is ob-
tained by the same adjustable capacities’ ratio.

On the other hand, this paper applies the penalty
function method to the fitness function Fit(x) to satisfy the
constraint conditions (5)–(8), as follows:

Fit(x) �
f(x), if constraints are satisfied,

f(x) + M Zu − Z
lim
u 

2
, otherwise,

⎧⎪⎨

⎪⎩

(13)

where M is the penalty function factor, and its value is
usually a relatively large positive number; Zu is the uth

constraint; and Zlim
u is the limit of the uth constraint.

4. Case Studies

+e proposed methodology is tested on the IEEE load
frequency control model. It is worth noting that 1 AGC unit
in region A is increased to 5 units, as shown in Figure 1.
Besides, Tables 2 and 3 show the main parameters of re-
sponse transfer and power regulation of the units, respec-
tively, and the control period of AGC is set to 4 seconds.
Also, the response performance is compared to that of
PROP, GA, and SSA. To achieve a fair comparison, the
population size is set to 10 and the maximum number of

Table 1: Dynamic response transfer functions of different AGC
units.

Type Transfer function
Nonreheat turbine 1/1 + T1s

Reheat turbine (1 + T2s/(1 + T3s)(1 + T4s)(1 + T5s))

Hydropower ((1 − T6s)(1 + T7s)/(1 + 0.5T6s)(1 + T8s))

Wind and solar
renewable energy 1/1 + T9s
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iterations is set to 100. It is worth noting that if the pa-
rameters are not chosen properly, the convergence time will
be too long or the local optimum will be trapped. Besides,
ode23 was selected as the solver, and the sampling rate was
set to 0.001 s.

4.1. Convergence Research. Figure 6 shows the convergence
curves of MSSA under different power distribution in-
structions. It can be found that MSSA can solve the optimal
solution with high quality after 30 steps of iteration, and the
subsequent iteration only makes slight reduction adjust-
ment, which also indicated the fast convergence of the al-
gorithm. In order to better evaluate the quality of the optimal
solution of different methods, Table 4 shows the comparison
of the convergence results of different methods, in which
each indicator unit is MW. It shows that PROP performs
power allocation according to the ratio of the adjustable
capacity of the unit, so the power output of thermal power
units with larger regulating capacity is relatively high, and it
will lead to a large power deviation. On the other hand, GA,

SSA, and MSSA can significantly reduce power deviation
after their respective optimization operation, and MSSA has
the best performance.

4.2. Online Optimization. In order to evaluate the online
optimization performance of MSSA, in the area of A, a step
power perturbation ΔPL � 80MW has occurred. +e online
optimization results of MSSA and PROP are compared as
shown in Figure 7. Compared with previous optimization,
the power deviation obtained by MSSA is smaller, and the
overshoot of the total power instruction can be avoided. In
addition, wind farm and PV station can recover the power
system disturbed by high power quickly in the initial stage of
power disturbance because of their fast response speed.

To further test the optimization performance of dif-
ferent algorithms, Table 5 presents the online optimization
results of different algorithms (the optimal value is marked
in bold), in which area control error (ACE), |Δf1|, and
CPS1 are the average values in the simulation. Besides, the
power deviation is the total deviation in the simulation
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Virtual population
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Regroup
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Figure 4: Regroup operation of virtual population.
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Local search

Global coordination
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 operation
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Figure 3: Optimization framework of MSSA.
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time. Accuracy is used to measure the fitting degree of the
actual adjustment output and the adjustment instruction
curve in the simulation time. It can be found that, com-
pared with PROP, the other three methods can significantly
reduce power deviation, thus significantly improving the

system’s dynamic response performance. Compared with
GA and SSA, the online optimization results of MSSA are
better, which is because memetic computing framework
can observably improve the ability of exploration and
exploitation.

Initialize optimization parameters

Determine fitness function;

Update position of leader by (9);

End

Yes

No

Begin

k = 1

k = k + 1

Calculate fitness value of the ith salp in the mth

 salp chain;

Implement regroup operation-based
global coordination by (11);

Determine food source of the mth

salp chain;

Update position of the ith salp
 in the mth salp chain by (10);

k < kmax

Figure 5: +e general procedure of MSSA.

Table 2: Parameters of dynamic response transfer functions of AGC units.

Units Type Parameters of transfer function
G1 +ermal power station T2 � 5, T3 � 0.08, T4 �10, T5 � 0.3
G2 LNG units T2 � 2, T3 � 0.05, T4 � 5, T5 � 0.2
G3 Hydropower plant T6 �1, T7 � 5, T8 � 0.513
G4 Wind farm T1 � 0.01
G5 PV station T1 � 0.01
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Figure 6: Convergence curves of MSSA. (a) ΔPin � 80MW. (b) ΔPin � − 50MW.

Table 4: Comparison on convergence results obtained by different methods.

ΔPin Method ΔPin
1 ΔPin

2 ΔPin
3 ΔPin

4 ΔPin
5 Power deviation

80

PROP 32.00 19.20 12.80 9.60 6.40 676.95
GA 15.52 23.18 17.92 12.7 10.68 529.86
SSA 10.61 25.74 17.26 14.67 11.72 471.48
MSSA 14.26 20.84 19.52 15.12 10.26 402.451

− 50

PROP − 23.81 − 14.29 − 4.76 − 2.38 − 4.76 479.83
GA − 4.26 − 23.24 − 10.02 − 3.86 − 8.62 274.26
SSA − 8.65 − 20.62 − 9.85 − 4.29 − 6.59 307.48
MSSA − 4.48 − 20.69 − 9.14 − 5.58 − 10.11 234.254

Table 3: Main parameters of power regulation of AGC units.

Units Td (s) ΔPrate (MW/min) ΔPmax (MW) ΔPmin (MW)

G1 60 30 50 − 50
G2 20 18 30 − 30
G3 5 150 20 − 10
G4 1 — 15 − 5
G5 1 — 10 − 10
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Figure 7: Continued.
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5. Conclusions

In this paper, a multisource optimal collaborative control
method for power system with renewable energy participation
in secondary frequency regulation is proposed. +e main
contributions can be summarized as follows:

(i) A novel AGC control model is established for the
power systemwith high renewable energy penetration

to improve the dynamic response performance of the
system;

(ii) +e study verified the effectiveness of MSSA for AGC.
It can not only meet the online regulation require-
ments of AGC but also quickly obtain high-quality
regulation schemes with high convergence stability,
and the dynamic response performance of the entire
regional power grid is significantly improved.
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units.

Table 5: Result comparison of online optimization obtained by different methods.

ΔPL Algorithms |ACE| (MW) Δf1 (Hz) CPS1 (%) Accuracy (%) Power deviation (MW)

80

PROP 7.7678 0.0356 194.69 95.84 630.05
GA 7.4209 0.0323 195.86 98.25 261.32
SSA 7.5095 0.0321 195.84 98.17 267.52
MSSA 7.3995 0.0316 195.57 98.84 254.21

− 50

PROP 5.0541 0.0235 197.78 94.99 477.46
GA 4.6046 0.0203 198.25 98.21 164.26
SSA 4.6044 0.0202 198.29 98.23 161.48
MSSA 4.6040 0.0196 198.36 98.41 149.96
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Besides, electric vehicles will be considered to participate
in AGC in future studies.

Abbreviations

ΔPin
i : Input regulation power command of the ith AGC

unit
ΔPout

i : Real-time output of regulated power of the ith AGC
unit

ΔT: Control period of AGC
N: Number of control periods
n: Number of AGC units
ΔPrate

i : Maximum climbing speed of the ith AGC units
x

j

mi: Position of the leader in the mth salp chain
F

j
m: Position of the food source

x
j

mi: Position vector of the ith salp in the mth chain
fmi: Fitness value of the ith salp in the mth chain
F: Fitness value set of all the salps following the

descending order
X: Corresponding position vector set of all the salps
PV: Photovoltaic
AGC: Automatic generation control
GA: Genetic algorithm
SSA: Salp swarm algorithm
MSSA: Memetic salp swarm algorithm.
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