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1. Introduction

Identifying attack traffic is very important for the security of
Internet of #ings (IoT) in smart cities by using machine
learning (ML) algorithms. Recently, the IoT security re-
search community has endeavoured to build anomaly, in-
trusion, and cyber-attack traffic identification models using
machine learning algorithms for IoT security analysis.
However, some critical and significant problems have not yet
been studied in depth. One such problem is how to select an
effective ML algorithm when there are a number of ML
algorithms for a cyber-attack detection system for IoT se-
curity. Will early-stage traffic management give effective
results if applied to IoT traffic management by using ML
algorithms, or will this affect the performance of the ML
model if several features are selected? Methods must avoid
the risk of inaccuracy, inefficiency, and privacy leakage of
machine learning techniques in IoT. #e main objective of
this Special Issue is to publish articles based on feature
selection, algorithms, protocols, frameworks, and machine
learning techniques in IoT that extend the current state of
the art with innovative ideas and solutions in the broad area
of security attack traffic detection and network traffic
management. #eoretical and experimental studies for
typical and newly emerging convergence technologies and
cases enabled by recent advances are encouraged. High-
quality review papers are also welcome.

1.1. Papers in%is Special Section. A large number of papers
were submitted to this Special Issue, and each paper was
reviewed by three or more experts during the assessment
process. After evaluating the overall scores, thirteen papers
were selected for inclusion in this Special Issue.

Following is a brief description of the accepted papers:

(i) In paper [1], the Hybrid Monotone Empirical
Mode Decomposition (HM-EMD) is a recent
EMD-based method of generating intrinsic mode
functions (IMFs) using the monotone property.
#e monotone property assumes that, at each IMF
extraction step, local maxima and minima are
either increasing or decreasing. Based on this
property and along with the characteristics of
EMD, the HM-EMD is a useful method for
extracting hidden information in audio streams.
#is paper proposes an enhancement of HM-EMD
based on the predicted correlation and periodicity
between IMFs obtained from a modified intensity
function. In addition, to prove its feasibility, they
apply themethod to detect short messages inmusic
files. Experimental results show that, compared
with traditional EMD and other recent EMD-
based methods such as reduced iteration EMD,
scalar-reduced iteration EMD, and modified iter-
ation EMD, the proposed algorithm is superior to
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both nondominated sorting genetic algorithm II
and fast nondominated sorting genetic algorithm
II.

(ii) #e sophisticated cyberattacks are evolving every
day, and they are becoming difficult to be detected
by conventional security measures. To defend the
cyber-security of modern computer systems, re-
searchers have been working on developing in-
telligent techniques to detect the cyberattacks. #e
AI techniques have been proved successful so far
for many cybersecurity applications, such as in-
trusion detection, malware analysis, and attack
forecasting. However, the complexity of these at-
tacks grows rapidly and the AI techniques need to
be continuously updated to detect these attacks. In
this paper, the authors compare and analyze the
approaches used in applying intelligent techniques
in some applications of cybersecurity such as in-
trusion detection system (IDS), malware analysis,
and network traffic monitoring. Based on the
analysis, they define some open challenges in using
AI for combating cybercrime.#ey also discuss the
challenges and prospects by combing through over
one hundred articles related to future research
directions. Finally, they present their perspectives
on how future research can improve the cyber-
attack detection system.

(iii) Paper [2] presents a communication cost opti-
mization method based on security evaluation to
address the problem of increased communication
cost due to node security verification in the
blockchain-based federated learning process. By
studying the verification mechanism for useless or
malicious nodes, they also introduce a double-layer
aggregation model into the federated learning
process by combining the competing voting ver-
ification methods and aggregation algorithms. #e
experimental comparisons verify that the proposed
model effectively reduces the communication cost
of the node security verification in the blockchain-
based federated learning process.

(iv) In paper [3] entitled “Poor Coding Leads to DoS
Attack and Security Issues inWeb Applications for
Sensors,” researchers from the Department of
Computer Engineering at Konkuk University,
South Korea, identify common web programming
errors that could lead to a denial-of-service (DoS)
attack in web applications for sensors.#e research
team developed a testbed for two kinds of appli-
cations: one for single sensor data collection and
the other for data retrieval from a sensor network.
#eir findings reveal how easily common coding
blunders can expose critical infrastructure to un-
fortunate circumstances.

(v) Study [4] presents that in edge computing envi-
ronments, a dynamic network failure happens
frequently due to factors like time-varying nodes

and service fluctuations. #is failure often affects
the performance of applications or even causes
crashes. With the emergence of the model-based
anomaly detection method, previous work has
proven its effectiveness in helping edge computing
systems to detect anomalous behaviors and recover
from failures at runtime. However, these tech-
niques often require ad hoc model regeneration for
each new state of the system and are not suitable
for unpredictable edge computing environments.
To address this problem, they present Ada-
GUM—an adaptive graph updating model-based
anomaly detection method. #e proposed method
uses a multidimensional graph to capture the in-
terdependency between different elements of edge
computing systems (e.g., software components)
and then generates the subsequent state transition
paths through random walks over graphs. #e
system behavior is then compared with the tran-
sition path based on behavior space. #ey evaluate
AdaGUM with three real-world open-source sys-
tems (e.g., Spark Streaming) using real failures as
anomalies and two criteria: accuracy and perfor-
mance overhead that measures system resource
consumption. #e evaluation results show that
AdaGUM can correctly detect 99% of anomalies
with an average overhead of 3%.

(vi) #e authors in the paper “TBSMR: A Trust-Based
Secure Multipath Routing Protocol for Enhancing
the QoS of the Mobile Ad Hoc Network” proposed
a trust-based multipath routing protocol called
TBSMR to enhance the MANET’s overall perfor-
mance. #e main strength of the proposed pro-
tocol is that it considers multiple factors like
congestion control, packet loss reduction, mali-
cious node detection, and secure data transmission
to intensify the MANET’s QoS. #e performance
of the proposed protocol is analyzed through the
simulation in NS2. #e simulation results justify
that the proposed routing protocol exhibits su-
perior performance than the existing approaches.

(vii) #e paper entitled “Compressed Wavelet Tensor
Attention Capsule Network” proposes the com-
pressed wavelet tensor attention capsule network
(CWTACapsNet), which integrates multiscale
wavelet decomposition, tensor attention blocks,
and quantization techniques into the framework of
capsule neural network. Specifically, the multilevel
wavelet decomposition is in charge of extracting
multiscale spectral features in the frequency do-
main; in addition, the tensor attention blocks
explore the multidimensional dependencies of
convolutional feature [5] channels, and the
quantization techniques make the computational
storage complexities be suitable for edge com-
puting requirements. #e proposed CWTA-
CapsNet provides an efficient way to explore
spatial-domain features, frequency-domain
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features [6], and their dependencies which are
useful for most texture classification tasks. Fur-
thermore, CWTACapsNet benefits from quanti-
zation techniques and is suitable for edge
computing applications. Experimental results on
several texture datasets show that the proposed
CWTACapsNet outperforms the state-of-the-art
texture classification methods not only in accuracy
but also in robustness.

(viii) In the paper entitled “Employing Deep Learning
and Time Series Analysis to Tackle the Accuracy
and Robustness of the Forecasting Problem,” the
authors apply time series to predict the crime rate
to facilitate practical crime prevention solutions.
Machine learning [7, 8] can play an important role
in better understanding and analysis of the future
trend of violations. Different time-series fore-
castingmodels have been used to predict the crime.
#ese forecasting models are trained to predict
future violent crimes. #e proposed approach
outperforms other forecasting techniques for daily
and monthly forecast.

(ix) In the paper entitled “Cuckoo Search-based SVM
(CS-SVM) Model for Real-Time Indoor Position
Estimation in IoT Networks,” the authors
proposed a hybrid technique using Cuckoo Search-
based Support Vector Machine (CS-SVM) for
real-time position estimation. Cuckoo search is a
nature-inspired optimization algorithm, which
solves the problem of slow convergence rate and
local minima of other similar algorithms. #e Wi-
Fi [9] RSSI fingerprint dataset of the UCI repos-
itory having seven classes is used for simulation
purposes. #e dataset is preprocessed by min-max
normalization to increase accuracy and reduce
computational speed. #e proposed model is
simulated using MATLAB and evaluated in terms
of accuracy, precision, and recall with K-nearest
neighbor (KNN) and support vector machine
(SVM). Moreover, the simulation results show that
the proposed model achieves a high accuracy of
99.87%.

(x) Although access control is one of the most im-
portant and effective methods for time-series data
security, most existing access control models
focus on the function of holding or managing
data. However, the method of controlling trans-
mission path is ignored. To maximize data se-
curity, the authors proposed an IoT time-series
data security model based on thermometer
encoding and proposed a new hyper-chaotic
system as the source-generating system to build
an adversarial attack model by using input pa-
rameter sensitivities detection. #e authors
designed a new adversarial attack model which
can prevent input parameter sensitivity detection
for realizing the maximum data security in the
transmission process.

(xi) Due to the development of the digital economy,
Internet of #ings (IoT) has been widely used in
various fields. #e data security of IoT has become
a hot research topic. Generally, the data security of
IoT cannot be guaranteed without encryption.
Time series encryption can better protect IoTdata,
but it is still a challenge for time-series encryption,
especially in the case that there is an adversary
attack.#erefore, the authors design an adversarial
attack model and then propose an IoT time-series
data security model based on thermometer
encoding. Finally, the authors evaluate the per-
formance of the proposed model through exper-
iments and compare it with other encryption
algorithms.

(xii) #e last paper proposes an anomaly detection [10]
algorithm selection service (ADS) with genetic
algorithm (GA) and tsfresh tool. For IoT stream
data, it requires that the anomaly detection algo-
rithm can provide good recommendation for easy
operation for IoT devices in factory automation
systems. Moreover, the proposed method can
compare suitable detection models from 28 can-
didates that are introduced by tsfresh tool with
suitable input parameters which are determined by
GA methods. #e experiments are conducted and
ADS system has achieved good results for anomaly
detection which can be a good reference for other
researchers or users for their solutions.
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Using fake audio to spoof the audio devices in the Internet of *ings has become an important problem in modern network
security. Aiming at the problem of lack of robust features in fake audio detection, an audio streams’ hidden feature extraction
method based on a heuristic mask for empirical mode decomposition (HM-EMD) is proposed in this paper. First, using HM-
EMD, each signal is decomposed into several monotonic intrinsic mode functions (IMFs). *en, on the basis of IMFs, basic
features and hidden information features HCFs of audio streams are constructed, respectively. Finally, a machine learningmethod
is used to classify audio streams based on these features. *e experimental results show that hidden information features of audio
streams based onHM-EMD can effectively supplement the nonlinear and nonstationary information that traditional features such
as mel cepstrum features cannot express and can better realize the representation of hidden acoustic events, which provide a new
research idea for fake audio detection.

1. Introduction

With the development of the Internet of *ings (IoT)
technology, an increasing number of audio and video
acquisition devices are now connected to the Internet. Fake
audio becomes an increased new threat on voice interfaces
due to the recent breakthroughs in speech synthesis and
voice conversion technologies. *erefore, the detection of
fake audio has become a new hot issue of network security
[1, 2]. *ere are mainly two methods of audio forgery. One
is to generate spoofed utterances using text-to-speech
(TTS) and voice conversion (VC) algorithms, which is also
called logic access (LA) [3] and the other is the use of
professional replay devices to get spoof attack, which is also
known as physical access (PA) [4]. *ere are more diversity
of audio forgery means and more difficulty in fake audio
detection [5]. In this paper, an audio streams hidden
feature extraction method based on HM-EMD is proposed
and used to extract features of audio streams to detect fake
audio.

At present, the fake audio detection is mainly based on
acoustic features to build classification model. Linear

frequency cepstral coefficients (LFCC) [6], constant-Q
cepstral coefficients (CQCC) [7], and mel frequency cepstral
coefficients (MFCC) [8] are commonly used in fake audio
detection. However, these features are based on fixed filter
banks; none of these acoustic features are able to generalize
well on unknown spoofing technologies. Subsequently, the
end-to-end deep learning method to detect the fake audio is
gradually concerned by researchers. Alejandro et al. pro-
posed a cyclic neural network based on optical convolution
gate to extract the shallow features at the frame level and the
deep features of sequence dependence at the same time [9].
Zeinali et al. used VGg and light CNN to detect fake audio
[10]. However, this end-to-end deep learning approach
requires large, evenly distributed datasets and relies on
certain types of fake audio.

*rough the analysis of forged audio, it is found that the
AI-based fake audio technology focuses more on speech
content and ignores the background sound in an audio
stream [11]. *e background sound will also change during
the replay spoofing. *erefore, the construction of features
representing the hidden information in audio scenes can be
used to detect the fake audio [12].
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In order to focus on local level details of the signal in
terms of specific regions (which may be highly discrimi-
native), empirical-mode-decomposition- (EMD-) based
approach is explored. EMD has superior time-frequency
resolution performance in nonlinear unsteady signal pro-
cessing and has been applied in counterfeit audio detection
[13].

However, the traditional EMD method has a few dis-
advantages, including mode aliasing and the inconsistency
of IMF dimensions after signal decomposition. Hence, ac-
curately estimating the IMF range of a certain frequency
distribution is difficult. In 2005, Deering and Kaiser pro-
posed the ensemble empirical mode decomposition (EEMD)
decision method [14], which attempts to solve the problem
of mode aliasing by introducing Gaussian white noise into
the signal to be decomposed. In EEMD, the attributes of
Gaussian white noise should be adjusted artificially. How-
ever, the Gaussian white noise leaves traces in the IMF
decomposed from the signal, thereby resulting in low signal
restoration accuracy and extensive calculations. Time-
varying filtering-based empirical mode decomposition
(TVF-EMD) uses the b-spline time-varying filter for mode
selection and thus solves the problem of mode aliasing to a
certain extent. However, TVF-EMD must calculate the
cutoff frequency first, thus leaving the problem of dimension
inconsistency unsolved [15].

To sum up, in order to make full use of the time-fre-
quency analysis advantages of EMD, it is necessary to solve
the modal aliasing and frequency inconsistency problems
existing in EMD itself. In this paper, a heuristic empirical
mode decomposition (HM-EMD) method is proposed to
improve the purity of IMFS and solve the problem of in-
consistency between mode mixing and IMF dimension.
*en, the acoustic hidden component features (AHCF) of
the audio stream were constructed and used to locate the
acoustic events in audio stream in the acoustic stream
classification dataset A of DCASE [16]. Fake audio detection
is implemented on ASVSpoof2019 dataset [17]. *e ex-
perimental results show that the basic features and AHCFs of
the audio streams based on HM-EMD can represent the
audio background which help to verify the types of the fake
audio.

*e paper consists of five parts. *e first part is an in-
troduction of audio streams. *e second part mainly in-
troduces the principle of HM-EMD.*e third part describes
the mining of hidden information in audio streams based on
the proposed HM-EMD.*e fourth part presents the results
of classification of audio streams on the basis of HM-EMD.
*e fifth part summarizes the characteristics of the proposed
method and presents future research directions.

2. Heuristic Mask for Empirical Mode
Decomposition (HM-EMD)

In this section, the classical empirical mode decomposition
(EMD) method is first introduced and then follows the
analysis of mode aliasing in EMD; finally, the solution of
mode aliasing based on heuristic mask signal is proposed in
detail.

2.1. Empirical Mode Decomposition Method

2.1.1. Empirical Mode Decomposition. EMD can decompose
the original signal x (t) (t ∈ N, N � 0, 1, . . . n{ }) into a series
of IMFs whose upper and lower envelopes have a mean value
of 0. *is decomposition method does not need to preset
basis functions (such as Fourier transform or wavelet
analysis), but the IMFs should satisfy the following formulas:

Numextream − Numcross


≤ 1, (1)


t∈N

Bmax(t) + 
t∈N

Bmin(t) � 0, (2)

where Numextream is the number of extreme points of the
data sequence and Numcross is the number of zero crossings;
Bmax(t), Bmin(t) are the upper and lower envelopes by cubic
spline interpolation with the maximum and minimum
points as the control points, respectively. Formula (1) rep-
resents the narrow-band constraint condition of the IMF,
and formula (2) represents the local symmetry constraint
condition. *e process of EMD decomposition to obtain an
IMF can be expressed as follows (Algorithm 1).

2.1.2. Modal Aliasing of EMD. However, the most signifi-
cant drawback of EMD is modal aliasing, as shown in
Figure 1. Figure 1(b) shows the FFTspectrum corresponding
to each IMF in Figure 1(a). It can be seen from the figure that
each FFT spectrum contains multiple signals of different
frequencies, which means a single IMF contains signals of
different frequencies or signals of the same frequency that
appear in different IMF components. *ese are modal ali-
asing. *e main reason for modal aliasing is the absence of
extreme value or the inconsistent distribution of extreme
value, which makes the variation trend error between the
spectral envelope obtained by interpolation and the real
signal is too large. At this time, the time-domain signal does
not meet the narrow-band requirements of IMF decom-
position, resulting in mode aliasing.

In order to solve this problem, mask signal s(t) is usually
created to compensate the missing extreme value, and then
the values are given, respectively:

x+(t) � xt + st, (3)

x−(t) � xt − st. (4)

For x−(t) and x+(t), EMD is performed to obtain the
natural mode functions rIMF−(t), respectively. *e final IMF
is defined as follows:

rIMF(t) �
rIMF+(t) + rIMF−(t)

2
. (5)

It can be seen from the above that the extreme value
distribution of mask signal s(t) is very important to solve the
modal aliasing problem. White noise is usually used as mask
signal s(t), but this method does not make full use of the
properties of the signal itself and cannot adapt to a variety of
signal contents. *erefore, this paper proposes a heuristic
mask for empirical mode decomposition method. *is
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method makes full use of the structural attributes of the
signal itself to construct variable analysis window and mask
signals. *e specific principle and implementation process
are as follows.

2.2. Heuristic Mask Signals

2.2.1. Basic Principle Analysis. *e signal properties need to
be established prior to EMD. A time-varying FM/AMmodel
can be used to express any nonstationary signal; that is,

x(t) � At sin(ω(t)), (6)

where a (T) is the envelope function and ω (T) is the phase
function. *e analytical signal is

z(t) � xt + jH[x(t)]. (7)

Here, H[·] denotes the Hilbert transform. We calculate
the instantaneous phase ω(t) � arctan(H[x(t)]/x(t)) and
instantaneous frequency fIFt � (1/2π)(d[ω(t)]/dt). Using
Hilbert transform, we can separate the AM and FM com-
ponents of the IMF to achieve the purpose of modal
separation.

For the single component mode, the instantaneous
frequency fIFt should be nearly linear, while the variation
range of ω(t) should be considerably small. When mode
aliasing occurs, fIFt should clearly change without con-
sideration of the end points. Especially, for hidden com-
ponents, a jump of fIFt occurs at the time point of
concealment. We constructed a variable analysis window
according to the time-frequency characteristics of instan-
taneous frequency. *en, we divided the signal into several
parts.

If fIFt of the segmented signal is still unstable; then, the
modal separation problem can be transformed into the
(d[ω(t)]/dt) minimisation problem, in which the band-
width of sin(ω(t)) is minimised. *e bandwidth calculation
method for nonstationary signals can be obtained by the
Carson rule:

BWAM−FM � 2Δf + fFM + fAM, (8)

where Δf is the deviation of the instantaneous frequency
from its mean value and fAM and fFM denote the fre-
quencies of the AM and FM signals, respectively. We can
make Δf � 0 to minimise the bandwidth. In other words,
the decomposition frequency of each IMF is expected to be
equal to the centre frequency of the instantaneous frequency,

Input: original signal x (t), supposed IMF number i
Output: intrinsic mode functions, IMF

(1) i� 1, x1(t) � x (t).
(2) Get the extremum points umax

1 , umin
1 , umax

2 , . . .  of signal xi(t), calculate the upper and lower envelope Bmax(t), Bmin(t) by cubic
spline interpolation with the maximum and minimum points as control points, and get the average value of upper and lower
envelope Bmean(t) at every points.

(3) r(t) � xi(t) − Bmean(t). If r(t) satisfies formulas (1) and (2), then r(t) is taken as the ith IMF signal ri
IMF(t), i� i+ 1; if not, repeat

step 2 and 3 for signal r(t).
(4) xi(t) � xi− 1(t) − ri−1

IMF(t). Return to step 1 until the termination condition is satisfied.

ALGORITHM 1: Empirical mode decomposition.
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Figure 1: EMD results for signal x1(t) � sin 2 π ∗ 2.4t + sin 2 π ∗ 3.5t + sin 2 π ∗ 7t: (a) IMFs; (b) FFT spectrum.
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that is, equal to the mean value of the instantaneous fre-
quency fIFt. *en, a mask signal with the same frequency as
fIFt can be selected and the number of IMFs required can be
determined.

2.2.2. Algorithm Description. *e HM-EMD algorithm
comprises the following steps: variable analysis window
construction and mask signal construction.

(1) Variable Analysis Window Construction. *e jump point
ti should be picked such that formula (9) is satisfied:

fIFti − fIFti+1


 + fIFti−1 − fIFti


> μΔfIFt + ρεΔfIFt, (9)

where ΔfIFt is the difference in instantaneous frequencies at
ti, μΔfIFt is the mean value of ΔfIFt at all time points, εΔfIFt is
the variance, and ρ is the variable parameter. *e original
signal is divided into two parts by the time division points ti

and decomposed by EMD independently.

(2) Mask Signal Construction. *e sine signal is a common
form of a mask signal, and its amplitude and frequency
should be determined. As analysed in Section 2.1, the fre-
quency is determined as the average instantaneous fre-
quency fIF. Hence, the amplitude is also determined as the
mean value AIF of the instantaneous amplitude. *en, the
mask signal s t is defined as

st � AIF sin 2 πfIFt, (10)

where AIF � (1/n) 
n
t�1

�����������������

rIF(t)2 + H(rIF(t)2)



and
fIF � (1/n) 

n
t�1(d/dk)(arctan(H(rIF(t))/rIF(t))).

*en, IMFs can be refreshed by formulas (3)–(5), in
which the number of IMFs is determined by fIF and fc is
the sampling frequency. *e algorithm flow is as follows
(Algorithm 2):

3. HM-EMD-Based Acoustic
Scene Classification

*e audio stream contains the hidden acoustic events that
can represent the acoustic scene. In this section, HM-EMD is
first used to decompose the acoustic scene signals, and the
IMF of hidden acoustic events in these acoustic scene signals
is analysed. According to the analysis results, a full-band
IMF hidden component feature is proposed to represent the
hidden acoustic events. Finally, the process of acoustic scene
classification using these features is given in detail.

3.1. Acoustic Scene Signal Analysis by HM-EMD. When
processing the original signal with HM-EMD, the variable
analysis window and mask signal are used to intervene the
decomposition of the original signal. *e frame length is
selected according to the frequency structure of the signal
itself, while the frequency domain components corre-
sponding to each IMF are relatively independent, which
provides higher interpretability of the features. *e in-
stantaneous frequency and amplitude of each IMF also
contain all information of IMF components, which means

that the instantaneous frequency and amplitude of all IMF
components contain most of the information of the signal
to be analysed and can be directly used as the basic
characteristics of the signal. Figure 2 shows the time-
domain waveforms of some typical IMFs with hiding
acoustic events in the ambient audio stream, in which only
the most significant one of all IMF waveforms is shown. It
can be seen that the time-domain waveform character-
istics of these events are very obvious, the extreme value
and over-average rate are very different, and they are
distributed in low, medium, and high frequency bands.
*erefore, this paper proposes a full-band IMF hiding
component features, which can distinguish them well, to
effectively improve the effect of ambient audio stream
recognition algorithm. *e feature calculation method is
shown in Section 3.2.

3.2. Mutagenic Component Features. Figure 2 shows vari-
ous hidden components in the acoustic scene data. On the
one hand, the hidden components cause a significant
interference to the signal spectrum, thereby greatly af-
fecting the ambient audio stream recognition effect based
on traditional spectrum features (such as MFCC). On the
other hand, the types and characteristics of hidden
components corresponding to different ambient audio
streams also exhibit significant differences. *ese hidden
components are closely related to the types of acoustic
events. *e features constructed on the basis of hidden
components can help to distinguish ambient audio
streams. For a hidden component, its frequency, ampli-
tude, and change mode information can effectively reflect
its essential attributes. Almost all of such information can
be reflected by the envelope shape of the IMF obtained by
decomposition. *erefore, we design a set of HACFs.
Based on the IMF decomposed by HM-EMD, the features
extract the relevant information of hidden components,
including the shock intensity feature SH and over-average
feature average crossing rate (ACR).

3.2.1. Shock Intensity Feature (SH).

SHmax j � max r
up
IMFj(t) ,

SHmin j � min r
up
IMFj(t) ,

(11)

where max (rupIMFj (t)) is the upper limit of the signal am-
plitude in the jth IMF and min (rupIMFj (t)) is the lower limit.
Both limits represent the change intensities of the hidden
components relative to the steady components for mea-
suring the changes in signal amplitude. As the sum of the
mean values of the upper and lower envelopes of the IMF is
0, the signal is symmetrical along the time axis, and the
information carried by the upper and lower envelopes is
almost the same. *erefore, a one-sided envelope is enough
to ensure the consistency of the symbols of the two values.
*e superscript means that the upper envelope is used for
calculation.
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3.2.2. ACR Feature.

ACRi �
1
2T



T

i�2
sgn r

up
IMFj(t) − r

up
IMFj(t)  − sgn r

up
IMFj(t − 1) − r

up
IMFj(t) 




. (12)

Input: signal x (t), supposed IMF number i
Output: intrinsic mode function, IMF

(1) x1(t) � x (t), i� 1.
(2) Get the first IMF of the signal residual xi(t), calculate the mean and variance of ΔfIFt, and use formula (8) to determine whether

there is a hiding jump point. Variable analysis window is constructed according to the hiding jump point and xi(t) is segmented.
(3) Construct mask signal for each IMFi: sit � AIFi

sin 2 πfIFi
t.

(4) Do EMD on xi+t � xi(t) + sit and xi−t � xi(t) − sit; get the first IMF rIMFi+
(t) and rIMFi−

(t).
(5) Let rIMFi

(t) � (rIMFi+
(t)+ rIMFi−

(t))/2, and splice all the divided pieces.
(6) i� i+ 1, xi(t) � xi−1(t) – rIMFi

(t), return to step 2, until fIFi
t< (fc/2i), or no new IMF is required.

ALGORITHM 2: Heuristic empirical mode decomposition with a masking signal.
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Figure 2: IMF waveforms with significant hidden components in different environments of the audio stream. (a) Airport luggage roller:
IMF16, low freq. (b)Metro rail joint collision: IMF14, low freq. (c) Chirm: IMF1, high freq. (d) Steps: IMF10, medium freq. (e) Vehicles from
far to near: IMF1, high freq. (f ) Tram acceleration: IMF4, medium and high freq.
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ACR features can express the number of times the upper
envelope of an IMF passes through its mean point, that is,
the number of times the IMF’s upper envelope (time domain
amplitude) fluctuates significantly. If the value is large, the
IMF amplitude frequently fluctuates near the mean value.
For ambient audio stream recognition application scenarios,
if the value is greater than a certain threshold (10Hz or
above), the data may not have obvious and meaningful
hidden components and the change of the upper envelope
near the mean value is only the normal fluctuation of the
acoustic signal itself. If the value is less than the threshold,
the data may contain significant hidden components, and
one-half of the zero-crossing frequency is the frequency of
the hidden components.

3.3. Ambient Audio Stream Classification. *e process of
audio streams classification based on heuristic mask em-
pirical mode decomposition is shown in Figure 3. Firstly, the
HM-EMD method is used to decompose the signal into the
IMFS set. *en, the basic features are extracted based on the
IMFS: the instantaneous frequency, instantaneous ampli-
tude, and the hidden features of AHCFs are all composed of
the feature matrix, and the feature matrix is input into the
classifier to get the final recognition result. In order to verify
the validity of the feature, two kinds of classifiers are selected
in this paper. One is a three-layer perceptron model, whose
specific structure is shown in Figure 3. *e model has a
three-layer structure. Sigmoid function is used as activation
function for the first two layers; each layer has 500 and 250
neurons, respectively. *e output layer uses a SoftMax
classifier and has 10 neurons. *e second is the Triden-
tRestNet model, which consists of three branches, each of
which is ResNet101. *e different branches have different
convolutional kernels for bottleneck modules, which use
3∗ 3, 5∗ 5, and 7∗ 7, respectively, in order to obtain fea-
tures at different scales. Finally, all the features are fused
together to give the recognition result. *e experimental
results show that under the two model systems, the system
based on HM-EMD features still shows satisfactory results.
*e specific experimental results and analysis are as follows:

4. Experiments and Results

In this section, we evaluate the performance of the proposed
HM-EMD method for the validity of modal separation and
the audio stream classification. First, we provide details on
the experimental setup which include both evaluation cri-
teria and datasets. Second, the indexes, the results of ef-
fectiveness analysis for modal separation and acoustic scene
classification methods whose performance are compared
with the proposedmethod are provided. Finally, we compare
the performance of HM-EMD with that of the baseline
methods based on the experiments which are conducted on
the DCASE datasets and ASVSpoof2019 and analyse the
experimental results in detail.

4.1. Experimental Setup. We verify the results of this work
from two aspects: the validity of modal separation and the

validity of the HM-EMD features for environmental audio
stream classification.

4.1.1. Validation of Modal Separation. A nonlinearity index
is defined in formula (13), and it measures the stability of the
decomposition results. *e larger the DN is, the greater the
nonlinear degree is, indicating the more unstable compo-
nents; the verification data are the mixed signals of the three
modes in Figure 1:

DN �
1
n



n

t�1

fIFt − fIFt

fIFt
 

2
⎡⎢⎣ ⎤⎥⎦

1/2

. (13)

4.1.2. Validation of the Features of HM-EMD for the Clas-
sification of Audio Streams. To verify the effectiveness of
designing a series of features based on HM-EMD, we use a
basic HM-EMD feature matrix and a basic features +HACF
matrix as the input parameters of the classifier. Specifically,
the number of mask EMD reference IMFs is 20, the number
of HM-EMD basic feature’s dimension is 20, and HACFs is
3D, whose number of dimension is 20 × 3. *e audio frame
length is 0.5 s, the interframe overlap is 0.25 s, and the total
number of dimensions is 39 × 20 × 3 � 2340. *e classical
mel frequency cepstral coefficients are selected as the con-
trast features; they include 13 dimensional MFCCs and delta
features.*e total number of dimensions is 39, and the audio
frame length is 40ms.

After setting the characteristic parameters, we conducted
the test according to the process designed in Figure 3. *ere
are two datasets used in our experiment:

(1) TASK1A dataset of DCASE [16]: the dataset contains
data on ten cities and nine devices, that is, three real
devices (A, B, C) and six simulated devices (S1–S6).
*e dataset has good annotation, including three
different types of indoor, outdoor, and traffic. It also
has ten different ambient audio streams, namely,
airport, shopping mall, metro, metro station, pe-
destrian, street traffic, tram, park and public square,
and bus. *e acoustic data span a total of 64 h, with
40 h used in dataset training and with 24 h used in
verification. Each audio segment is 10 s long, and the
sampling rate is 44.1 kHz.

(2) ASVSpoof 2019 dataset [17], which is a dataset
aiming to foster the research on countermeasure to
detect voice spoofing in automatic speaker verifi-
cation. *e dataset contains synthesized and
replayed speech attacks, which are classified as
logical access and physical access respectively. *ere
are three subsets under these two tracks, namely,
training set, development set, and evaluation set.
Actual voice data for both tracks were collected from
107 speakers collected from the VCTK2 database, 46
male speakers, and 61 female speakers. A subset of
training and development of physical access was
created by simulating room acoustics, including 3
room sizes, 3 reverberation levels, and 3 speaker
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distances from the ASV microphone. In addition,
there are nine recording configurations, with three
recording distances to the speakers and three
speakers of different qualities. Since this paper fo-
cuses on testing the feature of HM-EMD in the
recognition of fake audio, the 10 neurons in the
output layer of the two classifiers in Figure 3 are
replaced with 2 neurons and the training the model
again. At this time, the output result of the model is
the detection results of fake audio. *e results are
evaluated by EER (equal error rate). Specific ex-
perimental results are shown in Section 4.2.

4.2. Results and Analysis

4.2.1. Effectiveness Analysis for Modal Separation. By
comparing the traditional EMD results, we can see DNHM-

EMD /DNEMD< 1 for any given case. Hence, the IMF pro-
cessed by the HM-EMDmethod has the lowest nonlinearity;
that is, the IMF has a high purity and is close to the blind
separation result under an ideal state.*e separation result is
shown in Figure 4. *e features based on this high-purity
IMF signal can effectively characterize the subtle changes in
the signal components in the time and frequency domains.
Hence, the method is suitable for all types of acoustic
correlation analyses and recognition, especially for the
recognition of ambient audio streams with hidden acoustic
events.

4.2.2. Based on HM Feature Validity of EMD

(1) Ambient Audio Stream Classification. HACFs can be used
to identify the hidden components in IMFs and are thus of
great significance for ambient audio stream recognition. We
verified the discrimination ability of HACFs in different
scenarios (Figure 5). *e figure shows the scatter projection
of some hidden component features in the three-dimen-
sional space. Even the three-dimensional features in a single
IMF have a strong scene discrimination ability. HACFs show
good discrimination ability among different ambient audio
stream categories and thus provide technical support for
subsequent ambient audio stream classification.

Figures 6 and 7, respectively, show the acoustic streams
classification and recognition results of MFCC features,
HM-EMD basic features and HM-EMD basic featur-
es +AHCFS features based on simple classifier and complex
classifier. *e simple classifier is a simple three-layer per-
ceptron, while the complex classifier adopts the optimal
classifier in the DCASE competition [18]. As can be seen
from the figures, basic environmental features based onHM-
EMD in the simple classifier are better than MFCC features
in most scenes, and AHCFS features can effectively capture
hidden information in the environment, which is improving
the accuracy of audio streams classification. In the complex
classification model, the improvement of model classifica-
tion ability can make up the deficiency of feature repre-
sentation, and the overall recognition rate has increased.

Tables 1 shows the results of acoustic streams classifi-
cation. It can be seen that the HM-EMD feature is superior
to theMFCC feature with different classifiers: given the basic
classifier, fIF + AIF is 6.7 percentage points higher than that
in the MFCC series. After the addition of HACFs, the
recognition rate increases by 17.4 percentage points. *is
result is close to the classification accuracy of the RESNET
network with a 32M model size in the DCASE competition
[19], while the simple model used in this paper is only 225K.
In a complex classification model, the improvement of
model classification can make up for the lack of features to
some extent. However, in this case, fIF + AIF + HACFs still
improves the accuracy by 1.3%, and the recognition result
reaches 75.7%. *e fIF + AIF feature can provide instan-
taneous characteristics in time-frequency domain and
HACFs represent the statistical characteristics in time-fre-
quency domain. *e combination of the two can help im-
prove the accuracy of the classification of environmental
audio streams.

(2) Fake Audio Detection. Table 2 presents the fake audio
detection results based on HM-EMD features. It can be
seen that the forged audio based on LA is easier to be
identified than the forged audio based on PA, and the HM-
EMD feature has a more effect on the fake audio of LA
attack. After adding the hidden information feature AHCF,
the detection error rate of forged audio was reduced by
5.61% and 6.11%, respectively. *is is because the LA

Classification
2. TridentResNet

Feature vector

Recognition result

Feature
of frame

f_if + A_if + AHCFs
1. Base model

Acoustic signal

IMFs

HM_EMD

So�max classifier layer (10)

Sigmoid encoder layer (250)

Sigmoid encoder layer (500)

Recognition result

Feature vector (1560/1620)

· · · · · ·

· · · · · ·

· · ·

· ·
 ·

Figure 3: *e process of audio streams classification based on heuristic mask empirical mode decomposition.
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Figure 4: HM-EMD results of x1(t).
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ignores background sound in the process of synthesizing
the fake audio. In this case, the addition of captured audio
background features greatly reduces the detection error
rate. It can also be seen from the table that the HM-EMD

feature can reduce the error rate of fake audio detection in
both simple and complex models, which also proves the
effectiveness of the feature extraction method proposed in
this paper.

0

0.2

0.4

0.6

0.8

1

M
in

im
um

1

0.5

0 0
0.2

0.4
0.6

0.8
1

ACR
Maximum

Park
Traffic
Square

Airport
Bus
Shopping mall

Pedestrian
Tram
Metro

(g)

0

0.2

0.4

0.6

0.8

1

M
in

im
um

1

0.5

0 0
0.2

0.4
0.6

0.8
1

ACR
Maximum

Park
Traffic
Square

Airport
Bus
Shopping mall

Pedestrian
Tram
Metro

(h)
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Figure 6: Acoustic streams’ classification results of DCASE based
on the simple classifier.
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5. Conclusions

Aiming at the problem of audio fraud existing in the
network, this paper proposes a method of feature extrac-
tion of hidden information in audio streams based on HM-
EMD. Because the audio background information is dif-
ficult to be forged, the basic features of audio streams and
the characteristic HCFS of hidden information are con-
structed for fake audio streams based on stable IMFs
decomposed by the HM-EMD method. *e experimental
results show that the HM-EMD-based features have richer
characterization ability for hidden acoustic events than
MEL cepstrum features and can improve the accuracy of
scene classification and fake audio detection. However,
since the HM-EMD decomposition process needs to cal-
culate the mask signal according to the structure of the
signal itself and use the mask signal to separate the aliasing
signal, the algorithm complexity is increased compared
with the classical EMD algorithm. *erefore, in the sub-
sequent work, we will consider the idea of coevolutionary
framework to optimize the algorithm [20]. At same time,
the relationship between the HM-EMD feature system and
different hidden acoustic events will be the further ex-
ploration point, so as to achieve accurate hidden acoustic
event markers in audio streams of different levels and time
scales. In general, the feature extraction of audio streams
based on HM-EMD is helpful to detect fake audio and
provides a new research idea for solving network audio
spoofing.
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(e rapid development in network technology has resulted in the proliferation of Internet of (ings (IoT). (is trend has led to a
widespread utilization of decentralized data and distributed computing power. While machine learning can benefit from the
massive amount of IoT data, privacy concerns and communication costs have caused data silos. Although the adoption of
blockchain and federated learning technologies addresses the security issues related to collusion attacks and privacy leakage in
data sharing, the “free-rider attacks” and “model poisoning attacks” in the federated learning process require auditing of the
training models one by one. However, that increases the communication cost of the entire training process. Hence, to address the
problem of increased communication cost due to node security verification in the blockchain-based federated learning process, we
propose a communication cost optimization method based on security evaluation. By studying the verification mechanism for
useless or malicious nodes, we also introduce a double-layer aggregation model into the federated learning process by combining
the competing voting verification methods and aggregation algorithms. (e experimental comparisons verify that the proposed
model effectively reduces the communication cost of the node security verification in the blockchain-based federated
learning process.

1. Introduction

With the continuous expansion of the scale of Internet of
(ings and the rapid development of artificial intelligence,
the amount of data generated is growing at an unprece-
dented speed. If these resources distributed in the edge of the
Internet of (ings are effectively used, this will greatly
improve the efficiency of machine learning and reduce the
cost of machine learning. (erefore, how to use the data
generated by Internet of(ings devices efficiently becomes a
hot topic. However, with the deepening of research, how to
transfer the value of data under the premise of ensuring data
security has become a key problem to be solved. On the one
hand, the centralized management of the existing Internet of
(ings may lead to data centralization, which leads to the
problem of single point failure and affects the smooth op-
eration of the whole network. On the other hand, in the
process of information transmission, due to the openness of
wireless network, wireless signals between transmission

devices are easily eavesdropping, interfering and shielding,
and being attacked by DDoS and Sybil, which will affect the
security of privacy data. In view of the above problems, the
combination of blockchain and federated learning advan-
tages and application in the field of Internet of (ings can
effectively improve the security of the Internet of (ings.

Blockchain is an emerging and rapidly developing
technology. Due to its wide commercial application, many
research directions have been formed. (rough the com-
bination of various technologies, we have obtained unique
advantages and capabilities and greatly expanded some
application fields and functions. Blockchain can effectively
integrate resources to form a perfect architecture and
promote the development of machine learning technology
[1]. Some examples include helping doctors make more
accurate diagnosis [2] and providing more humanized and
intelligent services for the Internet of (ings [3]. At present,
researches on federated learning based on blockchain are
increasing. (e main research direction in this field is to use
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blockchain to replace the central node in federated learning
and use the decentralization of blockchain to overcome the
privacy leakage and single point of failure problems caused
by the node.

In traditional scenarios, enterprises or institution
training models need to collect, store, and process a large
amount of data. (is means higher network, storage, and
computing capabilities, as well as training costs. In the
process of data transmission and sharing, the following
challenges are encountered: (i) “Data island” phenomenon,
(ii) stricter security regulations, and (iii) the data storage
capacity that cannot meet the practical application re-
quirements. To overcome these challenges, federated
learning (FL) came into being. In FL process, the training
node uses the local data set to train a local model. (en, the
training node sends the parameters of the local model to the
central coordinator, which aggregates multiple local models
to get a global model. Finally, the training node downloads
the parameters of the global model to update the local model
and then trains on the local data set again, so that n rounds of
iterations are carried out until the global model converges.
FL can cooperate with or learn in depth on the Internet of
(ings edge network to ensure data security because the data
set does not need to be migrated throughout the learning
process. However, due to the complexity of the Internet of
(ings, different edge devices show different quality and
stability in the learning process. (is leads to different re-
quirements for communication cost, privacy protection, and
resource allocation, which increases a certain bottleneck for
the wide spread of federated learning. Some researchers have
proposed some schemes, such as verification process and
algorithms, to overcome the “free-rider” and “model poi-
soning” attacks in the federated learning process. However,
the current solution needs to verify and audit all local models
one by one, which not only results in the waste of computing
power but also increases the communication cost of the
whole training process.

(e main contribution of this paper is to compare
existing verifiable federated learning frameworks based on
blockchain and propose a double-layer aggregation model
based on security evaluation to address its high commu-
nication cost. At the same time, the proposed incentive
mechanism ensures that rational workers can gain the
maximum benefit by remaining honest. (e combination
with the incentive model allows the proposed model to
reduce the communication cost of training without relying
on any heavy encryption and special hardware and to defend
against poisoning attacks and free-rider attacks.

(e rest of the paper is organized as follows. We discuss
the existing works in more detail and compare them with
our work in Section 2. (e double-layer polymerization
model based on safety evaluation is described in Section 3.
Section 4 gives the conclusion.

2. Related Works

Federated learning can train the local model and aggregate
the global model on the premise that the private data does
not leave the local, to protect the security of the private data.

However, there are still some defects in the model aggre-
gation and the benign incentive of participating nodes in
federated learning, which leads to a series of researches.

In terms of security of model aggregation, Fu et al. [4]
proposed a privacy-protected verified federated learning
(VFL) algorithm. (is algorithm used Lagrange interpola-
tion to carefully set the interpolation points verifying the
correctness of the polymerization gradient, which preserved
the safety of the aggregation model. If no more than n − 2 of
n participants collude with the aggregation server, VFL
could guarantee the encrypted gradients of other partici-
pants not being inverted.

In decentralized federated learning, Kim et al. [5] pro-
posed a blockchain federated learning (BlockFL) architec-
ture. Since the local training results included a verification
process, BlockFL overcame the single point of failure and
expanded its federated scope to untrusted devices in public
networks. Besides, it promoted the combination of more
equipment withmore training samples by providing rewards
proportional to the number of training samples. Bao et al. [6]
proposed a centered, public-audited, and healthy federated
learning ecosystem called FLchain in trust and incentive. In
FLchain, blockchain is used to replace the traditional fed-
erated learning central coordinator. With the tamper-re-
sistant nature of blockchain, the behavior of participating
nodes can be trusted, so that benign and malicious par-
ticipating nodes can be identified and incentivized and
punished accordingly. Majeed and Seon [7] proposed a new
blockchain architecture. (e concept of channels is used to
learn multiple global models of this architecture. (e local
model parameters for each global iteration are stored as
blocks in a channel-specific ledger. Zhang et al. [8] proposed
a decentralized, collaborative privacy protection training
method based on a multizone blockchain system for medical
image analysis. (is method allowed researchers from dif-
ferent medical institutions to collaborate when training
machine learning models without sharing sensitive patient
data.

In the area of security collaboration, Yin et al. [9] de-
veloped a federated learning-based security data collabo-
rative (FDC) mechanism for handling the safety
collaboration of multiparty data in the IoTenvironment.(e
blockchain was used to record the multipartial interaction
content addressing the privacy and security issues of the IoT
data. Federated learning was used to solve the problem of
large-scale multiparty security collaboration in the IoT. Kim
and Hong [10] et al. proposed a local learning weighting
method based on node identification, and the experimental
results show that the method proposed in this paper per-
forms better in terms of learning speed and stability com-
pared to the traditional federated learning. Martinez et al.
[11] addresses the issues of data privacy, security, and fair
rewards in distributed machine learning using blockchain
and federated learning. An in-depth workflow, off-chain
record database that can be used in conjunction with
blockchain and an architecture for scalable recording and
rewarding of gradients are proposed. Zhang et al. [12]
proposed a blockchain-based federated learning method to
detect equipment failures in the IoT. (is method enables
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the authentication integrity of client data. To solve the data
heterogeneity problem in failure detection, a novel centroid
weighted joint average algorithm called CDWFEDAVG is
proposed. Finally, to motivate customers to participate in the
federated learning process, an incentivemechanism is designed
based on the customer data used in local model training.

In terms of privacy protection, Lu et al. [13] design a
secure data-sharing architecture supporting zone chains. By
adopting federated learning, data sharing was expressed as a
machine learning problem. (ey also showed that the data
privacy could be protected by sharing data models rather than
the actual data. Zhao et al. [14] designed a federated learning
system using credit mechanisms. (is system allows house-
hold appliance manufacturers to predict customer needs and
consumption behaviors based on machine learning models
trained using customer data. (ey also proposed a new
standardization technology, which achieved a higher test
accuracy than the bulk standardization while retaining the
extraction characteristics privacy of each participant data.
Besides, by using differential privacy, the opponent could be
prevented from inferring the customer’s sensitive informa-
tion. Yu et al. [15] proposed a new privacy-preserving fed-
erated learning scheme. Based on the trusted execution
environment (TEE), the training Integrity Protocol of the
scheme was designed. (e protocol can detect causal attacks
and ensure the integrity of the deep learning process. Kim
et al. [16] proposed a blockchain federated learning (BlockFL)
scheme. (is scheme uses the method of combining block-
chain technology and federated learning to solve the problem
that the central coordinator which the centralized federated
learning system depends on is vulnerable to attack. Wang
et al. [17] proposed a new secure decentralized multiparty
learning system based on blockchain technology. (e authors
design two types of Byzantine attacks in the system and design
secure off-chain sample mining and on-chain sample mining
schemes to resist the attacks.

At present, there are not particularly many blockchain-
based federated learning technologies and platforms, and
most of the research in this field uses blockchain instead of
central servers to ensure the security and accuracy of fed-
erated learning aggregation. Meanwhile, the incentive
mechanism of blockchain can attract more nodes to par-
ticipate in training. However, there is less research related to
node security verification, which deserves in-depth study.

3. The Double-Layer Aggregation Model
Based on Safety Evaluation

In this section, we introduce the two main models of the
current blockchain-based verifiable federated learning
framework and subsequently introduce the double-layer
aggregation model proposed in this paper with its security
evaluation index and finally present our comparative ex-
periments and the analysis of the results.

3.1. Comparison of Verified Federated Learning Frameworks.
(ere are currently two main models of blockchain-based
verifiable federated learning frameworks: (i) the centralized

verification model of the verification set and (ii) the dis-
tributed verification model of all submodels.

An example of the first model is the EOS blockchain of
Martinez et al. [11], which proposed a new concept based on
the data segmentation of the edge node customizing the
verification data set called class sample verification error
schemes (CSVES), as shown in Figure 1. (is method is
recommended to be used before the start of training. (e
collection of all available classes is defined as
C � C1, C2, . . . , Cp . For edge node D ∈ D, the article puts
the collection CD as a collection of all categories of data.
(en, CD ⊆C, since there might be a class Ci ∈ C, making all
local data points d ∈ d, where d ∉ Ci. D sends a data set CD

to O and receives a validation set, CD. (e data set of the
verification set CD is only selected from the chain data set of
O. Once the verification set is received,D starts with the local
training data set d and the received verification set training
model Tk. During the training, the model applies the ver-
ification set to the training model and records the verifi-
cation errors. If the number of verification errors is reduced,
the model is considered to be improved. At the end of the
training, D sends the authentication error information and
other parameters of the call function UploadGradient ().
Reference [11] improved on this feature to observe the
overall trend of verification errors during model training. If
the verification error is reduced, δ is a valuable and valid
gradient update, and the model is rewarded based on its data
cost n.

Toyoda et al. [18] proposed another competitive model
update method called IABFL, as shown in Figure 2. IABFL
was a low-cost approach achieving the expected goals in the
event of reasonable action of participants.(emain focus was
on federated learning to introduce duplicate competition,
which allowed the rational workers to follow the agreement
and maximize their profits. Each worker selected in a par-
ticular round picked the top update model submitted by the
last round of worker and used it to update their model.

EOS and IABFL are able to validate the child model
updated by the edge node participating in the training to
prevent useless or malicious models from joining to the
global model. In the EOS, each training round requires
participants to claim the validation data set from the training
process on the blockchain based on the local data set.

(e size of the validation data set is not as large as the
local data set, but, in the overall framework, it requires the
blockchain to send different validation sets to each edge node
participating in the training. (e number of edge nodes in a
typical federation learning framework is measured in tens of
thousands and multiplied by the total number of rounds in
the whole training process, the communication consumption
of the scheme will be very large, and the communication cost
of training a completed model will be tens or even hundreds
of times higher than that of unverified federation learning.

In the IABFL, the submodel of each node is transmitted
between blockchains as the communication data during the
verification process. (e amount of submodel data is not
voluminous compared to the verification data set; hence, the
communication cost of the programwill be much lower than
that of the EOS.
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In this model, it is assumed that n worker members are
involved in training each round, and the traffic created by
transmitting a single model parameter in the network is t. First,
n worker members submit a local model to the block and
synchronize the child model of all other nodes on the chain.
(is process requires a data traffic of C1, which can be
expressed as

C1 � n ×(n − 1) × t. (1)

Assuming that the amount of data consumed by a single
vote is 1, n worker participating in training completes voting
on the chain and synchronizes the data traffic that needs C2;
that is,

C2 � n ×(n − 1). (2)

(e data traffic created by n worker in the IABFL is
denoted as Cpre, which can be calculated as

Cpre � C1 + C2 � n ×(n − 1) × t + n ×(n − 1). (3)

(rough the analysis of communication cost, it can be
found that the current work has solved the problem of
security verification of nodes relatively well, but it brings a
significant increase in communication cost, and the effect is
doubtful in practical application, so this chapter wants to
propose a corresponding solution to the problem of high
communication cost.

Requester

Round #1

Task
Incentive-aware federated learning platform on a public blockchain

Deposit + task
description 

· · · 

· · ·

Voting Voting

Round #2 Round #N

Local model update
by workers

Local model update
by workers

Local model update
by workers

Model update and
incentive based on vote

Model update and
incentive based on vote

Model update and
incentive based on vote

Figure 2: Class sample verification error schemes.
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3.2. 0e Double-Layer Polymerization Model. In the tradi-
tional blockchain-based federated learning process, training is
vulnerable to model poisoning attacks or free-riding attacks.
(e current verifiable federated learningwill add a large amount
of data communication on the basis of the original training to
verify the quality of nodes or data in various ways to solve the
above problems. However, the sharp increase in communica-
tion costs will reduce the willingness of each node to participate,
so we propose a step-by-step federated learning platform based
on blockchain with a verification mechanism design.

(e key idea behind our platform is to introduce repeated
models to update the competition design, and through in-
centive mechanisms any rational worker can work hard and
abide by the agreement to maximize their profits. (e pro-
posed design will naturally enable rational workers to act
honestly without any heavy encryption and special hardware.
As shown in Figure 3, in a specific round, all the nodes
participating in the training are divided into multiple small
clusters. (e submodels of several nodes in a small cluster are
first partially aggregated into a step-by-step model, and each
child node will select the upper A round of the best k model
updates submitted by a small cluster and update its ownmodel
based on these updates. (e reason is that the reward for
workers in the previous round depends on the results of the
voting. (e motivation for choosing the model with the best k
models is that its model updates will have more chances to be
voted in the next round, which means that they will get more
return. (e workers in the next round still cannot be
destroyed, because their models are also competed and voted
on by the workers in the next round. In the following, we will
discuss the systemmodel and themechanism process in detail.

(e symbols used later are described in Table 1.
(ere are four roles in the system: administrator, requester,

worker, and consensus node. Table 2 lists the role information
of each participant. (e role of the administrator is to deploy a
series of smart contracts [19] on a public blockchain, such as
Ethereum [20], and to register requesters and workers to the
platform upon request. It is assumed that the participants know
how to access the location of the smart contracts through a
forum or website. (e requester may have neither the data for
training nor the equipment for training deep learning models.
(e worker, on the other hand, needs to have both data for
training and equipment for training the deep learning model.
Any type of data can be processed on this platform, such as
images, text, and audio. Enter the data set of worker i for task t.
Subscript t is omitted because the next are for a specific task t. It
is assumed that the data sets owned by workers for a specific
task are independent and homogeneously distributed. (is
assumption is natural because a requester submitting a model
for a specific task, such as a deep learningmodel for identifying
cats in pictures, would require that only workers with data sets
specific to that task can join.

(e platform consists of seven procedures: user regis-
tration, task release, task joining, task start, model update,
reward assignment, and task completion. In this article,
Ethereum is used as the blockchain, which is one of the most
popular cryptocurrencies that support intelligent contracts.
However, the proposed model is applicable to any other
technology with intelligent contract support.

3.2.1. User Registration. Administrators need to register all
participating users on the platform based on their requests.
Each user must share their Ethereum address with the
administrator for receiving tasks and rewards, besides de-
claring whether to register as a requester or worker. After the
registration is completed, the requester can release the FL
training task on the blockchain, and the worker can join the
task to update the model and get the corresponding reward.

3.2.2. Task Release. Any user registered as a requestor can
issue federated learning training tasks through a smart
contract. To do that, the requester must specify the
following:

(1) Model description, for example, loss functions, data
formats, learning rates, layers, unit numbers, and
activation functions

(2) (e parameters, for example, the training period,
safety evaluation index, start time, the number of
workers, and the total rewards

(3) Deposits of the total rewards, D, which are equal to
r × N

3.2.3. Task Joining. After the requester posts the task, event
notifications will be sent to all registered workers via the
Ethereum’s event processing function. Each worker will then
decide whether to participate in that task. If the worker
decides to join, the intelligent contract should be called
before the task begins. Based on the requirements, the in-
telligent contract can only be called when the caller is
registered as a worker; otherwise, the abort code is executed.
From the perspective of code implementation, the EMI
address of a worker is stored in an array.

3.2.4. Task Starts. After the task application period, the
requester enrolls in the group of workers Wt joining the
task t. (en, they select the number of the model updates N
and the number of worker members participating in each
round. However, the requester should not disclose in ad-
vance to the worker the number of rounds N to be used for
model updates. It is necessary to show the worker at the end
of the N-wheels. (e cause of this will be detailed later.
Besides, the requester needs to introduce the federated
learning model parameters into ω0 and submits them into
the blockchain. (e requester can use any algorithm to
initialize the model [21].

3.2.5. Model Update. After model training, each round of
worker k is randomly selected among all members registered
with the intelligent contract. (en, the number of indi-
viduals in each cluster is calculated according to the safety
evaluation algorithm, which will be detailed in the next
sections. Each worker gets the local aggregation model
parameters of the previous round of each cluster from the
blockchain and verifies and votes them. (en, they calculate
the global model for the model update based on the selected
top model. Finally, each worker is trained based on the local
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data set to derive the submodel for this round and submits it
to the blockchain consensus node of the cluster. (e con-
sensus node locally aggregates the submodels of all workers
of the cluster according to the average aggregation algorithm
to obtain the local model parameters of the cluster and
submits them to the chain together with the voting results of
each node. (e algorithm for model update is shown as
Algorithm 1.

In lines 1–6 of the algorithm, themain task is to select the
best top models, a, for voting and provide them for use in
subsequent model aggregations. (is is done as follows: if it
is not the first round at the beginning of the training task,
each worker uses the local data set to validate the local
aggregation models of the g clusters from the previous
round and selects a model that they consider the best for
voting; otherwise, this step is skipped. In lines 7–11 of the
algorithm, the role is to compute the underlying global
model for this training round. (is is done by using the
initialization parameter ω0 provided by the requester as the

Table 1: Symbols table.

Symbol Paraphrase
W (e entire collection of workers
i Worker’s index
e Index of each round

a (e number of top model updates selected by the staff
in the next round

K Total number of workers participating in task t
C Percentage of workers per round

k Number of workers selected in each round,
k � max(K · C, 1)

di Data set owned by worker i in round e
B Batch size in deep learning
η Learning rate in deep learning
s (e security value
g Number of clusters in federated learning

τ(·)
Loss function, such as the mean square error in deep

learning
split(d, B) Function to randomly divide data set d into batch B

Requester

Two-layer aggregation platform for federated learning based on blockchain

Deposit + task
description 

···
Vote Vote

Worker update local model

Round one

5) Local model updating
6) Reward distribution

Worker update local model

Round two

Worker update local model

Round N

Local
aggregation

Local
aggregation

Local
aggregation

Vote statistics
5) Local model updating

6) Reward distribution

Cluster parameters
set based on

security evaluation
algorithm 

1)

2) 7)

Vote statistics
5) Local model updating
6) Reward distribution
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6) Reward distribution

Voting
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6) Reward distribution

Voting
5) Model updating 

6) Reward distribution

3)· · ·

4) 

Task

Figure 3: (e double-layer FL aggregation platform based on blockchains.
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parameter of the global model if it is the first round at the
beginning of the training task; otherwise the a local models
selected in lines 1–6 of the algorithm are averaged and
aggregated to obtain the global model. In lines 12–18 of the
algorithm, each worker performs local model training using
the local data set based on the global model computed in
lines 7–11 of the algorithm to train the submodel parameters
for that round. It is worth noting that there are E rounds of
local training, and the data set in each round is not the entire
local data set, but the data set is first randomly divided into b
batches before training, and each round of local training uses
one of these batches.

3.2.6. Reward Assignment. As shown in the algorithm in the
model update, in the submission phase of the model update,
each worker in round e votes for the first g local models
(only one vote can be cast for a model). Based on the
combined votes, the smart contract calculates the number of
votes received by each cluster in round e − 1. Based on the
result of the number of votes, the reward is assigned to each
cluster by r1 ≥ r2 ≥ · · · ≥ rk ≥ 0. (us, the cluster with the

most votes receives a reward of r1, the cluster with the
second most votes receives a reward of r2, and so on. Each
cluster distributes the profit according to the amount of data
involved in training by the child nodes in each cluster based
on the respective rewards obtained.

(e total reward of each round is set to r, and the profit
relationship between each cluster is given as


j∈[1,k]

rj � r.
(4)

3.2.7. Task Completion. After model update and reward
assignments are repeated N − 1 times, since there is no
training task as well as workers in the next round, it is not
possible to vote on the model updates completed by the
workers in the last training round N. (erefore, the rewards
from the last round of tasks are equally distributed to all
workers involved in the training. However, this may neg-
atively affect the working of the worker, because if the
worker knows that they are selected to participate in the last
round, they can get a reward only if they send one of the

Table 2: (e role of each participant.

Participant Task Availability of
data

Availability of equipment for
model training

Administrator Deploy smart contracts on the public blockchain and register requesters
and workers to smart contracts upon request — —

Requester Submit a training task to obtain a trained model Unnecessary Unnecessary
Worker Train the task model submitted by the requester for the reward Yes Yes
Consensus
node

Local aggregation, synchronization of blockchain information, and
distribution of rewards to submodels in the cluster Unnecessary Unnecessary

Input: model updates submitted by all clusters in round e − 1, ωi,e− 1 
i∈g(when e≥ 2) or ω0(when e � 1)

Output: trained model parameters ωi, Voting results Mi,e

/∗1. Use local data to select the best a model to update (except the first round)∗/
(1) if e≥ 2 then
(2) for m ∈ g do
(3) lm � 1/|di|j∈di

τ(Xj, yj;ωm,e− 1)

(4) end
(5) Mi,e⟵ chose a models whose lm is the smallest.
(6) end

/∗2. Aggregation with a models value ∗/
(7) if e �� 1 then
(8) ωi,e

′ ⟵ω0
(9) else
(10) ωi,e

′ ⟵ 1/am∈Mi,e
ωm,e− 1

(11) end
/∗ Update the model with local data ∗/

(12) β⟵ split(di, B)

(13) ωi,e⟵ωi,e
′

(14) for each local epochs E do
(15) for each batch b in β do
(16) ωi,e⟵ωi,e − η∇τ(ωi,e, b)

(17) end
(18) end
(19) return ωi,e, Mi,e

ALGORITHM 1: Model update of worker i in round e.
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previous model updates. If that happens, the motivation of
the first few workers will reduce, since their model updates
may not receive the correct vote in the next round.
(erefore, to ensure effective model training, the worker
must not know whether they are in the last round of the
training. So, the requester needs to reveal N to all workers at
the end of theNth round. [22]. In order not to let the worker
guess N value from the remaining deposits, the requester
needs to provide a deposit D larger than the actual total
reward N × r before task initialization. Furthermore, after
the worker completes all tasks, the requester asks them to
return their excess deposits.

3.3. Safety Evaluation Index. Assuming that there are n
training workers and the consensus nodes g connect to the
blockchain in each round, the amount of communication
consumed to transmit a single model parameter in the
network is t. Firstly, the training worker members obtain the
model parameters from the blockchain for the local ag-
gregation of each cluster in the previous round. (is process
requires C1 data traffic, which is calculated as

C1 � n × g × t. (5)

Each worker then updates the local model and submits
the trained model parameters and its own voting results to
the consensus node of the cluster it belongs to, and this
process needs C2 data traffic, which is calculated as follows:

C2 � n ×(t + 1). (6)

Finally, the consensus node g aggregates the child node
model in the cluster into a local model. (e local model and
voting results of the cluster submitted to the block syn-
chronize the local model of all other consensus nodes on
the chain. (is process requires C3 data traffic [23] as
follows:

C3 � g ×(g − 1) ×(t + 1). (7)

In this article, the data traffic consumed by n training
workers in the model architecture Cstep is calculated as

Cstep � 

3

j�1
Cj � n × g × t + n ×(t + 1) + g ×(g − 1) ×(t + 1).

(8)

According to the previous communication cost analysis,
it is known that the amount of data traffic in the IABFL
scheme is Cpre. Here are some definitions:

Csave is the part where the data traffic of single-round
training of the proposed algorithm is less than that of IABFL,
which is shown as

Csave � Cpre − Cmod � n
2
t − nt + n

2
− n − bnt

− b
2
t + bt + n − b

2
+ b.

(9)

Rsave is the saving coefficient, that is, the ratio of the saved
data traffic to the traffic consumed when transmitting a
single model:

Rsave �
Csave

t
� n

2
− b

2
+(1 − n)b − 2n. (10)

Because the saving factor only indicates that the data
traffic of a single-round training of the improved model is
better than that of the original model if it is greater than 0, so
Rsave > 0 and the minimum number of consensus nodes g

equals two; this leads to the following equation:

g ∈ 2,

�����������
5n

2
− 10n + 1


− n + 1

2
⎡⎣ ⎞⎠, (11)

where n is an integer (n≥ 5), so
�����������
5n

2
− 10n + 1


− n + 1

2
≥ 2. (12)

According to the calculation, the algorithm has an im-
pact only when the number of participants in the federated
learning is greater than or equal to five. (e next derivation
is discussed based on this result.

(e security value of the improved model, Csafe, has two
components: (i) the security of the blockchain and (ii) the
security of the edge node. (e principle of the blockchain
states that the more the consensus nodes, the stronger the
various attacks and the more secure the entire blockchain.
(e security value of the blockchain is denoted as g. (ere
are more edge node workers in a single cluster for larger n/g
values, which would “dilute” the polymerization influence
degree of a single node of the local model. Besides, the safety
value of the model is negatively correlated with n/g. Hence,
g/n is taken as the security value of the edge node, which can
be calculated as

Csafe � (s + 1) × g
m

+(g/n)( , (13)

where s ∈ [0, 10] is the security value.
(e safety factor of the model proposed in this article is

denoted as Rsafe. According to the principle of blockchain,
the more consensus nodes, the stronger the ability to resist
various attacks, such as the Byzantine [24], and the more
secure the whole blockchain; therefore, the more consensus
nodes the model has, the lower the proportion of security
value will be got. Hence, Rsafe is negatively correlated with
the size of g; that is,

Rsafe �
Csave

g
� (s + 1) × g

m− 1
. (14)

Next, the value of m and its optimal value in the actual
application are analyzed by modeling. (e overall equal-
ization coefficient of this model ϑ is defined as follows:

ϑ �
Rsave

Rsafe
. (15)

For m � 2, ϑ can be calculated as

ϑ �
Rsave

Rsafe
�

n
2

− 2n

(s + 1)g
−

g

s + 1
+
1 − n

s + 1
. (16)

When s is constant, the values of ϑ and 1/ϑ are shown in
Figures 4 and 5, respectively.
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When m � 3, ϑ is calculated as

ϑ �
Rsave

Rsafe
�

n
2

− g
2

+(1 − n)g − 2n

(s + 1)g
2 . (17)

When s is constant, the values of ϑ and 1/ϑ are shown in
Figures 6 and 7, respectively.

When m� 4, 1/ϑ is calculated as

1
ϑ

�
Rsafe

Rsave
�

(s + 1)g
3

n
2

− g
2

+(1 − n)g − 2n
. (18)

When s is constant, the values of ϑ and 1/ϑ are shown in
Figures 8 and 9, respectively.

When m � 2, Figures 4 and 5 show that the proportion
of Rsave in the balance coefficient is super linear growth with
n, which does not meet the actual situation and expectations.
When m � 4, Figures 8 and 9 show that the proportion of
Rsave in the balance coefficient is super linear growth with g.
Similarly, when m≥ 4, it is more incompatible. When m � 3,
Figures 6 and 7 show that the balance coefficient trend is
relatively stable with the relationship between n and g, which
conforms to the actual situation and expectation and then
further verification.

When m� 3, the number of the edge nodes in a single
cluster, n/g, is taken as a variable, and its relationship with
the balance coefficient is shown in Figure 10.

Figure 10 shows that the proportion of Rsave in the
balance coefficient increases linearly with the number of
edge nodes in a single cluster, n/g. When g> 5, the impact of
g on the overall trend is almost invisible. Also, it is intuitively
clear from the formula that the equilibrium factor ϑ is
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inversely proportional to the safety value s. It is concluded
that when m � 3, the balance coefficient ϑ complies with the
actual situation and the expectation of the model. (us, the
balance coefficient ϑ is determined as

ϑ �
Rsave

Rsafe
�

n
2

− g
2

+(1 − n)g − 2n

(s + 1)g
2 . (19)

As defined, when ϑ � 1. (e model focuses on saving the
communication cost of the whole federated learning ar-
chitecture when ϑ � 1, the model is in a relative balance
between saving communication consumption and model
security. (e model focuses on the safety of the entire
federated learning architecture when ϑ< 1.(e specific value
can be personalized by the requester during the training task,
and this paper is recommended to take the balance state
ϑ � 1.

When ϑ � 1, Rsave � Rsafe shown as follows:

Rsave − Rsafe � n
2

− (s + 2) × g
2

− n × g � 0, (20)

where g is

g �

�������
4 × s + 9

√
− 1

2 × s + 4
× n. (21)

Using (21), the relational Table 3 is generated.
(e table shows that even if the value of security is

minimized, it can save approximately 25% of the commu-
nication costs. When the security value s≥ 2.79, it can save
about 50% of the communication costs.

3.4. Feasibility Analysis of Double-Layer Aggregation Model.
(e research indicates that the core step in the FedAvg
algorithm is the parameter aggregation of each submodel,
which can be formulated as

ωt+1⟵ 
K

k�1

nk

n
ωk

t+1. (22)

In (22), the global parameter is obtained by accumu-
lating k subparameters based on the weight of the sample
data size. (e total information of each subparameter
consists of two parts: (i) ωk

t+1, the value of the submodel’s
current parameter, and (ii) nk, the number of samples
trained with the model parameter (in federated learning, it
often refers to an edge node participating in training the
amount of data). From another perspective, if a sub-
parameter contains the value of the submodel’s current
parameter and the number of samples fromwhich the model
parameter is trained, then the subparameter can be regarded
as produced by the same training sample.

(erefore, according to the combined rate of addition, it
can be initially obtained that the result of the global pa-
rameter can be obtained by weighting the parameters of the
two submodels, as shown in the following equation:

ω⟵
n1

n1 + n2
ω1

+
n2

n1 + n2
ω2

. (23)

Now, let us expand the added submodel into i (1< i< k)
parts. First, the ki training samples are aggregated according
to FedAvg to obtain the global parameter ωi as

ω⟵ 
K

k�1

nk

n
ωk, (24)

where nk are samples contained in each training sample.
(en, the k training samples are randomly divided into i
(1< i< k) parts. (e i part has a total of ki training samples,
and each training sample is aggregated according to FedAvg
to obtain the local parameter ωi. At this time, ωi is equivalent
to a training sample of i × nk samples. (en, i training
samples ωi are aggregated according to FedAvg to obtain the
global parameter ωα as follows:

ωα⟵ 
I

i�1

ni

nα
ωi, (25)

where nα is

nα � 
I

i�1
ni. (26)
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Finally, the following equation is gathered:

ω⟵ 
K

k�1

nα

n
ωα

⟵ 
K

k�1

nα

n
×

n1 × ω1 + · · · + ni × ωi

nα

⟵ 
K

k�1

nk

n
ωk.

(27)

(e final results of ω and ωα demonstrate that they are
equivalent. (us, it can be concluded that the double-layer
aggregation does not affect the final result of the global
model parameters.(e same applies to the IABFL, where the
following equation expresses the average aggregation based
on the number of nodes:

ωi,e
′ ⟵

1
k


m∈Mi,e

ωm,e− 1. (28)

3.5. Experiments and Result Analysis

3.5.1. Experiments. (e federated learning process of the
IABFL and the double-layer aggregation model is simulated
through multiple virtual nodes. (e aggregation effect, ag-
gregation speed, and the training communication volume
between the two models are compared. (e results revealed
the optimization effect in the availability and communica-
tion cost of the double-layer aggregation model.

(e experiments adopt the controlling variables method.
Experiment 1 is to compare the accuracy of the two models,
while Experiment 2 compares them in terms of aggregation
time. Experiment 3 evaluates the required network/data
traffic, that is, communication cost, when the twomodels are
aggregated. (e experiments use the MINIST training set as
the local data set, and 20% of the same validation set is used
as the test set.

In the experiments, we simulated a small-scale federated
learning environment, where the number of participating
nodes is set to 50, the data set size of each node to 1000, and
the number of local iterations of single-round training to 10.

As mentioned, each iteration used 20% of the local data. We
recorded the accuracy, aggregation time, and network traffic
after each round of the training and averaged the values after
ten times of running.

(e experimental environment is given in Table 4.

3.5.2. Analysis of the Results

Experiment 1. Comparison of the aggregation effects
(e two aggregation models are tested under the same

conditions. Figure 11 illustrates that although the accuracy
of the IABFL in the first three rounds is not as good as the
double-layer aggregation, it becomes slightly better in the
following rounds. Hence, the final difference in accuracy
between the two models is very small. Considering the
amount of data used, the accuracy that the models achieved
is about 84%, which is quite good. (is experiment validates
that the double-layer aggregation model using the safety
evaluation method proposed in this paper is applicable.

Experiment 2. Comparison of the polymerization speeds
Figure 12 depicts that the double-layer aggregation

model consumes more time than the IABFL. According to
the seven rounds repeated ten times, the average time of each
round increases by 0.206 seconds. Analyzing the system
process shows that the increased time is mainly used for the
local aggregation of consensus nodes and the time consumed
by one more segment of network communication. However,
the increased time only accounts for 2.53% of the total model
training, and it does not affect the training timeliness. (is
experiment, therefore, validates that the polymerization
aging of the double-layer aggregationmodel proposed in this
paper is applicable.

Experiment 3. Comparison of communication costs
Figure 13 shows that the communication cost of the

double-layer aggregation model gradually decreases with the
increase of the safety value. Hence, the security value s

should be set in [0, 4] if there is no special requirement. It
can also be seen that although the traffic trend of the double-
layer aggregation model is the same as the previous theo-
retical analysis, there is always a small gap between the two,
which is constant. (is difference might be due to several
factors, such as the network protocol header, various veri-
fication packets (e.g., the three-way handshake packet), and
network fluctuations. However, the model is very close to the
theoretical value, and the difference does not affect the actual
use. (erefore, the model proposed in this paper can still
reduce a large amount of data traffic and hence the

Table 3: Communication volume reduction ratio table.

Value of
security
value, s

(e average number
of edge nodes in each

cluster, n/g

(e proportion of reduction
in communication volume

(%), Csave/Cpre

0 2.00 25
1 2.30 37
2 2.56 45
3 2.79 51
4 3.00 55
5 3.19 59
6 3.37 62
7 3.54 64
8 3.70 66
9 3.85 67
10 4.00 68

Table 4: Experimental testbed specifications.

Environment Model/version
System 64-bit Windows 10 Professional operating system
CPU Intel® Core™ i7-7700 HQ@2.80GHz
GPU NVIDIA GeForce GTX 1050
Software Anaconda3
Python Python� 3.7
Dependency PyTorch, PySyft
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communication cost duringmodel training, which meets the
design goals.

(e above analysis of the experimental results concludes
that the blockchain-based communication cost optimization
and safety evaluation methods proposed can reduce the
communication cost of the learning process while ensuring
the security and availability of the nodes.

4. Conclusions

For the existing protection methods of “free-riding attacks”
and “model poisoning attack” in the federated learning
process, the training models need to be audited one by one,
causing the problem of high communication costs
throughout the training process. A step-by-step aggregation
federated learning platform based on blockchain is pro-
posed, and the architecture and algorithm of the platform
are designed in detail. In this article, we first studied the
verification mechanism of useless or malicious nodes. (en,
using a competitive voting verification algorithm, a block-
chain federation learning communication cost optimization
method based on security evaluation is proposed, and the
security of the model is analyzed in combination with game
theory methods. Finally, through experimental comparison
and analysis, we verify that the proposed method can reduce
the communication cost of the learning process while en-
suring the security and availability of IoT nodes.
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Now a day’s advancement in technology increases the use of automation, mobility, smart devices, and application over the
Internet that can create serious problems for protection and the privacy of digital data and raised the global security issues.
+erefore, the necessity of intelligent systems or techniques can prevent and protect the data over the network. Cyberattack is the
most prominent problem of cybersecurity and now a challenging area of research for scientists and researchers.+ese attacks may
destroy data, system, and resources and sometimes may damage the whole network. Previously numerous traditional techniques
were used for the detection and mitigation of cyberattack, but the techniques are not efficient for new attacks. Today’s machine
learning andmetaheuristic techniques are popularly applied in different areas to achieve efficient computation and fast processing
of complex data of the network. +is paper is discussing the improvements and enhancement of security models, frameworks for
the detection of cyberattacks, and prevention by using different machine learning and optimization techniques in the domain of
cybersecurity. +is paper is focused on the literature of different metaheuristic algorithms for optimal feature selection and
machine learning techniques for the classification of attacks, and some of the prominent algorithms such as GA, evolutionary,
PSO, machine learning, and others are discussed in detail. +is study provides descriptions and tutorials that can be referred from
various literature citations, references, or latest research papers. +e techniques discussed are efficiently applied with high
performance for detection, mitigation, and identification of cyberattacks and provide a security mechanism over the network.
Hence, this survey presents the description of various existing intelligent techniques, attack datasets, different observations, and
comparative studies in detail.

1. Introduction

An excessive use of the Internet in various areas are en-
couraging the researchers and scientists to use intelligent
systems that can support the users, and different applications
also ensure efficient computation, maintaining the quality of
service over the network. +e traditional methods were
time-consuming, less efficient, and giving average perfor-
mance and cannot fit for providing the solution for complex,
multiobjective, or real-world problems. Hence, the necessity
of efficient attack detection systems can reduce the harmful

effects of cyber threats [1]. Cybersecurity is the collection of
various technologies and security mechanisms that develop
for the protection of data, information, network, a program
from the different attack activities such as data modification,
stealing, unauthorized access, and destruction over the In-
ternet or network. Cybersecurity components concern
mainly host protection and network security systems [2].
Currently it is used to protect many areas such as cloud
computing [3], wireless sensor network [4], and IoT. +ere
are a lot of security measures which are available for pro-
viding security to the systems or networks such as antivirus,
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firewall, and IDS. However, still, cyber threats continuously
harm and disrupt Internet services every day. +is motivates
many researchers for providing their extensive contribution
to design security systems [5–9].

+e following are the popular cyberattacks such as denial
of service attack, distributed denial of service attack [10],
remote to local attack, probing, user to root attack, adversarial
attacks, poisoning and evasion attacks [11], botnet [7],
phishing attack [12], spamming [13], and zero-day attack [6].

Many different methods are used for attack detection
that broadly categorized into three major categories such as
anomaly-, misuse-, and hybrid-based detection. Misuse-
based detection can be scanned by prestored attack signa-
tures and mostly used to detect identified attacks. It is useful
to detect known attacks with minimum false alarms. It
requires a certain modification of the signature and rules of
attacks on the database.

+e anomaly-based technique is capable to detect both the
attack types either known or unknown. It can capture net-
work and host machine behavior and also determines
anomalies as deriving from normal behavior. It is the most
popular method because it can detect zero-day attacks. +ere
are many merits of using this method, and one of them is the
customization of profiling actions due to which attackers get
confused about which activity they follow to enter and remain
undetected. However, besides the merits, there is a drawback
also it evaluates with very high false alarm rates and some-
times the legitimate activity considered as an anomaly.

Another is a hybrid technique, a fusion of anomaly- and
misuse-based detection. It supports high performance in the
detection phase and a minimum false alarm rate.

Here presents some existing research that is lighting the
contribution of machine learning and metaheuristic tech-
niques in cyberattack detection, especially focusing on better
classification and optimal feature extraction also with their
results. Tu et al. [14] proposed hybridization of PSO and
SVM for feature extraction, and in this method, fitness
function of PSO is used for classification.

Athari and Borna [15] proposed a hybrid metaheuristic
particle swarm intelligence, genetic algorithm (GA), and
glowworm which are collectively used for classification and
optimal feature extraction in the wireless sensor network.+e
purpose of using the metaheuristic algorithm is to solve the
problems such as low convergence and low local optimality.
In this paper, certain parameters were calculated as permit-
tivity against DoS attack, reliability, number of active nodes,
and energy consumption. +e results shown by PSO have the
highest permittivity, reliability, and larger number of active
nodes compared to the genetic algorithm and glowworm
optimization technique for DoS attack, GA has less permit-
tivity, reliability, and number of active nodes than PSO and
GSO, and energy consumption of GA is very low compared
with the above two techniques because of its simplicity. +e
bioinspired algorithms are popularly used for the optimal
feature selection and solving optimization problems in dif-
ferent fields compared with data mining techniques that were
previously used in classification and feature selection in
different applications such as pattern recognition, intrusion
detection, clustering, and data classification.

Sagarin and Taylor [16] proposed a biological evolu-
tionary system for providing better approaches in the field of
security. Jamali and Shaker [17] proposed a metaheuristic
approach for recognizing denial of service attack type on
TCP protocol called TCP SYN flood attack that requests for
TCP connections in the form of huge flood request to the
server. +is attack detection framework is designed by
particle swarm optimization (PSO) and the queuing model
for optimally using the buffer space and solving attack
recognition problem over the network.

Tarao and Okamato [18] used an artificial immune al-
gorithm of the metaheuristic family to model the framework
for DoS attack detection to overcome the vulnerabilities of
the server-side. By this technique, the false alarm rate is
minimized and detection performance is simulated by the
machine learning approach. Metaheuristic algorithms are
very efficiently used in cybersecurity for the implementation
of the attack recognition framework with high learning
capabilities. Bhattacharya et al. [19] proposed a hybrid
principal component analysis and firefly-based model to
classify intrusion detection system datasets. +e model
performs one-hot encoding for the transformation of the
attack datasets and then hybrid PCA-firefly algorithm used
for dimensional reduction. +e another XGBoost algorithm
is used for classification of attacks. +is hybrid model
perform well by achieving high accuracy of 99.9, sensitivity
93.1, and specificity 99.9.

Visumathi and Shunmuganathan [20] proposed intel-
ligent computational techniques such as SOM, SVM, mul-
tilayer perceptron (MLP), Bayesian network (BN), and
logistic regression for the classification of attack data. Srinoy
[21] proposed a hybrid combination of particle swarm in-
telligence for an optimized feature selection and support
vector machine (SVM) that classify attack data. After the
result is evaluated, it had been found that that the above-
mentioned hybrid technique can easily identify not only
known attacks but also detect the early apprehensive ac-
tivities that cause unknown attack. +is method is efficiently
solved feature selection problem and achieved detection rate
of 96.11% with high classification accuracy.

Mourougan and Aramudhan [22] proposed a compu-
tational model for solving classification problems and
extracting features by the hybrid combination of the PSO
technique and the GA algorithm. +e proposed model of
attack detection can identify DoS attack with maximum
detection accuracy and minimum false alarms by genetic
particle swarm intelligence-based binding feature extraction
that is mostly used for intrusion feature selection. Results are
shown with maximum accuracy and minimum false alarms
as compared with the fuzzy clustering technique.

Akyazi and Sima Uyar [23] proposed the model which
was built on an anomaly-based intrusion detection method
and using the artificial immune system (AIS) to improve
multiobjective evolutionary algorithm, to get the better
performance of the proposed model for the detection of
DDoS attack tested on the DARPA-based LLDOS 1.0
dataset. +e proposed model is applied iteratively for
computation, and if we find the negative selection, then we
redefine the objectives with the same concept. +e zero-
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percent false positive rate is found by applying the above
approach, and hence, results show that the method is suc-
cessful with better accuracy.

Ben Sujitha and Kavitha [24] proposed a method that
can efficiently detect cyberattack and provide better accuracy
and efficiency. For performance improvement in the attack
detection model, optimized features selection approach was
used. +e proposed system is built to provide an optimal
feature extraction algorithm to construct summarized fea-
tures applied to the multiobjective PSO algorithm. +e
anomaly detection method was applied, and the proposed
system was tested on the KDDCUP99 intrusion dataset. +e
result of the proposed system shows that it can successfully
deal with real-time attacks worked with high speed.

+e rest of the paper is arranged as follows: Section 2
focuses on important steps of classification and machine
learning. Section 3 focuses on the detail of different meta-
heuristic algorithms used in cyberattack detection. Section 4
describes the different machine learning techniques used in
cyberattack detection. Section 5 focuses on different datasets.
Section 6 presents observations and evaluations. Section 7
presents challenges and future directions, and finally, Sec-
tion 8 concludes the paper.

2. Important Steps of Classification and
Machine Learning

Many techniques were previously used in knowledge dis-
covery of database (KDD), especially data mining techniques
such as clustering and data classification techniques. KDD is
dealing with extracting useful information from the data
source. In Figure 1, the various steps for extracting
knowledge are data preparation, data selection, data
cleaning, and extracting features or patterns from the data.
According to Periyar and Salem [22], data preprocessing is a
most essential step of machine learning computation that
can remove noisy data such as repeated values, out-of-limit
values, irrelevant data logics, checking null values, and
missing terms or instances. +e data preprocessing has
certain steps such as learning, normalization, transforma-
tion, feature selection, and extraction. Outcomes of pre-
processed data are input or works as the training sets to
extract knowledge for the testing phase. +e precision of any
classifier depends on selecting the optimal feature upsets
from the original data [22].

Feature selection is the most essential step of data
preprocessing, used before the classification process [24].
+is method is useful to reduction of some repeated data
patterns and noisy and unnecessary features, which is very
useful to achieve accuracy in classification and improves
attack detection rate. It is the method of selecting some
subset of the actual features and can generate different new
features [24]. FS has to perform two basic objectives firstly to
provide accuracy in classification performance and reduce
the number of features. Complex datasets sometimes de-
grade classification performance in the attack detection
process, and it can create problems such as irrelevant data
and repeated features, uncertainty, and ambiguity. +ese
certain problems are obstacles not only in concern of

detection speed but also in the performance of the detection
process [24].

+e approach comprises two major phases which are
training phase and testing phase, and these phases are
processed by using the following steps:

(1) Identification of different features, attributes, or
classes of data during the phase of reprocessing these
attributes which are extracted from the data

(2) Selection of attributes that is useful for the
classification

(3) Learning processed by the help of training data

(4) Training the model used for the detection of un-
known threats

+ese abovementioned are the various steps that are
followed to process machine learning. In the training phase,
signature-based classes are learned by using some training
sets. In the testing phase, testing of new data is carried out by
the classifier and they are checked whether they match with
that class or not.

In another anomaly-based approach, the regular
traffic data are defined in the training phase, this trained
model is applied to the new data in the testing phase, and
finally, testing sets are classified as a normal or malicious
one.

In many research papers, machine learning (ML) is
broadly categorised into three phases such as the first
training phase, secondly testing phase, and the last vali-
dation phase. Machine learning has numerous methods
for the training and testing process, some of the popular
methods are artificial neural network (ANN) methods
such as SVM, SOM, and multiple layer perceptron net-
work (MLP), and these techniques have different pa-
rameters such as the number of layers, nodes, and
processing units. When the training phase is completed,
then a number of models are available and the selection of
the model depends on its efficiency, accuracy, and error
estimation. .

+ere are the following three types ofMLmethods which
are broadly classified as supervised, unsupervised, and
semisupervised [2]. When the model is trained by certain
rules (training sets) and the data are well labeled, then it
comes under supervised learning. Most of the supervised
anomaly techniques were proposed using a support vector
machine (SVM), multilevel perceptron network (MLP), and
decision tree [25].

When some part of the dataset is labeled by pre-
processing of data methods due to which the problems
introduce, that comes under semisupervised learning. If the

Learning Normalization Transformation

Feature
extraction Selection

Figure 1: Steps of preprocessing of data.
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dataset is unlabeled, then some problems arise in extracting
various attributes, classes, structures, and patterns from
those data, and such problems come under unsupervised
learning [2]. Which is the model or leaning method used
depends on the problem that should be solved. Hence,
according to the problem, the best-suited learning approach
is used.

Once the steps of the classification model are completed
such as training, validation, and testing sets, hence themodel
is able to be preferred in the future for further problem-
solving strategies. +ere are many machine learning
methods which are available for solving any classification
problem efficiently such as artificial neural network learning
methods, both supervised or unsupervised learning tech-
niques such as self-organizing map, linear logistic regres-
sion, and other feedforward neural network methods, näıve
Bayes, support vector machine (SVM), and multilevel per-
ceptron (MLP) classifiers. +ese different methods were
applied to different benchmarks and popularly used for
solving classification problems such as well-known
KDDCUP99 dataset for intrusion detection according to
Srinoy et al. [21] using the anomaly-based approach with a
hybrid form of PSO and SVM for the optimal feature se-
lection and classification tasks.

According to Shinde and Parvat [26], using the NSL-
KDD dataset, we apply the hybrid form of PSO and ABC on
SVM for solving feature selection and classification prob-
lems to achieve high DR and low FAR. Prasad et al. [27]
analyzed metaheuristic anomaly-based algorithms for real-
time detection of application layer distributed denial of
service attack successfully detected by using the hybrid
combination of cuckoo search, bat, and firefly algorithm and
proved to be an efficient technique by improving the pa-
rameters such as accuracy, efficiency, and performance
analysis. Jadidi et al. [28] proposed multilevel perceptron
(MLP) based on the anomaly attack detection method in a
high-speed network. +e PSOGSA and cuckoo algorithms
based hybrid approach was used that ensures improved
accuracy to classify abnormal traffic.

Akyazi and Sima Uyar [23] proposed a model for attack
detection against the DoS attack by using the AIS algorithm
based on anomaly detection and applied on the DARPA
LLDOS 1.0 dataset that provides an efficient result, high
TPR, and very low FPR. Hence, a multiobjective evolu-
tionary algorithm is used inspired by AIS that is proved to be
very effective for DDoS attack detection. Hence, machine
learning methods are very popularly used for cyberattack
detection and proved to be very efficient on various
benchmarks. Today, for the better computational result,
hybrid metaheuristic algorithms and ML approaches are
used for optimal feature extraction, and in many classifi-
cation problems, they specially deal with complex datasets.

In the above section of the paper discussing machine
learning approaches with some current research studies,
now after preprocessing, feature extraction, and classifica-
tion of the data model we talk about the computational
matrices of classification. +ere are several classification
matrices which are used for machine learning in the attack-
detection process. +ese matrices are discussed below in this

part. +e evaluation can be done on four main parameters
such as false positive (FP) attacks which are wrongly clas-
sified as attacks, true positive (TP) which shows that attacks
are correctly classified, true negative (Tn) which shows that
the system is correct in spotting normal conditions, and false
negative (Fn) attacks which are correctly classified as attacks
[29]. +e following are the attack detection matrices based
on the anomaly detection method:

(i) To measure the overall performance, four matrices
are broadly used such as accuracy, error rate (ER),
miss rate (MR), and false alarm rate (FAR) [28, 30].

(ii) Accuracy can be measured as
A � (TP + Tn)/(TP + Tn + FP + Fn)

Error rate, ER � (Fn + FP)/(TP + Tn + FP + Fn)

Miss rate, MR � (Fn)/(TP + Fn)

False alarm rate, FAR � (FP)/(Tn + Fp).
(iii) True negative rate, also called specificity, TNR �

(Tn)/(Tn + Tp) ratio of items which are correctly
classified as negative [2].

(iv) True positive rate, also called as sensitivity or recall
or detection rate, TPR (Tp)/(Tp + Fn) [2].

(v) Negative predictive value (NPV) ratio of items
which are correctly classified as negative, NPV �

(Tn)/(Tn + Fn) [2].
(vi) FP rate or fall out rate ratio of items incorrectly

classified as positive fall out� (FP)/(Tn + Fp) [2].

In the attack detection mechanism during the classifi-
cation of data, certain metrics are evaluated as false alarm
rate (FAR) and true positive rate (TPR). Both of the
abovementioned matrices are directly proportional to re-
lationships with each other. Both of FAR and TPR are
plotted with the help of receiver-operating characteristics
with different axes, x-axis for FAR and y-axis for TPR, when
FAR increases, then TPR increases, and if FAS falls, the TPR
falls [18]. +e overall performance is measured by certain
matrices such as total detection accuracy (TDA) that can be
evaluated as a total sum of correctly classified data items to
the sum of samples. +e average detection time (ADT) is
calculated as the total detection time to the total sum of
samples [31], performance, class detection rate, detection
rate, or false positive rate.

+e performance matrices are also evaluated by recall or
precision factors. Recall is measured as TP/TP+ Fn and
precision factor is measured as TP/(TP+ Fp), other matrices
measured based on precision and recall are F-measures, and
weight mean acts as a tradeoff between the above two. +e
F-measures was measured as (2 ∗ Recall ∗ Precision)/
(Recall + Precision) [32].

3. Metaheuristic Approaches for Optimal
Feature Selection

In this section of the paper, we discuss various methods of
metaheuristics that are broadly used in many areas for
solving different complex optimization problems [5].
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Figure 2 presents the classification of optimization such as
swarm optimization techniques, genetic algorithm (GA), ant
colony optimization (ACO), artificial immune algorithm
(AIA), cuckoo algorithm (CA), artificial bee colony algo-
rithm (ABC), and bacterial foraging algorithm (BFA), with
their results by using the reference of different research
papers and latest articles.

3.1. Particle Swarm Optimization. It is a widely used tech-
nique and one of the members of the swarm family which
was firstly discussed by James Kennedy and Russell
C. Eberhart in 1995 [14], and PSO is described in his first
research paper “A New Optimizer Using Particle Swarm
6eory.” It is an intelligent optimization technique and a
member of a class called metaheuristics. Particle swarm
intelligence is stimulated by the socialized behavior of an-
imals such as bird flocking and fish schooling nature.

Particle swarm intelligence is a simple yet powerful
optimizing algorithm and also successfully applied to the
number of applications of different areas and broadly in
fields of science and engineering. According to its con-
cept, each solution in the search space is considered a
particle. Taking information from its surrounding particle
will be in motion [15]. Its prototype can be implemented
with ease programming and economical in terms of both
storage and speed. Its computation and working steps are
similar to the evolutionary and genetic algorithms [17].
PSO has the strong global best minima, each particle of the
population has some randomized positions, and every
particle is attached with some velocity. +e velocity of the
particle is adjusted through some previous behavior of
each particle and its neighbors while roaming around the
search space. All the particles update their positions and
velocity to the best optimal value by communicating with
each other [24].

Each particle in the problem space has certain coordi-
nates that are connected along with some fitness value. +is
value is noted as P best.+e other value also used by the PSO
is considered as the best value that occurred up to any

particle in the neighbors of the particle. +en, the particular
location of the particle is noted as L best. As soon as a particle
takes the population of its surrounding neighbors, the best
value, called global best, is considered as best. Hence around
this theory of particle swarm optimization every, time there
is a change in velocity of each particle that value near its P
best and L best locationsis selected [25, 33].

Let us consider that each particle is categorized into two
parameters which are position vector and velocity vector,
denoted as (Yi(t)) and (Ui(t)). +e location and velocity of
particle i at the iteration of t times can be presented as

Yi(t) � Yi1(t), Yi2(t), . . . . . . , Yin(t) , (1)

Ui(t) � Ui1(t), Ui2(t), . . . . . . , Uin(t) . (2)

Hence, the performance of the process, each particle
having its independent knowledge P best, means that they
have their own best value in the position, and collective
knowledge G best means best of its best neighbor. +e
velocity will be updated using formula (3) [33–35]. +e
velocity of particles can be calculated as

U(new) � w × u
old
pd + C1 × rand1 × pbestpd

� y
old
pd + C2 × rand × gbest − y

old
,

(3)

where w is inertia weight and is denoted as random number
that may be considered between 0 and 1, and C1 and C2 are
the constant value that can change the velocity of a particle
towards the P best and G best, and its value can be set to 2
[25, 33, 34]. Hence, equation (4) represents update positions
as

Yi(t + 1) � Yi(t) + Ui(t + 1). (4)

Particle swarm optimization is applicable to various
cyberattack detection systems for optimal feature selection
problems and providing optimal solution. Here, we discuss
some cyberattack detection systems designed in reference
papers presented by various authors that use particle opti-
mization for optimal results. Jamali and Shaker [17]

Metaheuristic algorithms

Deterministic Probabilistic

Tabu search

Single solution Logic based Natural basedEvolutionary based 

Simulated
annealing

Ant colony optimization (ACO)
Artificial bee colony (ABC)
Bacterial foraging algorithm
(BFA)
Cuckoo algorithm (CA) 
Artificial immune system (AIS)
Firefly optimization (FFO) 

Particle swarm
optimization (PSO)
Genetic algorithm
(GA)
Differential
evolution (DE)

Entropy based 
External 
Harmony based 

Figure 2: Categories of metaheuristic algorithms.
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proposed a detection model against denial of service attacks
which are very prominent attacks over the Internet that
block the legitimate users for gaining the network services. A
defensive framework is proposed which had used particle
swarm optimization to formulate various optimization
problems to optimally solving the problem and improving
the performance of an attack detection system with efficient
consumption of buffer space.

In Hao et al.’s study [36] for achieving pattern recog-
nition on weblog data for differentiating the normal and
abnormal or malicious data, the user sessions are extracted
from the log record. k-means clustering techniques are
applied with a hybrid form of particle swarm optimization to
generate an efficient attack detection model. +is model
successfully recognizes a DDoS attack with improved
accuracy.

Momanyi Nyabuga et al. [37] provide defensive and
preventive models against the denial of service (DoS) attack
by applying the particle swarm intelligence algorithm in the
VANET network. After the results, they found that PSO is
efficient with high accuracy used for optimization in the
attack detection system.

Shinde and Parvat [26] proposed a framework focused
on achieving a high rate of attack detection with minimum
false alarms by applying a hybrid form of SVM and swarm
intelligence for selecting correct parameters. SVM had en-
abled us to provide an efficient classification of attack data.
+e attack detection framework uses knowledge gaining for
selecting features and combines with support vector ma-
chine classifier. +e important features will be selected by
using an optimization approach called particle swarm in-
telligence and applied on the NSL-KDD dataset, and out-
comes found high DR and low FAR after compared by
regular SVM.

Guoli [38] presented the attack detectionmodel based on
which PSO is proposed with the Elman neural network. +is
fusion is used for optimal parameterization which improves
performance. +e experimented results are better as com-
pared with traditional techniques.

3.2. Genetic Algorithm. Genetic algorithm (GA) is another
metaheuristic technique that works on the concept of
theory of evolution. +e genetic algorithm (GA) is also
called as population-based algorithms. +ese bioinspired
algorithms are based on the iterative or repeating opera-
tions, and its basic ideology is adapted from genetics.
Genetic algorithms can be designed as a simulation model
in which the population of samples (chromosomes) from
solution candidates in optimization problems will lead to
an improved solution. One of the main features of the
genetic algorithm is that it constantly works on chromo-
somes and solution space [15].

+e population is mainly a collection of chromosomes in
which each chromosome represents a certain position in the
problem domain and probably a solution to the problem. By
applying genetic operators on each population, they result in
creating a new population that can have the same number of
chromosomes. +en, a fitness function is determined for

them, using operators are selection, crossover, andmutation,
these are generally used by genetic algorithms, and a new
generation can be created. +e number of generations such
as chromosome population is determined in the algorithm
initialization step and methods of setting the parameter.

In the selection phase of GA, several chromosomes are
selected from the existing chromosomes in a population to
reproduction. Best chromosomes have more chances to be
selected for reproduction. Chromosomes that make the next
generation are being selected by this operator:

pi �
fi


pop−size
j�1 fj

, (5)

li � πr
2 ∗pi. (6)

Equation (5) represents how to calculate the probability
of each chromosome selection. pi represents the probability
of selection of ith chromosome, fi is the fitness function
value of the ith chromosome, and the dominator part of the
equation shows the total amount of fitness function of all
chromosomes. In equation (6), li is the length of the ith
chromosome. +en, the crossover operator produces the
child chromosome. +is operator produces two-parent
chromosome genes in the new chromosome (child). +e
chromosomes which were selected from the initial pop-
ulation as a parent for crossover operation are obtained
from

nc � 2
pc × npop

2
 . (7)

+e mutation operator also selects a gene from the
chromosome arbitrarily and then alters the content of that
gene. +e mutation operator guarantees that the genetic
algorithm does not fall in the trap of local minimum point
and covers all chromosomes which may be destroyed during
the performance of other operations such as selection and
crossover.

Genetic algorithms are based on the global search op-
tima, and hence, they are efficiently used in the attack de-
tection system; some of the following researchers use this
technique for solving the optimization problem in attack
data classification.

Siva Sankari et al. [39] proposed a model for the de-
tection of a DoS attack also to observe the attacks over the
Internet and predict the attack is DoS or not. In the proposed
model, the genetic algorithm (GA) is used for optimizing
features for optimal feature selection and identify DoS at-
tacks.+eGA is capable to learn the things itself and initiates
the process of selection. It is used to generate optimal
resolution for making the proper solution to complex
problems. Genetic algorithms are implemented through the
following steps such as selection, crossover, and mutation to
find the optimal solutions. +is approach is very accurate
and efficient for identifying a DoS attack. +e proposed
system results showed better performance, and it is capable
of detecting a DoS attack with high accuracy.

Mizukoshi and Munetomo [40] proposed the system
which is designed for attack detection by learning the attack
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patterns and other anomalous traffic. +e proposed system
works as a real-time traffic pattern analyzer using GA for
detecting abnormal traffic behavior. +e system is built on
using Hadoop distributed infrastructure, and the result
shows the effectiveness of the DDoS defense system.

Lee et al. [41] proposed an approach which provides a
defensive mechanism against DDoS attack by using a traffic
matrix. In this work, they proposed an improved attack
detection model that enhances the traffic matrix construc-
tion process and some particular parameters were optimized
using the genetic algorithm (GA). +e experiments were
tested on DARPA 2000 and LBL-PKT-4 datasets, and the
results were evaluated which provides better detection ac-
curacy with a high speed as compared with previous
techniques.

Bhuyan et al. [42] provide an inclusive survey on de-
tection or prevention against DDoS attack and also its de-
tection techniques with its tools in the different networks.
+e article also discussed the different issues, various
challenges, and feasible solutions in the concerned domain.

In Dimitris et al.’s study [43], the neural network de-
tector was designed against the detection of DDoS attack.
For selecting optimal features, a genetic algorithm is used
that can extract 44 statistical features from the packet header.
+e computation is based on a genetic algorithm that creates
an error-free neural network-based DDoS detector. +e
experimental results have shown the improved succeed
features for DDoS detection with high accuracy.

Lee et al. [44] proposed an attack detection model by
improving some parameters of traffic matrix through GA to
achieve optimization that utilizes a high attack detection rate.
+e traffic matrix construction operation improved by hash
function for minimizing the rate of collisions also used the
packet-based window size to minimize cost. +e evaluation is
applied on DARPA 2000 LLDOS 1.0 and LBL-PKT-4 attack
datasets. +e proposed work has shown high feasibility in
concern of attack detection accuracy and speed.

3.3. Ant Colony Optimization Algorithm. It is a commonly
used technique to resolve combinational optimization-based
problems and belongs as a member of the metaheuristic
family. +is algorithm works as an agent-based system,
simulates the behavior of ants to develop a learning-based
system.+e ants preferred to move in a straight line for food
searching and protecting themselves from different situa-
tions, and firstly, they decide to move from left to right
randomly. +en, some assumptions are taken such as the
moving speed of each ant is the same and also depositing
pheromone in the trail evenly. Hence, the ants prefer to
move from left to right direction and will reach the food
earlier, and pheromone accomplished the fast shortest path
around the obstacles. While the other ants preferred to
follow the way where they found the excess amount of
chemical called pheromone, hence all the ants meet the
target (source of food) through the shortest path.

+e ant colony optimization is quite different from the
traditional ant system in concern with the pheromone trails
which can be updated in two phases. Firstly, when ants

decide a tour, they can change the quantity of pheromone
locally around routed boundaries by a local updation in
position. Secondly, when each of the ants decides their tour,
a global updation is applied to adjust the pheromone amount
in the boundaries which is considered as best ant tour [21].
Hence, this phenomenon of optimization is used by different
research studies for solving optimization problems. Along
with the various applications of ant colony optimization, it is
also used in cyberattack detection models successfully. Here,
we discuss some of the research papers of its contribution in
attack detection models. Dimitris et al. [43] proposed an ant
colony system-based (DDIACS) framework for identifica-
tion and detection of a low-rate distributed denial of service
(LDDoS) attack detection, another well-known attack over
the network. +e proposed detection model is built with ant
colony optimization, which is another strong optimization
algorithm used to resolve complex optimization problems.
+e proposed framework has improved some parameters
that are very complex while detecting multisource attacks
such as flexibility, fast convergence, and robustness. +is
framework was tested upon the dataset DARPA and KDD.
+e outcomes have shown that the proposed method has
successfully overcome the problem or errors with high ac-
curacy than existing models. +e proposed model found
more than 89% of the detection rate and 83% accuracy.

Aldwairi et al. [45] proposed an anomaly-based detec-
tion model for the detection of unknown attacks. +ey
proposed a model by using the ant colony optimization
technique for selecting optimized features to improve the
overall classification accuracy by rejecting unwanted fea-
tures. In this proposed work, ant colony optimization of
three levels of updating feature selection process had been
proposed. +is method efficiently used the information of
each ant in the process of feature extraction and also im-
proved the accuracy of the proposed system and classifi-
cation of features.+e evaluation results have shown that the
proposed approach performed well as compared with pre-
viously used feature selection techniques.

3.4. Artificial Bee Colony. Swarm intelligence is a kind of
self-organized system that can solve different optimization
problems. Artificial bee colony (ABC) is another prominent
optimization technique that works by the concept of imi-
tating the foraging technique of bee swarms, firstly predicted
by Visumathi and Shunmuganathan [20]. +e artificial bee
colony algorithm worked in the following three basic steps:
the first is food source; it is based on some important factors
such as the amount and quality of nectar, the total efforts for
its extraction, and nearest to the colony. Secondly, foragers,
employed foragers grasp information of food sources, and
the third one is unemployed foragers continuously looking
for food sources and broadly categorised into two types
which are scout bees and onlooker bees. +e whole process
of searching food starts with scout bees sent for searching
food sources in the colony in a random distribution manner.
While the scout bees return, the food sources are rated by
some threshold value and perform waggle dance [21]. +e
waggle dance is a unique interaction way and also helps to
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determine the food source direction through the nectar
amount that represents fitness value. Onlooker bees choose
the best food source by collecting all the information that is
exposed by the waggle dances. +is information helps them
to reach the best sources without the help of any maps [46].

+e following authors used artificial bee colony (ABC) in
the attack-detecting system for solving optimization prob-
lems. Mahale and Gothawal [47] proposed an ABC algorithm
to optimize some attributes of the artificial neural network,
improve local optima problem, and also overcome low
convergence speed of the neural network.+e ABC algorithm
can be efficiently used for finding the optimal solutions in
minimum time. In this research work, the proposed algorithm
was applied for attack detection and the evaluation outcome
shows that the proposed method had performed and im-
proved in some parameters such as DR and efficiency.

Priyadharshini and Kuppusamy [48] proposed an attack
detection model based on anomaly detection techniques that
detect attacks and improve performance by low false alarms.
+is proposed work is based on the ABC algorithm by
anomaly-based attack detection with a feature extraction
technique to optimize some attributes for the classification.
+e experiments were performed on the KDDCUP99
dataset, and results were evaluated by calculating some
parameters such as accuracy and speed. After evaluation, the
accuracy rate was noted 97.5% for the known attack, and for
unknown attack, it was noted as 93.2%.

3.5. Cuckoo Algorithm. A cuckoo algorithm is one of the
optimal search algorithms inspired by the holoparasite act of
cuckoo birds.+e birds of these types are not able to complete
their reproduction phase by lacking proper host, and these
birds can lay their eggs to the nest of the birds that contain
eggs that look like them, which means they place their eggs
inside the nest of other similar birds. +e searching approach
followed by the bird is acceptable in different areas for solving
different optimization problems. Cuckoo search is applied
with three traditional rules: firstly, randomly search location
of host nest for placing eggs; secondly, the nest that contains
similar eggs as compared to a cuckoo egg; third, the finite
number of nests that is considered as 15 for cuckoo search.
Hence, the probability P can be taken for its eggs as an object
which is represented as {P (a)∃a∈(0, 1)}. +e following au-
thors used the cuckoo algorithm to achieve optimization in
the attack detection model.

Hao et al. [49] proposed security against denial of service
attack by using a cross-layer approach as the best solution.+e
cross-layer approach was the combined form of device-driver
packet filter (cuckoo-based filter) and remotely firewall. Packet
filter was designed to filter out abnormal network traffic before
it utilizes the resource for higher network protocol layers at a
server-side. +e performance of the proposed technique was
checked throughwide-ranging simulated by java and performs
better for DDoS attack detection.

3.6. Bacterial Foraging Algorithm. BFO technique is stim-
ulated by a collection of forage behavior of bacteria such as
E. coli and M. xanthus. Particularly, the BFOA algorithm

based on the chemotaxis behavior of bacteria can determine
chemical gradients and move toward or away from par-
ticular signals. +e information-conveying process of the
algorithm is used to allow cells to collect together swarm to
optima. +is can be implemented by a sequence of three
main processes on a population of replicated cells: first,
chemotaxis; second, reproduction; and last, elimination-
dispersal. +ese first steps are responsible for the cost of cells
is redefined through the closeness of other cells, and they can
move along the modified cost surface at once. +e second
one in which only those cells are preferred performs best in
their whole life that allows being the part of next generation,
and in the third one, the cells may discard and low prob-
ability new random samples are added.

+e following optimization algorithm is efficiently used
for cyberattack detection mechanism. Damodaram and
Valarmathi [50] applied the bacterial foraging algorithm for
the detection of phishing attacks. +e traditional systems are
intelligent, flexible, and efficient based on association and
classification of data mining algorithms, but they are not
successful to provide the optimal solution. +e proposed
model introduced a hybrid optimization algorithm BFOA for
achieving an optimal solution for identifying phishing web-
sites. Experimental results were compared with the traditional
techniques proved to be very efficient by comparison. Table 1
shows the comprehensive analysis including techniques,
datasets, description, and outcomes of different articles from
the literature. Table 2 presents the brief description of different
metaheuristic techniques with their features and application.

4. Machine Learning Methods

In our day-to-day life, artificial intelligence plays an im-
portant role to solve many complex problems. It includes
many applications such as speech recognition, language
processing, machine intelligence, and fog computing
[53, 54]. Machine learning is one of the popular fields of
artificial intelligence that is successfully used in solving
various computational problems of different areas [56, 57].
Now a days it is extended to more deep networks such as
deep learning [58], extreme learning [59], deep extreme
learning networks etc.

Machine learning algorithms are classified as “classifi-
cation,” “clustering,” or “regression.”

+is section of the paper discusses various methods of
machine learning used in an attack detection system. Here,
certain details of these techniques with their results are
presented by taking the help of different research papers for
each method. In Figure 3, classification of machine learning
techniques such as decision trees (DTs), artificial neural
networks (ANNs), naive Bayes (NB), and fuzzy set-based
approach are referred from the previous literature survey.

+e paper presents a detailed study of some important
intelligent classification techniques are discussed below.

4.1. Artificial Neural Networks (ANNs). ANN is among the
efficiently used systems that stimulated its working like the
human brain [1]. ANN works like the human brain which
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Table 1: Detailed analysis of comprehensive survey and research articles.

Reference Technique used Dataset used Description Outcomes

Hao et al. [36] 6e hybrid form
of k-means + PSO KDDCUP99

+e proposed model can be used to
detect the crowd (undetermined session)

is normal or an attack.

+e proposed model can detect attacks
with better performance.

Momanyi
Nyabuga et al.
[37]

Particle swarm
optimization KDDCUP99

+e proposed model provides a review
and discussions of the denial of service

attack detection and prevention
mechanisms; moreover, it intended to
propose the particle swarm algorithm
optimally helps to detect DOS attack.

+e simulated outcomes have shown
that the proposed PSO-based model was
efficiently used for attack detection as

compared with other methods.

Shinde and
Parvat [26]

6e hybrid form
of PSO+ SVM NSL-KDD

+e attack detection model was designed
using a hybrid form of SVM machine
with the PSO technique for the selection

of optimal features to achieve high
accuracy and performance also lower the

FAR alarm than normal IDS.

+e hybrid approach of machine
learning and optimization technique

(ABC-SVM) provides better results than
the other single approach. +e results
showed a detection rate with 98.53% and

a false alarm rate with 0.0374.

Siva Sankari1
et al. [39]

Genetic
algorithms KDDCUP99

+e proposed model is designed by using
the genetic algorithm (GA) for the

detection of DoS.

+is detection approach was better-
performed attack detection but not

proved to be very efficient as comparing
its performance with the hybrid

technique approached model. However,
it provides better results than the

traditional one.

Mizukoshi and
Munetomo [40]

Genetic
algorithms KDDCUP99

+is proposed model is based on real-
time traffic pattern analysis using a
genetic algorithm (GA) approach for

optimal pattern extraction.

+e experimental result has shown that
the proposed method performed well as

compared with other traditional
methods.

Lee et al. [41] Genetic
algorithms

DARPA 2000,
LBL-PKT-4

+is proposed model is designed for the
detection of distributed denial of service

attack using a traffic matrix and
optimizes some features of the traffic

matrix by using GA.

+e detection rate and accuracy by using
this method were better compared with

other traditional techniques.

Dimitris et al.
[43]

Genetic
algorithms KDDCUP99

+is proposed work is designed for the
detection of DDoS attacks using a genetic
algorithm for efficient feature selection

and optimizing some parameters.
Genetic algorithm (GA) evaluation used

designed error-free neural network
detector.

+e evaluated results have shown that
the features that best qualify for DDoS
attack detection were optimally selected
by the proposed approach and provide

better results.

Chen et.al. [51] Ant colony
optimization

DARPA/
LLDOS

KDDCUP99

+is proposed work investigated
different complexity of the DDIACS
framework and also presents its

comparison with the swarm technique
and other probability-based techniques.

+e results have shown that the
proposed framework successfully
resolved the problems related to

processing attributes, and DDIACS
framework provides higher

performance than existing methods.

Kumar and
Walia [52]

Ant colony
optimization KDDCUP99

+e objective of this work was to design
and implement OSLR and DSR protocols
for the blackhole attack also prevent the

system from the threat.

After evaluation, results showed that the
proposed approach performed well on
various network performance metrics
such as bit error rate, throughput, delay,

and packet delivery ratio.

Rais and
Mehmood [53]

Ant colony
optimization KDDCUP99

+e proposed model used the ACO
optimization technique for better feature

selection by various stages of
pheromones that help ants to find the

optimal features.

Evaluation of the result shows that the
proposed approach outperformed in
optimal feature selection as compared

with the traditional techniques.

Bhuyan et al.
[42]

Artificial bee
colony KDDCUP99

+is proposed method is applied to ABC
algorithm. Anomaly-based attack
detection is used by using different

feature selection techniques to minimize
the number of unwanted features and

pick the best one.

Experimental results have shown that
the performance of ABC algorithm was
better than traditional approaches and
also achieved a high accuracy rate.
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Table 2: Comparative study of metaheuristic algorithms.

Features PSO GA ACO AIS ABC BFA

Representation

Dimensional
vector for position
speed, the best

state

Binary, real list of
rules,

permutation of
elements

Undirected graph

Attribute str. (a
real-valued

vector), integer
string, binary
string symbolic

string

D-dimensional
vector (xi� 1, 2,

. . ., D)

Represents i-th
bacterium at jth
chemotactic, k-th
reproductive, and
l-th dispersal step

Operators initializer, update,
and evaluator

Crossover,
mutation,
selection,
inversion

Pheromone update
and measure, trail

evaporation

Immune operators
cloning,

hypermutation
and selection

based on elitism

Reproduction,
replacement of
bee, selection

Reproduction,
chemotaxis,
dispersion,
elimination

Datasets for
attack
detection

KDDCUP99,
DARPA98, NSL-

KDD

KDDCUP99,
DARPA98

KDDCUP99,
DARPA98

KDDCUP99,
DARPA98, LLDOS

KDDCUP99,
DARPA98

KDDCUP99,
DARPA98

Permittivity
against DoS
attack

High Low High Low Low Low

Structure and
dynamics

Discrete and
network

components and
evolution or
learning based

Discrete and
network

components and
evolution based

Discrete
components and
evolution and
learning based

Discrete and
network

components and
evolution or
learning based

Discrete and
components and
evolution based

Discrete and
network

components and
evolution or
learning based

Reliability High Low High High Low Low

Time-
consuming

Time-consuming
because of its
complexity but

the no. of
repetitions is less

Low time-
consuming

because of its
simplicity but the
no. of repetitions

is high

Time-consuming
because of its
complexity

Low time-
consuming

because of its
simplicity

Low time-
consuming

because of its
simplicity

Low time-
consuming

because of its
simplicity

Robustness High
Low as compared
to PSO, but more

than others

Lower than PSO and
GA, more than

others

Lower than ACO
better Lowest Higher than ABS

Parameters

Number of
particles,

dimension of
particles, range of

particles,
maximum
number of

iterations, inertia
weight

Population size,
max generation
number, cross-
over probability

Number of ants,
iterations,
pheromone

evaporation rate,
amount of

reinforcement

Population size,
no. of antibodies to
be selected for
hypermutation,
number of

antibodies to be
replaced

No. of food
sources which is
equal to the no. of

employed
onlooker bees

+e dimension of
the search space,

number of
bacteria, number

of steps
chemotactic, no.
of elimination
and dispersal
events, no. of
reproduction

steps, probability

Applications

Power system
optimization
problems,
multimodel
problems,

multiobjective,
dynamic,

constrained, and
combinatorial
optimization
problems,
anomaly
detection,
sequential

ordering problem,
etc.

Pattern
recognition,

reactive power
dispatch, sensor-
based robot path

planning,
multiobjective
vehicle routing

problem,
molecular

modeling, web
service selection,

etc.

Continuous
optimization and
parallel processing
implementations.
Vehicle routing
problem, graph
coloring and set
covering, agent-
based dynamic
scheduling, etc.

Computer
security, anomaly

detection,
clustering/

classification,
numeric function
optimization, virus
detection, pattern
recognition, etc.

Solving reliability
redundancy
allocation

problem, training
neural networks,
XOR, decoder-
encoder, and 3-

bit parity
benchmark

problems, pattern
classification, etc.

Application for
harmonic
estimation

problem in power
systems, the
parameters of
membership

functions, and the
weights of rules of
a fuzzy rule set
are estimated, etc.
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comprises billions of neurons which are interlinked by
different synapses, and its functionality is separated into
threemajor layers which are input, output, and hidden layers
in which each connection is associated with some weight.
+e entire networks are trained and learn from its learning
phase and training phase through the weight adjustment, so
it enables us to calculate the accurate class to the set of
inputs. ANN, as shown in Figure 4, is also defined as a
network of numerous computing elements or units that are
closely interconnected with each other and also transform a
set of inputs to the required outputs. +e outcomes are
evaluated using the unique weights and elements that are
related to each other by interconnectivity between them.+e
network can generate the desired output by modifying links
connecting nodes [60]. Activation function is applied to the
set of input nodes, then passed through hidden layer nodes,
and finally reaches the output nodes.. ANN works as a well-
designed transformation of a set of input to output values.
An artificial neural network can work for both the methods
of the anomaly- and signature-based attack detection [61].

4.1.1. Anomaly-Based Detection Using Artificial Neural
Network. Jadidi et al. [28] proposed a model for attack
detection using the hybrid form of ANN for detecting at-
tacks by using a flow-based dataset and also applied met-
aheuristic optimization algorithms for achieving an optimal
solution. In this proposed work, there were two hybrid
heuristic algorithms such as PSOGSA and cuckoo, which
were used to efficiently use the interconnected weights of an
MLP network.+e resultant network analyzed by flow-based
datasets compared its performance with the previously used
techniques and found that the proposed hybrid technique
enables us to detect attacks with better accuracy.

Jiang et al. [62] proposed a model designed by using
hierarchical neural networks for an attack detection system
that worked on RBF. +e proposed method used the com-
bination of the anomaly- and signature-based detection
methods, also having the benefit of the RBF for low training
with better accuracy. +e RBF anomaly classifier is used for
the identification of normal or attack data. Hence, the pro-
posed method enabled us to analyze real-time network traffic.

In Jadidi et al.’s study [63], the proposed model was built
on an anomaly-based detection approach which is a very
well-known technique and efficiently used for detecting
unknown attacks. +is work is based on the anomaly-based
attack detection method and MLP neural network with a
single hidden layer was used. In this attack detection system,

GSA was used for the optimization of interconnected
weights of a multilayer perceptron network. Hence, the
proposed GSA-based detection system successfully achieved
99.43% accuracy.

Ryan et al. [64] proposed a model of intrusion detection
designed by using ANN in which the BPNN algorithm is used
to model attack detection systems in which the system of some
users was used. +e dataset used for training and testing was
taken from the logs of the UNIX environment. +e evaluation
of the result found 96% accuracy and a 7% false alarm rate.

4.1.2. 6e Signature-Based Detection Approach. Cannady
[65] proposed a model for intrusion detection that was built
by using artificial neural network designed by a multistage
classifier approach to detect signature-based (misuse based)
detection. +e data created by a real-time secure network
consist of attack signatures and analyzed approximately
thousands of events in which 3000 were simulated attacks.

Nine different features are selected after the data pre-
processing step.. Normal or abnormal traffic is recognized by
training the system using an artificial neural network, which
enables us to learn the collective signatures. +e proposed
model resulted in 93% accuracy and found efficient after
compared with other algorithms.

4.2. BayesianNetwork. A Bayesian network is one of the ML
techniques that work on the concept of probabilistic
graphical model that is represented by some particular
variables and the associations between them [66]. +e
Bayesian network can easily handle incomplete datasets [33].
+e network is generally created in the form of a graph
where nodes or vertices (V) are used as the random variables
and edges (E) as a connecting association between them, and
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a directed acyclic graph (DAG) is set up. +e lower-level
nodes are called child nodes that depend on parent nodes or
upper-level nodes. Every node or vertices are assigned a
random variable and conditional probability [16].

Bayesian classifiers based on Bayes’ theorem are used for
the classification of the new instances of a data sample
named Y. Each instance is a set of attribute values that are
denoted as Y� (y1, y2,. . ., yn). Considering n number of
classes, the sample Y is assigned to the class Ci if a given
condition is satisfied:

P (Y | Ci) P (Ci)>P (Y | Cj) P (Cj) for all i and j in (1, m).
+e sample is considered to be the class that has a max

probability. In the Bayesian network, the attributes are im-
plicitly conditional independent. Instead of that, naive Bayesian
classification provides acceptable outcomes as it focused on the
identification of the classes for the instances instead of prob-
abilities. Hence, it can be used in various applications such as
text data classification and attack data classification [16].

4.2.1. Anomaly-Based Detection. Panda and Patra [61] had
proposed a structure for an attack detection system that used
the naı̈ve Bayes algorithm, one of the techniques of machine
learning. +e experiments applied on a 10% KDDCUP99
dataset, and the system is evaluated by tenfold cross-vali-
dations. +e experimental results show the proposed ap-
proach achieved a higher detection rate than other
approaches, the detection rate was noted as 95%, the error
rate was 5%, and it was fast and cost-effective.

Farid et al. [67] had proposed representation for in-
trusion detection where data classification can be done by
using one of the popular learning algorithms, naive Bayesian
technique. +e overall working of the proposed algorithm
for intrusion detection had been evaluated on 10% of
KDDCUP99. +e experimental results founded high accu-
racy with minimum false positives.

Muda et al. [66] proposed a hybrid method in which the
hybridization of twomachine learning approaches which are
naı̈ve Bayes and k-means clustering technique was used for
solving a classification problem. +e computational evalu-
ation can be performed on the benchmark KDDCUP99. +e
proposed model worked with two different phases in the first
phase, and the grouping of similar data instances was done
according to their behaviors by using the k-means clustering
technique. In the second phase, the naı̈ve Bayes classifier was
used for classification task and the results are achieved by
this approach: the accuracy was noted as 99% and false alarm
was less than 0.5%.

Ben Amor et al. [33] proposed a model built on the näıve
Bayes classifier and built a normal Bayesian network, and the
evaluation is applied on the KDD 1999 dataset and collecting
the classes of attacks in the following three major stages for
performance measurements. In the first stage, calculate single
attack in normal data, in the second stage, contain all four
attack types of the KDD 1999 dataset, the problems were
resolved by using multiclass classification based on the misuse
detection technique, and the third stage consists of normal data
and all four attack types using anomaly-based attack detection
technique.+e experimental results foundwith better accuracy.

4.2.2. 6e Signature-Based Detection Approach. Panda and
Patra [61] proposed the attack detection model designed by
naı̈ve Bayes technique using Weka tool [23], and the ex-
periments were applied on the KDD 1999 dataset that is
grouped into different attacks of KDD datasets; finally, the
results are compared with the neural network classifier and
reported as the naı̈ve Bayes classifier has a high accuracy and
false alarm rate than NN.

4.3. Support Vector Machine. SVM is capable of resolving
various pattern recognition problems, proposed by Vapnik
[25]. SVM uses the concept of supervised learning with
related learning algorithms which were mostly applied to
signature-based detection in the last few years. It transforms
the set of inputs into a high-dimensional space and can be
creating an optimal divided hyperplane into the high-di-
mensional feature space [60].+e SVM classifier is applied to
provide improved output for binary classification as com-
pared with further classifiers. SVM promises good perfor-
mance, and hence, it is used in various fields such as pattern
recognition, bioinformatics, text categorization, speaker
verification, character recognition, engineering and science,
and financial market evaluation [32]. SVM is popular for
solving various classification problems because its robust-
ness and efficiently dealing with high-dimensional data also
remove the nuisance of the dimensionality problem. SVM
was initially designed for binary classification for con-
structing an optimal hyperplane to maximize the division
line among the negative and positive datasets [32].

4.3.1. Anomaly-Based Detection Using Artificial Neural
Network. Mukkamala et al. [68] proposed a hybrid model
that is the collection of techniques ANN and SVM for the
attack detection system. +e purpose of using SVM is to
achieve better speed and scalability in attack detection
system. +e experimental results were carried on the
DARPA 1998 dataset. +e result of the proposed method
shown as training time for SVMs is significantly minimum,
and it is reported as 17.77 sec shorter than neural networks.
+e performance of SVM showed that the attack detection
system had a higher rate of detection than neural networks.

Chen et al. [69] proposed a model used the combination
of set theory and SVM for the attack detection system. +e
experiments are applied on the KDDCUP99 dataset, and the
rough set theory concept is applied at the preprocessing
phase and to optimized features. +e selection of best fea-
tures was selected and applied to train the SVM model and
accordingly tested. +e experimental result has shown that
the accuracy was noted as 86.79% and FPR was 29.97%. +e
accuracy was found better with a reduced false positive rate.

Wang et al. [70] proposed a model for attack detection
designed by using a two-hybrid combination of algorithms
that worked on improved SVM by using the collective form
of PSO and PCA. +e experiments were performed on the
KDDCUP99 dataset, and principle component analysis
(PCA) was used as an effective technique for decreasing
dimensions of the dataset. +e particle swarm intelligence
technique was applied with different parameters in SVM.
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+e results have shown that the attack detection rate was
found to be improved by PCA and PSO combination as
compared with PSO-SVM.

Srinoy et al. [21] proposed an attack detectionmodel that
is built on a hybrid combination of algorithms which are
PSO for SVMs and optimal feature selection, which act as a
fitness function of PSO. +e evaluation of the result showed
that the proposed method successfully recognized both the
unknown and known attacks. +is proposed technique
achieved better classification accuracy by comparing it with
different traditional methods.

Shinde and Parvat [26] proposed a model built by the
use of PSO and SVM for choosing optimal parameters for
gaining a high detection rate and low false alarm rate.
Support vector machine (SVM) has the potential for
achieving better classification for the attack detection
system.+e working of SVM is depending on choosing the
better parameters. +is proposed work used the SVM
classifier with the knowledge gain for feature selection.
+e classified parameters of SVM will be optimally chosen
by a PSO algorithm. +e experiments were applied on the
NSL-KDD dataset, and results show that the proposed
method can attain a low false alarm rate and higher de-
tection rate.

Saxena and Richaariya [46] proposed a model which was
a hybrid form of the PSO method and SVM. +e experi-
ments are applied to the KDDCUP99 dataset. +e selection
of optimized parameters by binary PSO and classification
problem was solved by the support vector machine. +e
binary PSO provides the finest promising feature subset for
creating a better intrusion detection system. +e proposed
method had to complete that task by following certain major
steps which are preprocessing, feature reduction using in-
formation gain, and training using hybrid SVM-PSO. Fi-
nally, the evaluation has shown that the hybrid combination
of PSO and SVM achieved a high detection rate than the
simple SVM method.

Wang et al. [71] proposed a model designed by using the
SVM-based feature selection algorithm for reducing the
dimension of sample data. +e anomaly-based intrusion
detection technique is used, and MSVM is used with highly
optimized parameters by the use of particle swarm opti-
mization (PSO) in the collective form detecting anomalous
connections. +e experiments were performed on the
KDDCUP dataset to measure the efficiency of proposed
algorithms (FS-SVM and MSVM-PSO) and the detection
precision of MSVM-PSO, also comparing the MSVM-PSO
with three different algorithms: these were Bayesian algo-
rithm, k-means, and multiclass support vector machine with
optimized parameters of the method (MSVM-grid). +e
experimental results have shown that the hybrid form of
MSVM-PSO outperforms than three algorithms in terms of
different parameters such as detection rate and accuracy.

4.4. Decision Trees. DT is one of the prominent methods of
ML that represented in form of a tree structure where each
lower-level node is used to represent a decision or test on the
data item which is taken into consideration [1].+e outcome

of the test decides the selection of any branch. Classification
of any data item is based on a process in which the decision
tree algorithms start with its root node and follow the as-
sertions, and the process is carried out until reaching a
terminal leaf or node. After reaching the terminal node, a
decision is being made. A decision tree is also represented as
a unique form of a rule set, categorized by the hierarchical
association of rules. A decision tree comprises of following
essentials [37]. A decision node which represents a condition
or a test on a data item, one of the possible attribute values,
or test attribute outcomes is given by branch or edge, and the
object belongs to which class is given by the leaf. It starts
from the root node of the decision tree and follows the
branch indicated by the outcome of each test until a leaf
node is reached which is the procedure to classify an object.
+e leaf node level class is called as unknown object, and the
information gaining of the attributes provides the best at-
tribute on the division of subsets.

Ben Amor et al.[28] proposed an attack detection model
that was built on the combination of two ML techniques
which were DTand Bayesian network.+e experiments were
applied to the KDDCUP99 dataset and also compared the
performance of both the techniques. After the evaluation of
the proposed technique, that DT-based method provides
much better results than näıve Bayes. If the comparison is
based on the computation, then the building of DT is much
slower than the Bayesian network. +e decision tree selects
the optimal features for each node during the creation of the
tree based on some defined criteria. +e advantage of DT is
that it has a good speed of operation and high attack de-
tection accuracy.

Stein et al. [72] proposed the attack detection model
which was based on the GA approach for the optimal se-
lection of features used with DT, to achieve maximum
detection rate and minimum false alarm rate. +e experi-
ments were performed on different attack datasets with
different attacks separately. +e GA improved some of the
categories such as in performance gaining on probe. Hence,
it was found that the performance improvement on other
attack types is much higher in the testing data.

Karthik et al. [73] proposed the model used three
techniques which are used for hybridization, i.e., chi-square,
information gain, and relief, and compared their perfor-
mance using the decision tree classifier. Evaluation can be
done by using the KDDCUP99 dataset, and the results have
shown that the decision tree which classifies the perfor-
mance is improved with high accuracy.

4.5. Random Forests. RF is one of the classification tech-
niques that consist of a set of tree-based classifiers [20]. RF is
a collection of classification and regression which is in-
vincible in terms of accuracy among the DM techniques.+e
RF algorithm has numerous applications, used in prediction,
probability estimation, and pattern analysis [74]. Random
forest classifiers consist of a collection of a huge number of
DTs. It is a collection of tree hierarchy in which each tree
depends on the values of a random vector that is sampled
individually and with the same distribution for all trees in

Security and Communication Networks 13



the forest. If new records were taken as input, then random
forest makes trees for that records and keeps them in the
forest [74].

Malik et al. [75] proposed a hybrid combination of the
binary PSO and RF algorithm for the optimal feature selection
and classification of attacks in a network. Particle swarm
optimization is one of the popular algorithms of the swarm
family that has the capability of robust global search and is
used for optimal feature extraction, and random forest (RF) is
a highly accurate classifier and used for classification. +e
experiments of the proposed technique are applied to the
KDDCUP99 dataset. We also compared the evaluated results
of the proposed system with other classifiers, and the final
results show that performance achieved by the proposed
classifier is much better than the traditional approaches.

Malik and Khan [74] proposed a model designed by
using the BMOPSO approach to detect PROBE attacks in the
network. +e proposed technique focused on two basic
parameters to be achieved as first attack DR and second FAR
to follow the procedure of feature selection.+e experiments
were applied to the KDDCUP99 dataset. +e proposed
approach is used for optimal feature selection from a set of
different features and RF techniques used for highly accurate
and fast classification. +e results have shown that the
proposed method performed well for the classification.

4.6. AssociationRule andClustering. Hao et al. [36] proposed
an attack detection model for the application level DDoS
attack.+e weblog record was used for user session extraction
and recognizing patterns of the data that are normal or ab-
normal, and also evaluating the similarities between different
sessions. +e traditional k-means clustering algorithm fails
into local optimality. +e hybrid collective form of particle
swarm optimization k-means clustering algorithm (PSO-
KMC) was used for constructing an attack detection model.
+e proposed model enables to detect whether the unde-
termined sessions are part of DDoS attack or not. +e ex-
perimental results have shown that the proposed technique
can detect attacks effectively with high performance.

Srinoy and Kurutach [76] proposed a model designed by
using a data mining-based hybrid approach for attack de-
tection.+e algorithm is hybridized by k-means and artificial
ant clustering algorithm primarily used to generate raw
clusters, and they were refined further by k-means particle
swarm optimization (KPSO). +e proposed model had been
developed as the evolutionary-based clustering technique.
We hybridized the k-means algorithm and PSO to find good
partitions of the data. +e proposed approach allows rec-
ognizing not only known attacks but also unknown attacks.
After evaluation, the results have shown that the proposed
hybrid algorithm performed well with high accuracy.

Ensafi et al. [77] proposed a model designed by using a
hybrid combination of algorithms for the attack detection
model which were fuzzy logic-based approach and swarm-
based approach. +e proposed technique is efficiently ap-
plied to solve local minima and complex classification
problems. +e proposed SFK-means approach used the
benefits of k-means, fuzzy k-means, and swarm k-means,

and all together successfully resolved most of the problems.
+e importance of the SFK-means algorithm was to over-
come local convergence problems in fuzzy k-means and the
sharp boundary problem in swarm k-means.+e experiment
is applied to the KDDCUP99 dataset and found that the
proposed approach was effective in detecting various attacks.

4.7. Hidden Markov Models. Markov chains or hidden
Markov models (HMMs) are members of the class of the
Markov model. A Markov model consists of set of states that
experience some transitions from one state to another by the
transition probabilities which decide the logical structure of
the model [31]. HMM is one of the machine learning models
used in various applications such as speech, pattern, gesture
recognition, bioinformatics, and language processing do-
main. It is also named as a statistical or sequence model in
which the system modeling can be done by the Markov
process for unknown parameters.+e challenging task in the
HMM model is to recognize different hidden parameters
from the visible parameters [31]. +e states of a hidden
Markov model represent undetermined conditions that
should be modeled and have dissimilar output probability
distributions at each state.

4.7.1. Anomaly Detection and Hybrid Detection. Joshi and
Phoha [78] proposed the hidden Markov model for intru-
sion detection. +e HMM was used with the following five
states and six symbols per state. +e states were inter-
connected in a manner that anyone of state can reach other
states. Baum-Welch et al. were applied to evaluate the
hidden Markov parameters. +e experiments were applied
to the KDD 1999 dataset, also evaluates other parameters
such as FP and FN rate.+e results showed that the accuracy
is significantly improved by using more than five features.

4.7.2. Misuse-Based Detection. Ariu et al. [31] proposed an
attack detection model for the web applications and used
hidden Markov models for the attack signature extraction.
+e proposed method competitively modeled the classifiers.
+e experiments were applied to the DARPA 1999 and
HTTP dataset. +e experiments were applied, and the de-
tection ratewas evaluated higher than 0.8.

4.8.DeepLearning. Deep learning is another field of machine
learning that deals with algorithms based on structure and
function that resemble the working of the human brain which
is called artificial neural networks. It belongs to both the
categories of supervised and unsupervised learning and
dealing with multilevel representation and features of hier-
archical architecture in classification and pattern recognition.
Deep learning is popularly used in different applications such
as image processing and audio, text, and speech recognition.
+ese techniques are targeted to learn the best feature rep-
resentation from the bulk amount of unstructured data. Deep
learning-based different methods are used to overcome dif-
ferent problems of modeling an efficient attack detection
system. +ere are various deep learning methods which are

14 Security and Communication Networks



available such as recurrent neural network (RNN) [79],
Boltzmann machine (BM), restricted Boltzmann machine
(RBM), deep Boltzmann machine (DBM), deep neural net-
work (DNN) [80], autoencoder, deep/stacked autoencoder,
stacked denoising autoencoder, distributed representation,
and convolution neural network (CNN). Self-taught learning
(STL) [81] is also one of the DL approaches that consist of two
stages for the classification. First, the best feature is selected
from bulky data, called unsupervised feature learning (UFL).
In the second stage, it learned representation of labeled data
and used for the classification. DL architectures are similar to
a neural network ofmultiple layers of architecture and various
linear or nonlinear functions. +e deep learning algorithm
that works with high speed and fast learning capability and
provides an efficient solution is said to be a successful method.

Niyaz et al. [82] proposed an attack detection model
against DDoS attack, a DL-based approach of the multi-
vector DDoS detection system in an SDN environment. SDN
provides facility to program network devices for accom-
plished different tasks. +e proposed system is designed as a
network application over the software-defined network
environment controller. +e feature selection or classifica-
tion is done by using deep learning. +e result showed high
accuracy with a low FP rate for attack detection in the
proposed system.

Yin et al. [79] proposed a model designed by using deep
learning technique, called the RNN-based intrusion detection
system. +e performance can be evaluated in the form of
binary and multiclass classification, and the number of layers,
neurons, and different learning rate was included. Hence,
comparison was carried out with different techniques such as
ANN, RF, SVM, and other machine learning methods that
were previously used by the researchers. +e experimental
results have shown that the proposed intrusion detection
model is suitable for modeling complex classification models
that have high accuracy and performance is also superior to
the traditionalmachine learning classificationmethods in both
binary and multiclass classification. +e proposed model
ensures that improved accuracy of the intrusion detection also
provides a better method for intrusion detection.

Javaid et al. [81] proposed a deep learning-based IDS
model, using self-taught learning (STL), a DL technique was
applied, and the experiment was evaluated on the NSL-KDD
dataset for network intrusion. +e performance of the
proposed approach is better than other traditional ap-
proaches of previous work. Comparison can be done on
certain parameters which are accuracy, precision, recall, and
F-measure values.

Table 3 presents comprehensive study among themachine
learning techniques. Table 4 and Table 5 present the per-
formance comparison among machine learning techniques.

5. Datasets Used in Cyberattack Detection

Using machine learning and optimization algorithms for
classification and feature selection problems, the dataset is
considered to be a very important element. Since these
techniques are working with the learning and testing phase
in which they learn from the existing data, hence it is

essential to have proper knowledge of the dataset that should
be used to be aware of how the various authors and scientists
may apply different machine learning and optimization
algorithms. In this section, we describe different types of
datasets used for attack detection in detail by applying
machine learning and optimization algorithms. Here, we
discuss three broad categories of the dataset which are public
datasets, net flow datasets, and packet flow-based datasets.

5.1. Public Datasets. For the attack detection system, there
are the following public datasets are discussed in detail. +e
different public datasets are given in the following sections.

5.1.1. Defense Advanced Research Projects Agency (DARPA
1998). DARPA 1998 is firstly created through the Cyber
Systems and Technology Group of MIT Lincoln Laboratory,
under Defense Advanced Research Projects Agency and Air
Force Research, a laboratory for the assessment of network
attack detection systems. DARPA 1998 and 1999 are widely
used in various experiments and repeatedly cited in many
publications.+e DARPA 1998 dataset is formed by the MIT/
LL. It creates an interest in the various researchers that may
work on different issues of network, base station, and network
attack detection system. +e evaluation is designed to con-
centrate on core issues of technology and to motivate much
participation to work on security and privacy concerns.

+e DARPA 1999 dataset significantly has many attack
types as compared to the DARPA 1998 dataset. +ere were
two parts of intrusion detection evaluation of 1999 DARPA:
firstly offline evaluation and secondly by a real-time eval-
uation. +e attack detection systems are tested in the offline
evaluation mode using network traffic and various audit logs
together on network simulators. Some batch mode is applied
for processing these data.

5.1.2. Knowledge Discovery Dataset (KDD). +e most
commonly used benchmark for attack detection is named as
the KDD 1999 dataset [66] which was formed for the
KDDCUP challenge in 1999. +e KDD dataset consists of
three major terms which are basic, content, and traffic
features and creates 41 attributes (Table 6). +e KDD 1999
dataset has some resemblance with the NetFlow dataset, but
it is more complicated and has detailed features since the
attacks were evaluated.

Another form of NSL-KDD dataset that has 42 attributes
(Table 6) was used in this study. NSL-KDD is an enhanced
form of the KDD99 dataset on which repeated instances were
removed. +e NSL-KDD dataset has many different versions
in which only 20 percent of training data are used which are
determined as KDD train 20% along with 25192 instances.
+e tested dataset is determined as KDD test that has 22544
instances. Table 6 describes the KDD dataset attributes with
class labels. Hence, from these 42 attributes, the 41 can be
classified into four different classes mentioned as follows:
basic (B) features are of individual TCP connections, content
(C) features are inside a connection recommended by domain
knowledge, traffic (T) features are processed by two-second
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time window, and host (H) features are planned to assess
attacks that last for more than two seconds.

5.2. Packet Flow-Based Dataset. Over the Internet, there are
the following broadly used protocols, for example, IP, ICMP,
IGMP, TCP, and UDP. Hence, due to the client programs,
running these protocols can create huge traffic over the

network. +e overall incoming and outgoing packets use the
physical interfaces such as Ethernet port for transmission and
reception of the packets. Because at the network layer, none of
the abovementioned protocols is directly transferred to its
lower layer, hence these protocols are encapsulated inside the
data field of the IP packet format, and then it can be
transferable to its lower layer. In the data link layer or MAC

Table 3: Comparative study among different machine learning techniques.

Technique Principle Parameters Advantages Limitations

k-means

Find out k points called centers that
are evaluated as the sum of the
distances of all points to their

respective cluster centers

Cluster center
location

High computation,
produce closet clusters

Calculation of K is a very tough task
for a fixed number of clusters. +e
dissimilarity, the initial and final

cluster partition

K-nearest
neighbor

+e input consists of k-closest
training of the feature space by using

instance-based learning

Class of nearest
neighbor

It is easy to implement,
less complex

Difficult to deal with arbitrary
attributes

Support
vector
machine

+e mapping of input data to the
high-dimension space and also

dealing with linearly separated data
for classification

Features of
high

dimension

Having high accuracy,
flexible and robust in
dealing with errors

Takes large time for training, complex
to handle learned function (weights)

Hidden
Markov
model

It is a statistical or sequence-based
model that consists set of states,
transitions represent the set of

possible positions

Pixels in a
vision-based

input

High-scalable model and
easy to understand

Many assumptions about the data. A
large number of parameters required
to be set. Highly needed training data

Table 4: Performance comparison of different machine learning techniques.
Parameters ANN NB SVM KNN DT RF DL
Accuracy High High High Low Low High High

Training
time

High training
time due to
complexity

Low
training

time due to
simplicity

High training High training
time

High training
time due to
complex

structuring

High training
time

High training
time complex
structuring

Execution
time Average High High Low Low Low High

Large
attributes

Dealing well with
large attributes

Dealing well
with large
attributes

Dealing good with
large attributes but
speed will be very

slow

Dealing well
with large
attributes

Average
dealing with

larger
attributes

Dealing well
with large
attributes

Dealing good
with large

attributes but
speed will be very

slow
Lots of
missing
attributes

Contradictory Good
performed Good performed Low performed Good

performed
Good

performed Good performed

Lots of
noisy data Contradictory

Better
dealing with

noise

Better dealing with
noise

Low capability
dealing with
noisy data

Average
dealing with

noise

Average
dealing with

noise

Better dealing
with noise but the
overall process is
time-consuming

Large
datasets

Cannot handle
large dataset and

speed of
processing will be

very slow

Better while
handling

large dataset

Average performed
while handling
large dataset but
processing speed
will be very slow

Better while
handling large

dataset

Average
performed

Average
performed

Better while
handling large
dataset but

processing speed
will be very slow
due to complex

structure
Detection
rate High High High Low High Low High

Datasets
suitable

KDD99 and NSL-
KDD

KDD99 and
NSL-KDD

NSL-KDD,
KDDCUP99, and

DARPA

NSL-KDD,
KDDCUP99,
and DARPA

KDDCUP99 KDDCUP99 KDD99 and NSL-
KDD
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layer, an Ethernet frame consists of about 1500 bytes of the
payload, and this consists of encapsulated IP payload with IP
header and IP packet contains itself its header and in its data
section higher-level protocols such as HTTP, NFS, POP,
telnet, and TFTP.

5.3. NetFlowData. It contains the detail of the router and its
features, and the routers have the capability to collect IP
packet traffic as these packets are in and out from the router.
+e NetFlow generally Cisco’s version 5 can introduce the
network flowing as the sequential flow of packets in the same
direction and defines seven types of attributes which are as
follows: source and destination IP address, IP protocol,
source and destination port, interface, and IP type of service.

6. Observations and Evaluations

+e overall performance of any attack detection system is
done by evaluating the performance of the various tech-
niques that are applied to it and by the help of some
parameters. In this literature survey, it is observed that the
KDDCUP and DARPA benchmarks are very suitable and
highly used for the evaluation of the performance of the
system by applying different metaheuristic and machine
learning techniques. In this study, different machine
learning and metaheuristic techniques were not applied to
build any IDS system but applied to certain cyber data for
evaluating their performance. +e major parameters that
were calculated by applying different techniques on the
cyber data are accuracy, detection rate, false alarms, de-
tection rate, false positive, false negative, etc. +ese pa-
rameters show that the ability of a particular technique is
suitable for attack detection or not. By the study of dif-
ferent research papers, a certain comparison is shown
based on parameters and different techniques of meta-
heuristic and machine learning on the various cyber data.
Figures 5–7 show a comparison among various ML and
MH techniques applied on different datasets by different
researchers and detection rate, accuracy, and FAR pa-
rameter evaluated.

In Figures 5–8, the comparison on the basis of different
criteria among previous research studies that used ML and
MH techniques in cyberattack detection is shown. It is found
that ML and MH techniques improve performance in
cyberattack detection models. In Figure 5, we have used
previous papers and showed improved detection rate of the
different models by ML and MH techniques. In Figure 6, we
highlight another important parameter accuracy that is also
seen to be improved by using ML and MH techniques. In
Figure 7, we highlight the performance of algorithm on the
FAR parameter that is also seen to be improved, and finally,
in Figure 8, we have shown the usability of benchmarks that
are popular in cyberattack detection. Hence, in this research,
we present the successful usability of ML and MH

Table 5: Complexities of various machine learning techniques.

Algorithm Complexity Capability References
ANN O (emnk) Low e� no. of epoch, k� no. of neuron
Naive Bayesian O (mn) High m�no. of training, n� no. of feature
SVM R∧3 & nS High R� no. of free support vector
Decision tree O (mn∧2) Medium M�no. of features
Clustering k-means O (kmni) High I� no. of iteration, k� no. of cluster
Clustering hierarchical O (n∧3) High N� no. of data points
Association rules O (n∧2) Low N� no. of input transactions

Table 6: Detail of KDD dataset attributes with different classes.

S. no. Dataset feature name Classes
1 Duration Basic
2 protocol_type Basic
3 Service Basic
4 src_bytes Basic
5 dst_bytes Basic
6 Flag Basic
7 Land Basic
8 wrong_fragme nt Basic
9 Urgent Basic
10 Hot Content
11 num_failed_lo gins Content
12 logged_in Content
13 num_compro missed Content
14 root_shell Content
15 su_attempted Content
16 num_root Content
17 num_file_crea tions Content
18 num_shells Content
19 num_access_fi less Content
20 num_outboun d_cmds Content
21 is_hot_login Content
22 is_guest_login Content
23 Count Traffic
24 serror_rate Traffic
25 rerror_rate Traffic
26 same_srv_ rate Traffic
27 diff_srv_r ate Traffic
28 srv_count Traffic
29 srv_serror_rate Traffic
30 srv_rerror_rate Traffic
31 srv_diff_h ost_rate Traffic
32 dst_host_count Host
33 dst_host_srv_co unt Host
34 dst_host_same_ srv_rate Host
35 dst_host_diff_sr v_rate Host
36 dst_host_same_src_port_rate Host
37 dst_host_count Host
38 dst_host_srv_co unt Host
39 dst_host_same_ srv_rate Host
40 dst_host_diff_sr v_rate Host
41 dst_host_srv_re rror_rate Host
42 Class Host
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techniques in cybersecurity domain, and furthermore, these
techniques will be explored to perform well in this domain.

Table 7 presents the comparative study on the basis of
performance among various literature articles and techniques.

7. Challenging Issues and Future Directions

Here, we discuss the different challenges of machine leaning
as well as optimization algorithms as follows.

+ere are two types of problem are categorized while
talking about machine learning: one is the regression and the
other is classification. +e basic difference between both the
approaches is about its output value (either continuous or
discrete). In cybersecurity, mostly problems are associated with
classification which provides categorical output. In order to
design the model that can classify unknown data, it is im-
portant to first train the network using representative examples.
. +is phase is usually called either as training. To achieve the
same, robust technique of learning will be take into consid-
eration. For examples, the commonly used techniques are SVM
[20], decision tree [72, 73], näıve Bayes [20], etc.+e input data
are an important factor for the learning techniques because
they need preprocessing to meet the specification of techniques
[87]. +e important solutions for betterment in leaning al-
gorithms in performance prospective are as follows:

(i) Dataset that is used for training should be labeled in
case of output-based learning
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Figure 6: Comparison among different ML andMH techniques on
the basis of accuracy from Table 7.
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Figure 5: Comparison among different ML andMH techniques on
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Figure 8: Comparison among different ML and MH techniques of
previous research studies based on datasets from Table 7.
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(ii) +e sample instances while training must represent
all classes of the model

(iii) Identify the algorithm with better learning function,
and train the model and regulate the parameters
using separate data

(iv) Evaluate the model on dissimilar data such as test
data

Now, selection of features is a most significant step for
achieving better input representation. +ere are numer-
ous methods, such as filter based, correlation based,
wrapping, and heuristic, which were used. Here, we have
discussed about metaheuristic techniques that are pop-
ularly used in cybersecurity basically for attack datasets.
Metaheuristic methods provide two types of solutions
such as single-based or population-based solutions. +e
population-based solution is mostly used in cyberattack
problems due to providing multiple solutions. +e most
commonly used algorithm are already discussed in this
paper such as PSO [21, 26, 38, 88], GA [68], ACO [21, 45],
ABC [46], etc.

Generally, in cybersecurity, the attack detection
problem requires high-level solution methods (meta-
heuristic methods) that enable us to escape from local
optima and execute a robust search of a solution space.
However, these methods are unable to perform with large-
size or multidimensional datasets and sometimes suffer
with convergence problems. Cybersecurity deals with the
high-dimensional data as attack datasets are too large to
handle. Hence, the advanced technique of learning comes
into picture to deal with high-dimensional data. +e ad-
vanced learning techniques such as deep learning methods
[79, 81, 82] and latest artificial intelligence techniques can

provide better solutions for cyberattack detection problem
by efficiently covering the classification as well as feature
selection problems [89–92].

8. Conclusion and Discussion

Cyberattack is one of the challenging areas of research. +is
study provides imminent research studies in the field of
cyberattack detection, a summary of the different techniques
related and work done in recent years.

In this paper, more than eighty recent related and fine
publications of different conferences and journals were used,
which highlights the previous study of different meta-
heuristic algorithms (MHs) and machine learning (ML)
techniques in the attack detection system. ML and MH
performance presents in comparative study in Table 1 and
Table 2. In Table 1, we found out that these techniques
provide better outcomes; hence there is need of exploring
application of such techniques in other fields of cyberse-
curity.. In Table 2, we discuss about the internal properties of
algorithms for their better use in computation.

Initially, the most important step is finding example
papers that provide a detailed explanation of different
machine learning (ML) and metaheuristic (MH) methods in
the cybersecurity environment, for both the signature and
anomaly-based detection. So, the analysis of the detailed
survey presented in the paper states the fact that the machine
learning and optimization techniques are more preferred,
but regrettably, techniques that provide maximum efficiency
and performances had not been invented yet, it is very
difficult to provide one recommendation for each technique,
and depending on the type of attack, the system is made-up
to detect. For evaluating the performance and effectiveness

Table 7: Comparative study of the performance of different research citations.

References Detection rate (%) Accuracy (%) Far Technique Datasets
[20] 98.70 95.60% SVM, naı̈ve Bayesian MIT Lincoln Lab, IDS
[21] 96.11 — 24.88 PSO, SVM KDDCUP99
[23] — — — AIS nit DARPA LLDOS 1.0
[24] 98 — — MPSO KDDCUP
[26] 98.53 — 0.0374 PSO, SVM NSL-KDD
[27] 95 95 — BARTD, cuckoo KDDCUP

[28] — 98.2/99.55 1.19/
0.21

MLP, PSO, GSA,
cuckoo DARPA and WINTER

[72] 98.4/96 — — GA DARPA and WINTER
[25] 96.7 — — PSO KDDCUP
[69] — 85.13 — PSO LLDOS
[83] — 93.25 0.02 ABC KDDCUP
[46] — 99.4 — PSO, SVM KDDCUP
[32] — 99.25 0.75 PSO, SVM PMU2015
[55] — 84.29 — Multiple ELM NSL-KDD
[71] 97.64 — — MSVM, PSO KDDCUP
[21] — 97.7 0.002 Hybrid PSO KDDCUP
[77] 96.11 — 3.89 PSO-SVM KDDCUP99
[74] 99.92 — 0.029 PSO RF KDDCUP99
[84] — 89.6 — RNN NSL-KDD
[84] 92 LSTM NSL-KDD

[85] 93.20, 78.1, 66, 96.6 DNN KDDCUP99, NSL-KDD, UNSW-NB15, WSN-
DS

[86] 81.8 — — SVM RBF KDDCUP
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of any techniques, there are several criteria which are
available, and it cannot be decided by taking some of them
into account. +e parameters that were evaluated are listed
as accuracy, detection rate, the time complexity for classi-
fying an unknown instance with a trained model, and un-
derstanding of the final solution of each machine learning
and metaheuristic technique. One more critical character-
istic of machine learning and metaheuristic algorithms is a
type of dataset for the training and testing of systems in the
attack detection process that should be carefully selected and
preceded. Hence, the potential use of ML and MH tech-
niques for the computation of the attack detection system is
inspiring the advances required to realize the reliable, effi-
cient, accurate, and robust attack detection systems.
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DoS: Denial of service attack
DDoS: Distributed denial of service attack
GA: Genetic algorithm
ACO: Ant colony optimization
PSO: Particle swarm optimization
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BFA: Bacterial foraging algorithm
ANN: Artificial neural network
NB: Näıve Bayes
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SVM: Support vector machine
DT: Decision tree
RF: Random forest
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HMM: Hidden Markov model
KDD: Knowledge discovery database.
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In ad hoc networks, the communication is usually made throughmultiple hops by establishing an environment of cooperation and
coordination among self-operated nodes. Such nodes typically operate with a set of finite and scarce energy, processing,
bandwidth, and storage resources. Due to the cooperative environment in such networks, nodes may consume additional re-
sources by giving relaying services to other nodes.)is aspect in such networks coined the situation of noncooperative behavior by
some or all the nodes. Moreover, nodes sometimes do not cooperate with others due to their social likeness or their mobility.
Noncooperative or selfish nodes can last for a longer time by preserving their resources for their own operations. However, such
nodes can degrade the network’s overall performance in terms of lower data gathering and information exchange rates, un-
balanced work distribution, and higher end-to-end delays. )is work surveys the main roots for motivating nodes to adapt selfish
behavior and the solutions for handling such nodes. Different schemes are introduced to handle selfish nodes in wireless ad hoc
networks. Various types of routing techniques have been introduced to target different types of ad hoc networks having support
for keeping misbehaving or selfish nodes. )e major solutions for such scenarios can be trust-, punishment-, and stimulation-
based mechanisms. Some key protocols are simulated and analyzed for getting their performance metrics to compare
their effectiveness.

1. Introduction

Unlike other traditional data communication networks, ad
hoc networks are considered very ideal in scenarios where
rapid deployment of a network is preferred. )e typical
variants of ad hoc networks can be Wireless Sensor Networks
(WSNs) [1], Mobile Ad hoc Networks (MANETs), Delay
Tolerant Networks (DTNs), and Vehicular Ad hoc Networks
(VANETs) [2]. Due to the exceptional features of wirelessly
connected devices in ad hoc networks, these networks can be

used for a variety of drives like gathering environmental data
[3] and controlling smart homes, cities, and industrial
equipment [4]. Since the nodes in such networks are designed
to be inexpensive and small in size, these nodes have to work
with a limited set of resources like storage, battery, processing,
and radio frequency power [5, 6].

Each node in ad hoc networks can operate without the
existence of a central router and can be programmed to
support multihop communication for inexpensive and speedy
utilization. In multihop communication, a source node can
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connect another target node through a chain of various in-
termediate nodes. Each node, besides its fundamental func-
tionalities, also offers relaying services to other nodes to
develop a collective, cooperative environment throughout the
network. In some wireless ad hoc networks, nodes are
deployed randomly and may move in undecided directions
[7]. Moreover, such nodes form a dynamic topological
structure that allows them to learn their degrees and route
information by periodic exchange of information. )erefore,
each node is desired to adequately coordinate with its
neighborhood for keeping the route information updated.

)e ad hoc networks are unorganized and infra-
structureless networks. )e nodes in such types of networks
perform many operations along with the routing func-
tionalities. )e term smart node refers to the nodes which
perform their operations autonomously without any input
from others. )ese nodes intelligently adopt some strategies
according to their own needs or preferences. In most of the
game-theoretic approaches, the nodes are considered to be
smart during the data routing in the network. )ese nodes
are programmed in such a way that they learn from the
environment and intelligently take decisions of their own
interests.

)e devices’ scarcity of various resources in ad hoc
networks can be associated with the nature of their exertion
and physical structure. In WSNs, the nodes’ processing
power and energy are always assumed to be very limited. In
almost all the routing protocols, the energy consumption
rate is very deeply tested.Many research proposals are purely
targeting the energy efficiency in WSNs [8–13] and fog
networks [14], while in DTNs, the size of storage queues is
assumed to have a vital role. )e limited storage of devices
highly degrades the opportunistic nature of data commu-
nication in DTNs. Moreover, the nonavailability of the relay
or target node also reduces the network performance. In
VANETs, various parameters are considered as important
and limited. Primarily the bandwidth, storage buffers, and
energy are considered as vital in such networks. Moreover,
the high rate of mobility is also a challenge in VANETs [15].
In most ad hoc networks, the nodes operate on restricted
batteries, which bounds the lifetime of the nodes and the
entire network. In some cases, the social likeness or dis-
likeness of smart devices also affects data communication
and network efficiency.

Each node consumes its resources on its own operations
and the collective objective of the entire network. To ac-
complish the overall objectives, the nodes must cooperate
with one another during the information exchange and data
transmission from a source to a target node. While keeping
the aggregate interest, each node consumes an additional
amount of energy and storage queue for giving relaying
services to other source nodes. )is additional resource
consumption can lead to shortening the nodes’ life and can
degrade its own data transfer. A node can eradicate these
issues by simply not cooperating with other nodes. Nodes
having a noncooperative behavior can be called selfish
nodes. Selfish nodes prefer to be entertained by other nodes
but in return do not like to consume their resource for
others. )e study in [16] defines two categories of selfish

nodes: )e first class of nodes participates in the routing by
receiving and acknowledging the reception of packets.
However, these nodes drop the received packets and do not
forward any data or control packets generated by a source
node. )e second class of nodes does not take part in the
routing and never accepts any route request packets (RREQ).
Some authors also refer to selfish nodes as malicious nodes
in their work [17]. In many literatures, the selfish nodes are
considered nondestructive or nonmalicious as they only try
to preserve their own resources. However, such nodes can
influence the performance of other nodes and degrade the
overall functionality of the network.

A node can adopt selfish behavior for its own advantage
due to various reasons. In return, a selfish node can highly
degrade the network performance up to a very high peak.
)e main issues caused by the existence of selfish nodes can
be higher packet drops, increased energy consumption,
imbalanced load among nodes, and nonavailability of op-
timal paths for data transmission. Additionally, a selfish
node can be used by some malicious nodes for black hole
attacks. In a black hole attack, the packets are intentionally
dropped by the attacker nodes for a malicious purpose [18].

Various techniques have been introduced to manage
selfish nodes in ad hoc networks. Some authors suggest the
act of selfishness as beneficial up to some extent [19].
However, there should be a proper mechanism to control or
allow such behavioral aspects of network nodes. )e most
popular techniques for selfish node management are trust
management, incentive-based, and evolutionary game-the-
oretic mechanisms. In some cases, Intrusion Detection
Systems (IDSs) can also be utilized to block noncooperative
nodes in a network. Usually, the researchers propose their
mechanisms to target some particular types of ad hoc
networks. )ese mechanisms can be interchangeably con-
sidered for other types of the network with some modifi-
cations and assumptions.

)e main object of this work is to enlighten the note-
worthy aspect of the noncooperative environment caused by
intelligent nodes in ad hoc networks. )e primary drives for
pushing smart nodes to act selfishly in different flavors of ad
hoc networks are discussed and classified. Different domains
causing the noncooperative communication environment
targeted by various articles are discussed in this work.
Moreover, several types of protocols designed for ad hoc
networks and having support for selfishness management
are studied and categorized. At the end of this work, pro-
tocols of different categories are simulated and their per-
formance metrics are calculated. )e differences and
similarities of experimented protocols are discussed in detail
and some valuable conclusions are made.

)e article is divided into six sections. In the next
section, a detailed description of the noncooperative envi-
ronment in ad hoc networks is given. In this section, the
fundamentals about the selfishness of nodes are discussed.
Nodes can adapt selfish behavior due to various motives
based on their preferences and limitations. A detailed de-
scription of the motivations for the adaption of selfishness is
given in the third section of this article. )e solutions for
handling the selfish behavior of nodes are given in the fourth
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section. A selfish node can be isolated or/and stimulated by
adopting some state-of-the-art schemes. In the fifth section,
an analytical study is performed to check the effectiveness of
various proposed techniques. In the last section conclusion
of our work is given.

2. Noncooperative Behavior in Ad
Hoc Networks

)e routing protocols used in ad hoc networks can be
categorized as proactive and reactive. In the proactive
routing protocols, the nodes learn about the topology of the
network and the availability of routes by exchanging some
periodic messages. )ese messages are referred to as to-
pology control messages or HELLO messages. Each node
generates such messages after a particular period of time.
Upon reception of such messages, the node responds with its
availability. )e generator and the respondent nodes keep
their routing tables updated with the help of topology
control messages. Destination Sequence Distance Vector
(DSDV) and Optimized Link State Routing (OLSR) are the
examples of proactive routing protocols. In reactive routing
protocols, the message initiating node broadcasts a route
request to all the network nodes to discover the network
topology. )e route discovery is made up by flooding the
route request message throughout the entire network. )ese
protocols are known as on-demand routing protocols. )e
destination node upon receiving the route request responds
to the source node and a path is established between the two
nodes. Examples of reactive protocols are Dynamic Source
Routing (DSR) and Ad hoc On-demand Distance Vector
(AODV) [20]. In both types of routing protocols the co-
ordination and cooperation of nodes are always required.

)e cooperative operation of the network nodes is always
desired in ad hoc networks. In ad hoc networks node can be
assumed as members of a community in which eachmember
inputs something for the fulfillment of the combined ob-
jectives of the community. )e contribution to problem
solution binds the individual resource consumption with the
aggregate interests of community members. However, nodes
controlled by humans or programmed with intelligence may
lead to some undesired circumstances for having self-in-
terests. )e nodes sometimes cannot judge the importance
of their existence in the community. )is self-interest can
lead to noncooperation among the nodes [21]. If the de-
veloped infrastructure does not log the nodes’ data traffic in
an appropriate manner and allows nodes to smartly adapt
their strategies, this leads to nodes’ independence. An in-
dependent node may think that its own resources being
meant for its use may lead to selfish behavior.

)e selfishness of a node is somehow similar to a black
hole attack in such networks. In the black hole attacks, the
attackers intend to drop the data packets whenever they are
supposed to forward those packets. )e main intention for
pack dropping in black hole attack is to degrade the network
performance or another malicious purpose [22]. However,
in the case of selfishness, the nodes adopt a noncooperative
behavior only for their own benefit rather than anymalicious

objective. )e existence of selfish nodes in such type of
networks can lead to various unwanted outcomes. A selfish
node can increase the number of overall packet drops but
not giving a relay service to some or all source nodes. )e
selfish node can drop the received packets any time which
are needed to be forwarded to the next hop in the network
towards the destination. Due to this behavior, the load
distribution is imbalanced among the network nodes.
Consider a senior shown in Figure 1; a single selfish node can
involve other normal nodes to become intermediate hops in
a data transmission channel, causing the involved nodes to
take the load which is not supposed to be taken. Due to
imbalanced load distribution, the energy consumption is
also not uniform. Some nodes exhaust their energies earlier
and die before a normal period. )e selfish nodes can in-
crease the end-to-end delays by not allowing a source node
to get the shortest paths towards the destination.

)e article in [23] takes Dynamic Source Routing (DSR)
as a case study and determines that the selfishness associated
with routing can be classified into three major categories:

(a) Type 1 Selfish Nodes. )e selfish nodes participate in
the normal control data packets’ transmission during
the routing discovery and maintenance phases but
do not become a relay for forwarding normal data
packets. Such type of nodes is considered very
dangerous for the overall operations in the data
routing. )ese nodes initially participate in the route
discovery to establish paths but later they start de-
nying the relay service for others. In such cases, the
packet drops and end-to-end delays are highly in-
creased. It is also possible that the selfish nodes do
not adopt noncooperative response for all the nodes
but only selected nodes are targeted. )e major
reason can be social likeness or dislikeness.

(b) Type 2 Selfish Nodes. )e selfish nodes do not par-
ticipate in anything associated with data transmis-
sion for other nodes either in the route discovery
phase or in the route maintenance phase. Such nodes
only use their energies to be consumed by their own
data processing and transmission. )e routing
protocols usually do not consider such types of
nodes. No route information is gathered from or
transferred to this class of selfish nodes. )ese nodes
can highly degrade the overall data communication
traffic and network connectivity. However, the
routing protocols do not consider these as a major
threat to the discovery and maintenance of routes in
an ad hoc network.

(c) Type 3 Selfish Nodes. Such nodes adjust their co-
operation level according to their resource levels.
)ese nodes in the beginning act like normal nodes.
With the passage of time, the nodes start declination
in their cooperation with others due to a reduction in
their resource levels. In a smart environment, it is
possible that nodes interrelate their remaining en-
ergy levels with their selfishness levels. )e multiple
levels of selfishness, referred to asMultiple)reshold
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Selfishness (MTS), are well defined by [18, 24]. Such
nodes are similarly dangerous as type 1 selfish nodes.
)e nodes support the route discovery flow for
forming a topology but later interrupt the data flow
by dropping data packets. Such type of nodes causes
the routing protocol to reinitiate the route discovery
process or adopt another alternate route for data
transmission.

)e selfish nodes usually adopt their distinct behavior for
their own interest and do not develop an intention for the
degradation of the network performance. However, it is
understood that the selfish nodes bring unwanted and rapid
topological changes in the network which put a very big
impact on the overall performance of the network. Some
authors, like Umar et al. [18], use the selfishness of nodes as a
key for the establishment of paths and load balancing among
the sensor nodes in a WSN. Some authors suggest that
selfishness can be used in a positive sense and the network
can benefit from such behavior of nodes up to some extent
[19]. A mechanism allowing selfishness can permit some
nodes to keep their resource preserved for some vital mo-
tives in the future. )e nodes having some extra responsi-
bilities can be permitted to not give any relay service to
others in a selfish manner.

A node having persistent noncooperative behavior can
raise the rate of packet loss in an ad hoc network up to 100%.
However, the ratio of packet loss due to a selfish node di-
minishes with an evolution in the density of normal co-
operative nodes in the ad hoc network [24]. Due to this
assumption, we can say that the network having a large
number of nodes will face comparatively less damage due to
the presence of selfish nodes in it. More precisely, the
number of selfish nodes can be directly associated with the
network performance.

3. Motivations for Selfishness Adoption

A node in any variant of ad hoc networks can adopt self-
ishness whenever it is programmed with smartness or
controlled by another intelligent entity.)e intelligent entity
can be another device, module, program, or human. Self-
ishness is very common in human-operated personal devices
like smartphones and personal digital assistants [25]. A node
can be adequately programmed so that it becomes inde-
pendent of other nodes in the network and decides its own
functionalities [26]. A smart node can adjust its behavior for
several reasons. )e foremost reason is the energy

preservation in all the ad hoc networks. In Table 1, some ad
hoc networks are given along with the potential motivations
for their nodes’ being selfish. All the motivational factors for
pushing smart nodes to change their cooperative behavior
are as follows.

3.1. Energy. Almost in all types of wireless ad hoc networks,
the nodes use batteries as the only power source. )ese
batteries are usually disposable and non-rechargeable in
most of the WSNs and similar networks. Nodes are ran-
domly thrown into a field and then left unattended in such
networks.)erefore, battery replacement or recharge cannot
be made feasible, while in some cases these batteries can be
recharged by the operators like in VANETs and MANETs.
However, the energy source in ad hoc networks is always
assumed as finite and scarce [11].

A node consumes its energy on various types of func-
tionalities. )e foremost are data processing, transmission,
sensing, and reception. Energy consumption can be cate-
gorized as useful or wasteful. Energy consumed on data
transmission and reception, data processing, and control
messaging in the network can be considered as useful, while
wasteful energy expenditure is carried by overhearing,
generation, and processing of control packets, idle listening,
and retransmission of lost packets [9]. If a node stops or
reduces any of these functionalities it can be a detriment in
various ways. To reduce the energy consumption on data
transmission, it is possible for nodes to not forward others’
data packets. )e forwarding nodes usually consume ad-
ditional energy on the reception of data and then retrans-
mission. )e selfish nodes reduce their energy consumption
by never opting to give any relay service.

Suppose a node depletes ax amount of energy on
transmitting a single bit and consumes bx amount of energy
on the reception of a single bit. As per wireless commu-
nication fundamentals, the value of amust be greater than b,
i.e., a>b [10]. Ignoring all other parameters used in data
communication, i.e., range, etc., a normal node will consume
ax+ bx amount of energy for forwarding a single bit, while a
selfish node can save this by only hearing the single bit with
bx amount of energy and does not use amount on
retransmitting the same bit.

)e selfishness of nodes for the sake of energy preser-
vation is very common in most of the ad hoc networks. Most
of the researchers take sensor nodes with disposable batteries
as their case studies [18, 27]. However, any type of ad hoc
network where the nodes are operated by a finite power
source can be assumed to have the possibility of a nonco-
operative environment among the nodes. Some authors
marked the selfishness of nodes as the most effective tool for
their energy-saving and life-lengthening [18].

3.2. StorageBuffer. )e nodes in ad hoc networks operate on
limited storage space. It is obvious that the nodes must store
the received contents temporarily before their transmission
to the next hops. Sometimes the nodes need to choose which
data content is useful for them and should be stored in their
storage buffers. Most of the nodes try to keep their storage
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Figure 1: Effect of a selfish node in routing.
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buffer for their own collected data, which in return does not
allow another node to be entertained. All the nodes keep the
received relayed data saved with them until they get the
connectivity with their next hops. It is possible that the
nodes delete the received data before it is transmitted to
sparing their storage buffer for their own data [28]. )e
limited buffer size leads to defining appropriate buffer
management schemes. In some ad hoc networks, like DTNs,
the buffer management policy describes which message to
keep and which to discard. )is policy of prioritizing
messages for data buffer is assumed to be very fruitful by
[29]. In DTN, the nodes can adopt a selfish behavior due to
their limited buffer storage which in turn can benefit them
for their own data transmission. However, the source nodes
needing multiple hops towards their destinations are highly
affected. )e selfish nodes in such case never bother to
request others for relay service with buffer usage for their
data transmission but in return regret for not giving any
space in their buffer to keep the relay requesters data
messages. Such act of selfish nodes is also referred to as
routing misbehavior [28]. Figure 2 shows some nodes using
their limited storage buffers during data communication.

3.3. Social Likeness. Internet-based social networks have
made many interconnected relationships among the users.
Such networks touch countless aspects of our daily lives and
enable us to get people having similar mindsets. In social
networks, the selfishness of the user cannot be overlooked in
many terms. )e far most reason for selfishness is the
likeness and dislikeness [30]. Similarly, the smart or hu-
manly controlled nodes in an ad hoc network can also
consider the aspect of the social likeness during their
communication. Practically, sometimes the intermediate
nodes drop the packets due to not giving any attention to the
sender node. Social selfishness is usually associated with the
DTNs type of networks in which most of the nodes are either
operated by humans or installed in vehicles [31]. )e nodes
having no social ties do not cooperate with one another with

a determination to save their resources. An example of the
mobile social network can be considered for such a case.
People like to share common interests which form a com-
munity via mobile phones. )ese communities can be
considered as interest groups of mobile nodes where each
member tends to assist its community members only and
does not like to spare its resources on any stranger node.
Moreover, previous connectivity and behavioral records can
also influence a node to socially like or dislike others [32].

3.4. Bandwidth. In a network where nodes transmit bulky
data their assigned bandwidthmay need to be utilized.)e size
of bandwidth is always limited in nature. It is possible that the
nodes adopt particular cooperation or noncooperative be-
havior according to the size of their assigned bandwidth.
Sometimes, the nodes cannot entertain any other relay re-
quester for data transmission due to the own bulky data [31].
Bandwidth limitation in most of the ad hoc networks is a
considerable issue and addressed by many researches. In
WSNs, the sensor nodes operate on a very limited bandwidth
as they cannotmanage a higher data spectrumwith their lower
energies and processing capabilities. Many authors proposed
node-level processing to reduce the load on communication
bandwidth [33]. )erefore, the nodes, if programmed with
intelligence, prefer to use their communication channel for
their own data.

3.5. Mobility Rate. In most of the MANETS, due to the
mobility of nodes, the topological interconnections change
with the passage of time. If a node moves from one place to
another, it may break some connections and may establish
some new connections. It is palpable that the higher rate of
mobility nodes can exceedingly degrade the network per-
formance. Sometimes, a relay node cannot change its lo-
cation in the network to avoid any data loss of the source
node. It is also possible that a source node requests the relay
nodes to not move until the completion of the data

Table 1: Types of ad hoc networks and their motivations for the selfishness adoption.

Network type Primary concerns Secondary concerns No concerns

WSN )e nodes operate on limited energy,
storage, and bandwidth.

Social likeness can be considered
secondarily. Some intelligent nodes may
prefer some other selected nodes for

cooperation.

In most ofWSNs, the nodes do not
move. )e mobility does not affect
the behavior of nodes in WSNs.

DTN

Social likeness associated with limited
storage buffer can be considered. )e

nodes prefer to use their storage buffer for
some known nodes.

Energy can also be considered for
behavioral change. )e nodes may
operate on a limited set of energy.

Privacy and mobility are not
considered in most of the DTNs.

VANET
In most of the VANETs, the data privacy,
social likeness, and mobility of network

nodes are considered.

Bandwidth in some cases may be
considered due to the huge amount of

traffic.

Usually, energy and storage are not
focused in most of the VANETs.

Smart phones
ad hoc
network

)e smart nodes use a limited set of
batteries. )e phone may carry some

sensitive private data and the users may
have some social affiliations

)e phone set may have a limited
amount of storage for keeping the data

being forwarded to others.

Mobility and bandwidth are not
considered in such networks.

Mobile sensor
network

Limited energy, storage, and mobility of
nodes may affect the routing behavior.

Bandwidth, secondarily, may lead to a
selfish behavior.

Usually, such nodes do not
consider the data privacy.
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transmission. Since each smart node considers its own
benefits, they may act selfishly and change their location
without favoring any source node. Moreover, mobility
control can be incorporated into the mechanism for fault
tolerance [34]. )e concept of cooperative mobility and
communication appeared in the related literature in the
1970s.)is key meaning is that each node in the network has
two possible modes, i.e., (a) selfish, which does not move for
others but only prefers its own optimization, and (b) co-
operative, which takes care of the entire network and tries to
attain the aggregate goal [35].

3.6. Privacy Concern. During communicating with each
other, some nodes may require others’ private data. In a
general context, we can say that a network of mobile phones
exists and each phone shares its location with others through
some applications. It is possible that a phone reads the
locations of all the connected ones but never likes to share its
own location. Such type of selfishness can be categorized into
privacy or personal data sharing. According to a scheme
proposed by HE et al. [36] for WSNs, clusters may share
common data with each other while inside clusters some
nodes may need to share their private data.

4. Solutions for Selfishness Management

Many researchers target a primary domain like energy ef-
ficiency, load balancing, reduced end-to-end delays, and
efficient storage buffer management while designing a selfish
node management protocol. Various classifications of selfish
node management schemes have been proposed in the area
of security and routing in ad hoc networks. )e schemes can
be classified in various ways. In this work, we divide the
selfish node management schemes into four classes: (a) IDS;
(b)trust-based mechanism; (c) incentive-based mechanism;
(d) evolution games theoretic approaches. Each class target
some particular types of ad hoc networks and have some
pros and cons. For example, in WSNs, lightweight schemes
which do not put extra load on radio transmission are
preferred. Some articles like [18] suggest credit-incentives-
based schemes as a more suitable solution handling non-
cooperative environment in WSNs. )e mentioned classes
are explained in Table 2.

4.1. IntrusionDetectionSystem. An IDS can be a device or an
embedded program that monitors the data traffic in a
network and detects any inappropriate behavior violating a
predefined policy or pattern. A typical IDS provides in-
formation about the nodes’ abnormal/malicious behavior in
a network. However, the same can be utilized for the de-
tection of selfish nodes in the network. )e IDS can be used
for detection purposes only and cannot be utilized for node
stimulation towards cooperation [41]. )ere are three major
classifications of IDSs: misuse-based detection, anomaly-
based detection, and specification-based detection [22].

4.2.TrustManagementSchemes. Some proposed systems use
a trust development procedure among the nodes. )e trust
levels are defined based on the nodes’ cooperation level in
the network. )e nodes share their experiences about one
another which ultimately let all the nodes understand each
other’s behavior. )e knowledge-sharing about the past
experiences of nodes leads them to develop a trust level
about each node in the network. )e selection of relay relies
on the trust level of the next nodes in the potential route [42].
Various typical and sophistical schemes have been intro-
duced in this domain. Most of the schemes are considered as
the fundamental and classical schemes for addressing self-
ishness in ad hoc networks. )e trust is usually associated
with the nodes; however, the same can also be applied with
the data. Data trust can be used to verify the authenticity of
data in the various types of ad hoc networks. Some authors
give a description of node trust and data trust in the VANETs
[43].

An old but still the most effective approach, watchdog
and pathrater [37], is a selfish node detection and punish-
ment scheme. )is approach is used to detect routing faults
by monitoring the behavioral aspects of involved network
nodes. )is scheme targets selfish and malicious nodes.
Watchdog is a detection module while pathrater is used to
block the misbehaving or problematic nodes. Another
similar approach, CONFIDENT [44], targets the malicious
nodes in a network. Four major modules are designed for
this approach. )ese modules are programmed in each
network node to achieve the aggregate goal of the optimal
performance of the network. Many articles are using these
two techniques as baselines for their proposed mechanisms.

If X + Y > Z, then the node
must either discard the
stored pending data or

drop the received packet

Capacity
=

Z bytes

Storage buffer already
keeping Y bytes

Node

X bytes received

Figure 2: Use of storage buffer during data transmission.
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Some trust-based mechanisms like [38] are effective in
group or cluster-based ad hoc networks. )e profiles of all
the nodes are kept and distributed among all the nodes
through the group heads. )e trust values are directly af-
fected by the behavioral aspects of nodes during the com-
munication and cooperation among the nodes. For effective
and secure routing some trust-based schemes also incor-
porate public keys for trust maintenance.

)e protocols laying in this class can also be referred to
as node punishment-based mechanisms. )e ultimate goal
of carrying the detection and trust management in such
schemes is to punish the noncooperative or misbehaving
nodes by blocking them in the network. )e blocked nodes
are also called black-listed nodes. Such nodes are not
entertained for their own relay request by other nodes.
Moreover, these nodes are not requested for any cooperation
during the data transfer by any source node.

)e trust-based schemes are also introduced in the
emerging M2M and IoTarchitecture. In such types of ad hoc
networks, the heterogeneity of nodes is also considered at
the base level [45].

4.3. Incentive-Based Mechanism. Many researchers assume
the incentive-based mechanisms as the most effective
techniques in the same domain. )ese approaches consider
the network nodes as rational and autonomous of any re-
striction for cooperation with one another. )e nodes are
supposed to have their policy for adopting a work contri-
bution strategy based on their individual interest. In such
scenarios, the nodes are stimulated by using some incentives
to let them cooperate with each other. )e theme of these
approaches can be simply called “give and take” or “tit-for-
tat” procedures. )e incentive-based mechanisms can be
classified as reputation-based incentives and credit-based
incentives. For designing such systems, many researches
proposed the incorporation of game theory in their pro-
posed mechanisms. )e role of game theory and the two

classes of incentive-based mechanisms are explained in the
following subsections.

4.3.1. Role of Game 7eory. For the development of in-
centive-based mechanisms in ad hoc networks, game theory
is given a vital role in the realization of the procedural
analysis and quantization in the designing phase. Basically,
the game theory is introduced in economics for the eval-
uation and processing of financial matters. )is area is also
used in social and biological sciences. However, this theory is
recently adopted by many researchers for their proposals in
wireless networks. A game can be considered as a set of
players, strategies of each player, payoff functions, the output
or gains, and the equilibrium function. A typical ad hoc
wireless network can be aligned with the game theory by
taking network nodes as players, strategies as features and
actions of nodes, and the payoff functions as the point where
a node can balance its work with its energy consumption
efficiently. )e output can be considered as the outcome in
terms of various concerns in a network like energy efficiency,
bandwidth usage, nodes’ storage usage, and overhead on
each node. Finally, the equilibrium point in a wireless
network can be considered as a situation in which each node
gets its optimal position addressing the aggregate benefits of
the entire network.

In most of the incentive-based selfish node management
systems, game theory is used to intelligently handle the
nodes’ behavior according to the needs of a network.
Various game types can be incorporated into the incentives
schemes. Examples of games are cooperative, noncoopera-
tive, repetitive, evolutionary, and bargaining games. )e
selection of a game type for a scheme is dependent on the
nature of the network and the requirements. For example,
repetitive games are suitable for such networks where nodes
do not keep all the information in the beginning. Similarly,
evolutionary games are considered more effective in cluster-
based ad hoc networks.

Table 2: Classes of schemes used for selfish node management.

Class type Description Example

Detection mechanisms
Detects and adaptively reports/blocks the noncooperative or misbehaving nodes in the

network Marti et al. [37]
Simple and straightforward schemes for treating all the nodes

Trust-based mechanisms
Some trust levels are defined among the nodes Shaikh et al.

[38]Behavioral history of each node is logged and the nodes consider the trust levels among
them

Reputation-based incentive
mechanisms

A reputation level is made based on incentives granted
He et al. [39]Nodes try to get more incentive by offering frequent relaying services for their better

reputation

Credit-based incentive
mechanisms

A pricing model is made
Umar et al. [18]Nodes are given some values for their data exchange

)e relaying service is paid by the source nodes for forwarding their data

Evolutionary game-theoretic
approaches

A repetitive type of procedure is adopted in such mechanisms
Gameda et al.

[40]
Each node learns with the passage of time and adjusts its strategies to obtain an

equilibrium point for the entire network
Most of the evolutionary games are applied in cluster-based WSNs
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4.3.2. Reputation-Based Mechanisms. )e main theme of
such techniques is inspired from the usage of reputation
levels of users in web-based services like Amazon and eBay.
)e sellers and buyers are assigned some points according to
their behavior. )e nature of users in such web-based stores
can be judged by looking into their earned points. A similar
concept can be used to evaluate the nodes’ participative
behavior in ad hoc networks. In the reputation-based
mechanisms, several reputation stages are made to classify
the nodes according to their level of participation. )ose
nodes which do not cooperate or have less than a specified level
of cooperation are punished by other nodes. Usually, such
nodes are not offered any relay service by others. To obtain an
acceptable state of behavior, each node tries to obtain adequate
incentives by adaptively offering its services to other nodes. It is
a kind of stimulation in which each node is pushed to co-
operate for the sake of its better reputation in the network [39].

)e trust and reputation of network nodes cannot be
considered similar due to many reasons. )e trust is an
active entity while reputation can be considered passive.
Trust is a kind of peer node’s belief and so can be extended
from a peer to its node, while reputation is the perception
level of nodes about each other. In some articles the trust is
also associated with risk factors and reputation is something
based on the history of a node.

Paper [46] points out the major issues associated with the
reputation-based incentives mechanisms. )e foremost issue
is that these approaches do not adequately handle the node
assessment process. )e second issue is that the structuring of
groups of nodes cannot be designed efficiently in ad hoc
networks. )e third issue with reputation-based mechanisms
is that the nodes used their radio transmission excessively for
obtaining information about each other. )erefore, many
authors suggest the usage of credit-incentive-based mecha-
nisms for controlling the nodes’ behavior in a network.

4.3.3. Credit-Based Mechanisms. )ese schemes are also
called pricing-based schemes. Such schemes consider the
data transmission and relaying support by network nodes as
a service that must be paid. In credit-based incentive
schemes, the worth for handling buy and sell or lease and
rent mechanism is obtained by several forms of values. Some
of these are referred to as virtual currency, scores, money,
and points. )e pricing schemes also need an additional log
for keeping the record of exchanges of these values. Each
node upon giving relaying service obtains an amount of
virtual currency from the source nodes. Each relaying node
earns this currency and uses it for its data transfer. Nodes
having no or fewer values of currency cannot be able to pay
the relaying service and so cannot transmit their data. In
such a scenario, each node tries to maintain a trade-off
between its resource consumption and virtual currency
collections. Such techniques give nodes a degree of intelli-
gence for optimization of their resources along with the
network performance [46].

)e credit-incentive schemes can be applied in many
ways. Some articles introduced a bargaining environment
between the relaying and the source nodes. )e game theory

of a bargaining model is used in such schemes. )e main
purpose is to make a competitive environment among the
network nodes. Moreover, the calculation of currency for
buying and selling is also aligned with some procedures. For
example, the key parameters of nodes, i.e., energy, storage,
and network hierarchical level, etc., can be considered for
fixing the amount of currency.

In some ad hoc networks, like WSNs, nodes are con-
nected to a central control through some hop nodes. Some
nodes are directly connected to the central station and do
not need any relaying service. )erefore, such nodes do not
need to cooperate in any way and do not care about any
currency maintenance. To overcome such cases, the central
control also takes some exceptional measures by applying a
reputation or punishment-based mechanism [18]. Some
authors also proposed a movement cost for letting the nodes
move for the sake of an aggregate benefit [34]. )e nodes are
given some benefits for their sacrificial movement in the field
in a cooperative manner. )e main purpose of such in-
centives is to stimulate the network nodes for moving in the
area for the sake of fault tolerance.

4.4. Evolutionary Games. In evolutionary games, the nodes
primarily do not use their strategic reasoning in the initial
stage. All the nodes in the network learn from their experi-
ences and then develop amodel to design their strategies.)is
game is also known as a repetitivemodel in which the network
nodes learn with the passage of time [40]. In the samemanner
with the passage of time the nodes evolve their behavior and
adjust the cooperation at an optimal level where both the
individual node and the entire network are benefitted. )e
most stable situation in such type of mechanism is referred to
as an evolutionary stable strategy or evolutionary equilibrium.
Most of the evolutionary-based mechanisms are designed for
cluster-based WSNs [8, 40]. )e evolutionary games can also
be incorporated into the trust-based and incentive-based
mechanism. Table 3 shows some proposed schemes for
handling selfish nodes in ad hoc networks.

Table 4 shows some classical mechanisms which are
considered useful as guidelines and base techniques for
developing new schemes. Most of these are taken as baselines
for the development of advanced techniques for selfishness
management in ad hoc networks.

5. Analysis ofProposedSchemes andDiscussion

In this work, a comparative analysis of five different pro-
tocols is made by taking a WSN as a model network. )ese
protocols are DSR[ref], DSR with selfish nodes [18], Reward-
based Mechanism (RwBM) [18], GREET [40], and GTMS
[38]. )e results are made by varying three major param-
eters, i.e., the number of nodes, pause time, and the ratio of
selfish nodes. )e results are calculated for taking the five
performance metrics in the network, i.e., energy con-
sumption, end-to-end delays, throughput, packet delay ratio
(PDR), and packet loss ratio. )e work is simulated in
NS2.35 under Ubuntu operating system.)e key parameters
for simulation are listed in Table 5.
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5.1. Energy Consumption. Since energy consumption is al-
ways considered in ad hoc networks, almost all the protocols
designed for such networks are evaluated in terms of the
nodes’ life. )e energy consumption rate can be affected by
the simulation parameters and the routing protocol design.
A network energy consumption can be evaluated by

considering either the routing energy consumption or the
average energy consumption. In routing energy consump-
tion, the network layer of the protocol is checked only to
determine the energies of nodes in a network, while the
average energy consumption is the mean value of all nodes’
consumed energies. Energy can be calculated by taking the

Table 3: Proposed schemes for selfish node management in ad hoc networks.

Article Mechanism Description

Attiah et al. [8],
2018 Evolutionary game

(i) A route selection problem is modeled by using a game-theoretic approach.
(ii) )e replicator dynamics mechanism is used to indicate that the nodes can be trained from
their strategies and hence modify their strategies sets with time.

Subba et al. [41],
2018 Detection

(i) )e work combines a lightweight neural network with specification rules for anomaly
detection to identify misbehaving nodes in the network.
(ii) A Bayesian game is designed which takes the IDS and the sensor nodes as two
noncooperative players.

Umar et al. [18],
2018 Incentive-based (i) Virtual currency referred to as scores is used for selfish node stimulation.

(ii) Scores are calculated by taking many nodes’ and network’s parameters.

Raja et al. [42],
2018 Trust management

(i) )e selection of cluster heads is done by using the multiple constraint aware glow worm
swarm optimization approach (MC-GSO). Every node is evaluated in the network according
to this approach.
(ii) Various objectives are achieved for the trust metrics during the cluster head selection.

Yang et al. [47],
2017 Incentive-based

(i) Particularly designed for clustered WSN with an aim to balance the consumption of energy
among all the nodes.
(ii) A convex payoff function is designed for the behavior of each node. )e game is derived
with the help of this convex optimization.

Gemeda et al. [40],
2017

Evolutionary game-
based

(i) Targets cluster-based WSNs.
(ii) Mainly focus on the cluster heads manipulation and selection process.

Yu [48], 2016 Incentive-based (i) Nodes are pushed to cooperate in routing by using some incentives.
(ii) Some values are exchanged for getting data communication and relay services.

Li et al. [43], 2015 Trust management

(i) )e work is proposed for VANETs where the trustworthiness of both mobile sensor nodes
and transmitted data is evaluated.
(ii) )e recommendation trust and functional trust are categorized to indicate nodes’
performance.

Duan et al. [17],
2014 Trust management

(i) A trust-aware routing frame is designed by incorporating lightweight and proficient attacks
resistant mechanism.
(ii) )e common features associated with attacks in terms of trust awareness are addressed.
(iii) )e trust derivation is based on the analysis of results.

Chen et al. [21],
2013 Detection (i) )e cooperation level of each node is calculated and the selfish nodes are punished by

blocking them in the network.
Xu and Guo [49],
2012 Incentive-based (i) Particularly target opportunistic networks.

(ii) )e incentive exchange is made through various rounds of a bargaining game.

Bao et al. [50], 2012 Detection (i) Uses highly expandable cluster and hierarchical trust-based management protocol for
efficiently detecting the malicious and the selfish.

Table 4: Fundamental/classical selfishness management schemes.

Article Mechanism Description

Marti et al. [37], 2000 Reputation and
detection

(i) Well-known as watchdog and pathrater
(ii) Watchdog detects misbehaving nodes and pathrater blocks targeted nodes

Boudec and le [44],
2002 Trust and detection (i) CONFIDENT, a reactive routing protocol that uses four major modules for

detection and blockage of selfish nodes

Buttyan and hubaux
[51], 2003

Detection and incentive-
based

(i) Only the cooperative nodes are allowed to transfer their data
(ii) )e concept of virtual currency is used by introducing packet trade and packet
purs

Zhong et al. [52], 2003 Incentive-based (i) A credit-based incentive exchange scheme is used
(ii) )e scheme particularly targets mobility in MANETs like networks

Chen et al. [26], 2011 Evolutionary game-
based

(i) Nodes operate according to a predefined set of states
(ii) )e nodes adjust their selfishness level with time
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sum of transmit, idle, receive, and sleep power in all layers in
a simulation environment. )e existence of selfish nodes in
an ad hoc network can highly affect the rate of energy
consumption in the overall network.

In Figure 3 the average energy consumed over 15 dif-
ferent time pauses of the experimented protocols is recor-
ded. For this experiment, a set of 100 nodes with 5% selfish
nodes are taken. )e DSR protocol is mainly designed for ad
hoc networks having mobile nodes. In WSN DSR does not
utilize its features for handling the mobility of nodes.
)erefore, its performance may be not optimal as compared
to specialized protocols designed for WSNs having static
nodes. )e performance of SELFISH-DSR is the worst in the
figure. It is because there is no such selfish node handling
mechanism. GTMS is quite responsive by giving a moderate
level of results for energy consumption. )is mechanism
mainly utilizes the trust reciprocity among the nodes. )e
technique is much better than DSR and SELFISH-DSR
protocols. However, due to a simple mechanism for repu-
tation and mutual trust mechanism, GTMS is giving
comparatively lower results than GREET and RwBM pro-
tocols. GREET has the lowest level of energy consumption at
most of the time. Since this protocol is cluster-based and
mainly designed to evaluate all the previous strategies of
nodes, it has put less communication overhead on nodes for
passing control and information messages. RwBM initially
loads the scoring mechanism which takes some time to give
the accurate result values. In initial pause times, it is giving
very low values which indicates that the communication is
not started properly. GREET, compared with RwBM, gives
comparatively the best results for many time pauses.
However, due to its cluster-based type, after a longer period,
the increase in energy consumption can be noted due to the
rapid elimination of nodes from the network. In cluster-
based networks, all the nodes may start dying rapidly one
after another.

In Figure 4, there are 5% selfish nodes and values are
noted at time pause 10. All the mechanisms are giving
consistent values except the SELFISH-DSR. Since there is no
mechanism for the selfishness of nodes, energy consumption
is increasing with the increased number of nodes. )e
number of selfish nodes is proportional to the number of
nodes but the placement of selfish nodes over the same area
greatly affects the performance of SELFISH-DSR. GTMS is
giving similar results as in the previous experiment of pause
times. However, its performance is declining with a number
of nodes higher than 200. We can assume that the trust
mechanismmay start failing with a large number of nodes. It
is also possible that the trust mechanism with densely
deployed nodes may not be efficiently effective. )e in-
centive-based mechanism, RwBM, is giving almost similar
values for all the variations in the number of nodes. RwBM
has a mechanism to deal with the nodes’ individual

Table 5: Simulation parameters.

Parameter Value
Area 500× 500
Network type WSN
Number of nodes 50–300
Ratio of selfish nodes Up to 5%
Node distribution Random
Comparisons DSR, DSR with selfish nodes, GREET, GTMS, and RwBM
Initial energy 100
Rx power 0.3
Tx power 0.6
Size of the packet header 4 bytes
RSc header size (RwBM) 4 bytes
IBSc header size (RwBM) 4 bytes
Movement trace Off
Cluster size (GREET) Game-based (varying)
Cluster size (GTMS) 9 nodes
Traffic source CBR
Packet protocol TCP
)reshold distance for CNs (RwBM) 50
)reshold participation (RwBM) 0.4
)reshold lambda (RwBM) 0.5
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importance based on the nodes’ density in the network.
)erefore, the mechanism aligns the values of incentives
according to the number of nodes and the average energy
consumption is not affected by the increased number of
nodes, while GREET has very impressive results by giving
the least values in this experiment. )e energy consumption
by nodes is decreased with the increased number of nodes. It
is because the mechanism is based on evolutions and the
nodes learn from each other and the time period. As the
number of nodes is increased, the optimal point or the
nodes’ maturity level is obtained earlier, and the optimal
strategies are adopted by all the nodes well in time.

Figure 5 shows the third experiment relating the average
energy consumption of the nodes in a WSN. )ere are 100
sensor nodes and the time pause used for recording values is
10. )e response for an increased number of selfish nodes is
notable in all the protocols. SELFISH-DSR is giving support
for selfishness; therefore, the energy consumption is highly
increased with each rise in the number of selfish nodes. )e
performance of GTMS is also not well with the higher
number of selfish nodes. It is because of the mutual repu-
tation and trust mechanism. Each node mutual with a selfish
node also changes its behavior. GREET and RwBM are
giving similar results. )ese protocols have incorporated
appropriate mechanisms for handling selfish nodes in the
network; therefore, both are giving very little hike in the
energy consumption against the increased number of selfish
nodes.

5.2. 7roughput. )roughput is the total quantity of data
that reaches a destination node from the source node at a
particular time. It can be used to determine the effectiveness
of a routing scheme.

In Figure 6, the average throughput of SELFISH-DSR is
very low at 6 kbps for almost all the pause times. It is giving
lower throughput than a normal DSR in a network without
any selfish node. )e throughput of GTMS is moderate and
consistent due to its communication style. )e nodes are

taken in a smooth flow and equally treated in GTMS.
)erefore, the throughput of this protocol is slightly in-
creasing with time and becomes consistent after time pause
9. )e throughputs of RwBM and GREET are very unpre-
dictable but higher than GTMS and DSR protocols. RwBM
does not give any value at time pause 1 in our simulation
environment due to its score loading and configuration
process. Later due to scores’ exchange and periodic updating
of each node the throughput highly fluctuates. GREET
initially has similar throughput as in RwBM. In GREET, the
nodes learn repetitively by using an evolutionary game.
)erefore, the throughput is lower and cannot be predicted
at initial pause times. Later once the nodes learn from the
environment, after time pause 5, the nodes adjust their
utility functions and deliver a better throughput.

)e effect of a varying number of nodes on the
experimented protocols is shown in Figure 7. )e values are
recorded at time pause 10 and the ratio of selfish nodes is 5%.
)e results are similar to the previous figure. )e evolution
game-based approach, GREET, is giving a very positive
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response to the increased number of nodes. RwBM is giving
similar fluctuating results for each experiment. Here again,
we can conclude that the RwBM, due to its scoring
mechanism, gives slightly random results. However, RwBM
is giving much better results than GTMS and DSR. )e
throughput of GTMS is also increased in this experiment.

In the last experiment for throughput, shown in Figure 8,
100 nodes are taken. )e performance of GTMS is very low
with an increased number of selfish nodes. It cannot manage
the higher number of selfish nodes that leads to a lower value
of the throughput. RwBM and GREET are also marginally
affected. However, this decrease in the throughput can be
considered as a very minor effect. In this experiment, the
GREET outperforms due to its advanced mechanism.

5.3. End-to-End Delays. In ad hoc networks, the high data
rates are not essentially required but delay constraint is
greatly considered. If the required information is delayed,
then it might be not useful in the network. )erefore, we
calculate the average delay rate in each protocol to determine
their performance. )e packet end-to-end delay is the
meantime that a packet consumes to reach the destination
from a source node. In our scenario of WSN, we are taking
the base station as the destination node. Delays in a network
usually associate the speed of MAC control exchange, buffer
queues, radio transmission, and routing mechanisms. In our
assessment, we are comparing the routing mechanism and
all other parameters are considered as similar.

In Figure 9, nodes are taken. )e ratio of selfish nodes is
5%. )e experiments indicate that the end-to-end delays for
DSR are higher than other protocols. DSR can be more
efficient if used in a mobile node environment. Moreover,
reactive protocols are less efficient than proactive protocols
in delays matric.)e reputation and trust levels in GTMS are
developed over time. Each node considers the history of its
connected hops; therefore, in the higher pause times, the
delay is decreased. GREET initially produces higher delays
due to its learning nature.)e nodes cannot respond quickly

and the act of selfishness is not handled properly. Moreover,
in cluster scenarios it is common to have higher delays in the
initial stages. RwBM and GREET are giving similar results
after time pause 6. RwBM does not give the values in our
simulation environment which is most likely due to the
scoring mechanism and the adjustment of selfishness by
each individual node. Moreover, the work is taking all the
parameters of nodes which takes some time to be com-
municated and configured properly. One of the nodes is
configured and the scoring mechanism is loaded; then the
delays become similar at all the time intervals.

Figure 10 shows the end-to-end delays with respect to an
increased number of nodes in a network. )e results show
that GREET is the only protocol that gives no effect to the
delays with the changed number of nodes. RwBM is also
giving somehow similar results. RwBM also uses a card
system which may take some time to process. In the card
system, some nodes are blocked. Node blockage can also
increase the delays in a network by breaking some routes.
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However, the change is noted at 200 and 300 nodes in the
experiments. GTMS is giving similar results till 150 nodes. It
is also affected by the higher number of nodes in many
experiments.

Figure 11 shows the end-to-end delays with an increased
number of selfish nodes in the network. A set of 100 nodes is
taken for these experiments. )e response ratio of delays in
all the protocols is similar. Each protocol is giving a negative
result due to the increased number of selfish nodes. In
comparison, GREETand RwBM are giving the best results in
these experiments.

5.4. Packet Delivery Ratio. PDR is the ratio of the number of
data packets sent by a source node to the number of data
packets received by the source node. )is metric can be used
to measure the success or loss rate and characterizes the
efficiency and correctness of routing protocols in ad hoc
networks. )e higher PDR indicates the better performance
of a protocol.

Figure 12 shows the PDR for each node at different time
pauses. 100 nodes with 5% selfish nodes are taken. Almost all
the protocols except SELFISH-DSR are giving similar PDR.
Initially, GREET gives lower PDR due to its learning phase.
RwBM is giving appropriate values for PDR after time pause
4. SELFISH-DSR does not keep any selfishness management;
therefore, its performance in this experiment is the worst.

Figure 13 shows the PDR for each protocol with the
increased number of nodes in the network. Here again, the
results of all the protocols are similar except SELFISH-DSR
which has lower but consistent PDR for all the sets of nodes.
As the number of nodes is increased, the PDR value is also
increased. It is due to the availability of multiple routes and
the decreasing possibility of packet losses. All the results are
taken at time pause 10 and the ratio of selfish nodes is set to
5%.

)e number of selfish nodes, if increased, also does not
affect the experimented protocols as shown in Figure 14.)e

PDR is decreasing in SELFISH-DSR only due to its in-
completeness. In GREET, every node is a selfish node;
therefore, the increased number of selfish nodes does not
affect any change in its PDR value. RwBM, as usually, is
giving uneven PDR for each number of selfish nodes. It is
due to the provision for selfishness level adjustment and
scoring and card system in the mechanism. GTMS is
comparatively giving very interesting results by producing
higher PDR values for the higher number of selfish nodes.
Nodes operate on trust levels and selfishness is managed
through reputations and trust reciprocation among the
nodes.

5.5. Packet Loss Ratio. )e packet loss ratio is used to get the
failure rate of reception of transmitted packets. )is value
can be associated with signal degradation, the existence of
misbehaving or selfish nodes, and routing mechanisms. In
Figures 15, 16, and 17, the results are reflected by the results
for PDR already discussed. Here in these experiments, the
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packet loss ratio for SELFISH-DSR is comparatively higher
than other protocols. All other protocols are giving similar
results in these experiments.

6. Conclusion

)e existence of selfish nodes is widespread in wireless
networks, particularly in ad hoc networks where an intel-
ligent program or human controls the nodes. )e nodes can
be programmed to preserve their individual resources by not
cooperating in the aggregate network goals. Several schemes
have been introduced to overcome the issues of having such
nodes in an ad hoc network. )e selfish nodes can be
managed either by blocking them or by stimulating them to
participate in the network. In recent literature, credit-based
incentive schemes are consideredmore effective and efficient
for handling misbehaving or noncooperative nodes in ad
hoc networks. Game theory is also used to realize the design
and implementation of incentive-based schemes.
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)e incentive-based schemes can be used by opting for
artificial neural networks (ANN) instead of the application
of game theory. )e repeated games can be replaced with an
ANN module in which the neurons are trained with the
passage of time. Moreover, the prevailing schemes can be
interchangeably used in other forms of ad hoc networks. For
example, a scheme designed for WSNs can be used in
MANETs by handling the mobility or can be used in Internet
of )ings by considering various factors like heterogeneity
and mobility. Moreover, the types of games can be changed
in such schemes for better optimization of the network
performance.

)e simulation results show that the network perfor-
mance is highly degraded without any mechanism for
selfishness, as reflected by SELFISH-DSR protocol. )e trust
management scheme, GTMS, is giving acceptable results by
addressing the target scenarios. However, it has relatively
lower performance in almost all the experiments except the
PDR and packet loss ratio experiments. GREET is out-
performing in many experiments due to its advanced
technique of letting the nodes understand the situation and
adjust their cooperation level according to their benefits and
the network needs. RwBM is also giving very good results
due to its sophisticated technique by considering all the
nodes’ parameters and a state-of-the-art design of incentives
for data communication. According to our experimental
results, we can conclude that the selfishness of nodes can be
managed by either the incentive-based or the evolutionary-
based mechanisms. However, it must be noted that these
experiments are made according to our understanding and
cannot be considered as perfect. More work can be done in
the analysis and comparisons of various protocols designed
in the domain of selfish node management in ad hoc
networks.
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As the SQL injection attack is still at the top of the list at Open Web Application Security Project (OWASP) for more than one
decade, this type of attack created too many types of issues for a web application, sensors, or any similar type of applications, such
as leakage of user private data and organization intellectual property, or may cause Distributed Denial of Service (DDoS) attacks.
,is paper focused on the poor coding or invalidated input field which is a big cause of services unavailability for web applications.
Secondly, it focused on the selection of program created issues for theWebSocket connections between sensors and the webserver.
,e number of users is growing to use web applications and mobile apps. ,ese web applications or mobile apps are used for
different purposes such as tracking vehicles, banking services, online stores for shopping, taxi booking, logistics, education,
monitoring user activities, collecting data, or sending any instructions to sensors, and social websites. Web applications are easy to
develop with less time and at a low cost. Due to that, business community or individual service provider’s first choice is to have a
website and mobile app. So everyone is trying to provide 24/7 services to its users without any downtime. But there are some
critical issues of web application design and development. ,ese problems are leading to too many security loopholes for web
servers, web applications, and its user’s privacy. Because of poor coding and validation of input fields, these web applications are
vulnerable to SQL Injection and other security problems. Instead of using the latest third-party frameworks, language for website
development, and version database server, another factor to disturb the services of a web server may be the socket programming
for sensors at the production level. ,ese sensors are installed in vehicles to track or use them for booking mobile apps.

1. Introduction

With the growing number of mobile app users, everyone is
trying to develop their business apps as soon as possible. So
these mobile apps are used to track the user’s activities,
getting information regarding vehicle locations, and track-
ing of logistics. For tracking vehicles, different types of
mobile apps or sensors are used. For the full functionality of
these apps or sensor devices, support software is required
such as Personal Home Page (PHP) for the backend server,

MySQL for data storage, and NodeJS for other required
functionality as per requirements of clients or devices. Too
many different types of open-source frameworks are used for
backend functionality if the old version of these third-party
tools is used.,en they may have a well-known vulnerability
that can be exploited by an attacker or adversaries.

All of the above Structured Query Language (SQL) in-
jection attacks are more dangerous for the web application
or for other devices (like mobile apps or sensors) which are
using it as web services. ,is attack is at the top of all
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injection-type family attacks or web application attacks. In
this attack, the weakness of input fields is exploited by the
attackers. It is performed by inserting the SQL query
command into the input or the query will be appended with
the targeted Uniform Resource Locator (URL). ,ese SQL
queries are transformed into SQL code which is inserted by
an attacker [1, 2]. ,is injection vulnerability is the main
point of web application security exploitation by an attacker.
,ese loopholes in web application remain because the
testing of input boxes is sanitized properly [1]. If the PHP old
version is used during the development and testing phase, it
will also make web applications vulnerable. A web appli-
cation developed on a local system with the latest version of
PHP and the old version installed on the production server
may lead to the unavailability of web application services for
users. ,is may disturb other applications during the
upgradation of the PHP version if there is a shared server to
save the operational cost of hosting or any old version of
PHP framework such as WordPress in use that can be also
more dangerous for web application services [3]. With these
vulnerable frameworks, the attacker can delete databases or
ask for a ransom to restore those databases or encrypted
code. Another issue for the performance and security of web
applications is the sockets used for communication between
the web server and sensors. ,e nature of sensors is het-
erogeneous; due to this, the use of the same protocol for
communication is not possible [4]. ,ese sensors are more
vulnerable to be exploited due to low computing and power
storage. ,ese sensors are used for the different types of
services such as, in the health system for monitoring con-
ditions of patients [5], in vehicles to trace the location, and in
water management for checking the level of water at rivers,
etc. As the usage of IoT sensors is growing in every area of
life, the number of attacks also increase. ,ese attacks are
performed on different layers of IoT sensors to stop services
for legitimate users, or to forward fake information. ,is
research paper has used sensors in the vehicles for tracking
them. ,e sensors are supported by socket-based commu-
nication for sending and receiving information from clients
to the server. With the use of these sensors, it creates easiness
for the monitoring of taxis and getting the information
regarding peak hours more business areas for taxi services.
As the number of requests increases and socket connections
are going to backlog, then the server starts to stop binding
port of sockets with Internet Protocol (IP) Address. To fix
the error of port binding with IP address, this backlog should
be cleared with two methods. First, in this paper, we have to
kill all backlog connections manually or the second option is
to restart the service of the socket connection program. As
these two methods are performed, these services of sensor
connections will be down for the users. It can be said it is a
self-created Denial of Service DoS attack on services [6]. Due
to this type of SQL injection attack, not only specific ap-
plication is disturbed, but this complete database server is
crashed so that all other applications are not accessible to
valid users, which is the cause of DDoS attacks on databases
servers. Another issue with sockets is that systems firewalls
will be applied to make a socket with the server. It will be a
more critical issue with the security of a web server because

everyone is allowed to make a socket connection with the
server and this can be exploited by an attacker for malicious
activities.

,is paper is described as follows: In Section 2, the
related work is described for the most threatening web
application attacks, sensor-based devices usage, and security
issues, and WebSocket related problems. In Section 3, we
described the proposed methodology. In Section 3.1, we will
define how the database server is crashed with poor coding.
In Section 4.2, we mentioned a few major issues related to
WebSockets by using PHP programming. Section 4 will
describe the results and discussions. In Section 5, this paper
will be concluded.

2. Related Work

For one and half decade, the SQL injection attack was at top
of all attacks on the web application. Every attacker targets
the vulnerability of SQL injection in a web application to
exploit them and take control of all services related to the
webserver. ,is attack is performed by appending or
inserting malicious SQL queries with a legitimate query. ,e
author has proposed WAVES to test the vulnerabilities of
SQL injection in web applications based on the black-box
method [7]. ,is will find out every entry point of SQL
injection in web applications by using the web crawling
method. After that, it will use a predefined number of
methods and attack techniques on those vulnerabilities for
the SQL injection attack. In the last step, WAVES will
monitor the web application traffic for checking the reaction
of that attack, and for more betterment of the attack method,
the machine learning method is used. ,e researcher has
proposed the method for tautology-based SQL injection
queries based on the application layer-created queries and
should be analyzed with a static method by combining it
with an automated process [8]. But it is limited to tautology-
based SQL injection and will not detect or prevent attacks
related to this. ,e AMNESIA model has been proposed by
an author and it is based on static and dynamic analysis of
the queries [9]. In the static analysis process, the AMNESIA
looks into the application generated legitimate queries with
every connection to the database; on this condition, it will
create a prototype of queries. In the second process of
dynamic analysis, AMNESIA interprets all queries; after
that, these will be forwarded to the database and then it will
be comparing every query with a static prototype model
already created. If any query is out of scope from this model,
then these queries will be considered as SQL injection attacks
and these queries will not be executed on a database server.
But this model has more ratio of false positive or false
negative if queries are encrypted by developers. ,e
ARDILLA tool has been proposed by an author for the
detection of SQL injection and Cross-Site Scripting attacks
in real-time [10]. ,e ARDILLA is developed for the PHP
scripts input testing only and sessions are not handled by
this tool. ,e Web Application SQL injection Protector
(WASP) has been proposed by the researcher, and this tool is
used to detect SQL injection attacks from stored procedures
with real-time configuration [11]. But this tool needs much
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more improvement for the protection of web applications
from SQL injection and XSS attacks.

As the demand for easy life increased due to this usage,
IoT devices or sensors are also increased. Some people need
to know about their business, such as tracking their goods,
vehicles, Cab services and monitoring of patient’s health
conditions, etc. ,e latest version of Homecare is known as
E-Homecare services which have functions of injection
timings, diet management, a routine of exercise, and
monitoring of health conditions [12]. “SmartPill” Wireless
container is utilized to transmit intraluminal pH, pressure,
and temperature information at standard interims to
SmartPill GI Monitoring framework [13]. Titan implantable
hemodynamic sensor (IHM) is a gadget having a size of a
pencil eraser that can be embedded in the core of a patient to
quantify basic factors like temperature, and afterward, re-
motely transmit this information to a protected database
[14]. Intelligent vehicle: An arrangement of mechanical
applications to gather data on the position, kinematics, and
elements of the vehicle, the condition of nature, and the
condition of the driver and the traveler, to survey such data
and settle on choices dependent on it. It is fit for duplex
correspondence with a side of the road foundation and
different vehicles, to utilize computerized map applications
and satellite situating frameworks, it has a functioning web
association and its physical location [15]. A Smart Sus-
tainable City (SSC) using Information and Communication
Technologies (ICTs) for the creative city will give a better life,
productivity of urban facilities, and competitiveness in be-
tween them. With this, current and future needs can be met
as per economically, socially, and environmental changes
[16]. ,e scholar in [17] proposed a 2-pivot MAG for dis-
tinguishing vehicle driving direction. A high discovery pace
of 99% was seen when making a trip vehicles pass near the
sensor. Execution corrupted to 89% as the signal-to-noise
ratio (SNR) decreased. A two-edge, four-state machine
calculation was presented in [18] for vehicle discovery
utilizing 3-hub MAG.

,eWebSocket protocol was created as a major aspect of
the HTML 5 activity to encourage communications channels
over TCP. WebSocket is neither a request/response nor a
distribute/subscribe in the protocol. In WebSocket, a cus-
tomer introduces a handshake with a server to set up a
WebSocket session. ,e handshake itself is like HTTP, so
web servers can deal with WebSocket sessions just as HTTP
associations through a similar port [19]. As the WebSocket
connection is established between client and server, they can
send or receive data to each other with half-duplex. ,is
connection will remain active with unlimited time and can
be closed by the client or server as they want [20]. ,e
Websocket Application Program Interface (API) provides
great functionality to websites to establish a connection and
transmit data to any server [21]. Due to this functionality, it
is easy and effortless for a developer to work on WebSockets
in websites for transmitting data. ,e major drawback of
WebSocket that it does not add the HyperText Transfer
Protocol (HTTP) header along with the connection. Due to
this, the policy of origin resource verification does not
provide a secure connection anymore because these origins

can be spoofed [22]. As per the author, another security issue
is cache poisoning with Websockets; to protect them from
this vulnerability, the protocol working group introduced
the method of frame-masking [21, 23]. With the addition of
frame-masking, the cross-site scripting injection attack has
been blocked, but the information of WebSocket cannot be
transferred in plain text between client and server. ,e
frame-masking has been used with WebSockets for the
protection from cache poisoning attack, but it makes it
harder the detection of malicious data via firewalls and other
virus detection tools [24]. ,e firewalls can be bypassed by
the attackers to compromise the targeted user browser and
create that as a WebSocket proxy between him and the
targeted organization network [25]. It is also vulnerable to
another more common attack type of Denial of Service
(DoS). In this case, attackers are trying to overwhelm the
clients or server with bursts of information or maybe too
many numbers of connections request; due to this, the le-
gitimate users will not be able to complete their requests. In
any case, on the web applications that use WebSockets, the
XSS vulnerabilities open up a few new dangers. For example,
with an XSS defencelessness, the attack might have the
option to supersede the callback elements of a WebSocket
association with custom ones [22]. ,is methodology per-
mits the attacker to sniff the traffic, control the information,
or actualize a man-in-the-middle attack against WebSocket
associations.

When InnoDB is applied withMySQL creating too many
issues related to SQL injection attacks which may lead to a
complete crash of the database server. ,erefore, there is a
need for a solution for the prevention of this type of SQL
injection attack.

3. Proposed Methodology

,is research will describe the practical deployment of
WebSockets for the tracking of a vehicle installed sensors in
them. ,e complete deployment scenarios of the vehicle
tracking application are defined in this section. To take care
of major constraints regarding low power storage, these
sensors have been implemented in idle state condition or can
say it in passive mode sensors. ,is web application and
MySQL server are deployed on Ubuntu 19.04 along with all
updates of operating systems. And all other tools are also up-
to-date as per deployment of this application, which is
implemented about six months ago. Furthermore, in this
research proposed method the latest PHP version 7.3,
Laravel framework 5.4.36, MySQL 5.7, and NodeJS v13.3.0
are installed for the proposed application (see Figure 1).

,e aim is to avoid the well-known vulnerabilities re-
garding the operating system, web application framework,
database server, and version of PHP used for WebSockets.
To avoid fake sensors, the authentication process has been
implemented with the help of the Laravel framework web
application. In this process, the drivers or vendors of vehicles
need to be registered at web application along with their
personal information and sensor identification number,
which may be its serial number. As the constraint of sensors,
these are accepting WebSockets only for communication
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instead of any API. So for this communication between
vehicles and servers, theWebSocket program is developed in
custom PHP, which is defined in the results and discussions
section. For the security of web applications at the operating
system level, iptables or Uncomplicated Firewall (UFW) has
been used to block unauthorized users. For more protection
at the system level, the version of the apache web server and
operating system is configured as hidden in apache2.conf
(see Figure 2) with red circle options.

,e user’s login information, sensor details, and
movement of vehicles are stored in the MySQL database,
which is also hosted on the same server along with a web
application. For the optimization of the MySQL database, in
this research, the InnoDB has been used for the stored
procedure, which gives the functionality of foreign key re-
lationships between tables.,emore features and drawbacks
of InnoDB and MyISAM stored procedure are explained in
the next section of the crashing database server. All critical
information regarding users, sensors, and vehicles is stored
in a database, so the implemented security of it at the system
level such as disallow remote login on a database for the root
or normal users from any IP address. ,e default databases
in MySQL have been removed, and the database users have
been created with complex password authentication to avoid
the brute-force attacks on MySQL databases. And for the
protection from cache poisoning or man-in-the-middle
attack, encryption has been implemented for the WebSocket
communication between sensors and with a web application
server. To compare the WebSocket issues regarding per-
formance and backlog closing of connections with sensors,
the NodeJS has been implemented for it.

3.1. Crashing Database Server. ,e most critical part of any
web application is its databases because it is the main source
of information storage regarding its users, user sessions,
integrated third-party applications information, financial
information, locations of users or vehicles tracking infor-
mation, and much more. As per the last two-decade research

work regarding web application attacks and OWASP top 10
attack reports of 2013 and 2016 [26, 27], the SQL injection
attack is at top of all. ,is attack is more dangerous for web
applications in the form of information stealing, DoS attack
[28], system crashing, alteration in database records to insert
the fake information, traffic redirection, and getting root
rights of system. ,is attack is easy to be performed by
attackers with little effort. ,at is why everyone is trying to
exploit this injection vulnerability. ,e SQL injection attack
is performed on web applications that have the vulnerability
of weak validation on input fields such as login form. ,ese
input fields are not sanitized properly. For the better per-
formance and optimization of MySQL database, two types of
stored procedures are used, namely InnoDB and MyISAM.
,ese methods’ usage is based on the requirements of web
applications. ,e advantages and disadvantages are
explained as follows.

3.2. InnoDB Store Procedure. For the transactional database
or relationships of tables, the InnoDB stored procedure is
used [29]. ,is is used for more write operations into da-
tabases such as insert and update. ,is stored procedure is
used for solving the issue of table-locking weakness. ,e
InnoDB is used in applications where data integrity is in high
demand for the users, and this is achieved with the help of

User application
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Back end

Sensors

PHP (Laravel 5.4.36)
MySQL (5.7)
NodeJS (Socket service)

(i)
(ii)

(iii)

Receiving data
Sending data
WebSockets

(i)
(ii)

(iii)

Figure 1: Vehicle tracking system overview.

Figure 2: Hiding the operating system and Apache version.
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relationship and transaction functionality. It is used for
faster write operations into databases because it supports
locking the tables at row-level for better integrity. It is the
most fitting stored procedure for high-simultaneousness and
high-exchange remaining tasks at hand.

3.3. MyISAM Store Procedure. ,e default stored procedure
for MySQL is MyISAM used for the high usage of reading
operations. But another issue with this is that the less
transactional and low level of concurrent write operations
are supported. If any application needs big-size tables and
fewer changes are required, then MyISAM stored procedure
is used as a priority [29]. If anyone wants to use it as
transactional, then they need to add an extra MySQL SQL
extension of Lock Table and Unlock Tables. It is used for the
high speed read and simple in implementation due to this
most popular for general-purpose stored usage.

In this research paper, we have used the InnoDB stored
procedure for the vehicle tracking application. In this ap-
plication, the relationships between tables and more write
operations are needed. ,e user login information, sensor
information, vendors’ details, and the location tracking of
vehicles are stored in this database. As per the previous study
of the SQL injection attack, sanitized input fields for
malicious query protection used the latest version of
framework and MySQL. But still, the database server has
been crashed with one wrong value entry at the user login
page.,at wrong password value with special characters is in
bold (see Figure 3).

In 2008 or early for bypassing HTTP communication, a
new method for two-way communication has been devel-
oped. Maltreatment of HTTP for bidirectional correspon-
dence prompts imperfect utilization of HTTP connections,
causing superfluous issues for correspondence parties. For
the solution of this issue, it has been added into working
draft 10 for the HTML5 in June 2008 and that program
function was named TCP connection which is based on
Transmission Control Protocol (TCP) socket API [30]. ,e
TCP connection was renamed WebSocket in late July 2008.
Originally the WebSocket was created by the World Wide
Web Consortium (W3C) and the WHATWG group, but it
was transferred to Internet Engineering Task Force (IETF)
for further development in February 2010. As the too many
numbers revisions, IEFT published the final version as a
WebSocket protocol with Request For Comments (RFC)
6455 in December 2011 [31]. ,e communication methods
are used [32] given below.

3.4. Request or Response Method. It is a system where the
customer sends a solicitation to the server and gets a re-
action. ,is procedure is driven by some cooperation, for
example, the snap of a catch on the website page to in-
vigorate the entire page. At the point when Asynchronous
JavaScript and XML (AJAX) entered the image, it made the
website pages’ dynamic through the use of JavaScript
mechanization and aided in stacking some piece of the page
without stacking the entire page once more. When InnoDB
is applied with MySQL creating too many issues related to

SQL injection attacks, it may lead to a complete crash of the
database server. ,erefore, there is a need for a solution for
the prevention of this type of SQL injection attack.

3.5. Polling Method. It is a system for situations where in-
formation should be invigorated without client collabora-
tion, for example, the score of a football coordinate. In
surveying, the information is brought after a set timeframe
and it continues hitting the server, whether or not the in-
formation has changed or not. ,is makes superfluous so-
licitations the server, opening an association and afterward
shutting it without fail. It is related to WebSockets that
shows how they handle the request of users.

3.6. Long Polling Method. It is an instrument mishandling
Request/Response where the association is kept open for a
specific timeframe. At the point when the customer utilizes
long surveying, the server reacts to the customer simply after
the information is fit to be sent, which contrasts with the
conventional Request/Response strategy where the reaction
is sent to the customer directly after the solicitation. ,is is
one of the approaches to accomplish constant correspon-
dence. However, it works just with known time interims.

,is research has used the PHP custom program for the
WebSocket communication between vehicle sensors and
web application server. ,is connection is used for the
tracking of vehicles to get more information regarding peak
hours of passengers for taxis and movement of vehicle in-
formation for their vendors. ,e connection between the
web server and vehicle sensors has no time limit to close that
connection as the few logs of the CLOSE_WAIT state are
given (see Figure 4).

As in the above log entries regarding CLOSE_WAIT state
or it is known as long-polling of WebSocket connection are
given there are too many more connections in this state. It is
causing too many problems for the webserver. ,e main issue
of this the IP address cannot be bind with port 25001 of
WebSocket for new connection requests for sensors. And
sending or receiving of information from vehicle sensors is also
stopped due to this issue of IP address binding.,eWebsocket
connection creation code and temporary solution to this
custom PHP program and permanent solution of this problem
are discussed in the next section of results and discussion.

4. Results and Discussion

,is section will discuss the issue of wrong entry from the
user into SQL databases which crashed its InnoDB store
procedure, how the WebSocket connections are created in
the PHP custom program, and the issue of CLOSE_WAIT
state of those connections for an unlimited time. ,e
temporary solution to this problem is to apply the timer for
unused opened connections to closing those WebSocket

{″id″:3,″name″:″mobile″,″email″:″mobile@admin.com″,″password″:″70U79Ee\/P
FHu2″,″role_id″:2,″remember_token″:null,″status″:1,″updated_at″:″2020-01-27
08:02:43″,″created_at″:″2019-11-04 00:00:00″}

Figure 3: Wrong value entered in password field.
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connections. A permanent solution to this problem is the
usage of NodeJS-based application for the unlimited
WebSocket connections without any overhead on the server.
As per best knowledge, this research has used the latest
software and tools for this web application of the vehicle’s
tracking system to avoid known vulnerabilities of SQL in-
jection, PHP frameworks, Apache web server, and any other
vulnerability related to the operating system. First, we will
discuss how the MySQL database server has been crashed
with a single entry at the login page.

4.1. InnoDB Crashed. ,e InnoDB store procedure is used
for the transactional operations and relationships between
tables. It is used in web applications on which write oper-
ations are performed more frequently with the support of
table lock for the integrity of data. But database server has
been crashed with a single wrong entry into the database at
the login page as described in Figure 3. Due to that wrong
entry, the InnoDB store procedure has been crashed. ,e
MySQL InnoDB crash is shown in Figure 5.

As in Figure 5, it is crashed due to the wrong value that
has been inserted into databases. It was the main reason
behind the crash of it. ,e value of key_buffer_size is
inserted in large size from its normal value. Because of this
reason, the InnoDB has been crashed. Figure 6 is given for
more details regarding the database crash.

To recover from this issue, we have applied two methods:
First, this research proposed changing the store procedure
from InnoDB toMyISAM, and secondly, changing the value of
my.cnf file to recovery mode for InnoDB. As the database
structure changed from InnoDB to MyISAM, all relationships
between tables have been deleted with this operation and
transactional operations for insertion are also disturbed. ,is
process has taken down web service for the sensors to track the
location of vehicles and it is a shared hosting server. Due to this,
other web application are also unavailable for the users. ,is is
known as a self-DoS attack on organization’s web services to
clients. As in Figure 7, the recovery mode entry in my.cnf file
has been added for a temporary solution to crashed InnoDB.

,e InnoDB has been set as in recovery mode to fix the
crashing issue of the store procedure. But due to these
changes, the insertion, updating, and deletion operations have
been locked into databases. All databases with the InnoDB
store procedure have been disturbed due to these changes.
,e users of those web applications are unable to write data
into a database. To recover from this issue, the MySQL da-
tabase server has been reinstalled after getting a backup of all

databases on this server. As experienced, the single wrong
value has been entered by a user at the login page that has
created this problem. To protect the database from this issue
again, we have applied a limit of value on that field of the login
page. And go through again for validation of each input filed
of web application against any malicious record entry.

4.2. WebSocket Long Polling Issue. As in this research, as
earlier mentioned in section V regarding states of Web-
Sockets for communication between client and server. ,e
first two states of request/response and poling are working
fine in the PHP custom program for connection between
vehicle sensors and web application for tracking. ,e code
section for WebSocket connection creation between sensors
and web applications (see Figure 8).

If a WebSocket connection is already created with the
binding of the same port with IP address, then it shows us the
message of WebSocket cannot be created. ,e connection
creation time has been set to 300 seconds in decremented
order. As the connection is successful, the host IP address and
port will be a bind. Communication will be started between
sensors and web servers for the storage of information re-
garding the tracking of vehicles or insurance details, etc.

We have faced issues at the long-polling connection.
,ey are going into the backlog for an unlimited period. As
in this research shown in Figure 3 in Section 6, there are too
many connections in the state of CLOSE_WAIT and due to
this, the new connection cannot be created and old con-
nections are unable to send or receive required data. ,is
problem occurs as more than 10 users are trying to connect
with the webserver at the same time. ,is is not good for the
production servers as in real-time, there are 0.3 million users
who will have to use this service. For sharing their location
information, insurance details, and other required details for
the security of users. ,e issue of IP address binding with
port occurred as the number of users is increasing as in
Figure 9. We have just given a single error message of IP
address bind, but there are too many numbers of the same
type of error messages regarding binding.

To avoid this, IP address binding with the port of
WebSocket has been applied a temporary solution. In this
research, we have created a service for WebSocket con-
nections (see Figure 10).

,is service has been added into crontab job scheduling
and this service has been restarted after every two hours to
kill the backlog of WebSocket connection (see Figure 11).

By doing this, the service of WebSocket connection to
users is unavailable because there is a need to kill all the

Figure 4: WebSocket CLOSE_WAIT state.
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processes related to these connections for sensors.,is is not
good for production servers or applications that the service
of Websocket will be restarted after every few hours and
critical for the real-time application, it is not considered as
good practice in the case of the vehicle tracking system.

4.3. Permanent Solution forWebSocketConnections. To solve
this issue, we have implemented WebSocket connections
between sensors and webserver by using NodeJS 13.3.0
version. ,is research has faced the issue of the backlog in
the state CLOSE_WAIT for too many number connections

Figure 5: InnoDB crashed with wrong entry.

Figure 6: InnoDB crashed detailed logs.
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due to which new connection request is not completed. And
old connections are unable to send or receive data for
tracking the vehicles. ,e connection code in NodeJS is as
shown in Figure 12.

In the above connection, the function has been created
for the WebSocket for the sensors installed in vehicles. With
the help of NodeJS, the autotest of more than 100K requests
for the WebSocket connection has been created without any
issue of backlog or error of IP address binding with the port
(see Figure 13).

And in production currently, almost 5K requests are
handled by the server without any error of binding port with
IP address. ,e long-polling connections are not opened for
the unlimited time between sensors and webserver. As the
data regarding vehicle location tracking, its insurance de-
tails, and vendor details are shared or inserted into the
database, the connection will be closed.

,e confusion matrix has been given in Table 1 for the
proposed methodology in this research paper. ,e second
name of the confusion matrix is the error matrix which is
used for the quantity-based analysis of static data. ,e
proposed system to change from the structure of the MySQL
database from InnoDB to MyISAM is best against the attack
mentioned in the above sections.,e overall accuracy of this
proposed method is 96.154%.

[Mon Dec 16 14:34:09.096356 2019] [php7:warn] [pid 31393] [client
58.65.132.206:16043] PHP Warning: socket_bind(): unable to bind address [98]:
Address already in use in /home/benin/public_html/serverUpEncyption.php

Figure 9: WebSocket binding error.

Figure 7: InnoDB recovery mode settings.

//$socket = socket_create (AF_INET, SOCK_STREAM, SOL_TCP) or die (″Could not
create socket\n″);

if (! ($socket = socket_create (AF_INET, SOCK_STREAM, 0))) {
$errorcode = socket_last_error ();
$errormsg = socket_strerror ($errorcode);

die (″Couldn’t create socket: [$errorcode] $errormsg″);v
}
$timeout = array (′sec′=>3000, ′usec′=>0);
$try = socket_set_option ($socket, SOL_SOCKET, SO_RCVTIMEO, $timeout);
// bind socket to port
$result = socket_bind ($socket, $host, $port) or die (″Could not bind to socket\n″);
// start listening for connections
//$result = socket_listen ($socket, SOMAXCONN) or die (″Could not set up socket listener\n″);
$result = socket_listen ($socket, 4096) or die (″Could not set up socket listener\n″);

Figure 8: Code in PHP for WebSocket connections.
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Figure 10: WebSocket connection service.

Figure 11: WebSocket connection service restart.

var server = net.createServer (function (connection) {
console.log (′client connected′);
connection.on (′data′, function (data) { /∗Logic Here ∗/

var det = data.toString (); // Decrypting Data
det = decrypt (det);
var sql = ″INSERT INTO checkrequest (entriessent, timestamp) VALUES (?, ?)″;
var todayDate = getTodayDate ();
con.query (sql, [det, todayDate]);

console.log (′client data received: ′+data);
console.log (″Decrypted by Server: ″+det);
if (det == null){

var responseToBeSent = ″#####$1;1, 1, 1, 1, 86400;″;
responseToBeSent = encrypt (responseToBeSent);
console.log (″Response Sent To Client: ″+responseToBeSent);
connection.write (responseToBeSent);
console.log (″Response Sent″);

connection.destroy ();
}
else { /∗data explode ∗/

var decodedVal = det.split (″, ″);
if (decodedVal.length < 8 || decodedVal.length>8){

var responseToBeSent = ″#####$1;1, 1, 1, 1, 86400;″;
responseToBeSent = encrypt (responseToBeSent);
console.log (″Response Sent To Client: ″+responseToBeSent);
connection.write (responseToBeSent);
console.log (″Response Sent″);
connection.destroy ();

}
}

Figure 12: WebSocket connection in NodeJS.
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5. Conclusions

For ease of business and to facilitate the customer’s everyone
wants his existence on web applications and mobile apps. As
the trend of monitoring increased for security reasons and to
get more data for traffic jams, peak hours for customers are
hiring taxis, delivery services, health services, or online
education, etc. Due to this, the usage of IoT devices is also
increased. With the use of these devices, some existing se-
curity and some new issues have been arising such as for
communication, WebSockets has been introduced in back
2008 and existing type of attacks is SQL injection. As have
experienced just the latest tools, frameworks or operating
system is not a solution to security breaches for a web
application or sensors devices. But there is another factor
with service unavailability, which is poor coding and se-
lection of poor programming software solution of Web-
Socket connections between sensors and the webserver. As
the high-security risk to the web applications is an SQL
injection attack, it is performed on web applications that are
not sanitized properly for input fields as we have seen that
just a single wrong value entered at the login page crashed
the MySQL InnoDB store procedure. Due to this, the ser-
vices vehicles tracking to clients remain unavailable for a
long time. To come online again temporarily, the stored
procedure has been changed from InnoDB to MyISAM. But
with this change, the performance of transactional operation
decreased and relationships between tables also deleted.
,ere is a need to change the mode MySQL for InnoDB into
recovery mode. Due to this, other hosted websites also go
down. For the protection from the injection type of attacks
on web applications, the input fields need to be sanitized so
that malicious users should be unable to insert malicious

scripts into targeted web applications. Secondly, the Web-
Socket connection program was written in the PHP custom
program, which has created another issue of the binding IP
address with ports. ,e new connections of WebSocket are
not created and old connections are also unable to send or
receive data. For a temporary solution, we have imple-
mented WebSocket connection service restart in CronJob of
Ubuntu. And this was not a good solution for the production
server. So, this research has changed the program for
WebSocket connections which is NodeJS as a permanent
solution to this issue. Now webserver can handle 100K+
requests without any problem of IP address binding with
port numbers.
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With the rapid development of Internet of.ings (IoT), massive sensor data are being generated by the sensors deployed everywhere
at an unprecedented rate. As the number of Internet of .ings devices is estimated to grow to 25 billion by 2021, when facing the
explicit or implicit anomalies in the real-time sensor data collected from Internet of .ings devices, it is necessary to develop an
effective and efficient anomaly detection method for IoTdevices. Recent advances in the edge computing have significant impacts on
the solution of anomaly detection in IoT. In this study, an adaptive graph updating model is first presented, based on which a novel
anomaly detection method for edge computing environment is then proposed. At the cloud center, the unknown patterns are
classified by a deep leaningmodel, based on the classification results, the feature graphs are updated periodically, and the classification
results are constantly transmitted to each edge node where a cache is employed to keep the newly emerging anomalies or normal
patterns temporarily until the edge node receives a newly updated feature graph. Finally, a series of comparison experiments are
conducted to demonstrate the effectiveness of the proposed anomaly detection method for edge computing. And the results show
that the proposed method can detect the anomalies in the real-time sensor data efficiently and accurately. More than that, the
proposed method performs well when there exist newly emerging patterns, no matter they are anomalous or normal.

1. Introduction

With the rapid development of Internet of .ings and
wireless technologies, more and more applications, which
are enabled by IoT, such as smart home appliances, self-
driving, and intelligent temperature control, appear in our
daily life. As an indispensable component of IoT, all kinds of
sensors are widely used for data collection in the tasks of
various fields [1–3]. According to the research on the
anomaly detection for sensor data [4], it is hard to determine
the occurrence time and frequency of the anomalies. And it
is inevitable that both normal data and anomalous data are
involved in the massive collected sensor data. Hence, the
anomaly detection in IoTscenarios brings us new challenges.
On the one hand, anomalies should be detected in real-time
rather than being detected at the cloud center after a period

of time. For example, anomalous temperature data from the
sensors deployed in a forest might represent a fire warning
whichmeans that immediate action is required. On the other
hand, the accuracy of anomaly detection should be ensured
because high false-positive rate will lead to frequent false
alarm and high false-negative rate will lead to anomalies
undetected.

Inmost traditional anomaly detectionmethods, a behavior
is considered as anomalous when its features are the same as or
similar to the features of a known anomalous pattern. First, a
behavior is represented as feature vector that consists of part or
all features of the behavior. Similarly, all the known patterns,
either anomalous or normal, are represented as feature vectors.
Second, the similarity between the behavior to be detected and
each known anomalous pattern is calculated, and the behavior
is considered as anomalous when the similarity exceeds a
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predefined threshold. Generally, the anomaly detection
methods can be roughly classified as distance-based detection
methods, statistics-based detection methods, density-based
methods, or the methods based on neural network [5–8].
However, almost all the traditional anomaly detection
methods suffer from the disadvantage of over reliance on the
pretrained static detection model, which will lead to the
degradation of detection performance when the anomalies of
new type occur. In view of this, more and more machine
learning algorithms are employed in anomaly detection tasks
due to the characteristics of improving the detection model
adaptively according to the incremental learning results
[9–11]. Nevertheless, due to the requirement of real-time
detection, the anomaly detection methods, in which corre-
sponding machine learning algorithms are employed, still
cannot detect anomalies from massive sensor data efficiently.

According to the statistics, the number of IoT devices is
estimated to grow to 25 billion by 2021. In order to implement
the anomaly detection for sensor data in IoT, the cloud
computing model is widely employed where the collected
sensor data are analyzed. Actually, not only the anomaly de-
tection model is deployed at the cloud platform but also all the
sensor data are collected and transmitted to the cloud platform,
so that the detection model can be conveniently improved
according to the changes of the collected sensor data. However,
some anomalies of certain types need to be detected in real-
time, rather than being detected at the cloud platform. Suppose
such a scenario, and the sensor data collected from a moving
vehicle show that there exist some anomalies in the compo-
nents of the vehicle which makes the vehicle in danger. Ob-
viously, the sensor data should be detected in real-time, and the
corresponding measures should be taken immediately so as to
avoid the occurrence of an accident. In addition, with the
growing scale of IoT, more and more wireless devices are
involved, which means an increase of the computing pressure
on cloud platform [12, 13]. In order to alleviate the pressure on
both the network bandwidth and the computing power of
cloud platform, a possible solution is the edge computing,
which migrates computation-intensive tasks from the cloud
platform to the edge severs where the delay-sensitive detection
tasks can also be performed in real-time.

.e remainder of the study is organized as follows. First,
the related work on anomaly detection is introduced. Sec-
ond, we propose an adaptive graph updating model (Ada-
GUM), which records the features of each known patterns.
.ird, the architecture that can dynamically orchestrate the
anomaly detection method for edge computing and the
feature graph updating model is described in detail. Fourth,
several experiments are conducted in order to validate both
the efficiency and the effectiveness of the proposed method.
Finally, we conclude the study and discuss the research focus
of our future work.

2. Related Work

2.1. Traditional Anomaly Detection Methods. .e basic
principle of anomaly detection is to detect the data which are
deviated from the known normal patterns according to a
predefined similarity threshold. Currently, the common

anomaly detection methods include the anomaly detection
methods based on distance [14, 15], the anomaly detection
methods based on density [16, 17], the anomaly detection
methods based on classification [18, 19], and the anomaly
detection methods based on models [20–22]. With the de-
velopment of machine learning, lots of advanced algorithms
and models have been proposed successively and integrated
with the existing traditional anomaly detection methods in
order to improve their detection performance on both ac-
curacy and efficiency [23–25], such as the detection methods
based on the neural network model, the detection methods
based on k nearest neighbor (k-NN), and the detection
methods based on the support vector machine (SVM).

After years of research, lots of anomaly detectionmethods
for different application scenarios have been proposed in
succession. In year 1994, based on a statistical model, Barnett
et al. proposed an anomaly detection method, whereby the
data different from the given distribution are detected as
outliers. In year 1999, a classic anomaly detection method,
which is based on the local outlier factor (LOF), is first
proposed by Breunig et al. After that, based on the LOF, a
series of similar anomaly detection methods are proposed in
succession [26–29]. In year 2000, based on k-NN, Ram-
aswamy et al. proposed a detection method whereby
anomalies can be detected without any prior knowledge [30].
In year 2001, an anomaly detection method based on the
support vector machine (SVM) is proposed by Schlkopf et al.
[31]. In year 2009, Angiulli et al. propose a novel algorithm
which can detect outliers from very large datasets [32]. In year
2011, on the basis of several different similarity measure-
ments, Moshtaghi et al. propose an anomaly detection
method [33]. In year 2014, according to the calculation results
of top-k distance, Shaikh et al. proposed an anomaly detection
method [34]. In year 2014, Shaikh et al. proposed amethod for
anomaly detection, which can detect outliers from uncertain
datasets [1]. In year 2014, Huang et al. proposed an anomaly
detection model, and different machine learning algorithms
can be separately integrated with the proposed model [35].
However, with the emergency of more and more big data
applications, traditional anomaly detection methods might
suffer from the following disadvantages in the big data
processing tasks. First, the performance of some traditional
methods fluctuates with the data distribution. Second, the
performance of some traditional methods deteriorates with
the increase of data dimension. .ird, the performance of
some traditional methods is limited by the predetermined
models. In addition, the performance of some traditional
methods depends too much on the prior knowledge.

2.2. Anomaly Detection for Edge Computing. With the de-
velopment of the technologies of Internet of .ings and
wireless sensor networks (WSN), when analyzing the massive
sensor data, traditional methods become more and more in-
applicable. Evidently, due to the resource constraints of each
sensor node, it is impracticable for traditional methods to
detect anomalies from the collected data at each sensor node
under the real-time requirements. In view of the existing
problem, some promising anomaly detection methods for IoT
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devices have been proposed in succession. And it should be
noted that most existing anomaly detection methods for the
sensor data from IoTdevices are based on the cloud computing
model and big data processing platform [36, 37]. With the
powerful computing and analyzing power of the cloud com-
puting center, the data collected from IoT devices are trans-
mitted to the cloud computing center for further detection.
However, as estimated, the IoT devices will grow to 25 billion
by 2021, and it is impracticable to transmit all the data, which
are collected from IoT devices, to the cloud computing center
due to the limitation of network bandwidth; moreover, it is also
impracticable to process or analyze themassive collected data at
the cloud center due to the limitation of computing power.

As the considerable transmission cost and the pressure
on computing power may degrade the performance of
anomaly detection, especially for the computing-intensive
and delay-sensitive tasks, some anomaly detection methods
based on the edge computing strategy are proposed, whereby
some computing tasks are migrated from the cloud center to
network edge devices (nodes). In year 2017, Cai et al. in-
tegrated the strategy of distributed recursive computing with
a selection method based on k-NN, so as to detect anomalies
from time series data [38]. In year 2018, in order to detect
anomalies from sensor data in real-time, a novel anomaly
detection method is proposed by Zhang et al. [39]. In year
2020, Anand et al. proposed an edge-based intrusion de-
tection method for IoT devices, which can distinguish
evolving forms of attacks from normal behaviors [40].
Additionally, some research studies on anomaly detection
methods based on the deep learning model are proposed in
succession whose performance is better than that of the
aforementioned methods based on shallow learning models
[41, 42]. Although most existing anomaly detection methods
for edge computing can effectively achieve service decen-
tralization and computing tasks migration, they still suffer
from the detection accuracy, especially when there exist the
sensor data of some unknown patterns that cannot be
identified by the pretrained static model.

In this study, we propose AdaGUM, an adaptive graph
updating model, based on which a novel anomaly detection
method for edge computing is proposed. From the per-
spective of edge nodes, anomalies can be detected on each
edge node in real-time according to the feature graph which
is preserved and periodically updated. From the perspective
of cloud computing center, the collected data of some un-
known patterns can be first identified by a deep learning
model, and then, the identified patterns are not only
transmitted to the cache of each edge node constantly but
also stored on the cloud computing center for the coming
periodic updating of feature graph.

3. AdaGUM Model

In this section, according to the formulation of anomaly de-
tection for edge computing, the related definitions are first
introduced and then follows the description of the deep learning
model together with the AdaGUM model for edge computing;
finally, the solution of feature graph updating together with the
corresponding algorithms is proposed in detail.

3.1. Problem Formulation. Suppose the data collected from
different sensors, which consist both normal data and
anomalies, are denoted as Dt � s1(t), s2(t), . . . , sn(t) ,
where the subscript i means that the sensor data are collected
from the ith sensor, and t denotes the generation time of the
data. In addition, each si(t) can be further denoted as
si(t) � si1(t), si2(t), . . . , sij(t) , where sij(t) denotes the
value of data si(t) on the jth dimension. And sij(t) can be
abbreviated as sij when the data generation time is not
considered.

Definition 1. Anomalous value: if the values of the sensor
data on one or more dimensions exceed the normal range,
the values are considered as anomalous values. Actually, an
anomaly may contain more than one anomalous values.

Definition 2. Anomalous pattern: an anomalous pattern
consists of the corresponding anomalous range on each
dimension, which can be represented as
ξ � ξ1, ξ2, . . . , ξk , 1≤ k≤ j, where ξk denotes an anoma-
lous range on the kth dimension.

Definition 3. Anomalous feature vector: an anomalous
feature vector can be represented as AVec � sik|sik ∉

ξk
′, 1≤ k≤ j}, where ξk

′ denotes the normal range on the kth

dimension.

Definition 4. Anomalous feature graph: all the anomalous
feature patterns can be integrated into a anomalous feature
graph, whereby each existing anomalous feature vector
corresponds to a series of nodes in the graph. Moreover, the
anomalous feature graph can be updated periodically at the
cloud computer center according to the feature changes of
anomalies.

3.2. 2e AdaGUMModel for Edge Computing. As discussed
before, the IoT anomaly detection solutions can be broadly
classified into the centralized anomaly detection methods
based on the cloud computing center and the distributed
anomaly detection for edge computing. Evidently, with the
increasing of IoTdevices, which bring more andmore sensor
data, it is necessary to take the considerable transmission
cost and the latency of data processing or analyzing into
account. In this study, we propose the AdaGUM model for
edge computing which can perform the computation-in-
tensive and delay-sensitive anomaly detection tasks effec-
tively. As the functional structure of AdaGUM shown in
Figure 1(b), at the sensors layer, the data are first collected
from various of sensors in real-time and then transmitted to
the corresponding edge layer for detection. Concurrently,
the emerging unknown patterns, which cannot be identified,
are reported to the cloud layer for further processing. With
the powerful capability of analyzing and processing, the
cloud computing center plays a crucial role and achieves a
more intelligent way of work. And the main functions of the
cloud computing center include data storage, data inte-
gration, and data analysis.
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As the logical deployment of AdaGUM shown in
Figure 1(a), the main function of the sensors layer is to
collect and transmit the data generated by various
emerging applications, which are enabled by the IoT and
wireless technologies. Hence, we put focus on the logical
functions and deployment details of the edge layer and
cloud layer.

3.2.1. 2e Edge Layer in AdaGUM. As the edge layer shown
in Figure 1(a), the sensor data to be detected are first pre-
processed, if necessary, and transformed into the feature
vectors by the feature vectors extractor. Next, the vectors are
compared with both the list of anomalous patterns, which is
temporarily kept in cache until the next periodical feature
graph updating, and the graph of anomalous patterns where
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Figure 1: .e AdaGUM model. (a) .e logical deployment of AdaGUM. (b) .e functional structure of AdaGUM.
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the existing anomalous patterns that have emerged up to the
latest updating is recorded. When the similarity between the
feature vector to be detected and an existing anomalous pattern
exceed a certain threshold, the vector is identified as a potential
anomaly. Otherwise, the feature vector is further compared
with the list of normal patterns in cache and the graph of
normal patterns. When the similarity between the feature
vector to be detected and an existing normal pattern matches,
the feature vector is considered as normal. If neither of the
aforementioned conditions is satisfied, the feature vector is
transmitted to the cloud computing center for further analysis.

3.2.2.2e Cloud Layer in AdaGUM. As the cloud layer shown
in Figure 1(a), the set of initial known patterns, including both
the anomalous patterns and the normal ones, can be obtained
by learning from the training set, and the corresponding feature
graphs are generated based on the known patterns. During the
periodical updating, the feature graphs, which record the
anomalous patterns and the normal patterns, are allocated to
each edges node. Next, the unknown feature vectors reported
from edge nodes are analyzed and labelled by the analyzer,
where a deep learning model is built to judge whether there
exist anomalies or not. As a binary classification problem, the
input of the model is a n-dimensional time series data, and its
output is a 2-value classification which are anomalous or
normal. As Figure 2 of model structure shows, each convo-
lution module consists of 1-dimension convolution, batch
normalization, and dropout.

In equation (1), S and O denote the input and output,
respectively, and in equation (2), B denotes the bias,W denotes
the matrix of weights, p denotes the probability, μ denotes the
mean, σ denotes the variance, and ϵ is a small value which
prevents the denominator from being zero. And the function of
convolution is to detect the patterns in the sequence and output
the corresponding features. .e input of the batch normali-
zation layer is the output of the convolution layer, and the input
is normalized subsequently. .en, the negative values are fil-
tered by the rectified linear unit, and nonlinearity is introduced.
In order to avoid overfitting, part of the outputs are removed by
dropout randomly. And the decision layer consists of several
fully connected layer modules which are constructed by the
linear layer, batch normalization, and dropout.

O � Dropout(ReLU(batch(conv(S)))), (1)

Conv(S)k,i � Bk + 

mk

l�1


C

j�1
Si+l−1,jWk,l,j,

Batch(X) �
X − μX������

σ2X + ε
 ,

ReLU(x) � max(0, x),

R ∼ Bernoulli(p),

Dropout(X) � R∗X.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

In equation (3), Sf is the output of feature layers, the
results of classification P denotes the probability outputs that

consist of two values. B denotes the bias and W denotes the
matrix of weights.

P � Dropout ReLU batch linear SF( ( ( ( ,

Linear SF(  � B + W × SF.
(3)

After being classified, the reported feature vectors to-
gether with their labels are transmitted to the lists of both
normal patterns and anomalous patterns on each edge node,
respectively. Simultaneously, the classification results of the
reported feature vectors are also integrated with the col-
lection of known patterns at the cloud computing center.
Subsequently, the feature graph can be updated later based
on the new collection of known patterns. It is worth noting
that m the sensor data transmitted to the edge nodes are
detected in terms of both the periodically updated feature
graphs from the cloud computing center and the lists of
patterns which is constantly updated.

3.3. 2e Feature Graph. Generally, each sensor data gen-
erated from IoT devices can be regarded as a vector that
consists of one or more values on the corresponding
dimensions. As shown in Figure 3, the range of sensor data
on each dimension is partitioned into different intervals
denoted as ξm1, ξm2, . . . , ξmn, where m denotes the serial
number of the dimension, and 1, 2, . . . , n denotes the serial
number of the intervals on the mth dimension. .en, each
sensor data can be located in the corresponding intervals
on each dimension. For example, suppose there exist
sensor data si � si1, si2, . . . , sim , which is transmitted to a
nearest edge server/node. First, the m-dimensional data
space is partitioned into m∗ n intervals, where each di-
mension consists of n intervals. Second, the components
in si is reordered according to a predefined order, so as to
obtain the corresponding feature vector. Assuming fea-
ture vector 1 in Figure 3 is the feature vector which is
obtained after the reordering step. .en, feature vector 1
can be located in the corresponding interval of each di-
mension according to its values on all m dimensions, as
the red dotted lines indicate. Similarly, all sensor data can
be transformed into feature vectors. After all anomalies in
the training set are located in the corresponding intervals,
a feature graph of anomalous patterns can be obtained by
extracting all the nonempty intervals on each dimension.
Similarly, the feature graph of normal patterns can be
constructed in the same way. It is worth noting that the
links between intervals are preserved as the edges in
feature graph.

Evidently, from the construction process of feature
graph, we can draw the conclusion that a newly emerging
anomalous pattern can be easily merged into the a existed
feature graph. On the contrary, an old anomalous pattern
can also be removed from a existed feature graph when it is
no longer considered as anomalous. As shown in Figure 4, it
is flexible to preserve anomalous patterns with feature graph.
On the one hand, different feature graphs can be fused as
needed. On the other hand, obsoleted patterns can be easily
removed from feature graph.

Security and Communication Networks 5
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3.4. Anomaly Detection Algorithm

3.4.1. Anomaly Detection on Edge Nodes. In this section, the
anomaly detection algorithms on edge nodes and the cloud
computing center are described in detail, respectively. Ex-
plicitly, the anomaly detection algorithm deployed on edge
nodes is different from the one which is deployed at the
cloud computing center. As the anomaly detection algo-
rithm on edge nodes described in algorithm 1, sensor data
are first transformed into feature vectors, and then, the
vectors are compared with not only the graphs of anomalous
patterns and normal patterns but also the lists of anomalous
patterns and normal patterns which are preserved in cache.
If the vector does not match all the patterns, it is reported to
the cloud computing center for further detection.

3.4.2. Anomaly Detection at Cloud Computing Center. As
the anomaly detection algorithm at the cloud computing
center described in algorithm 2, with the intelligent machine
learning methods, the reported unknown vectors are clus-
tered and labelled as normal or anomalous. Subsequently,
the newly emerging patterns that consist of both anomalous
patterns and normal ones are distributed to the cache on
each edge node. After a updating cycle, the importance of
each feature in all known patterns are recalculated, whereby
the feature graph is updated and distributed to all edge
nodes.

4. Experiments

In this section, we evaluate the performance of the pro-
posed anomaly detection method for edge computing
through extensive simulations. First, we provide details on
the hybrid datasets which include both normal data and
anomalies. Second, the indexes, which are employed to
evaluate the results of performance comparison between
AdaGUM and the baseline methods, are introduced. And
the formulas for the calculation of index values are out-
lined. .ird, we further introduced the baseline anomaly
detection methods whose performance are compared with
the proposed method. Finally, we compare the perfor-
mance of AdaGUM with that of the baseline methods
based on the experiments which are conducted on the
same datasets and analyze the experimental results in
detail.

4.1. 2e Datasets. In this study, the experiments for the
performance evaluation of AdaGUM are conducted on
several representative datasets. .e first one is the dataset
named detection of IoT botnet attacks, which is abbreviated
as BaIoT..ere are 7062606 instances, each of which has 115
attributes, involved in the BaIoT dataset. Authentically, the
data in BaIoT are gathered from 9 commercial IoT devices
which are infected by Mirai and Bashlite. And there does not
exist missing values in the data of BaIoT. .e second one is
the El Nino dataset whose data are collected from the
Tropical Atmosphere Ocean (TAO) array, which consists of
over 70 moored buoys. .ere are 178080 instances, each of

which has 12 attributes, involved in the El Nino dataset.
Since there exist missing values, the experimental data in the
El Nino dataset need to be preprocessed. In addition, in
order to further test the flexibility and scalability of Ada-
GUM, we construct a synthetic dataset with 20000 instances
from the Mulcross data generator, and the proportions of
known anomalies and unknown anomalies are both 5%..e
basic information of the experimental datasets is given in
Table 1.

4.2. 2e Baseline Methods. Due to the outstanding per-
formance on clustering and classification, two classic
machine learning methods, k-nearest neighbor and one-
class support vector machine (SVM), are chosen as the
baseline methods for the performance comparison with
AdaGUM. As to the parameter settings, the best parameters
for these algorithms are selected by the leave-one-out
cross-validation and a grid search strategy. Moreover,
based on the adaptive graph updating strategy, we develop
an anomaly detection method for cloud computing, which
is recorded as AdaGUM_CL in order to distinguish from
the proposed anomaly detection method for edge com-
puting, AdaGUM. .en, we compare the performance
between the four methods on both the detection effects and
the detection efficiency.

4.3.2e Evaluation Indexes. In the experiments, we evaluate
the performance of AdaGUM with two indexes which have
been generally employed based on consensus, that is, true-
positive rate (TPR) and false-positive rate (FPR). In the
process of anomaly detection, TPR indicates the ratio of the
true anomalies which are correctly detected. Evidently, the
task of anomaly detection is to detect the anomalies correctly
as much as possible, as to the TPR index, the higher the
better. On the contrary, FPR indicates the ratio of the data,
which are actually normal and mistakenly detected as
anomalies. As to the FPR index, the lower the better. .e
calculation formulas of TPR and FPR are listed in equations
(4) and (5), where true-positive (TP) denotes the anomalies
which are detected correctly, false-negative (FN) denotes the
anomalies which are mistakenly detected as normal data,
false-positive (FP) denotes the normal data which are
mistakenly detected as anomalies, and true-negative (TN)
denotes the normal data which are detected correctly.

True − positive rate(TPR) �
TP

TP + FN
, (4)

False − positive rate(FPR) �
FP

FP + TN
. (5)

4.4. Experimental Results and Analysis

4.4.1. Detection without Unknown Anomalies. In this ex-
periment, each sensor data to be detected must be in ac-
cordance with a certain known pattern. .en, we compare
the performance of AdaGUM with the performance of the
other three anomaly detection methods, which are
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AdaGUM_CL, one-class SVM, and k-NN..e experiment is
conducted on both BaIoTdataset and El Nino dataset. As to
kernel of one-class SVM, the widely approved radial basis
function kernel is employed. As to k-NN, we set the pa-
rameter k � 30, which is larger enough compared with the
size of any anomaly cluster. As to AdaGUM and Ada-
GUM_CL, we set θ � 0.8, which means that sensor data are
considered to be a pattern only if more than 80% of its
dimension values are in accordance with the corresponding
ranges of the pattern. And the feature graph is updated once
when every 1000 sensor data are detected. As to AdaGUM
and AdaGUM_CL, we focus on the average TPR and FPR
within each updating cycle. As the performance comparison
shown in Figure 5, all the four methods perform well;
however, the performance of k-NN is slightly inferior to the
other three methods, which is mainly because the perfor-
mance of k-NN is influenced by the initial value of k, and the
best k value is hard to be determined.

4.4.2. Detection with Unknown Anomalies. In this experi-
ment, 10% of the known anomalies and normal data are
initially considered as unknown whose labels are removed

artificially. .en, we compare the performance of AdaGUM
with the performance of the other three anomaly detection
methods. .e experiment is conducted on both BaIoT
dataset and El Nino dataset. As to kernel of one-class SVM,
the widely approved radial basis function kernel is
employed. As to k-NN, we set the parameter k � 30, which is
larger enough compared with the size of any anomaly
cluster. As to AdaGUM and AdaGUM_CL, we set θ � 0.8.
And the feature graph is updated once when every 500
sensor data are detected. As to AdaGUM and AdaGUM_CL,
we focus on the average TPR and FPR within each updating
cycle. As the performance comparison shown in Figure 6,
AdaGUM outperforms the other three methods because
when there exist the data of unknown patterns, AdaGUM
and AdaGUM_CL can report the data to the cloud com-
puting center where the data can be further analyzed and
processed; however, AdaGUM_CL cannot identify the
newly emerging patterns within a updating cycle until the
feature graphs are updated. As to the other two baseline
methods, which are based on the static model generated by
learning from the train set, they inevitably fail to identify the
data of unknown patterns.

Input: θ-the threshold of similarity degree
GAno-the feature graph of anomalous patterns
Gnor-the feature graph of normal patterns
LAno-the list of anomalous patterns in cache
Lnor-the list of normal patterns in cache
Output: CAno-the collection of detected anomalies

CNor-the collection of detected normal data
CUnk-the collection of the data whose pattern are unknown

(1)CAno←ϕ
(2)CUnk←ϕ
(3)D←ϕ
(4)flag←UNLABELLED
(5)Q←ϕ;//.e queue of sensor data
(6)while (GetSensorData(D))
(7){Q←Q⋃Transform(D);
(8) while (!Empty(Q))
(9) {s←DeQueue(Q);
(10) for (each p in GAno)
(11) if (Match(s, p, θ))
(12) {CAno←CAno⋃ s; flag←LABELLED; }
(13 for (each p in GNor)
(14) if (Match(s, p, θ))
(15) {CNor←CNor⋃ s; flag←LABELLED; }
(16) for (each l in LAno)
(17) if (Match(s, l, θ))
(18) {CAno←CAno⋃ s; flag←LABELLED; }
(19) for (each l in LNor)
(20) if (Match(s, l, θ))
(21) {CNor←CNor⋃ s; flag←LABELLED; }
(22) if (flag! � LABELLED)
(23) {CUnk←CUnk⋃ s; }
(24) flag←UNLABELLED;
(25) }
(26)}
(27)returnCAno, CNor, CUnk;

ALGORITHM 1: Anomaly detection on edge nodes.
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4.4.3. Comparison of the Cumulative Average Detection Time.
In this experiment, the data generated by Mulcross are
separated into 20 groups each of which involves 1000 data.

And the cumulative average detection time of AdaGUM and
AdaGUM_CL are compared. As to the parameter settings,
we set θ � 0.8. And the feature graph is updated once when

Input: δ-the threshold of feature importance
t0-the latest updating time
TI-the time interval of updating
CUnk-the collection of the data whose patterns are unknown
GAno-the feature graph of anomalous patterns
GNor-the feature graph of normal patterns
Output: GAno′-the updated graph of anomalous patterns
GNor′-the updated graph of normal patterns

(1) GAno′←ϕ;
(2) GNor′←ϕ;
(3) result←DeepLearning(CUnk);
(4) Distribute2Cache(GAno′, GNor′);
(5) while ((GetCurrentTime()-t0) ≥TI)
(6) for (each node n in GAno)
(7) {if (Calculate(n)≤ δ)
(8) {Remove(n); GAno←GAno − n; }
(9) for (each node n′ in GNor)
(10) if (Calculate(n′)≤ δ)
(11) {Remove(n′); GAno←GAno − n′; }
(12) }
(13) GAno′←GAno⋃GAno′;
(14) GNor′←GNor⋃GNor′;
(15) Distribut2Edge(GAno′, GNor′);
(16) returnGAno′, GNor′;

ALGORITHM 2: Anomaly detection on edge nodes.

Table 1: .e experimental datasets.

Datasets Instances Dimensions Anomaly
BaIoT 7062606 115 Attack
El Nino 178080 12 Temperature and humility
Mulcross 20000 20 Data
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Figure 5: Performance comparison for anomaly detection. (a) Anomaly detection on BaIoT. (b) Anomaly detection on El Nino.
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every 500 sensor data are detected. As the performance
comparison shown in Figure 7, AdaGUM outperforms
AdaGUM_CL; this is mainly because AdaGUM migrates
part of the anomaly detection tasks to the edge nodes which
reduces the considerable transmission cost and relatively
long latency. Other than AdaGUM, AdaGUM_CL performs
all the detection tasks at the cloud computing center, which
degrades the detection efficiency, especially for delay-sen-
sitive tasks.

4.4.4. Detection Performance under Different Number of
Intervals. In the following experiment, the influence on the
runtime of both adaGUM and adaGUM_CL, which is
caused by the changes of intervals on each dimension, is
tested. .en, the data generated by Mulcross are separated
into 20 groups, each of which involves 500 data, and the

cumulative average detection time of AdaGUM and Ada-
GUM_CL are compared. As to the parameter settings, we set
θ � 0.8. And the feature graph is updated once when every
1000 sensor data are detected. As the runtime shown in
Figure 8, the runtime of AdaGUM and AdaGUM_CL both
increase approximately in a linear manner, and AdaGUM
still outperforms AdaGUM_CL due to its advanced detec-
tion strategy for edge computing.

5. Conclusion and Future Work

In this study, we propose AdaGUM, an anomaly detection
method based on the adaptive graph updating model for
edge computing. With feature graphs, both anomalous
patterns and normal patterns can be explicitly recorded, and
the feature graph updating strategy ensures that the features
of newly emerging patterns can be integrated with the
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Figure 7: Comparison of total time consumption.
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Figure 6: Performance comparison for anomaly detection. (a) Anomaly detection on BaIoT. (b) Anomaly detection on El Nino.
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feature graph, and the features of obsoleted patterns can be
removed from the feature graph. Different from the cloud
computing-based anomaly detection methods, the proposed
method has the following advantages:

(1) In AdaGUM, a part of the computing tasks is mi-
grated from the cloud computing center to edge
nodes where the sensor data can be detected in real-
time. .en, the pressure on data processing and data
transmission can be alleviated.

(2) On each edge node, the sensor data collected from
IoT devices are not only compared with the known
patterns recorded in the feature graph but also
compared with the newly emerging patterns recor-
ded in the lists, which ensure the detection accuracy.

(3) At the cloud computing center, with its powerful
abilities of data computing and data processing, the
reported unknown patterns can be analyzed and
identified by intelligent machine learning methods;
then, the processing results are distributed to all edge
nodes which realizes the real-time detection.

Actually, in the proposed model, we focus on the co-
operation between the cloud computing center and the edge
node rather than the cooperations between the edge nodes.
As to our future work, on the one hand, we will take the
cooperations between the edge nodes into account, whereby
the resources on edge nodes can be further fully utilized. On
the other hand, we will try to find an efficient way of the
fusion between the existing graph and a small part of newly
emerged patterns.
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Mobile ad hoc network (MANET) is a miscellany of versatile nodes that communicate without any fixed physical framework.
MANETs gained popularity due to various notable features like dynamic topology, rapid setup, multihop data transmission, and
so on. )ese prominent features make MANETs suitable for many real-time applications like environmental monitoring, disaster
management, and covert and combat operations. Moreover, MANETs can also be integrated with emerging technologies like
cloud computing, IoT, and machine learning algorithms to achieve the vision of Industry 4.0. All MANET-based sensitive real-
time applications require secure and reliable data transmission that must meet the required QoS. InMANET, achieving secure and
energy-efficient data transmission is a challenging task. To accomplish such challenging objectives, it is necessary to design a
secure routing protocol that enhances the MANET’s QoS. In this paper, we proposed a trust-based multipath routing protocol
called TBSMR to enhance the MANET’s overall performance. )e main strength of the proposed protocol is that it considers
multiple factors like congestion control, packet loss reduction, malicious node detection, and secure data transmission to intensify
the MANET’s QoS. )e performance of the proposed protocol is analyzed through the simulation in NS2. Our simulation results
justify that the proposed routing protocol exhibits superior performance than the existing approaches.

1. Introduction

Mobile ad hoc network (MANET) is an assortment of
mobile nodes that communicate without any fixed physical
framework. MANETs have many striking features like
varying topology, rapid setup, and multihop wireless
communication. All these features make MANET suitable
for various time-sensitive applications [1, 2]. Ad hoc net-
work renders a promising communication facility where
physical infrastructure is difficult to establish. Furthermore,
MANETs allow mobile nodes to exchange information
without any physical framework and administrative activ-
ities. Hence, these networks are dynamic, self-organized, and
autoconfigured, allowing nodes to move arbitrarily during
communication. MANETs also play an essential role in

Industry 4.0.)ese networks can be extended and integrated
with emerging technologies like cloud technologies, IoT, and
machine learning techniques to develop smart applications
for automating industrial needs [3, 4]. )e structure of the
MANET is depicted in Figure 1. Implementation of a secure
routing protocol by ensuring QoS is a challenging task in the
MANET because of its dynamic topology [5–7]. MANET
facilitates open communication infrastructure through
which any versatile node can easily join the network and
participate in data transmission [8]. )is open communi-
cation infrastructure provokes security breaches in the
MANET [9].

Consequently, the secure and reliable routing in such
a network is difficult to accomplish. Generally, routing
protocols in MANETs are classified into three categories

Hindawi
Security and Communication Networks
Volume 2021, Article ID 5521713, 9 pages
https://doi.org/10.1155/2021/5521713

mailto:cresantus.biamba@hig.se
https://orcid.org/0000-0002-7162-8909
https://orcid.org/0000-0003-4350-3911
https://orcid.org/0000-0003-3571-0347
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5521713


based on their design and routing process: (i) proactive
routing protocols, (ii) reactive routing protocols, and
(iii) hybrid routing protocols. )e proactive routing
protocol establishes and maintains all the routes in a
routing table prior to the communication. In this cate-
gory of routing protocols, route setup and route main-
tenance tasks are accomplished by periodically
exchanging the control packets. Transmission of these
control packets for route establishment and maintenance
leads to routing overhead in the MANET. )ese pro-
active routing protocols are suitable for miniature
networks.

Unlike proactive protocols, reactive routing protocols
establish routes whenever the nodes require them.)is route
establishment process reduces the network overhead that
occurs due to the periodic exchange of control packets in
proactive routing protocols. Reactive protocols can deter-
mine an optimal path with low packet delay and network
overhead compared to the proactive routing protocols.
Furthermore, reactive routing protocols apply to more ex-
tensive networks. Another category of routing protocols
includes hybrid routing protocols. )ese protocols com-
mingle the benefits of both proactive and reactive routing
protocols.

Ad hoc on-demand distance vector routing protocol
(AODV) is a predominantly used reactive routing protocol
in the MANET. Many researchers introspected AODV’s
performance by considering multiple factors and also
identified various reasons that cause security breaches. )is
protocol has the following flaws:

(i) )ere is no mechanism to handle congestion.
(ii) )e existing protocol does not support multipath

routing.
(iii) It is susceptible to various security attacks [10].
(iv) It does not have any predefined mechanism to

handle packet losses.
(v) It does not have any mechanisms to ensure QoS.
(vi) )ere is absence of power optimization concept.

AODV is highly susceptible to various attacks like black
hole attack, wormhole attack, DoS attack, and so on. To
resolve these security breaches, it is necessary to upgrade the
AODV protocol.

Many researchers have proposed different flavors of
AODV protocol to handle the issues mentioned above. But
no versions of AODV protocols handle all the issues dis-
cussed above together as a single protocol. )erefore, the
main objective of this proposed protocol is to provide a
secure and efficient routing by reducing the packet losses
and thereby enhancing the QoS in the MANET. In this
paper, we proposed a TBSMR protocol to perform routing
by considering the following factors for intensifying the
network’s efficiency:

(i) Routing by handling congestion.
(ii) Secure routing through trusted nodes.
(iii) Multipath routing.
(iv) Packet loss reduction.

In MANET, the fundamental reasons for packet loss are
the presence of noxious nodes and lack of sufficient battery
power of the nodes [11].

)e proposed TBSMR protocol integrates all the prop-
erties as mentioned above for enhancing the QoS in the
MANET.

2. Related Work

2.1. MANET in Industry 4.0. MANETs are in extensive use
for achieving the vision of Industry 4.0. Many smarter
applications based on MANETs are popping up in various
domains to automate and monitor the activities. Such
networks are required especially for disaster situations like
earthquake, hurricane, flooding, and cyclone, to transfer
emergency information for saving lives and properties.
)ese networks can be formulated when there are lean
possibilities of physical communication infrastructure.
)ese networks are required to connect people and relay
information in emergency situations as in case of recent
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Figure 1: Structure of the MANET.
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bushfire in Australia. MANET-based real-time applications
demand precise time-sensitive data transmission. Also in
emergency situations, safe sheltering points and escape
routes must be accurately delivered to the people in a timely
manner. Many existing routing protocols do not emphasize
these constraints. Furthermore, the existing routing tech-
niques are based on low-level parameters like; delay, routing
overhead, bandwidth, and so on.

Many researchers have proposed QoI-based source se-
lection schemes to transfer time-sensitive critical informa-
tion. Arsalaan et al. [12] propounded a low overhead source
selection approach and QoIT that explicitly considers the
user requirements to determine an optimal source, to allow
information exchange in emergency situations, by avoiding
bottleneck issue.

Convergence of MANET with IoT enlightens another
possibility of research in smart ubiquitous computing
where ad hoc network plays a vital role in implementing
smart city applications. Smart city applications integrate
different types of applications of various domains that
require different types of message exchanges. Routing in
such applications is a challenging task because of the di-
versity of nodes and disparate message structures. Intel-
ligent routing techniques are required to meet the
challenges of Industry 4.0. Intelligent routing protocols can
be developed by using emerging technologies like machine
learning, bioinspired optimization algorithms, soft com-
puting, and so on.

3. Existing QoS-Based Routing

AODV is a conspicuously used reactive protocol inMANET.
But this protocol exhibits many flaws, which are mentioned
in Section 2. To overcome these flaws, many researchers
developed many AODV-based routing protocols for in-
tensifying the network’s efficiency. )is section emphasizes
the recent flavors of AODV protocols propounded for en-
hancing the QoS.

Bhagyalakshmi et al. [13] proposed a Q-AODV protocol
to determine a noncongested route based on the queue
vacancy parameter. )is queue vacancy parameter is used to
reduce the number of intermediate nodes participating in
the route exposure state, thereby reducing control packets’
transmission.

Sarkar et al. [14] proposed an enhanced Ant-AODV
protocol for optimal route selection in MANET. )is pro-
tocol uses the ant colony optimization concept for the se-
lection of optimal routes. In this technique, routing is done
by computing the pheromone values of all the available
paths. A path having the highest pheromone values will be
used for transmitting packets from source to destination.

Jhajj et al. [15] propounded the EMAODV protocol for
handling congestion. )is protocol makes use of the TTL
parameter to avoid the flooding of RREQ packets. )is TTL
parameter is used for identifying the active nodes for for-
warding the packets. Only these active nodes are used for
forwarding the packets. Unlike active nodes, the other nodes
that do not respond to RREQ packets will be treated as silent
nodes and are not involved in routing them.

Subramanian et al. [16] developed trust-based AODV in
which packets are sent through trusted nodes. A node whose
trust value is greater than the threshold value is treated as a
trustworthy node; otherwise, it is considered an untrust-
worthy node. In this protocol, trust values are determined
based on the number of request packets, reply packets, and
data packets forwarded by each node.

Zhaoxiao et al. [17] proposed an energy-aware EAODV
protocol in which a path with low energy cost and having a
larger capacity is selected for data transmission. )is pro-
tocol uses a priority weight parameter to predict the nodes’
lifetime based on the present network traffic.

Table 1 outlines the recent existing protocols along with
the properties considered to accomplish QoS routing. In our
literature study, we considered recent AODV-based pro-
tocols developed to overcome the flaws of AODV protocol
and we perceived that many researchers considered only a
few specific aspects in extending the AODV protocol for
enhancing the efficiency of the network. In the imple-
mentation of the proposed system, we considered diverse
factors like congestion control, malicious node detection,
packet loss reduction, and available battery power of nodes
during packet transmission. We contemplated all these
factors for implementing the proposed TBSMR protocol
through which the QoS can be enhanced.

4. Proposed Methodology

)e proposed TBSMR protocol functions in three phases for
reliable packet transmissions. )e three phases of the
TBSMR protocol are as follows:

(i) Route exposure phase.
(ii) )e malicious node detection phase.
(iii) Information forwarding phase.

)is proposed TBSMR protocol is an amended version
of the AODV protocol. TBSMR protocol overcomes the
flaws of the AODV protocol. In the TBSMR protocol,
malicious nodes are detected at every stage in communi-
cation. Moreover, the packet loss reduction mechanism is
also used for reliable packet delivery. In this protocol, a
spurious RREQ is broadcasted by the source node during the
initial route revelation process. )is spurious RREQ packet
contains a fake destination address and destination sequence
number. For this spurious RREQ packet, only a malicious
node will respond with the RREP packet by claiming that it is
having an optimal route to the destination [18, 19]. In this
way, the source node identifies the malicious node based on
the invalid RREPs received. After identifying the malicious
node, the source node propagates this information to all
other nodes so that the malicious node will not be con-
sidered for forwarding packets and detached from the
network. In this way, malicious node detection and elimi-
nation are done at the earlier stages of communication. All
the nodes other than the malicious nodes are treated as
trusted or trustworthy nodes. Also, during communication,
malicious nodes are detected and eliminated by computing
the nodes’ trust values. If the trust value of a node is less than
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the threshold trust value Tthresh, then that particular node is
marked as a malicious node. A trust value of a node Y is
computed based on the trust opinion of its neighbors.
Suppose that node X is a neighbor of node Y. Node X can
determine the trust opinion on node Y by using a function T
(X, Y), where T (X, Y) is a function of three parameters and it
is mathematically expressed as T (X, Y)� f [P (X, Y),N (X, Y),
U (X, Y)], where P (X, Y) represents successful packet
transmissions from node X to node Y; N (X, Y) indicates
failure packet transmissions from node X to node Y;U (X, Y)
represents uncertainty factor that is initially set to 1. )e
uncertainty factor of value 1 represents that node X is not
certain about the trustworthiness of node Y. Depending on
the subsequent successful or failure packet transmissions
from node X to node Y, U (X, Y) will be updated [18]. T (X,
Y) is an average of three parameters and usually ranges from
0 to 1. )e obtained value of T (X, Y) represents node X’s
trust opinion on node Y and will be maintained by node X in
its routing table as trust_val of node Y. For a node to be
trusted, its trust_val≥� 0.6. Every node in a network shares
trust values of its neighbor nodes with all other nodes pe-
riodically, such that only trusted nodes are involved in in-
formation exchange while all the nodes whose trust_val< 0.6
will be considered as malicious and eliminated from the
network. )e trust value of a node is updated based on the
number of packets forwarded or discarded by it on behalf of
other nodes. )is protocol is highly reliable because it
supports the transmission of acknowledgment after suc-
cessful transmission of packets from source to destination.
When the destination node receives all the packets from the
source node, it sends DR (Data Received) packet to the
source node. After receiving the DR packet from the des-
tination node, the source node marks the entire route as
trusted through which it has transmitted data packets and
received the DR packet successfully. Trust value of a route is
expressed as follows: Trust (route)� successful packet
transmissions/total packets transmitted.

For a route to be trusted, Trust (route) value≥ 0.6.

5. Routing by Handling Congestion

)is protocol supports the concept of multipath routing.
)is protocol allows source node to maintain multiple
routes to the destination in a cache. )ese multiple routes
are used by the source node on occurrence of congestion or
link errors. In this proposed protocol, the destination node
is allowed to receive multiple RREQs from the same source
node for which the destination node sends multiple RREPs.
On receiving multiple RREPs from the destination node,
the source node selects the best route based on the number

of hops for forwarding the packets. )e alternate route
towards destination will be stored in the sender’s cache
used in the future on the occurrence of congestion or link
failure.)e storage of an alternate path to the destination in
a cache avoids invocation of the route discovery process
and avoids overwhelming the selected route with packets.
In existing protocols, during the routing process shortest
and optimal path is opted for sending all the packets, which
may lead to the congestion in the selected optimal route.
Hence, unnecessary packet loss will occur, which results in
reduced throughput. To address this issue, our proposed
protocol is implemented so that whenever a selected op-
timal route is about to get congested, an immediately al-
ternate path stored in the cache will be used by the sender
for forwarding the subsequent packets. In this way, load
distribution is done by determining the status of congestion
of each route.

In this protocol, every node periodically sends the status
of congestion to its neighbor using a QS (Queue Status) field
in the HELLO packet. Each node determines the status of its
available avg. queue by using the following equation:

Minthresh � 0.25∗Total Buffer Size,

Maxthresh � 3∗Minthresh,

Avg queuenew � (1 − Wq)∗Avg queueold

+ Instant queue∗Wq.

(1)

Here, Wq is the queue weight and is a constant
(Wq� 0.002 from RED, Floyd, 1997) and Instant_queue is
instantaneous queue size [1].

QS � Instant queue − Avg queuenew. (2)

If Queue_Status<Minthresh indicates no congestion.
If Queue_Status>Minthresh and&Instant_queue <

Minthresh indicates likely to be congested.
If Instant_queue > Minthresh, indicates congestion.
Based on the above calculations, QS field is set to either 0

or 1. )is QS field is set in the HELLO packet and sent
periodically by each node to its neighbors. Also, before
transmitting a packet, every node checks the status of
congestion of neighbor nodes by transmitting special ac-
knowledgment packets.

6. Minimizing Packet Loss

A node may discard packets intentionally or due to lack of
sufficient battery power for forwarding the packets. )ese
two cases result in unnecessary packet losses, leading to the
degradation of network throughput [20–29].

Table 1: Properties of existing routing protocols.

Protocol Congestion control Malicious node detection Packet loss reduction Energy-aware routing
Q-AODV ✓ 7 7 7

Enhanced Ant-AODV ✓ 7 7 7

EMAODV ✓ 7 7 7

Trust-based AODV 7 ✓ ✓ 7

EAODV 7 7 7 ✓
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Case 1. Malicious node intentionally discards the packets. A
node is considered as a malicious node if the following
conditions are met:

(i) Number of packets received> number of packets
forwarded

(ii) Number of packets forwarded� 0
(iii) Number of packets received� number of packets

forwarded and change in packet size

In all cases as mentioned above, a node is treated as a
malicious node.

Case 2. Another reason for packet loss at a particular node is
the lack of available battery power for forwarding the
packets. In this protocol, before data transmission, the
source node gets the status of its neighbor’s available battery
power by sending a DREQ packet. After receiving the DREQ
packet, the node will send its available power to the source
through the DREP packet. A node’s available power or
energy can be determined as follows:

)resh_Pow� 0.10∗Total_Power.where )resh_Pow
represents threshold power and Total_Power is the battery
power of node.

If any node’s Avail_Pow≤�=resh_Pow, then this node
will not be selected by the source node for forwarding the
packets. In this way, a node with a lower energy level will not
be considered for packet forwarding. )e source node will
select an alternate node with sophisticated energy for data
transmission. )is process will improve the packet delivery
ratio through which the QoS can be enhanced.

For reliable data delivery, this proposed protocol scheme
uses the concept of acknowledgment packets. Whenever the
source intends to send packets to its neighbor, it sends
DREQ packet to its neighbor requesting its neighbor node’s
status. If the neighbor node is active, it immediately re-
sponds with the DREP packet. After receiving the DREP
packet, the source node sends its data. After completion of
data transmission, the source node expects acknowledgment
from the neighbor node. After receiving the data, the
neighbor node sends DR packet to the source node.)is data
transmission process continues till all the packets sent by the
source node reach the destination successfully. Finally, one
acknowledgment packet is sent to the source from the
destination node after receiving all the packets. Once the
source gets an acknowledgment from the destination node, it
considered the route and the intermediate nodes across the
route are trusted, and at the same time, trust values are
updated. In this way, the proposed scheme ensures reliable
packet transmission by minimizing the packet loss; hence,
the throughput of the network can be intensified.

)e required step to accomplish data transmission in the
proposed TBSMR is shown in Figure 2. In Figure 2, node S is
the source node, and it is having a route to the destination
node D via intermediate node A. Before sending data
packets, the source node first checks the trust value of node
A. If node A is a trusted node, it checks node A’s status by
sending the DREQ packet. On receiving DREQ, if node A is
having sufficient power for forwarding the packets and is not

congested, node A will immediately respond with DREP. In
this way, packets are transmitted by considering nodes’ trust
values, congestion status, and sophisticated energy
availability.

During packet transmission, a malicious node may re-
peatedly send DREQ packets to the source node to capture
data packets. Whenever a node sends three DREQ packets
consecutively, it is marked as a malicious node by the source,
and this information is propagated to all other nodes in a
network. )e algorithm for malicious node detection is
explained as follows (Algorithms 1 and 2). where nrecv is the
number of received packets, nfowd represents the number of
packets forwarded, and size_of_pkt means the packet size.

7. Simulation and Analysis

To analyze the performance of this proposed protocol, we
used the NS2 simulation tool. Table 2 represents the pa-
rameter considered for simulation in NS2.

)e formulation of the MANET by using the proposed
protocol is shown in Figure 3. )e proposed protocol allows
communication between trusted nodes only. To evaluate the
performance of the proposed protocol, we considered the
metrics like PDR, PLR, average end-to-end delay, and
throughput.

7.1. Packet Delivery Ratio (PDR). It is defined as the ratio
between the total number of packets received by the total
number of packets actually sent.

PDR �
Total no.of packets received
Total no of packets sent

. (3)

7.2. Packet Loss Ratio (PLR). It represents the number of
packets lost during transmission. It is the ratio between the
total number of packets lost by the total number of packets
received.

PLR �
Total no. of packets lost

Total no. of packets received
. (4)

7.3. Average End-to-End Delay. It is defined as an average
time taken by packets to reach from source to destination;
this includes transfer time, propagation delay, queuing time,
and processing time.

S A D

DREQ

DATA

DR

DREP

Figure 2: Data transmission using TBSMR protocol.
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Step 1: Intiate_DummyTransact ( )
{ Step 1.1: Source Node broadcasts Dummy RREQ with fake Destination Address and
Destination Sequence Number using Send_Dummy_RREQ ( ) function.
Step 1.2: if (RREP� � received)
Mark corresponding node as Malicious Node.
Propagate this malicious node ID to other nodes in a network.
}

Step 2: Route Discovery Initiated by Source Node.
Step 3: Route Establishment by considering trust values of nodes.
Step 4: Packet Transmission from Source Node to Destination
for each node on the existing route do
Check Trust value (trust_val), Congestion status and Available energy level

If ((trust_val>0.6) andand (QS� � 0) andand (Avail_Pow>)resh_Pow))
{
Send DREQ to the next node in routing table and wait for DREP

if (DREP� � received)
Send data packets to the next node and wait for DR (Data Received) packet

if (DR� � received)
Mark node as trusted.

Update and propagate trust value of node.
}

else if ((turst_val>0.6)
{
if ((QS� � 1) || (Avail_Pow≤)resh_energy))

{
Select Alternate route from cache for forwarding the packets.
goto Step 4.
}
else if (trust_val<0.6)
{
Marks node as malicious and remove from the routing table.
Select alternate route if available, Otherwise
goto Step 2.
}
else
re-establish route using step 2 and repeat the process.
}

ALGORITHM 1: Routing process.

Malicious_node_detection ( )
{
for each neighbor node n
do
if (nrecv> nfowd) || (nfowd� � 0)
{
mark node n as malicious. propagate this information to other nodes
}
else if (nrecv� � nfowd)
{
If (size_of_pkt!� 512 bytes)//change in packet size
{
Mark node n as malicious node
Propagate this information to other nodes
}
}
else
forward packets to node n
}

ALGORITHM 2: Malicious node detection.
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7.4. =roughput. It is the rate at which destination receives
data in bits per unit time in the network. It is expressed in
kbps.

Figure 4 shows that the proposed TBSMR protocol
exhibits better PDR than the existing approaches.

Figure 5 illustrates that the proposed TBSMR protocol
has less packet loss ratio than the existing routing
techniques.

Figure 6 justifies that the proposed routing technique
exhibits a lower average end-to-end delay in comparison
with the other existing routing schemes.

)e proposed TBSMR protocol has better throughput
than the existing routing approaches considered in this
study, and the same is depicted in figure 7.

Table 3 demonstrates precisely that the proposed routing
technique outperforms by considering multifactors to in-
tensify the QoS in the MANET.

Table 2: Simulation parameter.

Parameter Values
Coverage area 500m× 500m
Simulation time 500 sec
No. of nodes 50,100 and 300
Traffic type UDP-CBR
Transmission range 250m
Packet size 512bytes
Maximum speed 20m/s
Routing protocol TBSMR
Mobility model Random way point
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All the simulated results justify that the proposed routing
protocol exhibits better performance than the existing ap-
proaches in enhancing the QoS and making it suitable for
real-time applications.

8. Conclusion

In this work, we proposed a routing protocol called TBSMR
to enhance the QoS of the MANET. It is applicable for more
extensive networks and considers multifactors like con-
gestion, trust values of the nodes, and the available battery
power of nodes during the routing process, which results in
better performance with reduced overhead. Moreover, this
proposed protocol supports multipath routing that mini-
mizes the floating of unnecessary control packets for route
establishment in congestion or node failure. )is protocol
also ensures secure communication by detecting malicious
nodes. Our simulation results justify that the proposed
TBSMR protocol gives better performance in PDR, PLR,
average end-to-end delay, and throughput compared to the
existing routing techniques. Overall, this proposed TBSMR
routing approach enhances the QoS of the MANET besides
ensuring secure communication.

In the future, we emphasize the implementation of se-
curity algorithms by incorporating encryption, decryption,
and blockchain approaches for providing high security to the
MANET.
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Texture classification plays an important role for various computer vision tasks. Depending upon the powerful feature extraction
capability, convolutional neural network (CNN)-based texture classification methods have attracted extensive attention.
However, there still exist many challenges, such as the extraction of multilevel texture features and the exploration of multi-
directional relationships. To address the problem, this paper proposes the compressed wavelet tensor attention capsule network
(CWTACapsNet), which integrates multiscale wavelet decomposition, tensor attention blocks, and quantization techniques into
the framework of capsule neural network. Specifically, the multilevel wavelet decomposition is in charge of extracting multiscale
spectral features in frequency domain; in addition, the tensor attention blocks explore the multidimensional dependencies of
convolutional feature channels, and the quantization techniques make the computational storage complexities be suitable for edge
computing requirements. 'e proposed CWTACapsNet provides an efficient way to explore spatial domain features, frequency
domain features, and their dependencies which are useful for most texture classification tasks. Furthermore, CWTACapsNet
benefits from quantization techniques and is suitable for edge computing applications. Experimental results on several texture
datasets show that the proposed CWTACapsNet outperforms the state-of-the-art texture classification methods not only in
accuracy but also in robustness.

1. Introduction

Texture classification is crucial in pattern recognition and
computer vision [1–5]. Since many very sophisticated
classifiers exist, the key challenge here is the development of
effective features to extract from a given textured image [6].
As an important research issue, many methods have been
proposed to represent texture features [7, 8]. About 51
different sets of texture features are summarized in [9].'ese
texture features are generally hand-crafted under some
hypothesis of texture characteristics. Because different tex-
ture datasets contain different types of textures, the per-
formance of hand-crafted features is usually changed for
different datasets [4].

Recently, texture representation methods based on CNN
have been achieved powerful representation capability
[6, 10–13]. 'ese CNN-based methods implement texture
feature extraction in an end-to-end way which does not
require predefined representation formula. Moreover,

Fujieda et al. [11] find that integrating wavelet transform
into CNN can effectively capture spectral information of
texture images. Nevertheless, there still exist many chal-
lenges, such as extracting multilevel texture features and
capturing sufficient relationships [11]. Pooling operations of
CNN-based methods proactively discard substantial infor-
mation which prevents the efficient exploration for texture
feature relationships [14, 15]. In contrast, the capsule neural
network (CapsNets), which implements dynamic routing
algorithm instead of traditional pooling mechanism, can
probably get rid of the weakness of pooling operations. In
addition, CapsNets replaces scalar outputs of CNN with
more informative vector outputs obtained by the squashing
activation function. CapsNets has several advantages, such
as relationship awareness and stable generalization capa-
bility [16, 17].

'e attention mechanism [18] is proposed to help
models to focus on more relevant regions, capture complex
correlations, and discover new patterns within images.
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'erefore, the integration of attention mechanism and
CapsNets has great potential to represent texture features
and explore their relationships sufficiently. 'e key problem
preventing attention mechanism and CapsNets from being
applied in edge computing domain is that they both suffer
from heavily computation and memory burdens. It is es-
sential to consider the quantization techniques for deploying
models on edge devices [19–33]. 'is paper proposes the
compressed wavelet tensor attention capsule network
(CWTACapsNet) that integrates multilevel wavelet de-
composition, tensor attention mechanism, and quantization
techniques into the capsule network.

'e proposed CWTACapsNet involves several com-
pressed multiscale tensor self-attention blocks that can
capture multidirectional dependencies across different
channels. Furthermore, CWTACapsNet utilizes Nyström
technique and proposes quantized dynamic routing process
to release resource requirements. 'e main contributions of
CWTACapsNet are three folds. First, it uses multilevel
wavelet transform to extract multiscale spectral features in
frequency domain which further extends texture represen-
tation capability. Second, it employs tensor attention
mechanism via matrization to explore the multidirectional
dependencies of texture features in different scales. 'ird, it
employs quantization techniques to reduce the computation
and memory costs without sacrificing the accuracy.

'e rest of the paper is organized as follows. Section 2
presents the whole architecture and key parts of the pro-
posed CWTACapsNet. Section 3 presents validation ex-
periments and discusses the experimental results. 'e
conclusion is drawn in Section 4.

2. Compressed Wavelet Tensor Attention
Capsule Network

'e proposed CWTACapsNet integrates multiscale
wavelet decomposition and tensor self-attention blocks
into capsule network. 'e architecture of CWTACapsNet
is shown in Figure 1. CWTACapsNet involves the wavelet
feature extraction block, the compressed multiscale
tensor self-attention block, and the quantized capsule

network. 'e wavelet feature extraction block extracts
multiscale spectral features with multilevel wavelet de-
composition. 'e compressed tensor self-attention block
captures the multidirectional relationships within each
scale, and the primary capsules are generated based on the
wavelet and tensor attentive information.

2.1.Multiscale Feature Extraction viaWaveletDecomposition.
Given an image x, we utilize the 2D discrete wavelet
transform (DWT) [34] with four convolutional filters, i.e.,
low-pass filter, fLL, and high-pass filters, fLH, fHL, and fHH,
to decompose x into four subband images, i.e., xLL, xLH, xHL,
and xHH. 'e convolutional stride is 2. 'e four filters are
defined by

fLL �
1 1

1 1
 ,

fLH �
−1 −1

1 1
 ,

fHL �
−1 1

−1 1
 ,

fLL �
1 −1

−1 1
 .

(1)

'e four filters (see equation (1)) indicate that they are
orthogonal to each other and form a 4× 4 invertible matrix.
'e DWT operation is given by

xLL � fLL ∗ x( ↓2,

xLH � fLH ∗ x( ↓2,

xHL � fHL ∗ x( ↓2,

xHH � fHH ∗ x( ↓2,

(2)

where ∗ denotes convolution operator and ↓2 denotes the
downsampling with stride 2. 'e (i, j)-th value of
xLL, xLH, xHL,and xHHafter 2D Haar transform [19] is given
by

xLL(i, j) � x(2i − 1, 2j − 1) + x(2i − 1, 2j) + x(2i, 2j − 1) + x(2i, 2j),

xLH(i, j) � −x(2i − 1, 2j − 1) − x(2i − 1, 2j) + x(2i, 2j − 1) + x(2i, 2j),

xHL(i, j) � −x(2i − 1, 2j − 1) + x(2i − 1, 2j) − x(2i, 2j − 1) + x(2i, 2j),

xHH(i, j) � x(2i − 1, 2j − 1) − x(2i − 1, 2j) − x(2i, 2j − 1) + x(2i, 2j).

(3)

Based on multilevel wavelet package transform [35], the
subband image xLL is recursively decomposed by DWT. Be-
cause the downsampling stride is 2, the sizes of extracted
subband images in different wavelet decomposition levels are
dimidiate gradually. In addition, the upsampling operations
(with stride (2) are employed to guarantee the size consistency
of convolution feature maps for tensor concatenation.

2.2. Compressed Tensor Self-Attention Block. Inspired by
[36], we design the compressed tensor self-attention block
based on matricization and Nyström technique. 'e
matricization can capture interdependencies along all di-
mensions of tensorized convolution feature maps. To reduce
the computational and storage requirement of attention
computation, we use Nyström technique to achieve an
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approximation solution which releases the resource burden
of inference and speed up significantly.

'ese tensorized convolution feature maps are
generated based on wavelet-extracted features. 'e input
3rd-order tensor can be viewed as a combination of its
three mode-matricizations. Combining their outputs
allows the compressed tensor self-attention block to make
use of interchannel and intrachannel interdependencies.
Moreover, the Nyström-based self-attention module
involved in the compressed tensor self-attention block
implements the self-attention computation to explore
dependencies along corresponding mode in a more
efficient way. 'e architectures of the compressed tensor
self-attention block and the Nyström-based self-attention
module are shown in Figure 2.

A mode-n-matricization of 3rd-order input tensor Fi,
i ∈ 0, 1, 2, 3{ }, is the vector obtained by fixing all indices of Fi

except for the nth dimension and can be seen as a gener-
alization of matrix’s rows and columns, n ∈ 1, 2, 3{ }. 'e
mode-n-matricization of 3rd-order tensorRI1×I2×I3 is a case
of matricization denoted as X

(n)
i and arranges its mode-n-

fibers to be the columns of the resulting matrix.
To simplify notations, we ignore the subscript. LetX ∈ Rh×ℓ

be the input matrix of the self-attention module, and it is
projected using three matrices WV ∈ Rℓ×υ, WK ∈ Rℓ×m, and
WQ ∈ Rℓ×m to extract feature representations Q ∈ Rh×m,
K ∈ Rh×m, and V ∈ Rh×υ as follows:

Q � XWQ,

K � XWK,

V � XWV.

(4)

'e output of the self-attention module is computed by

O � V + αsoftmax
QK

T

��
m

√ V, (5)

where α> 0 denotes the learnable coefficient and softmax(·)

denotes a row-wise softmax normalization function. 'en,
generate tensor Y by reshaping O as tensor form.

As shown in equation (5), the self-attention mechanism
requires calculating h2 similarity scores between each pair of
vectors, resulting in a complexity of O(h2) for both memory
and time. Due to this quadratic dependence on the input
length, the application of self-attention is limited to small
size matrices (e.g., h< 1000) for edge devices. It is necessary
to reduce the resource burden. Inspired by [37], we utilize
Nyström technique to build a resource-efficient self-atten-
tion module. We rewrite the softmax operation in equation
(5) as follows:

S � softmax
QK

T

��
m

√  �

AS BS

FS CS

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

h×h

, (6)

Input image x
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Figure 1: 'e architecture of CWTACapsNet. CWTACapsNet involves the wavelet feature extraction block, the compressed multiscale
tensor self-attention block, and the quantized capsule network. ⊕ denotes tensor concatenation operator. 'e multilevel wavelet de-
composition extracts the multiscale spectral features.
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where AS ∈ Rm×m, BS ∈ Rm×(h− m), FS ∈ R(h− m)×m, and
CS ∈ R(h− m)×(h− m). AS denotes the selected matrix generated
by samplingm columns andm rows from matrix S via some
adaptive sampling strategy [38].

According to the Nyström method [37, 38], S can be
approximated by

S ≈ S �
AS BS

FS CS

  �
AS BS

FS FSA†
SBS

 
h×h

�
AS

FS

 A
†
S AS BS ,

(7)
where A†

S denotes the pseudoinverse (Moore–Penrose in-
verse) of AS. CS is approximated by FSA†

SBS.
'e SVD of AS can be written as AS � UAΣAVT

A, where
UAUT

A � I and VAVT
A � I denote orthogonal unitary ma-

trices, and ΣA ∈ Rm×m denotes the diagonal matrix whose
diagonal elements are corresponding singular values of AS.
'en, pseudoinverse A†

S can be computed by

A
†
S � VAΣ

−1
A U

T
A. (8)

Submitting equations (8) into (7), we obtain

S �
AS

FS

 VAΣ
−1
A U

T
A AS BS . (9)

From equations (6)‒(9), we can find that S requires all
entries in QKT due to the softmax function, even though the
approximation only needs to access a subset of the columns

and rows of S, e.g., AS

FS

  ∈ Rh×m corresponds to the first m

columns of S (see equation (6)) and AS BS  ∈ Rm×h cor-
responds to the first m rows of S. An efficient way is to
approximate S using subsampled matrices instead of whole
one (i.e., the h × h matrix QKT). Let K

T ∈ Rm×m denote the
matrix that consists of m columns of KT ∈ Rm×h, and
Q ∈ Rm×m denote the matrix that consists of m rows of
Q ∈ Rh×m. 'en, we compute the approximations as follows:

F

(C × W × H)

W

H

C

Conv
1 × 1 × C

C
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1 × 1 × H

W

C

C

W

HW

CH

H

CW

W

Z

Mode embedding Mode matrization Compressed self-attention
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×

×

×
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Figure 2: (a) 'e architecture of compressed tensor self-attention block. 'e compressed tensor self-attention block involves the mode
embedding via 1× 1 convolution to realize mode matrization, and Nyström-based self-attention modules. (b) 'e architecture of Nyström-
based self-attention module. Multidirectional interdependencies can be captured by the combination of both mode matrization and self-
attention modules. ⊞ denotes the element-wise addition operator for matrices.
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AS

FS

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ ≈ softmax
Q K

T

��
m

√⎛⎝ ⎞⎠,

AS BS  ≈ softmax
QK

T

��
m

√ ,

A
†
S ≈ softmax

Q K
T

��
m

√⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(10)

Based on equations (7)–(9), we can obtain the efficiently
approximated S as follows:

S ≈ softmax
Q K

T

��
m

√⎛⎝ ⎞⎠softmax
Q K

T

��
m

√⎛⎝ ⎞⎠softmax
QK

T

��
m

√ ,

(11)

where Q and K
T are selected before the softmax operation,

which means S can be computed only using small sub-
matrices instead of the whole one (the h × h matrix QKT).

'e output of each single compressed tensor self-attention
module is computed by

O � V + αSV. (12)

'en, the output of the compressed tensor self-attention
block (Figure 2(a)) can be generated by

Z � Ψ1 O
(1)

 ⊕Ψ2 O
(2)

 ⊕Ψ3 O
(3)

 , (13)

where Ψn denotes a reshape function which rearranges the
matrix O(n) as the tensor of dimension C × H × W,
n ∈ 1, 2, 3{ }, and ⊕ denotes the matrix concatenation
operator.

2.3. Quantized Capsule Network. Aiming to overcome the
deficiency and shortcoming of convolutional neural net-
works, a novel architecture of neural network called capsule
networks was first introduced by Geoffrey Hinton [14]. A
capsule is a set of neurons represented as a vector. 'e
individual values are to capture features of an object, while
the length of the vector shows the capsule activation
probability.'e first layer of capsules comes from the output
of a convolution. 'is output is rearranged into vectors with
a previously specified dimension (and is shrunk using the
squashing function), which are used to compute the output
of a next layer set of capsules. 'e algorithm with which the
next layer capsules are computed using the current layer of
capsules outputs is called dynamic routing. It takes pre-
dictions from the current layer capsules about the output of
the next layer capsules and computes the actual output
according to an agreement metric between predictions.

It should note that the superiority of capsule network
leads to the heavy burden of computation and storage. To
address this problem and make it easy to deploy on edge

computing devices, we integrate share structure and
quantization technique into capsule network and propose
the quantized capsule network.

As shown in Figure 1, the input of quantized capsule
network is generated by concatenating the output tensors of
multiple compressed tensor self-attention blocks through
some upsampling operation. From these concatenated
tensors, the quantized convolutional layer extracts basic
features. 'e primary capsule layer explores more detailed
patterns from the extracted basic features:

ui � Reshape(QConv(Z)), i � 1, . . . , MP, (14)

where ui ∈ Rp denotes the output of capsule i in the primary
capsule layer, p denotes the dimension of primary layer
capsule vector (or capsule vector length), MP denotes the
number of capsules in the primary capsule layer, Reshape(·)

denotes the function that reshapes the output tensors into
capsule vectors (the detailed description is provided in [14]),
and QConv(·) denotes the quantized convolution operator
(the detailed derivation of quantized convolution is provided
in [39]).

Generally, the prediction vector generated by the pri-
mary layer capsule i, uj|i ∈ Rc, indicates how much the
primary layer capsule i contributes to the class layer capsule
j. uj|i is given by

uj|i � Wjiui, i � 1, . . . , MP, j � 1, . . . , MC, (15)

where Wji ∈ Rc×p denotes the weight matrix between the
primary layer capsule i and the class layer capsule j, c denotes
the dimension of the class layer capsule vector, p denotes the
dimension of primary layer capsule vector (or capsule vector
length), and MC and MP denote the numbers of capsules in
the class capsule layer and the primary capsule layer,
respectively.

From equation (15), we can find that there are MC × MP

weight matricesWji, which leads to heavy computation and
memory burden. To reduce the burden, we adopt two
strategies. First, we utilize the shared structure of weight
matrices (shown in Figure 3) as

uj|i � Wjui, i � 1, . . . , MP, j � 1, . . . , MC, (16)

where Wj ∈ Rc×p denotes the transformation weight matrix
corresponding to class layer capsule j (i.e., each class layer
capsule shares its weight matrix to all primary layer cap-
sules). Equation (16) indicates that the number of weight
matrices is reduced from MC × MP to MC.

Second, we propose the quantized dynamic routing
process that implements the dynamic routing in a more
efficient way (shown in Figure 4). For simplicity, we assume
that p can be divided by P(<p) with no reminder and
p � (p/P). Let Wj � [ω(1)

j , ω(2)
j , . . . , ω(P)

j ] ∈ Rc×p where
ω(τ)

j ∈ Rc×p denotes the τ-th submatrix of Wj,
τ � 1, . . . , P, j � 1, . . . , MC. We train subcodebook for
subspaces of weight matrices as follows:
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B

(τ)

j
,D

(τ)

j



MC

j�1
B

(τ)
j D

(τ)
j

����� −ω(τ)
i

�����
2

F

s.t.B(τ)
j ∈ 0, 1{ }

K
,D

(τ)
j ∈ R

K×p
, τ � 1, . . . , P,

(17)

where D
(τ)
j denotes the subcodebook consists of K sub-

codewords for ω(τ)
j , j � 1, . . . , MC, and B

(τ)
j denotes the

indexing matrix, and each row of B
(τ)
j only has one nonzero

entry which specifies the quantization relationship between
subvector and subcodeword. 'e alternative optimization
algorithm, such as k-means clustering, is employed for
learning D

(τ)
j and B

(τ)
j .

Let uT
i � [((u(1)

i )T, (u(2)
i )T, . . . , (u(P)

i )T)] where
u(1)

i ∈ Rp denotes the τ-th subvector of ui,
τ � 1, . . . , P, i � 1, . . . , MP. We train subcodebook for
subspaces of primary layer capsule vectors as follows:

min
v(τ)

j
,F(τ)



MP

i�1
F

(τ)ν(τ)
i

����� −u(τ)
i

�����
2

F

s.t.ν(τ)
i ∈ 0, 1{ }

K
,F

(τ) ∈ R
p×K

, τ � 1, . . . , P,

(18)

where F(τ)denotes the subcodebook consists of K sub-
codewords for u(τ)

i , i � 1, . . . , MP, and ]
(τ)
i denotes the index

vector that only has one nonzero entry which specifies the
quantization relationship between subvector and subcode-
word. 'e alternative optimization algorithm, such as
k-means clustering, can be employed for learning ](τ)

i

andF(τ).
Combining equations (17) and (18), we can rewrite

equation (16) as

uj|i � Wjui � ω(1)
j , ω(2)

j , . . . , ω(P)
j 

u(1)
i

u(2)
i

⋮

u(P)
i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 
P

τ�1
ω(τ)

j u(τ)
i ≈ 

P

τ�1
B

(τ)
j D

(τ)
j F

(τ)ν(τ)
i , (19)

whereuj|i ∈ Rc,

B
(τ)
j ∈ 0, 1{ }K,D

(τ)
j ∈ RK×p, ](τ)

i ∈ 0, 1{ }K,F(τ) ∈ Rp×K, i �

1, . . . , MP, j � 1, . . . , MC.

It is obvious that there are many replicate elements in the
product of D

(τ)
j F(τ), after the parameter quantization.

'erefore, it is unwise to compute the products in a one-by-
one style. Instead, we first compute the results of the product
D

(τ)
j F(τ), i.e., constructing the lookup table, as follows:

L
(τ)
j � D

(τ)
j F

(τ)
, (20)

where L
(τ)
j ∈ RK×K, j � 1, . . . , MC, τ � 1, . . . , P.

'en, in the application, we can look up the
precomputed table instead of repeatedly computing which
raises computational speed significantly. Hence, we can
rewrite equation (19) as follows:

uj|i ≈ 
P

τ�1
B

(τ)
j D

(τ)
j F

(τ)ν(τ)
i � 

P

τ�1
B

(τ)
j L

(τ)
j ν(τ)

i , (21)

where the product B
(τ)
j L

(τ)
j ](τ)

i can be considered as the
process of looking up the precomputed tableL(τ)

j instead of
the matrix multiplication operation.

According to the mechanism of capsule network, the
input vector zj of class layer capsule j can be computed by

zj � 

MP

i�1
ϑijuj|i, j � 1, . . . , MC, (22)

where ϑij denotes the coupling coefficient determined by the
iterative dynamic routing process (see Table 1). 'e routing

part is actually a weighted sum of uj|i with the coupling
coefficient. 'e output vector of class layer capsule j is
calculated by applying a nonlinear squashing function that
can ensure short vectors to be shrunk to almost zero length,
and long vectors get shrunk to a length slightly below one as

ρj �
zj

�����

�����
2

1 + zj

�����

�����
2

zj

zj

�����

�����
2, (23)

where ρj denotes the output vector of class layer capsule j.
Obviously, the capsule’s activation function actually

suppresses and redistributes vector lengths. Its output can be
used as the probability of the entity represented by the
current class capsule. 'e quantized dynamic routing al-
gorithm is shown in Table 1.

We construct the whole loss function of the proposed
CWTACaps by integrating the margin loss [14], recon-
struction loss [14], and the quantization loss as follows:

L � Lmax + λreLre + λquLqu, (24)

where λre and λqu denote positive coefficients andLmax,Lre,
andLqu denote the margin loss function, the reconstruction
loss function, and the quantization loss function, respec-
tively. 'ey are defined by equations (25)‒(27) as follows:

Lmax � Tcmax 0, ε+
− ρ2j  + ηmar 1 − Tc( max ρj − ε−

 
2
,

(25)

Lre � X − X
2
F, (26)
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Lqu � 
P

τ�1


MC

j�1
B

(τ)
j D

(τ)
j − ω2

Fj + ηqu 

P

τ�1


MP

i�1
F

(τ)ν(τ)
i − u(τ)2

iF ,

(27)

where Tc � 1iif correct classification, ε+ � 0.9 and ε− � 0.1,
ηmar and ηqu denote positive coefficients, usually selected as
0.5, and X denotes the reconstructed image.

3. Experiments

'e aim of this section is to validate our proposed CWTA-
CapsNet on three datasets: CUReT [40], DTD [41], and KTH-
TIPS2-b [42]. For the CUReTdataset, we use the same subset as
in [43], which contains 61 texture classes (92 images per class).
'e DTD dataset contains 47 classes (120 images per class).
KTH-TIPS2-b contains 11 classes. Each class in KTH-TIPS2-b
contains 432 images which are resized to 256× 256 pixels.
Besides CWTACapsNet, five state-of-the-art methods, T-CNN
[13], FV-CNN [8], SI-LCvMSP [1], Wavelet CNNs [11], and
CapsNet [44], are employed for performance comparison.

Models in experiments are trained under Ubuntu 16.04
with i7-8700 CPU, 64G RAM, and GeForce GTX Titan-XP
GPU, and our proposed CWTACapsNet is deployed on
Jetson TX2. To provide a direct comparison with published
results, parameters of five state-of-the-art methods are set
according to previous studies [1, 8, 11, 13, 44]. We use an
exponential decay learning policy, with an initial learning
rate of 0.001, 2000 decay steps, and 0.96 decay rate. We
employ Adam optimizer to adjust the weights of CWTA-
CapsNet in the training process. 'e batch size is set as 32.
We implement data augmentation through rotating images
with a random angle between 0° and 90°. We use 3 routing
iterations to update capsule parameters in CWTACapsNet.
'e number of wavelet level in CWTACapsNet is selected
according to the tradeoff between validation accuracy and
network parameter amount. We thus choose 3-level wavelet
decomposition. 'e learnable coefficient α is selected as 0.1,
and λre and λqu are selected as 0.001 and 0.0013, respectively.

Table 2 illustrates classification accuracies and standard
derivations of six methods. Table 2 indicates that CWTA-
CapsNet achieves the best performance and is more stable
than other methods. 'e tensor attention block makes
CWTACapsNet be able to capture multidirectional de-
pendencies while other methods cannot. FV-CNN performs
better than CapsNets. FV-CNN and CapsNets both deal with

pooling operation, and FV-CNN has some specific design to
capture texture information. CNN-based texture classifi-
cation methods tend to be limited by the lack of diversity of
convolution filters. 'e multilevel wavelet decomposition
extends both spatial and frequency features, which raises
diversity of convolution filters and improves performance.

We add 10% white noise into texture datasets to evaluate
robustness. Table 3 shows the performance of noisy datasets.
Figure 5 shows accuracy for pure and noisy data. Figure 6
shows accuracy standard derivations (std) for pure and noisy
data.

From Table 3 and Figures 5 and 6, we can find that
CWTACapsNet achieves the best accuracy and robustness.
Although CapsNets and CWTACapsNet are both based on
capsule layer, CWTACapsNet significantly outperforms Cap-
sNets. 'e memory requirement of CapsNets in the experi-
ments is about 272M, while our proposed CWTACapsNet only
requires 23.2M with about 10× speed-up. CWTACapsNet can
be deployed and run on Jetson TX2, while CapsNets requires
too much resource that Jetson TX2 hardly supported. 'e
superiority of CWTACapsNet relies on three factors: the

Table 1: Quantized dynamic routing algorithm.

Algorithm 1Quantized dynamic routing.
Input: B

(τ)
j ,L

(τ)
j , ](τ)

i , t, l

Output: ρj

(1) compute uj|i using the quantized version in equation (21)
(2) for all capsule i in the primary layer and capsule j in class layer: bij←0
(3) for t iterations do
(4) for all capsule i in the primary layer and capsule j in the class layer: ϑij←softmax(bij)

(5) for all capsule j in the class layer: compute the input vector zj using equation (22)
(6) for all capsule j in the class layer: compute the output vector ρjusing equation (23)
(7) for all capsule i in the primary layer and capsule j in the class layer: bij←bij + uj|i, ρj

(8) Return ρj

Table 2: Classification accuracies (%) of six texture classification
methods on three texture datasets.

Method
Datasets

CUReT DTD KTH-TIPS2-b
Wavelet CNNs 78.95± 0.85 59.8± 0.92 74.2± 1.21
T-CNN 99.5± 0.4 55.8± 0.8 73.2± 2.2
CapsNets 92.4± 0.98 70.98± 1.03 73.83± 1.12
FV-CNN 95.7± 1.08 75.5± 0.8 81.5± 2.0
SI-LCvMSP 96.44± 0.75 76.7± 0.78 96.1± 1.02
CWTACapsNet 99.7± 0.22 81.52± 0.47 97.15± 0.55

Table 3: Classification accuracies (%) of six texture classification
methods on three noisy texture datasets.

Method
Datasets

CUReT DTD KTH-TIPS2-b
Wavelet CNNs 73.35± 1.35 56.18± 1.42 70.4± 1.65
T-CNN 67.64± 1.56 50.62± 1.44 68.8± 3.72
CapsNets 89.32± 1.08 67.08± 1.29 69.1± 1.48
FV-CNN 92.7± 1.54 71.5± 1.8 76.5± 3.52
SI-LCvMSP 89.6± 1.45 71.7± 1.38 91.58± 1.72
CWTACapsNet 99.1± 0.33 79.82± 0.54 96.9± 0.39
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multilevel wavelet decomposition extends features from spatial
space to frequency space, the tensor attention block explores
relationships from all possible directions and captures the

dependencies cross channels, and the quantized dynamic
routing significantly reduces memory requirement. Experi-
mental results validate the effectiveness of CWTACapsNet.
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Figure 5: 'e accuracy of six texture classification methods for pure and noisy texture datasets, i.e., (a) CUReT, (b) DTD, and (c) KTH-
TIPS2-b.
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4. Conclusion

In order to make capsule network efficiently explore spatial
and spectral features and capture multidirectional channel
dependencies, this paper proposes a novel capsule network
named compressed wavelet tensor attention capsule network
(CWTACapsNet). In CWTACapsNet, the compressed
multiscale wavelet transform is designed to extract multi-
scale spectral features in frequency domain; the tensor at-
tention blocks utilize matrization to capture multiple
directional dependencies across convolutional channels in
terms of each scale information; furthermore, we propose
quantized dynamic routing process for speeding up and
storage reduction. Experimental studies have shown that the
proposed CWTACapsNet provides the best performance on
both classification result and antinoise robustness;

moreover, CWTACapsNet significantly reduces the com-
putational and storage complexities. In the future, we will
incorporate parallel computation methods into CWTA-
CapsNet to further improve efficiency.
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Crime is a bone of contention that can create a societal disturbance. Crime forecasting using time series is an efficient statistical
tool for predicting rates of crime in many countries around the world. Crime data can be useful to determine the efficacy of crime
prevention steps and the safety of cities and societies. However, it is a difficult task to predict the crime accurately because the
number of crimes is increasing day by day. .e objective of this study is to apply time series to predict the crime rate to facilitate
practical crime prevention solutions. Machine learning can play an important role to better understand and analyze the future
trend of violations. Different time-series forecasting models have been used to predict the crime. .ese forecasting models are
trained to predict future violent crimes. .e proposed approach outperforms other forecasting techniques for daily and
monthly forecast.

1. Introduction

Urbanization is becoming a global trend [1]. As the city
grows, different management challenges increase on a daily
basis. Nowadays, crime is a problematic social matter. .e
crime rate in big cities is higher than in smaller localities.
One of the main problems in many countries is the increase
in the crime rate in urban areas. With the increasing amount
of crimes, crime evaluation methods are needed to reduce
the crime [2]. .e criminal activities can be reduced by a
distribution of patrol officers according to the crime rate.
However, it is hard to predict future crimes accurately and
efficiently.

Crimes can be categorized into different types such as
violent and nonviolent crimes. A violent crime is a crime in
which criminals threaten a targeted person..ese crimes are
considered more serious than nonviolent crimes [3]. A vi-
olent act is composed of different offenses such as homicide,

aggravated assault, battery, kidnapping, robbery, murder,
and forcible rape [4, 5]. Violent crime may or may not
happen with the weapon. Different countries also have
distinct methods of recording and crime reporting.

.e main challenge is to analyze the increasing volume
of criminal data correctly and efficiently [6]. Mostly, security
forces lack the tools and skills to recognize effective patterns
in these enormous data. Data miningmethods can be used to
extract valuable information to enhance the efficiency of the
city police and enable the officers to make better use of the
confined resources. In addition, advanced analytic methods
can be integrated with current planning tools. .is can
enable crime investigators to access huge databases without
the need for training from data scientists.

Forecasting is used to project past and present events
into the future. Forecasting techniques identify, model, and
extrapolate the patterns found in historical data. Forecasting
problems can be categorized into short, medium, and long
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term based on prediction periods. .e majority of fore-
casting problems use the time series data. A time series is a
time-oriented sequence of observations. Time series analysis
produces models that can help to understand the underlying
causes by using the observed time series. Time series models
use the statistical properties of the historical data to predict
future patterns and trends [7].

Conventional time-series analysis models such as
autoregressive integrated moving-average (ARIMA) [8] and
machine learning models such as artificial neural network
(ANN) are insufficient to tackle the forecasting problem of
criminal data. Researchers have also employed the hybrid
models to denoise the data and to find the linear and
nonlinear patterns in the data to improve the performance of
the forecasting [9, 10].

.e objective of the current study is to evaluate the
predictive capacity of the models for a short- and medium-
term forecast for criminal data. .is will help in optimal
decision-making and resource management. .is work
compares different time-series analysis models and machine
learningmodels, i.e., ARIMA, simple exponential smoothing
(SES), Holt–Winters exponential smoothing (HW), and
recurrent neural network (RNN), to predict the crime
trends.

.e rest of the paper is organized into different sections.
Section 2 discusses different time series forecasting used in
this work. Section 3 presents the related work. Section 4
describes the time-series forecasting methodology. Section 5
presents the experimental evaluation of the proposed
technique. .e outcomes are concluded in Section 6.

2. Time Series Forecasting

Structured series of data points listed at an equal-spaced time
is called time series. Time series analysis can be separated
into two parts. .e first part is to obtain the structured
underlying pattern of the ordered data. .e second part
narrates to fit a model for future prediction. .e most
challenging part that involves mathematical calculations is
the fitting part of the time series. Time series can be used for
univariate and multivariate analyses [11]. .is section dis-
cusses different time-series forecasting models to predict
future crimes.

2.1. ARIMA Model. ARIMA model is a widely used time-
series forecasting model introduced by Box and Jenkins in
1970 [12]. ARIMAmodel is a general linear stochastic model
which is the combination of autoregressive and moving-
average models [13–15]. An autoregressive model uses a
linear combination of past values to predict the variable of
interest. .e moving-average model uses the past predic-
tions’ errors similar to the regression model [16]. It carries a
limited number of parameters such as (p, d, q), where p

represents the order of the AR model, d is the degree of
differencing, and q is the moving-average model [17, 18].

yt � c + φ1yt−1 + · · · + φpyt−p + θ1et−1 + · · · + θqet−q + et,

(1)

where φ1, . . . ,φp are the parameters for the autoregressive
model, θ1, . . . , θq are the parameters for the moving-average
model, yt−1, . . . , yt−p are defined as the past values (lags), et

is the white noise, and yt is the difference at degree d of the
original series of time series.

2.2. Exponential Smoothing Methods. .is time series fore-
casting is used for univariate data. .e exponential
smoothing technique processes smoothing parameters de-
termined from past data. For prediction, new observations
can have greater value than the previous observations [19].
Smoothing variables are determined by minimizing the
mean absolute percentage error (MAPE) and root mean
square error (RMSE).

2.2.1. Simple Exponential Smoothing Method. Simple ex-
ponential smoothing is the simplest method that is suitable
for stationary series. It is a time-series forecasting approach
for a single parameter without a trend and seasonality. SES
models are generally based on the assumption that time
series should be oscillating at a constant level or slowly
changing over time [20]. .is method requires little com-
putation. Let z1, z2, z3, . . . , zn be a time series. Formally, SES
can be computed as

zt+1 � αzt +(1 − α)zt, (2)

where zt is the actual known series of time period i, zt is the
forecast value of c for time period i, zt+1 is the forecast value
for time period i + 1, and α is the smoothing constant. .e
prediction zt+1 is based on the weighted nearest observation
zt, its weight α, the weight of the nearest prediction zt, and
the weight 1 − α [21].

2.2.2. Holt–Winters Exponential Smoothing Method.
Holt–Winters exponential smoothing method was designed
in 1960 by extending the exponential smoothing method.
HW is applied when data are in the stationary form. For the
calculation of the prediction measures, all the data values
need to be in series. .is method is suitable when data are
with the trend and seasonality [22]. .e basic equations
applied in each update cycle for level L, trend b, seasonality S,
and forecast F at time t are

Lt � α xt − St−c(  +(1 − α) dt−1 + bt−1( ,

bt � β dt − dt−1(  +(1 − β)bt−1,

St � c xt − dt(  +(1 − c)St−s,

Ft+m � dt + btm + St−c+m,

(3)

where t � 1, 2, 3, . . .. Lt and bt estimate the level of the series
and the slope of the series at time t, respectively.

Exponential smoothing is not suitable for seasonal data
including trends or cycles. However, the HW model uses a
modified form of exponential smoothing. It applies three
exponential smoothing formulae called triple exponential
smoothing. First, the average is computed to give locals the
average of the series. Second, the trend is smooth, and finally,
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smooth each subseries seasonal estimates for each season
separately. .e exponential smoothing formula applies to a
series of trend and constant seasonal elements using HW
addition and multiplication methods. An additive method is
applied when the season changes through the series are
roughly unchanged. .e multiplicative method is employed
when changes are in proportional series [22]. .is study is
only applicable to the HW additive model.

2.3.RecurrentNeuralNetwork. RNN is a type of ANNwhich
has input, hidden, and output units. Generally, the RNN
model has a unidirectional flow of information from input
layers to hidden layers. It remembers end-to-end working of
the model [23]. Figure 1 explains the RNN framework for
modeling time-series observations. A directional loop can
help to remember when to make a decision, what is an input
of the current node, and what it had learned from the inputs
received previously. Using the previous sequence samples
may help understand the current sample. RNN can work
well on time series because of its capability of remembering
the previous input received using the internal memory. .is
can help to make the RNN forecast accurately.

Long short-term memory (LSTM) networks are modi-
fied versions of the RNN that can help to solve the short- and
long-term dependencies which make it easier to remember
previous data. LSTM networks are trained using back-
propagation through time which helps to overcome the
vanishing gradient problem. Traditional neural networks
have neurons, while LSTM networks have memory blocks
connected through sequential layers. Each module contains
gates that can handle module status and outputs. .e gated
formation of the LSTM network manages its memory state.
.e use of neural networks reduces the need for extensive
feature engineering and allows training of large datasets [25].

.e difference between LSTM and RNN is an internal
unit state which is also transmitted along with the hidden
state. .e LSTM block receives the input sequence and then
uses a gate activation unit to decide if it is dynamic. .is
action creates a state change and adds information that
conditionally passes through the block. Gates make blocks
much better than the classic neurons and enable them to
memorize current streams.

.e weight of the gates can be learned during the
training phase. .e gating function controls the input, re-
members the content in the internal state variables, and
handles the output that makes the LSTM unit flexible. In
LSTM cells, there are three types of gates, i.e., input, forget,
and output (Figure 2). Each unit of LSTM has a cell which
has a state ct at time t. .e cell read/modify action is
controlled using the input gate it, forget gate ft, and output
gate ot. At each time step, the LSTM unit receives the input
from two external sources at each of the four terminals, i.e.,
the three gates and the input [26].

3. Related Work

.is section discusses the popular existing techniques to
predict crimes. However, these techniques can have

constraints. Specific algorithms can be chosen at the iden-
tification, feature, andmodeling stages..ese algorithms can
identify and depict natural trends, models, and data
relationships.

In recent years, ML algorithms have become increasingly
popular and can be used for prediction. Researchers have
analyzed the working of criminal activities by using these
models in time series such as ARIMA, SES, HW, and RNN
models by considering these accuracy metrics. Different
researchers have worked on identifications of violations in
different states of the United States by examining different
datasets. Information such as the trend and seasonality of the
crime was extracted to help people and peace enforcement
agencies. .e crime databases depend on places to identify
violation hotspots. .ere exist a number of online map
applications that can show the correct place of the crime and
type of offense in any part of the city. Criminal sites can be
identified precisely [27]. On the contrary, the historical data
and present approaches primarily determine the criminal act
[27]. Predictive police are working in Philadelphia where law
enforcement agencies highlight and forecast crimes based on
locations [28].

Marzan et al. [29] evaluated daily and weekly crime
patterns using linear regression, multilayer perceptron,
Gaussian processes, and sequential minimal optimization
regression. .ey forecasted the outcome for 10 days and 10
weeks. History is the primary basis of crime forecasting.
Cesario et al. [6] used autoregressive models to analyze and
forecast crimes in selected regions of Chicago. .ey ex-
amined a number of crimes and violations over time and
separated them into trends, seasonality, and random signals.
.ey predicted the crime for one and two years. .e
downside is an analysis only for a specific area, and it is
intended for length prediction.

Moreover, researchers have analyzed the effectiveness
and accuracy of algorithms for crime predictions and other
potential applications for peace enforcement analysis such
as identifying real crime locations, crime profiles, and
discovering criminal trends. .e most important compo-
nent is the accuracy of creating new information (based on
previous observations), which can reduce the crime rate.
Borowik et al. [30] applied prophet forecasting and spectral
analysis for real time series in Poland. .e authors de-
termined the weekly and annual seasonal patterns for long-
period trends in selected sorts of events. .ere is still a
considerable change in crime that cannot be taken by the
expected model. It has commonly been assumed that
anticipated levels are beneficial for more appropriate al-
location of peace enforcement agencies [30].

Chen et al. [17] applied the ARIMAmodel for short-term
forecasting on property crimes. .ey compared the fore-
casting results with simple exponential smoothing and Holt
two-parameter exponential smoothing model. By the given
data for 50 weeks of property crime, they forecasted one week
ahead from the given observations using the ARIMA model
[17]. However, they only compared straightforward tech-
niques andmeasured the amount of crime over the whole city
and not over districts or grid cells. .eir approach used grid
cells. .e data also lacked historical information.
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Feng et al. [31] investigated crimes in Chicago, Phila-
delphia, and San Francisco by applying the Holt–Winters
model. Firstly, the authors predicted the trend of crime in
the next few years. After that, the category of crime was
forecasted for time and location. For this, they collected
multiple classes in a larger set and made an attribute se-
lection. .e outcomes showed that the tree classification
models had performed better on classification tasks when
compared with naive Bayesian methods and KNN. Holt–
Winters model multiplicative seasonality provided good
results when predicting the criminal tendency [31].

Singh [32] described a method to predict the crime for
one week by taking 30 days’ input of data using LSTM. He
compared the performance of different models. Gated re-
current units have good crime prediction performance when
compared with the traditional ARIMA model, artificial
neural network, convolutional neural network, and RNN
with its type [32]. Catlett et al. [33] proposed a predictive
approach based on autoregressive and spatial analysis
models to detect high-risk crime regions and forecasted
crime trends.

Existing techniques have used different algorithms and
strategies to forecast different types of data. Some techniques
have been used for stationary data, while others are used for
univariate data. Moreover, a majority of existing techniques
are used to forecast a specific crime and focus on short-term
prediction. In this study, the data are made stationary, and
autocorrelation is used to find the correlation of lagged
values. .e proposed technique applies RNN along with
LSTM to avoid the exploding gradient and vanishing gra-
dient problems.

4. Methodology

.is section describes the methods for data collection,
preparation of the dataset, model testing, and training. .e
dataset is collected from the official website of Philadelphia
crime [34] through the API. .e dataset contains infor-
mation on different kinds of violent crime from 2006 to
2016. .e crime time and location information are used to
forecast short- and medium-term crimes.

Figure 3 depicts the methodology used in this research
for the violent crime dataset. First, data preprocessing is
applied to transform raw data into clean data.

Data preprocessing includes removing unnecessary at-
tributes, filling empty cells, and adding multiple related
features. Data cleaning is employed to remove erroneous
values. .is is the most important and challenging part to
achieve high accuracy..e features which containmore than
60% missing values are dropped since they are not helpful
for further analysis. Moreover, outliers and duplicate values
are filtered out. In the next step, data are standardized and
normalized for further analysis.

Dimensionality reduction techniques reduce the high-
dimensional data to low-dimensional data. In this study, we
have applied the principal component analysis (PCA)
method which provides linear mapping based on an ei-
genvector search. PCA provides different approaches to
reduce the feature space dimensionality [35, 36]. In this
study, the dataset is split into 70 : 30 ratio, i.e., 70% of the
data is used for training, while 30% is used for the testing
purpose.

.e most important step in the workflow is choosing an
appropriate model. Time series algorithms are used to
predict the number of offenses that may occur in the next
few years. Time series forecasting can be applied to time-
dependent values. In this work, classical statistical methods
are used along with machine learning techniques. Next, data
exploration techniques are applied to understand the hidden
insights of the dataset. Visualizations of a dataset are per-
formed to find the trends and seasonality patterns in the data
without transforming or changing the dataset.

Figure 4 illustrates the raw data visualization in the order
of total crime occurrences from the observed data on a daily,
monthly, and yearly basis, respectively. Crime data are
plotted as a time series along the X-axis and the number of
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crime occurrences on the Y-axis. .e crime rate was
gradually decreasing from 2007 to 2010. However, from 2011
to 2016, the violent crime was oscillating. Figure 4(c) shows
the violent crime has a downward trend from the observed
data by year (2006 to 2016). From this insight, it is hy-
pothesized that the raw visualization of these data is dis-
tributed evenly over the days, but the trend is going down in
monthly and yearly data. Crime occurrences by day, month,
and year have a clear trend along with seasonal variations in

a dataset..ere are many variations present in the daily data;
thus, crime data are resampled in monthly data to apply the
time series algorithms.

For time series analysis, data must be in a stationary form
which means the series should be without trend and with
constant variance, mean, and covariance over time. If the
data are in the nonstationary form, then they are unpre-
dictable and cannot be forecasted. Stationary data should
have a constant mean, variance, and covariance over time.

Data collection

Data preprocessing

Feature
extraction

Data
cleaning

Data conversion in time series

Check stationarity of time-series
data

Structured data

Training
dataset

ARIMA
SES
HW

RNN-LSTM

Crime prediction models

Evaluate forecasting performance

Testing
dataset

Figure 3: Proposed methodology.
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Figure 4: (a) Daily violent crimes, (b) monthly violent crimes, and (c) yearly violent crimes from 2006 to 2016.
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.e data exploration shows that crime data are nonsta-
tionary. .erefore, the data need to be converted into a
stationarity form to forecast the crimes.

Data were made stationary using rolling statistics mean
and augmented Dickey–Fuller (ADF). Rolling statistics
mean can be applied to moving mean or moving standard
deviation at any instant time t. .is was applied for the t-
statistic, p value, lags, and the number of observations. .e
differencing technique is employed through first-order
differencing (d � 1) on crime data to make data stationary
on mean to remove the trend. .e variance of the data
should also be stationary to obtain reliable forecasts using
different forecasting models. .is test identifies whether the
data consist of a unit root feature that has a severe impact on
statistical inference. .e unit root test determines the
strength of a time series by trend. Many actual datasets are
too complex to be captured by simple autoregressive models.
Dickey–Fuller test is built on linear regression and is the
easiest way to detect the unit root.

In this study, the ADF test is applied to the raw crime
data.We applied the difference of lag 1 on the raw crime data
where the series is not having a longer trend. Moreover, a
difference of lag 12 on raw data is applied to see the trend by
removing the seasonality. A double-differencing technique is
used in which the series is differenced by lag 12 and then
differenced by lag 1. .is gives us a double-difference series
where there is no trend and seasonality.

.e data should also be stationary on the variance to
obtain reliable forecasts using ARIMA, SES, and HW
models. .erefore, the logarithm is taken to transform the
data to make them stationary on variance and to evaluate the
influence of seasonality. .e resultant integrated part of
ARIMA, SES, and HW is equal to one as the first difference
makes the series stationary.

Autocorrelation function (ACF) describes the correla-
tion between lagged values of any series at different times
[37]. ACF depicts the relationship between the present and
past values of the series. It considers time series components
such as seasonality, trend, cyclic, and residual to find
correlations.

Next, ACF is plotted on stationary crime data to identify
the presence of AR and MA components in the residuals
(Figure 5). ACF values are shown on a vertical axis which
ranges from −1 to 1..e horizontal axis illustrates the size of
the lag between the elements of the time series. Daily and
monthly ACF sample patterns determine the summarized
model processes. .e lag refers to the correspondence order.
In the daily ACF plot at lag 0, the correlation is 1..e reason
is the data are correlated with themselves. At a lag of 1, the
correlation is approximately −0.4. .ere are enough dotted
horizontal lines present that conclude residuals are not
random. .ere is a seasonal component present in the re-
siduals at the lag of 12, and information available can be
extracted by AR and MA models.

.e prediction methods were applied on univariate data
that require the least number of observations prior to
starting the models such as ARIMA, SES, HW, and RNN-
LSTM. For the parametrized ARIMA model, there are three
distinct integers (p, d, q), where p is for the AR model, q is

for the MA model, and d is for an integrated part. In the
ARIMA, a model fits the importance of the parameters with
a certain number of parameters and tests. .is means
whether the parameters are expressed in unit roots (null
hypothesis) or not (alternative hypothesis). .e standards
such as t-statistics and P value are used to evaluate the
importance of the parameters considered for the model [38].
We have used (p � 1, q � 1, d � 0) to fit the ARIMA model
based on ACF results. In SES, the values of the data series are
analyzed without trends and seasonality. .e stationary data
have been used to apply on SES. On the contrary, HW data
values are forecasted with trends as well as seasonality. .ere
occur some significant jumps in a few successive time points.
After applying SES and HW, the amplitude of fluctuations
varies based on the nature of data [39].

Lastly, LSTM is employed along with the RNN as the
building unit or extension of the RNN. LSTM can read,
write, and delete information or can retain information in its
memory. RNN is applied along with LSTM to avoid the
exploding gradient and vanishing gradient problem. RNN
uses short-termmemory where LSTM is working like a gated
cell in the form of sigmoid ranging from 0 to 1 which can
help backpropagation and keep the gradient steep, so the
training is short and accuracy is high. RNN is used to handle
the sequence-dependent variables of daily and monthly
violent crimes..e normalization technique is applied to the
data to make them uniform. LSTM for regression with time
steps is applied on the violent crime in which the previous
time step is taken in the series as the input to forecast the
output at the next time step..is process is applied by setting
the columns to be time-step dimension and changing the
values of dimension back to 1. In this method, mapping is
applied by finding the end of the data pattern, checking the
limits of sequence, and gathering input and output parts of
the pattern. .en, reshaping is done by taking the current
time (x � t) which is going to predict the value at the next
time in the sequence (y � t + 1). .e network is trained with
100 epochs, 1 batch size, and 2 verbose.

5. Results and Discussion

.e time-series prediction techniques have been applied and
compared to evaluate the effectiveness and efficiency. In
order to perform regression tasks and their validation, the
crime data are divided into training and testing data. .is
study is conducted by using a univariate data structure
where UCR_General is the variable used against Dis-
pach_Date_Time. UCR_General is the criminal code that is
classified into violent crime and property crime.

.ere exist several ways to measure the accuracy of the
forecasting method. For the regression problem, MAPE
(equation (4)) and RMSE (equation (5)) are used as error
metric measurements. Both MAPE and RMSE are used to
evaluate modeling capabilities as well as predictive ability.
Any forecast with the MAPE value ≤10% is observed as
highly accurate. .e value between 10 and 20% is considered
good, while 21−50% is supposed to be reasonable. .e value
greater than 50% is considered inaccurate forecasting [40].
In this study, the MAPE value obtained is less than 10%..e
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RMSE value can range from 0 to +∞, where 0 is the best
value and indicates no difference between the values of the
modeled and observed data.
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.e violent crime data are analyzed in different ranges
and periods for different models used in this study
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Figure 5: (a) Daily ACF and (b) monthly ACF in time series.
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Figure 6: Actual and observed values for daily violent crimes by different models. (a) ARIMA model. (b) HW model. (c) SES model.
(d) RNN model.
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(Figures 6 and 7). Each graph represents the number of
crime events related to a particular aspect. .e trends
depict the actual and expected values for daily and
monthly crimes by using different time series models.
Figure 6 shows the fluctuated series obtained for crimes
through a different model. .is figure demonstrates the
original and predicted values for daily violent crimes by
using different models. .ere are a number of offenses in
differing amounts and intervals of time. .e violent crime
increases in the middle of the day and descends in the
evening of the day. .ere is a downward trend component
in daily crimes from 2013 to 2016 period.

Figure 7 depicts the result of the monthly violent crime
using different models. .ere is a series of offenses to dif-
ferent extents and time frames. Violent incident headlines
are made on a regular basis in Philadelphia, and the violent
crime spikes in summer [28]. .e crimes ascend in months
of summer (June, July, and August) and descend in months
of winter..ere is a downward trend component in monthly
crimes that have come down around 2016.

Table 1 provides more details about error metrics for
daily and monthly crimes. RNN-LSTM has much better
performance than the ARIMA, SES, and HW for daily and
monthly crime forecast. LSTM using RNN has a higher
forecasting accuracy and the lower gap from other models
between training and testing errors. .e proposed method is
useful and can be easily applied to the time-series regression
problems.

6. Conclusion

.e purpose of this study was to develop a time series model
using statistical model experimentation and predict the daily
and monthly violent crime in Philadelphia. .is study
performs the comparative analysis of predictive models
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Figure 7: Actual and observed values for monthly violent crimes by different models. (a) ARIMA model. (b) HW model. (c) SES model.
(d) RNN model.

Table 1: Error metric measurements: a performance comparison of
daily and monthly violent crimes.

Model
Daily violent

crime
Monthly violent

crime
RMSE MAPE RMSE MAPE

ARIMA model 201.96 81.84 583.09 6.90
HW model 40.60 17.39 536.51 7.20
SES model 39.60 16.37 973.01 13.28
RNN-LSTM model 13.42 4.75 18.42 6.03
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based on RMSE and MAPE values. RNN-LSTM has
achieved better results than the other models with the values
of RMSE 4.75 and MAPE 13.42. .e RNN-LSTM model has
a higher forecasting accuracy and a lower gap from other
models between training and testing errors..ese results can
help law enforcement agencies in decision-making. In the
future, we are interested to develop specific recommenda-
tions or targeted crime prevention strategies for different
crime prevention models. Moreover, we will perform the
scalability analysis and implement the proposed method for
different datasets.

Data Availability

.e data used to support the findings of this study are in-
cluded within the article.
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Internet of ,ings (IoT), an emerging technology, is becoming an essential part of today’s world. Machine learning (ML) al-
gorithms play an important role in various applications of IoT. For decades, the location information has been extremely useful for
humans to navigate both in outdoor and indoor environments. Wi-Fi access point-based indoor positioning systems get more
popularity, as it avoids extra calibration expenses. ,e fingerprinting technique is preferred in an indoor environment as it does
not require a signal’s Line of Sight (LoS). It consists of two phases: offline and online phase. In the offline phase, the Wi-Fi RSSI
radio map of the site is stored in a database, and in the online phase, the object is localized using the offline database. To avoid the
radio map construction which is expensive in terms of labor, time, and cost, machine learning techniques may be used. In this
research work, we proposed a hybrid technique using Cuckoo Search-based Support Vector Machine (CS-SVM) for real-time
position estimation. Cuckoo search is a nature-inspired optimization algorithm, which solves the problem of slow convergence
rate and local minima of other similar algorithms.Wi-Fi RSSI fingerprint dataset of UCI repository having seven classes is used for
simulation purposes. ,e dataset is preprocessed by min-max normalization to increase accuracy and reduce computational
speed. ,e proposed model is simulated using MATLAB and evaluated in terms of accuracy, precision, and recall with K-nearest
neighbor (KNN) and support vector machine (SVM). Moreover, the simulation results show that the proposed model achieves
high accuracy of 99.87%.

1. Introduction

Internet of ,ings (IoT) is an emerging technology that
provides different devices to interconnect and communicate
with each other. IoT is becoming an important part of to-
day’s world due to its rapid growth. Moreover, the use of
machine learning (ML) algorithms in various applications of
IoT has attracted researchers from all over the world. For a
very long time, location has been extremely useful for
humans to navigate outdoor over the sea, air, and land using
astrolabe, sextant, and octant to determine their location
with respect to various celestial bodies [1]. In the 20th

century, with the advancement in electronics and com-
munication, new technologies are adapted such as Radio
Detection and Ranging (RADAR), Long Range Navigation
(LORAN), and Global Positioning System (GPS) for lo-
calization [1]. GPS remains one of the most dominant
technologies among the available technologies to localize an
object. It only shows better performance to localize object
outdoor and fails to estimate the position of object indoor
with acceptable accuracy. Now, people are spending most of
their time in an indoor environment, thus needing the
positioning system to trace people and objects in the indoor
complex environment. ,erefore, many applications have
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been arised, which need location information such as lo-
cation detection of products in a warehouse, location de-
tection of personal in hospitals, and localizing fireman in a
building.

To estimate the position of an object either outdoor or
indoor, the most usable and powerful technique used was the
global positioning system (GPS). GPS estimates the location
by measuring the distance between a GPS satellite and a base
station using LoS. ,e GPS-based location estimation
techniques fail to achieve high accuracy due to high signal
loss inside a complex indoor environment as GPS signals
cannot penetrate the walls of buildings and other obstacles
[2]. Due to the technological advancement, many other
signal-based possibilities have been raised such as camera,
sound, infrared, Radio Frequency Identification (RFID) and
Bluetooth Tags, and Wi-Fi [2]. Among all these Wi-Fi re-
ceived more attention from the research community be-
cause, in most cases, the site is already calibrated with Wi-Fi
routers, which obsolete extra calibration charges and time
[3]. Different techniques are developed, such as Triangu-
lation, Trilateration, Proximity, and Fingerprinting, using
Angle of Arrival (AoA), Time difference of Arrival (TDoA),
Time of Arrival (ToA), and Receive Signal Strength Iden-
tification (RSSI) [1]. All these techniques except finger-
printing require LoS, which is not possible in an indoor
environment which makes fingerprinting the most rea-
sonable technique for indoor localization [4]. On the con-
trary, fingerprinting is laborious and time-consuming and
the radio map is venerable to environmental changes,
leading to high position estimation error. Machine learning-
based models are introduced to automate, generalize, and
reduce estimation error [5].

Many machine learning algorithms such as support
vector machine (SVM), K-nearest neighbor (KNN), extreme
learning model (ELM), decision tree (DT), Naive Bayes
(NB), and Bayesian Network (BN) were used for location
estimation in an indoor environment. ,e results show that
KNN and SVM are outperformers [6, 7] as compared to
others. Moreover, SVM is based on the structural risk
minimization principle with good generalization ability and
can better solve problems with few samples, nonlinear data,
avoid local minima, and so on [2]. For high classification
accuracy or position estimation machine learning models,
SVM depends on their parameter optimization. ,erefore,
nature-inspired optimization algorithms such as particle
swarm, bee, bad reference distribution and cuckoo search
can be used [8].

Cuckoo is one of the most recent algorithms inspired by
breeding phenomena of the cuckoo bird, which are used to
solve the nonlinear optimization problem. Other optimi-
zation algorithms have limitations in terms of convergence
to the current or local best solution. ,ey may fail to solve
the nonlinear optimization or multidimensional optimiza-
tion problem. In the case of cuckoo search, combining local
and search capability increases the probability of global
optimal solution using Levy’s flight process [9].

In this study, we propose a cuckoo search-based support
vector machine (CS-SVM) model for position estimation in
an indoor complex environment. Inspired by many state-of-

the-art optimization-based machine learning models, we
used a state-of-the-art dataset of the well-known UCI re-
pository, which is the same as in [10], to evaluate its per-
formance. ,e proposed model is evaluated in terms of
accuracy, precision, and recall with KNN and SVM using
MATLAB. ,e KNN and SVM stay good performers
achieving room level accuracy up to 98.7% and 98.3%, re-
spectively, while the proposed model achieves high accuracy
up to 99.7%.

In Section 1, we elaborated the literature study, and then,
in Section 2, the ingredients of the proposed model are
discussed along with the proposed model, and in Section 3,
results of the proposed model are justified with benchmark
results. Section 4 concludes the research article.

2. Related Work

In [11], the authors conducted a survey regarding locali-
zation techniques, mentioned that GPS and cellular net-
works are outdoor localization sources, and they failed to
localize anything indoor because of the deep shadowing
effect. In [12], Subhan et al. proposed an extended gradient
predictor and filter to reduce variation in RSSI values. ,e
RSSI values get variation due to various factors such as walls,
obstacles, human crowd, and temperature. ,e results show
better performance than the KALMAN filter. On the con-
trary, Suining and Chan [3] proposed a fingerprinting
technique and used Wi-Fi RSSI values to reduce the extra
calibration expenses.

Recently, Wi-Fi RSSI is used to estimate the position of
an object in an indoor environment. In [4], Wi-Fi-based
approach is proposed using two architectures: client server
and standalone. It uses the existing infrastructure of an
indoor environment and compares offline fingerprint RSSI
measurement with an online RSSI fingerprint to estimate the
location of the user. A combination of Wi-Fi and Bluetooth
radio technology-based approach is proposed in [13]. It uses
KNN with particle filter and shows that indoor estimation
error changes by changing the target area. Hossain and Soh
[5] highlights that Wi-Fi fingerprinting is laborious and
time-consuming, and radio maps are vulnerable to envi-
ronmental changes. In [14], the authors proposed a multi-
dimensional particle filter (MPF) algorithm to estimate the
direction of an indoor object. ,e scheme in [15] is based on
Bluetooth technology and uses a machine learning approach
to automate the fingerprinting technique. ,e RSSI varia-
tions are smoothened using the filtering algorithm to achieve
high accuracy. In [16], the authors presented a learning
regression-based filter tracking system using RSSI matrices.
It concludes that the particle filter is efficient for the loud and
complex indoor environment but expensive than the
KALMAN filter.

In [6], the authors compare various machine learning
algorithms such as KNN, SVM, NB, BN, DT, and SMO and
ensemble algorithms such as Bagging and AdaBoost using
fingerprinting technique. ,e simulation results show that
KNN is the best of all. Similarly, Sabanci et al. [7] also
compare different machine learning algorithms such as
ANN, KNN, ELM, SVM, NB, and DT based on Wi-Fi
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fingerprinting. According to the simulation results, the KNN
shows the best performance. In [17], the KALMAN filter is
used to smooth RSSI values coming from Bluetooth beacon
and compare KNN, SVM, and random forest. In [18], it is
stated that fingerprinting map changes with change in the
environment which leads to high positioning estimation
error. For this purpose, KNN, SVM, and DT techniques are
used.

Other researchers have also used machine learning al-
gorithms such as KNN and WNN [19], ELM [20], SVM [7],
and SVM and DT [21] for position estimation in an indoor
environment. According to the literature two machine
learning algorithms, both K-NN and SVM show better
performance against the other learning model. Compared to
SVM, KNN slightly shows good accuracy results in the
literature cited.

2.1. Proposed Methodology. In the following sections, the
components of the proposed model (CS-SVM), i.e., support
vector machine (SVM) and cuckoo Search along with the
proposed CS-based SVM, are discussed.

2.2. Cuckoo Search Algorithm. ,e cuckoo search algorithm
[9] was developed inspired by the breeding process of
cuckoo birds. Recently, gaining more attention and be-
coming very popular over other optimization algorithms
such as particle swarm, bat, and hill climbing, these algo-
rithms are also nature-inspired, but they have the limitation
of converging to the local or current best solution. So, they
are lack in their performance for a nonlinear and multidi-
mensional optimization problem. On the contrary, cuckoo
search adopts a different strategy to best fit for the multi-
dimensional and nonlinear problem. It uses Levy’s flight
process, where the selection of local best through searching
capability gives the high chance of global optimal solution.
,e cuckoo search working process is discussed in the
following steps.

At a time, a cuckoo lays only one egg, and the eggs are
placed in a nest, which is selected randomly. In a nest, the
different eggs represent different solutions, while the new
solution is represented by the cuckoo egg.

,e nests having high-quality eggs are the best nests,
which will be passed to the next generation. ,e best so-
lutions are represented by these best nests.

,ere is a fixed number of host nests that are available.
P ϵ (0, 1) is the probability which represents that the egg laid
by a cuckoo is revealed by the host bird. Accordingly, Levy
flight mechanism equation (1) is used to estimate the
updated nest position of the cuckoo:

X
t+1
i � X

(t)
i + z⊕ L(λ), i � 1, 2, . . . , n. (1)

In equation (1), X
(t)
i represents the position of the nest,

Xt+1
i is the new nest position, z is the control value, and ⊕

represents point to point multiplication of the L(λ) Levy
flights’ process. After updating, the position random value is
generated, where r ε (0, 1).

If r>P, new position Xt+1
i changes randomly or it re-

mains in the same position, and the better nest with the new
position Xt+1

i is kept for the next generation.

2.3. Support Vector Machine. Support vector machine
(SVM) can be used for classification as well as a regression
problem. It works on the principle of structural risk mini-
mization (SRM). It balances the linear separable space data
into nonlinear separable feature space. Equation (2) gives the
linearly separable sample set for the binary classification
problem:

xi , yi( , i � 1, 2, . . . , n, x ∈ R
d
. (2)

In case xi belongs to the first class, then it is denoted by
yi � 1, while in case xi is belongs to the second class, then it
is denoted by yi � −1.

Here, the division line called hyperplane classifies two
classes without error, a margin line which specifies class
boundary and the distance between the margin lines of two
opposite classes called class interval or marginal distance and
the data point of either class. ,e line which is nearest to the
hyperplane is known as the support vector. In the high-
dimensional space, the marginal distance makes the hy-
perplane more optimal which results in the optimal division
line into the optimal division plane. Radial basis function
(RBF), sigmoid kernel, polynomial kernel, and linear kernel
are the commonly used kernels. Considering practical ap-
plications, the classification problems belong to multiclass
category problems. ,e indoor positioning problem with
multiple class dataset belongs to multiclass category prob-
lems. ,erefore, the establishment of an SVMmulticlassifier
is required. Directed acyclic graph, one-versus-all, and one-
versus-one are multiclassification methods.

2.4. Cuckoo Search-Based SVM (CS-SVM). Appropriate
parameter selection is very important as both the general-
ization and learning performance ability of SVM depend on
it. Moreover, the perdition ability of the model and its
precision has a direct relation with the appropriate pa-
rameter selection. ,erefore, the SVM parameters can be
optimized using different methods such as grid search
method, genetic algorithm, and particle swarm optimization
algorithm. Both the genetic and particle swarm optimization
algorithms face the problem of local extremes. On the
contrary, the grid search method is time-consuming as over
the hyperparameter space an exhaustive search is required.
Recently, the cuckoo search (CS) algorithm is proposed
which is a metaheuristic algorithm. It has a strong ability to
global search, requires fewer parameters, and has a good
search path. To solve those problems, having multiobjective
is a powerful tool. ,e flow of the proposed is shown in
Figure 1.

,e performance of the SVM classifier is dependent
mainly on the kernel parameter σ and the penalty factor
C. ,e following steps are used to optimize the SVM pa-
rameters, which are also shown in Figure 2:

(1) Training dataset is selected to train the SVM.
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(2) ,e CS parameters such as probability “P,” no. of
nests “n,” the number of iteration, and SVM pa-
rameter ranges are initialized.

(3) Using solution space the initial population of ‘n’ host
nests is generated randomly using

Pt−1 � x
(0)
1 , x

(0)
2 , . . . , x

(0)
n 

T
. (3)

After that, the eggs are placed there and the group of
parameters (C, σ) represents the nest position.

(4) ,e qualities of the group of parameters (C, σ) which
represents the nest positions (fitness functions) are
evaluated to determine the current best nest x

(0)
b

(fitness value) and carry over it to the next
generation.

(5) Equation (1) is used to update the positions of all
other nests, and the qualities of the nest positions are
evaluated belonging to the new group.

(6) ,e nest positions of this new group are compared
with the last group using

Initialize CS parameters

Start

Compare fitness value with previous
generation and record best one

Randomly generate nest
positions

Evaluate the fitness function
and record the best fitness value Update the nest positions

Keep or update the nest
positions if r > p

Evaluate new best fitness value

Find the best nests position
in new generation

Stopping
criteria

met?

Find the best position in
new generation

Stop

No Yes

Figure 2: Flow diagram of the cuckoo search-based SVM (CS-SVM) model.

Training dataset Testing dataset

Initialize CS parameters

Optimize SVM parameters

Establish SVM classifier

Predict classification results

Figure 1: Architecture of the proposed model.
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pt−1 � x
(t−1)
1 , x

(t−1)
2 , . . . , x

(t−1)
n 

T
. (4)

Once the comparison is done, the group having the
worse nest positions are replaced with the group having
the better nest positions to get a group of better nest
positions (fitness value) using

Kt � x
(t−1)
1 , x

(t−1)
2 , . . . , x

(t−1)
n 

T
. (5)

(7) In case r (random number) is greater than″P,″ keep
the nest positions having low probability in kt using
equation (5), update the nest positions having a high
probability, and evaluate the qualities of the nest
positions belonging to the new group. ,e nest
positions belonging to this group are compared with
those in kt. Once the comparison is done, the group
having the worse nest positions is replaced with the
group having the better nest positions to get a group
of better nest positions (fitness value) using

pt � x
(t)
1 , x

(t)
2 , . . . , x

(t)
n 

T
. (6)

(8) Determine the best nest position (fitness value) x
(t)
b

in pt using equation (6).
(9) Check whether the number of iterations has

reached the threshold level of a number of iterations
or the level of a certain precision has been achieved.
In case none of the aforementioned conditions is
true, go back to step (4) and continue. In case any
one of the aforementioned conditions is true, stop
searching, and x

(t)
b is the best nest position.

(10) SVM parameters (C, σ) correspond to the best nest
position x

(t)
b .

3. Results and Discussion

Inspired by the many state-of-the-art optimization-based
machine learning models, we used a state-of-the-art dataset
of the well-known UCI repository which is the same as in
[10]. ,e dataset is preprocessed by min-max normalization
to increase accuracy and reduce computational speed. It was
divided into 70% training and 30% testing. ,e proposed
model is simulated using MATLAB R 2018 b on Window 8
OS with 4GB RAM.

Different training and testing experiments were per-
formed on three models, i.e., support vector machine
(SVM), K-nearest neighbor (KNN), and cuckoo search-
based support vector machine (CS-SVM). ,ese models
were evaluated in terms of precision, recall, and sccuracy.

In the classification process with KNN, high accuracy
values are achieved by optimizing the parameters. In ma-
chine learning (ML), the parameters that need to set the
algorithm to start are known as hyperparameters. k and

distance type to be calculated are hyperparameters in the
case of KNN. As a result of the hHyperparameter optimi-
zation, the best k value is calculated as 1. ,e distance type
that gives the best correctness is determined as Euclidean.
Before training the KNN classifier, we divide the dataset into
70% training and 30% testing using holdout cross-valida-
tion. Test the trained KNN model over 600 observations,
which are 30% of all total observations. Testing observation
is distributed among the four classes. Each class is having
150 observations. ,e class-wise and average output pre-
diction of the model in terms of precision, recall, and ac-
curacy is shown in Table 1. ,e average precision, recall, and
accuracy values are slightly different which are 0.987,
0.98675, and 0.98675, respectively. ,is result of the model
showed slightly better performance than SVM.

Using an SVM classifier, first of all, the entire multiclass
problem is converted into the binary class problems. ,e
binary class problems are solved with binary classifiers, and
the solution can be merged to get the solution of the
multiclass problem. One-versus-one (OVO)method of SVM
is used in such cases. In the OVO method, all possible
combinations of the multiple class problems are divided into
binary class problems. After that, the classifier is trained for
each binary class problem. ,en, the outputs of these binary
class classifiers are merged to estimate the output multiple
class problems. ,e SVM classification using the OVO
method results in the error matrix. Likely, the SVM model
tested was over 600 observations, which are 30% of all total
observations. Testing observation is distributed among the
four classes. Each class is having 150 observations. ,e class-
wise and average output prediction of the model in terms of
precision, recall, and accuracy is shown in Table 2. ,e
average precision, recall, and accuracy values are slightly
different from each other which are 0.98375, 0.98325, and
0.983, respectively. ,is result of the model is slightly behind
the results of KNN.

From Tables 1 and 2, it is clear that SVM is slightly
behind in their results against K-NN in this research ex-
periment. ,erefore, the CS-SVM trained model is tested
over 600 samples of the dataset which is the same as the
simple SVM and KNN. In this testing process, cuckoo search
optimizes the parameter of SVM over the 6th iteration; the
last iteration results are the final results of the CS-SVM
model which are better than those of simple KNN and SVM,
and now, SVM takes over the KNN results. ,e intended
precision, recall, and accuracy results of the final iteration
are 0.9900, 0.9980, and 0.9967, respectively, as shown in
Table 3.

,e performance of the proposed CS-SVM model in
terms of precision, recall, and accuracy as compared to KNN
and SVM is given in Table 4 and Figure 3. From Table 4 and
Figure 3, it is clear that the proposed model CS-SVM sur-
passes the benchmark models.

According to the literature study and our imple-
mentation result, KNN gives a slightly better result than
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SVM. Now, by optimizing SVM through a nature-inspired
evolutionary cuckoo search algorithm, the SVM improves
results over KNN.

4. Conclusions

In this research work, we propose the cuckoo search-based
support vector machine (CS-SVM) model for position es-
timation in an indoor complex environment. SVM is based
on the structure risk minimization principle with good
generalization ability and can better solve problems with few
samples, nonlinear data, avoid local minima, and so on.
Cuckoo is one of the most recent algorithms inspired by
breeding phenomena of the cuckoo bird, which are used to
solve the nonlinear optimization problem. Other optimi-
zation algorithms have limitations in terms of convergence
to the current or local best solution. A state-of-the-art
dataset of the well-known UCI repository is used to evaluate
the performance of the proposed CS-SVM model. ,e
dataset is composed of the RSSI values of seven Wi-Fi access
points collected from four different rooms. ,e variation in
RSSI values of Wi-Fi access point dramatically decreases
classification accuracy and effect value of other performance
parameters. Furthermore, the formation of fingerprinting
RSSI radio map is expensive in terms of labor and time. ,e
proposed model is evaluated in terms of accuracy, precision,
and recall with KNN and SVM using MATLAB. ,e pro-
posed CS-SVMmodel achieves high accuracy of up to 99.7%
as compared to KNN (98.7%) and SVM (98.3%).

Data Availability

,e dataset is available at IndoorIndus-
trialLocalisationDataset (https://github.com/vauchey/
IndoorInsdustrialLocalisationDataset/).
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)e rise of large-scale wireless sensor networks (LSWSNs), containing thousands of sensor nodes (SNs) that spread over large
geographic areas, necessitates new Quality of Service (QoS) efficient data collection techniques. Data collection and transmission
in LSWSNs are considered the most challenging issues. )is study presents a new hybrid protocol called MDC-K that is a
combination of the K-means machine learning clustering algorithm and mobile data collector (MDC) to improve the QoS criteria
of clustering protocols for LSWSNs. It is based on a new routing model using the clustering approach for LSWSNs. )ese
protocols have the capability to adopt methods that are appropriate for clustering and routing with the best value of QoS criteria.
Specifically, the proposed protocol called MDC-K uses machine learning K-means clustering algorithm to reduce energy
consumption in cluster head (CH) election phase and to improve the election of CH. In addition, a mobile data collector (MDC) is
used as an intermediate between the CH and the base station (BS) to further enhance the QoS criteria of WSN, to minimize time
delays during data collection, and to improve the transmission phase of clustering protocol. )e obtained simulation results
demonstrate that MDC-K improves the energy consumption and QoS metrics compared to LEACH, LEACH-K, MDCmaximum
residual energy leach, and TEEN protocols.

1. Introduction

Over the past few years, wireless technology has continued to
grow through technological developments in various fields
related to the microelectronics field. Simultaneously to
WSN, new fields have emerged and challenges have been
taken up to meet the needs of people and the demands of
various application areas such as the environment, industry,
and culture. )ese new applications have motivated re-
searchers to sought solutions to achieve application re-
quirements. Indeed, in spite of the outstanding
achievements in this area, many problems still remain to be

solved. For instance, some new protocols for the WSN have
been proposed in order to handle media access control,
routing protocols, data aggregation, and so on. Many re-
search efforts have been carried out on sensor network
energy consumption minimization, but only a few have
focused on improving clustering protocol based on Quality
of Service (QoS) criteria. As a result, clustering protocols
have become the key target for sensor optimization studies.

)e adoption of machine learning, such as the K-means
algorithm, with the LEACH protocol [1] during cluster head
(CH) election yields significant gains in network lifetime,
throughput, CH number, latency, and power consumption
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[1]. Nevertheless, multihop routing adopted by LEACH-K
[1] can influence energy consumption, throughput, reli-
ability, and latency time. )erefore, it is very important to
address the problem of poor stability and latency that save
energy and all QoS essentially in terms of throughput. On
the other hand, mobile data collector (MDC) is used as an
intermediate between the CH and the Base Station (BS) to
further improve the QoS criteria of WSN, to minimize time
delays during data collection, and to extend the lifespan of
the network in WSN. )erefore, this study proposed a new
protocol, which is a combination of the LEACH-K approach
and MDC, to improve the QoS of clustering protocols.
Specifically, the purpose of the proposed protocol is to
prolong the lifetime of the network and enhance its QoS
criteria. As a result, an enhancement of the clustering
protocol is proposed, which relies on network division in
clusters before the election of the CH according to the
machine learning K-means algorithm. An efficient mobile
data collection system is advocated as well based on data
aggregation that operates as clusters on the basis of theWSN
that efficiently uses mobile nodes for data collection. Spe-
cifically, the contribution of this document is as follows:

(i) We have proposed a new routing protocol called
MDC-K. )e proposed algorithm first applies the
machine learning K-means algorithm to split the
network into K clusters. After that, it determines the
CH of each cluster which will be the closest node to
the centroid of each K-means cluster. Assign each
CH to the sensor node (SN) having the minimum
distance to the CH. )e CH can broadcast data to
MDC when MDC visits the nearest CH. MDC
completes its collection and finally delivers the data
to the BS. )e MDC uses the location of each CH to
calculate the distance between it and all the CHs and
moves to the CH having the minimum distance.

(ii) We compared the proposed protocol with existing
solutions and proved its performance.

)e remainder of the paper is arranged as follows.
Following a brief introduction to the study proposed in
Section 1, some related works are outlined in Section 2. Next,
in Section 3, the proposed approach is explained. Section 4
gives several simulation scenarios with simulation param-
eters and evaluates the performance of the proposed ap-
proach. Section 5 summarizes the main contribution of this
work and gives the perspectives.

2. Literature Study

Several studies have been conducted to develop MDC in
clustering protocols [2–15] where they have focused on the
maximization of WSN’s lifespan, while other studies have
been conducted in order to assess the impact of the K-means
algorithm on the clustering performances in WSNs
[1, 16–20]. Particularly, some studies have integrated MDC
into clustering protocol, whereas others have applied the
machine learning K-means algorithm in the clustering
protocol. )e objective of this section is to review and
summarize the recent studies on both K-means and MDC

approaches in routing protocols. Some studies used MDC in
clustering protocol; others used MDC in Large-Scale
Wireless Sensor Networks (LSWSNs), whereas the rest of the
studies used MDC in WSN in general. Table 1 summarizes
some literature works.

Besides, many studies used the machine learning
K-means clustering algorithm in WSN. In particular, the
majority used the K-means algorithm in clustering protocol.
)e K-means approach can make the cluster of nodes close
to the centroid, which decreases the energy consumption
and increases the throughput. Furthermore, the integration
of MDC into the routing protocol can reduce the data
collection times and extends network life in WSNs. More-
over, clustering protocols contain two phases, namely, the
CH election phase and the data transmission phase. As
previously discussed, some studies have integrated the MDC
in clustering protocol, whereas others have applied the
machine learning K-means algorithm in clustering protocol.
To the best of our knowledge, this work presents the first
attempt to combine both MDC and K-means algorithm to
reduce the energy consumption in clustering protocol.

3. The MC-K Proposed Protocol

To the best of our knowledge, no study has used the
combination of K-means and MDC in clustering protocol,
which is the aim of this study. Specifically, the K-means
algorithm was integrated into the election step and MDC in
the transmission step of the clustering protocol in order to
improve the QoS metrics.

During data collection, the MDC follows a greedy ap-
proach, each time selects the nearest CH, and moves to it to
collect its data. Afterward, the MDC sends all collected data
to the BS. Our proposed protocol contains two phases, the
initialization phase and the transmission phase.

3.1. Initialization Phase. )is phase starts with the appli-
cation of the K-means algorithm [21, 22] to the WSN. )en,
the SNs are divided into K groups.

)e output of the K-means algorithm is k centroids. )e
BS selects the SN with the minimum distance to these
centroids to be the CH. After CH assignment, an adver-
tisement message containing the CH identifier is broadcast.
Once receiving this message, SNs send a request message
containing their coordinates to the CH to join the cluster.
Each CH chooses its member nodes that are closest to it.
Specifically, the CHs select the nodes belonging to their
K-means cluster. )en, the BS knows the coordinates of the
CHs. Suppose that the SNs denoted by ni are divided into k
clusters {C1, C2, C3, C4, C. . .. . .., CK}. Assume ck to be the
centroid of the cluster CK. )erefore,

C1∪C2∪ . . . ∪CK � 
N

i�1
n, (1)

where N is the total number of nodes in the network.
)e goal of K-means is to reduce the overall Euclidean

distance between the CH and all the members of the cluster.
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Table 1: Comparative study of the literature.

Study Approach Advantages Challenges

[2]

)e authors proposed distance energy
evaluated (DEE) approach:
(i) Introducing the stratified network
topology arrangement that provides
resiliency in multihop communication
data to the base station

)e simulation shows that protocol
behavior is significantly enhanced for
reliability, lifetime, and energy savings

(i) In this approach, the authors did not
focus on the QoS improvement

[3]

)e author approved the steering
convention based mainly on the
multichannel plan MDC at the lower
station:
(i) )is allocates channel to MDCs instead
of the single channel

(i) )is protocol demonstrates meaningful
changes from LEACH and a single
application-specific network protocol for
WSNs. (ii) )e conventions for using
sensor hub vitality and improving system
lifetime and efficient information assembly
due to less use of vitality in the middle of
information transmission

(i) Despite the good finding of this
study, it did not improve QoS
performance

[4]

MEACBM protocol addresses
heterogeneous clustering taking into
account 3 SNs levels of multihop for
intercluster communication and
connectivity of SNs throughout the
network area

Simulation results indicate the
performance of MEACBM protocols
compared to other contemporaneous
routing protocols based on clusters
regarding network lifetime, stability,
throughput, channels, and dead nodes

(i) MEACBM protocol improves QoS
performance

[5]

)e proposed approach used MDC
minimum distance leach which is based on
the multihop communication between BS,
SNs, and MDC

)e MDC minimum distance leach
approach outperforms the hybrid
multihop LEACH approach regarding
energy consumption and greatly improves
lifetime

(i) Despite the good finding of this
study, it did not improve QoS
performance

[6]

)e authors proposed
analytic methods to compute node power
consumption and identify the optimum
node clusters to be used multihop and
single-hop models

)is approach can model large-scale
networks (10,000 nodes and more) and test
various network scenarios in little time.
(i) For multihop, it demonstrated that the
increase of clusters does not always reduce
the energy consumption of the nodes
owing to the DREQ problem flooding.
(ii) For single hop, sensor nodes would
have to spend a significant quantity of
energy to send to the mobile access point
when the number of clusters is lower in
LSWSNs

(i) In this approach, the authors did not
focus on the QoS improvement

[7]

)e authors used the multilevel MDC
method to assess the lifespan of the
network in an open and dense agricultural
area. Specifically, this study provided an
effective method for extending the lifespan
based on automaton learning at WSN.

(i) Experimental results showed a
significant improvement in network
lifetime extension compared to previous
methodologies

(i))is approach did not ameliorate the
QoS

[8]

)e authors proposed MDC maximum
residual energy protocol:
(i) )e authors presented a comparative
study between MDC maximum residual
energy routing protocol and LEACH
multihop hybrid routing protocol

(i) Simulation results showed significantly
better performance of the proposed
maximum residual energy MDC protocol
than the LEACH multihop hybrid routing
protocol regarding the lifetime of the
network

(i))e simulation parameters were very
limited as in [14]. Except in [14], the
MDC moves toward the nodes with the
minimum distance appearing at the
MDC, while in [8], MDCmoves toward
the nodes with maximum energy.

[9]

In the proposed approach:
(i) )e network is divided into equal
clusters.
(ii) In particular, [9] has integrated the
fine-tuning of the node transmission range
and the adjustment of the MDC speed

(i) Simulation findings showed significant
reductions in the energy consumption of
the CH

(i) In this approach, the authors did not
focus on the QoS improvement.
(ii) )is approach did not ameliorate
the QoS

[10]

In the proposed approach [10], the MDC
begins its data collection journey from the
data sink by getting a signal of the CH
beacon, then collects the data directly at
the CH, and conducts the data to the BS

(i) With this method, the lifetime of the
sensors can be extended because the
method is reactive

(i) In [10], the authors however did not
make any simulation to validate the
proposed approach
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Table 1: Continued.

Study Approach Advantages Challenges

[11]

In [11], MDC can interrogate one by one
the sensors located nearby upon receipt of
the acknowledgment; a sensor loads the
data directly into the MDC and does not
transmit the data back to another SN

(i) )is approach has the potential to
significantly extend the network lifetime
relative to the schematic with a static data
collector and greatly reduce the length of
displacement relative to the coverage line
protocol

(i))is approach did not ameliorate the
QoS

[12, 13]

)e authors focused on the design of an
LWSN-based MDC, in which the mobile
node tours each SN within the network,
collects the data from the SNs, and
transports the collected data to the BS
[12, 13]

(i) For the multihop approach, researchers
in [12] decrease the network distance while
utilizing several well nodes. )us, the
problem of hot spots is prevented and the
number of hops can also be reduced,
resulting in a reduction of energy
consumption

(i))is approach did not ameliorate the
QoS

[14]

(i) )e authors proposed,
analyzed, and validated the MDC using
the LEACH protocol in an environmental
application

(i) )is protocol shows considerable
progress in the energy consumption of the
sensor nodes. (ii) )is protocol improves
the life of the network

)e simulation parameters were very
limited
(i) )e maximal number of the used
SNs was only 40 and the simulation area
was equal to 1 Km2

[15]

To avoid the premature death of sensors
and avoid the problem of hot spots, a
dynamic clustering approach is proposed
in [15]. Furthermore, the technique of ant
colony optimization (ACO) is used for the
efficient selection of the mobile sinks path.

(i) )e results of the simulation
demonstrate that the CH election strategy
based on the COA-based MDC greatly
improves the WSN’s lifespan.
(ii) ACO was compared to current GA,
PSO, and LEACH

(i))is approach did not ameliorate the
QoS

[16] (i) )e author applied the K-means
approach in WS

(i) )e number of clusters is increasing.
(ii) WSN’s energy consumption is reduced

(i) )e limitation to this approach is
that a minimum number of parameters
are used. For example, during the
simulation phase, the authors focused
only on 2 clusters with 10 nodes.
(ii) )is approach did not ameliorate
the QoS.

[1]

In [1], the K-means algorithm was applied
in LEACH protocol prior to the election of
CH to reduce energy consumption and
enhance the Quality of Service criteria

(i) )e results showed that the proposed
protocol decreased power consumption
and latency and improved network
stability, lifetime, and throughput.
(ii) )e mechanisms of aggregation and
LEACH-K deteriorate the QoS leading to
reduced stability and latency

(i))is approach did not ameliorate the
QoS
(ii) )is approach did not apply the
MDC
(iii) )is approach had not been tested
in LSWSNs

[17]

)e authors analyzed the routing protocol
and started from the point of view of
cluster routing in order to investigate the
classical ACH protocol and evaluate its
advantages and drawbacks

Based on this analysis, an aggregation
process based on the K-means algorithm is
provided and a verification function is
appended to the K-means algorithm for
dynamically adjusting the system to obtain
stable system operation and transmitting
information while minimizing the system’s
energy consumption

(i))is approach did not ameliorate the
QoS
(ii) )is approach did not apply the
MDC
(iii) )is approach had not been tested
in LSWSNs

[18]

)e authors analyzed the performance of
KM and FCM and investigated which of
them is best suited to build balanced
clusters, allowing researchers to choose the
right algorithm to improve network
lifetime

Simulation results show that FCM is more
superior to KM by producing balanced
clusters with the random distribution
manner for SN

(i))is approach did not ameliorate the
QoS
(ii) )is approach did not apply the
MDC
(iii) )is approach had not been tested
in LSWSNs

[19, 20]

)e authors of [19, 20] proposed two
hybrid clustering algorithms, K-means
particle swarm optimization (KPSO) and
K-means genetic algorithms (KGAs),
which show improvements compared to
traditional LEACH in energy saving

)e results showed that the proposed
protocol reduced energy consumption

(i))is approach did not ameliorate the
QoS
(ii) )is approach did not apply the
MDC
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It reduces the sum of the distances between SNs and the
cluster centroid as shown in Figure 1.

)e BS decides the nodes to be CH, based on two
conditions: the closer node from the centroid and the total
number of CHs should not be greater than the probability
value.

P(t) �
K

N − K
. (2)

So, if the energy of the nodes differs, the probability Pi (t)
relates to the remaining energy at each node.)is probability
will therefore be equal to

Pi(t) �
Ei(t)

Etotal(t)
K, (3)

where Ei(t) is the residual energy relating to each node ni.
)is probability favorises the nodes with more energy re-
source to become CHs. Etotal(t) is the total energy available
in the network.

3.2. Data Transmission Phase. )e MDC moves toward the
nearest CH and collects its data. MDC maintains a set of
already visited CHs and then goes to the nearest CH from the
remaining CHs until it collects all data from all CHs. Af-
terward, it sends all the data to the BS. Afterward, it sends all
the data to the BS. Figure 2 explains the flowchart of data
transmission from CH to MDC.

4. Simulation Results and Analysis

In order to evaluate the performance of the proposed ap-
proach, it is compared with various existing protocols based
on QoS criteria such as throughput and energy consumption
in the WSN. )e simulation of the proposed approach is
done usingMATLAB and various parameters and factors are
taken into consideration while performing the simulation to
enhance the network performance. In order to obtain these
results, the value of K was set to 10 (10 is the optimal value of
k for the best QoS criteria values according to [1]). Table 2
describes the simulation parameters common to all
scenarios.

In these simulation scenarios, we compared the MDC-K
protocol with LEACH, LEACH-K, TEEN, and MDC max-
imum residual energy protocol based on residual energy,
throughput, and latency time of network in 10000 rounds.
One hundred nodes have been chosen to test the perfor-
mance of the MDC-K protocol. Figure 2 compares the re-
sidual energy of MDC-K against LEACH, LEACH-K, TEEN,
and MDC maximum residual energy.

As indicated in the above figures, the proposed solution
improves the network lifetime with higher performances. It
improves the SN residual energy as well and numerical results
show that the proposedmethod is able to decrease the SN energy
consumption,whichwill result inmore network lifetime. Figure 3
presents the residual energy and the throughput variations (when
K� 10) of the proposed approach compared to LEACH,
LEACH-K, TEEN, and MDC maximum residual energy leach.
)e graphs illustrated in Figure 3 depict that, by the integration of

an unsupervised algorithm which is the K-means before the CH
election and MDC in data transmission phase, total residual
energy and throughput increase. )e sensor network can be
coated with an acceptable amount of energy (more than 0,027mj)
in comparison to 0 of LEACH, 0 of TEEN, 0 of LEACH-K, and 0
of MDC maximum residual energy leach during 10000 rounds.
Specifically, the MDC moves to its nearest CH to reduce energy
consumption and consequently increases the residual energy.

As indicated in the above figures, the proposed solution
improves the network lifetime with higher performances as
the throughput is increased. Figure 4 presents the throughput
variations (when K� 10) of the proposed approach compared

Calculate distance to centroid for each node

Assign nodes to clusters based on distance

Set cluster heads

Announce cluster head identifier

Wait for joint-request message

Create TDMA schedule and send it
to cluster membres

Compute centroids

Fix the number of clusters K

Start 

Figure 1: Initialization phase of the MDC-K.

Start

Visited MDC = CH ID

Beacon message received from BS to MDC

Distance= cal distance from CH to MDC

A = CH. Min distance

Set CH distance = A
MDC ID = CH ID

MDC request the data

CH send data to MDC

Figure 2: Data transmission from CH to MDC.
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to LEACH, LEACH-K, TEEN, and MDC maximum residual
energy leach. )e graphs illustrated in Figure 4 depict that, by
the integration of an unsupervised algorithm which is the
K-means before the CH election and MDC in data trans-
mission phase, throughput increases.

Specifically, SNs can be coated with an acceptable
amount of energy (more than 0,027J in comparison with 0
for LEACH, 0 for TEEN, 0 for LEACH-K, and 0 for MDC
maximum residual energy leach during 10000 rounds) and
can provide a considerable throughput (more than 37865
packets in comparison to 12009 for LEACH, 12001 for
TEEN, 23300 for LEACH-K, and 17864 for MDCmaximum
residual energy leach during 10000 rounds). )e simulation
results are summarized in Table 3.

As shown in Table 3, the use of K-Means improved the
election of the CH, whereas the use of MDC improved the
routing. )e effectiveness of the MDC-K protocol in
LSWSNs was also tested. Specifically, we have evaluated the
QoS criteria values in different area sizes. )e latency time
also falls down from 194,865 (ms) in LEACH, 153,74 (ms) in
TEEN, 96,1602 (ms) in LEACH-K, and 51,551 in MDC
maximum residual energy leach to 47,33 (ms) in MDC-K.
Figure 5 presents a comparison between MDC-K, LEACH-

K, TEEN, MDC maximum residual energy leach, and
LEACH protocol in terms of stability, latency time, residual
energy, and throughput in different area sizes.

Figure 5 showed that when the area size increases, the
residual energy, throughput, and stability decreased slightly
which means that the benefits of our protocol remain almost
stable with a large area. For instance, the latency time also
increases from 47,33 (ms) in area size (100, 100) to 50,505
(m) in area size (1000, 1000). )e throughput decreases
down from 37865 (packet) in area size (100, 100) to 37601
(packet) in area size (1000, 1000). According to its results, we
conclude that our MDC-K is the best solution for LSWSNs.
)e stability decreases down from 2567 (rounds) in area size
(100, 100) to 2407 (rounds) in area size (1000, 1000).

We have also tested the effect of the speed of MDC on
QoS criteria. Figure 6 summarizes the simulation results of
MDC-K with K-means by varying the speed of MDC.

We have also tested the effect of the speed of MDC on
QoS criteria. Figure 6 summarizes the simulation results of
MDC-K with K-means by varying the speed of MDC.

As shown in Figure 6, when the speed of MDC increases,
the residual energy, throughput, and stability increases.)is can

Table 2: Simulation parameters.

Settings Values
Initial energy Eelec� 0.5 J/node
Electronic dissipation energy (sending; receiving) Eelec� 50 nJ/bit
Data aggregation energy EDA� 5 nJ/bit/m2

Transmit amplifier if dtoBS≤ d0 Efs� 10pJ/bit/m2

Transmit amplifier if dtoBS≥ d0 Emp� 0.0013pJ/bit/m4

Number of nodes 100nodes
LEACH routing percentage 0.05 (percentage of cluster head 5%)
Simulation area (100 ∗100)m
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Table 3: Comparison of the network lifetime (residual energy), the stability, throughput, latency time, and number of CHs between the
LEACH, TENN, LEACH-K, and MDC-K of 10000 rounds.

LEACH TEEN LEACH-K MDC maximum residual energy leach MDC-K
)roughput (packet) 12009 12001 30017 23300 37865
Residuals energy (mJ) 0 0 0 0 ≥0,027
Latency time (ms) 194,86 153,74 96,160 51,551 47,33
Stability (rounds) 799 1078 1399 1913 2567

Area (100,
100)

Area (200,
200)

Area (300,
300)

Area (400,
400)

Area (600,
600)

Area (800,
800)

Area (1000
,1000)

MDC-K 47.33 48.402 49.001 49.903 50.292 50.345 50.505
MDC maximum residual energy leach 51.551 53.256 53.899 54.176 45.768 55.584 56.889
LEACH-K 96.1602 96.208 96.339 96.497 96.588 96.995 97.897
TEEN 153.74 154.109 154.63 154.989 155.306 155.587 155.899
LEACH 194.865 195.225 196.889 197.499 197.993 198.397 199.189

0

50

100

150

200

250
Latency time (ms)

 MDC-K

MDC maximum residual energy leach

LEACH-K

TEEN

LEACH

(a)

0

0.005

0.01

0.015

0.02

0.025

0.03

Area (100,
100)

Area (200,
200)

Area (300,
300)

Area (400,
400)

Area (600,
600)

Area (800,
800)

Area (1000,
1000)

MDC-K 0.027 0.012675 0.010039 0.00866 0.00456 0.00145 0.000725
TEEN 0 0 0 0 0 0 0
LEACH-K 0 0 0 0 0 0 0
MDC maximum residual energy leach 0 0 0 0 0 0 0
LEACH 0 0 0 0 0 0 0

Residual energy (mJ)

MDC-K

TEEN

LEACH-K

MDC maximum residual energy leach

LEACH

(b)
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show the importance of MDC in routing protocols. In order to
evaluate the effect of the density of nodes on the improvement
of theQoS.Wehave simulatedMDC-Kwith a different number
of nodes. Figure 7 presents the results of the simulation.

Results showed that the variation of density of nodes
keeps the same benefit and improvement with residual
energy, stability, throughput, and latency time. As shown in
Figure 7, when the number of nodes increases, the latency

slightly increases, but it is still less than the latency of
LEACH and LEACH-K protocols.

5. Discussion

To evaluate the efficiency of the proposed protocol in en-
hancing QoS of clustering protocol, Table 4 compares this
protocol with similar protocols reported in the literature.

Area (100,
100)

Area (200,
200)

Area (300,
300)

Area (400,
400)

Area (600,
600)

Area (800,
800)

Area (1000
,1000)

MDC-LEACH-K 37865 37797 37750 37676 37632 37617 37601
LEACH-K 30017 29998 29964 29924 29901 29878 29838
MDC maximum residual energy leach 23300 23150 23009 22856 22603 22514 22327
LEACH 12009 11827 11711 11539 11344 11319 11131
TEEN 12001 11904 11792 11588 11322 11101 10933

0
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35000

40000
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00)
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MDC-K 2567 2541 2511 2503 2476 2434 2407
1913 1871 1845 1817 1769 1732 1711

MDC-K

MDC maximum residual energy leach

MDC maximum residual energy leach

LEACH-K

LEACH-K 1399 1341 1309 1272 1251 1221 1201
1078 904 792 758 732 650 593
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Figure 5: Comparison between MDC-K, LEACH-K, TEEN, MDC maximum residual energy leach, and LEACH protocol in terms of
stability, latency time, residual energy, and throughput in different area sizes.
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As shown in Table 4, several protocols were proposed for
enhancing the LEACH protocol. For instance, the LEACH-K
protocol is proposed for improving all the metrics of QoS.
MDC-K approach also improved residual energy, latency,
stability, and throughput. However, LEACH-K was not
useful for LSWSNs. )e MDC-K protocol is better than

MDCminimum distance LEACH, MDCmaximum residual
energy leach, and DV-MDC because it improves all the QoS
criteria. For example, MDC-K has 37865 (packet)
throughput value more than 23300 (packet) in MDC
maximum residual energy leach, 23422 (packet) in MDC
maximum residual energy leach, and 714 (packet) in DV-
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Figure 6: Comparison of the network lifetime (residual energy), the stability, the throughput, latency time of MDC-K with various MDC
velocities during 10000 rounds.
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Table 4: Comparison of the network lifetime, stability, throughput, and latency time betweenMDC-K and similar protocols reported in the
literature.

Type of
network

Energy
efficiency Stability CH

election )roughput Network
lifetime Latency time

LEACH-K
[1]

Homogeneous
WSN

Higher than
LEACH and

TEEN

More stable than
TEEN and
LEACH

Based on
initial and
residual
energy

More than
TEEN, LEACH,
MDC minimum
distance leach,
and MDC
maximum

residual energy
leach

Higher than
TEEN and
LEACH

Lesser than
LEACH and

TEEN

MDC-K
(this paper)

Homogeneous
WSN

Higher than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
MDC maximum
residual energy
leach, energy-
efficient cluster
head LEACH,
DV-MDC, and
MEACBM

More stable than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
and MDC
maximum

residual energy
leach

Based on
residual
energy

Higher than
TEEN, LEACH,
LEACH-K, MDC

minimum
distance leach,
MDC maximum
residual energy
leach, energy-
efficient cluster
head LEACH,
MEACBM, and

DV-MDC

Higher than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
MDC maximum
residual energy
leach, energy-
efficient cluster
head LEACH,
and DV-MDC

Lesser than
TEEN, LEACH,
LEACH-K, MDC

minimum
distance leach,
MDC maximum
residual energy
leach, MEACBM,

and energy-
efficient cluster
head LEACH

MDC
minimum
distance
leach [5]

Homogeneous
WSN

Higher than
TEEN, LEACH,
and LEACH-K

More stable than
LEACH, TEEN,
and LEACH-K

Based on
initial and
residual
energy

More than TEEN
and LEACH

Higher than
TEEN, LEACH,
and LEACH-K

Lesser than
TEEN, LEACH,
and LEACH-K

MDC
maximum
residual
energy leach
[8]

Homogeneous
WSN

Higher than
TEEN, LEACH,
and LEACH-K

More stable than
LEACH, TEEN,
and LEACH-K

Based on
initial and
residual
energy

More than TEEN
and LEACH

Higher than
TEEN, LEACH,
and LEACH-K

Lesser than
TEEN, LEACH,
LEACH-K, and
MDC minimum
distance leach

DV-MDC
[23]

Homogeneous
WSN

Higher than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
MDC maximum
residual energy

leach, and
energy-efficient
cluster head
LEACH

More stable than
LEACH, TEEN,
MDC minimum
distance leach,
MDC maximum
residual energy

leach, and
energy-efficient
cluster head
LEACH

Based on
initial and
residual
energy

More than
TEEN, LEACH,
energy-efficient
cluster head

LEACH, MDC
minimum

distance leach,
and MDC
maximum

residual energy
leach

Higher than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
MDC maximum
residual energy

leach, and
energy-efficient
cluster head
LEACH

Lesser than
LEACH,

LEACH-K, MDC
minimum

distance leach,
MDC maximum
residual energy

leach, and
energy-efficient
cluster head
LEACH

Energy-
efficient
cluster head
LEACH [14]

Homogeneous
WSN

Higher than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
and MDC
maximum

residual energy
leach

More stable than
LEACH, TEEN,
MDC minimum
distance leach,
MDC maximum
residual energy

leach, and
energy-efficient
cluster head
LEACH

Based on
initial and
residual
energy

More than
LEACH and

TEEN

Higher than
TEEN, LEACH,

LEACH-K,
MDC minimum
distance leach,
and MDC

Lesser than
TEEN and
LEACH
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MDC.)e combination of the K-means andMDC approach
improves all the QoS criteria of the LEACH-K protocol.

6. Conclusion

In this paper, we have proposed a new hybrid protocol called
MDC-K, which is a combination of LEACH-K approach and
MDC. Specifically, this protocol uses the K-means algorithm
to reduce energy consumption in the CH election phase. In
addition, MDC is used as an intermediate between the CH
and the BS to further enhance the QoS criteria of WSN, to
minimize time delays during data collection, and to extend
the lifetime of the network inWSN.)e obtained simulation
results demonstrate that MDC-K has a considerable impact
on energy consumption and QoS metrics. Particularly, this
protocol achieves a significant improvement in terms of
energy consumption, residual energy, throughput, latency
time, and stability gains better than LEACH, TEEN,
LEACH-K, and maximum residual energy LEACH proto-
cols. Moreover, the simulation results show that MDC-K is
more suited for LSWSNs as it maintains a good performance
in energy consumption and all studied QoS criteria for the
large supervised area.
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Nowadays, an Internet of +ings (IoT) device consists of algorithms, datasets, and models. Due to good performance of deep
learning methods, many devices integrated well-trained models in them. IoT empowers users to communicate and control
physical devices to achieve vital information. However, these models are vulnerable to adversarial attacks, which largely bring
potential risks to the normal application of deep learningmethods. For instance, very little changes even one point in the IoT time-
series data could lead to unreliable or wrong decisions. Moreover, these changes could be deliberately generated by following an
adversarial attack strategy. We propose a robust IoT data classification model based on an encode-decode joint training model.
Furthermore, thermometer encoding is taken as a nonlinear transformation to the original training examples that are used to
reconstruct original time series examples through the encode-decode model. +e trained ResNet model based on reconstruction
examples is more robust to the adversarial attack. Experiments show that the trained model can successfully resist to fast gradient
sign method attack to some extent and improve the security of the time series data classification model.

1. Introduction

IoT amalgamates well-known products with state of the art
infrastructures including distributed data storage, big data
solutions, artificial intelligence (AI) utilities, or cloud [1].
Internet of +ings (IoT) envisions connected, pervasive,
and smart nodes link independently while providing all
kinds of services. IoT data are collected at large to aid in
decision-making. +e IoTconsumer products are no longer
just the product only; it is the data, the product, the in-
frastructure, and the algorithms. +ese IoT products have
switched to connected technologies from analog one,
therefore, introducing novel risks for consumers regarding
potential safety, privacy, and security issues for discrimi-
natory data [2–4].

Moreover, Papernot et al. [5] have found that the
adversarial samples are more transferable amongst various
machine learning approaches, i.e., support vector machine,
logistic regression, decision tree, and deep neural networks.

+ere are many application scenarios for IoT, as shown
in Figure 1, including medical health, electricity, and in-
telligence device. +ere are also areas, which are very sen-
sitive to attacks, such as industrial control decision support
systems.

In other fields, such as State Grid and Industrial Control,
the deep learning model built for them is prone to make
decision errors due to data noise and deliberate attacks to
modify data. For example, smart grids time series data were
analyzed for electricity fraud detection, wherein these use
cases perturbed data can succor thieves from being detected.
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As illustrated in Figure 1, in some sensitive and crucial
systems, time-series data classification models are admired
for their vast application. +us, security and precisely the
ability to detect the nodes being compromised, along with
collecting and preserving evidence of malicious activities or
an attack transpire as a priority in the triumphant de-
ployment of IoT networks. Among these potential risks, AI
algorithm security is rarely gained research interest although
it is a very hot topic in the domain of AI.

Modern approaches in time-series data classification are
based on the deep learning paradigm [6], specifically
adversarial examples, which could lead to big recognition
errors by adding small perturbation to the original time
series.

+e reason lies in the high dimension linear design of
deep learning models. In order to better combat against the
adversarial attack, we applied an encode-decode model to
reconstruct time series examples from thermometer
encoding of original time series. Although the classification
models are not trained on the reconstruction examples, their
training and valuation accuracy is the same as the model
trained on the original examples. Moreover, we found that
the new model is robust to the fast gradient sign method
(FGSM) attack to some extent. To summarize, the contri-
butions of this article are three folds as follows:

(1) Summarize some potential risks in the IoT time
series classification (TSC) model

(2) Analyze the classification activation map and the
attack area in time series

(3) A robust model-based encode-decode and ther-
mometer encoding

+e remaining paper is structured as follows. In Section
two, we overview TSC works based on deep learning as well
as attacks and defense methods in the fields of computer
vision. Section three shows some potential risks in IoTTSC
from different views. Section four presents a detailed de-
scription of our method and some basic theory. In the
experiment section, we introduce the datasets, classification
model architecture, and attack defense results. Finally, we
analyze the defense effectiveness and give our future research
directions.

2. Related Works

TSC problems are experienced in numerous real-life data
mining tasks ranging from power consumption monitoring
[4], food safety [7], and health care [2, 8, 9].

Deep learning has resolved some problems like pattern
recognition in temporal and spatial data with higher ac-
curacy that was thought to be impossible a few years ago.
Fortunately, TSC tasks can be efficiently framed as deep
learning problems; therefore, many researchers have re-
cently begun to adopt deep learning models for TSC tasks
[6].

+e classification of time series IoTdata is a key problem
in various application domains. Backing the development of
deep learning, investigators have started to work on the
vulnerability of deep neural networks to adversarial attacks
[10]. In the field of image processing, an adversarial attack
alters original images in such a way that the modifications
are nearly imperceptible by a human. +e altered image is
termed as an adversarial image, that will be confused by the
neural network and will be misclassified, while that of the
original image will be correctly classified. +e well-known
real-world attack includes modifying a traffic sign image so
that it is misconceived by an autonomous vehicle [11].
Alteration of illegal content to make it undetectable by
automatic moderation algorithms is another example. +e
most notable attack is gradient-based attack, where the
attacker alters the image in the direction of the gradient of
the loss function with reference to the input image and
therefore escalates the rate of misclassification [12, 13].

+e model of deep learning applied in a real environ-
ment on IoTdata is fragile which is vulnerable to adversarial
attack, and this has become a common problem of deep
learning in other areas. At the same time, there are much
security works for image processing such as defensive dis-
tillation [14], data compression [15], depth compression
network [16], data randomization [17], and gradient regu-
larization [18].

+ere are hardly any comprehensive studies on defense
against an attack on temporal data. Fawaz et al. [8] discussed
some serious problems in the classification of time-series
data using a deep learning model. Different from the image,
IoT time-series data own its special characteristics, such as
dynamic changing and different sampling scale. Based on the
characteristics of IoTdata, this paper uses an encode-decode
model-based deep neural network.

In the encode-decode stage, we used a thermometer
coding method to be the decoded output. +e reason to use
the thermometer coding is to consider bringing a strong
nonlinear transformation to the model. +is is inspired by
Goodfellow, who showed us the high dimension of the well-
structured deep learning model. Buckman’s et al. [19] work
confirmed that the input discretization approach could repel
against adversarial attacks. Inspired by these thoughts,
different from the aforementioned works, we try to construct
a whole network. In this network, the input is the original
curves, and it will learn its original curve through the en-
code-decode model with its thermometer encoding as input.
With the thermometer coding as input to the ResNet to
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Figure 1: Typical application fields of the deep neural network for
IoT data.
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predict its type, we will show the details of the proposed
network and its effectiveness in the following parts.

3. Adversarial Attack in IoT Time Series Data

In this paper, we used Coffee’s dataset [20] as typical time
series data to illustrate the adversarial attack phenomena in
IoT fields and ResNet [21] as a measure for neural network
architecture.

3.1. Fast Gradient Sign Method and TSC Adversarial Attacks.
Some adversarial examples and definition of the TSC
problem were introduced by Fawaz et al. [8]. According to
them, time series data can be mathematically represented as
set X � [x1, x2, . . . , xT]. Let T is a real number and repre-
sents the length of X. Further, there is a well-trained deep
learning model f(·) ∈ F: RT⟶ Y. Here, Y is the label
space of time series, and R is a real number space. +e
adversarial example has to find another example X′ to be a
perturbed cloned version of X with the restriction that X −

X′ < ε and Y≠Y′. A visual illustration of given definitions is
visualized in Figure 2.

+e most classic adversarial method is the fast gradient
sign method (FGSM). FGSM was first introduced by
Goodfellow et al. [12] for generating adversarial images that
trick the well-known GoogLeNet model. +e attack is set up
through a one-step gradient update in the direction of the
gradient’s sign at every single timestamp.

+e perturbation procedure shown in Figure 3 can be
represented mathematically as follows:

η � ε · sign ∇xI X, Ytrue( ( , (1)

where ε symbolizes the magnitude of the perturbation. +e
adversarial time series X′ can be computed using
X′ � X + η.

Author of the FGSM paper mentioned the underlying
reason why FGSM attacks the neural network. Firstly, the
influence of disturbance in the neural network will be as big
as snowball due to the linear design of the model. At present,
ReLU is a kind of linear activation function in neural net-
works, which makes the whole network tend to be linear.
Furthermore, the larger the dimension of input, the more
vulnerable will be the model to adversarial attack.

3.2. 7e Distribution of Data in Adversarial Attack.
Multidimensional scaling (MDS) [22] provides a possibility to
get insights into the spatial distribution of the input time series.
MDS projectN-dimensional space into two-dimensional space
while keeping the relative distance for any two time series.
Given the nearest neighbor classifier achieving low accuracy on
the raw time series, Euclidean distance (ED) could not be used
directly in the raw data.

However, the high feature learned by the network could
be used as a good presentation of the raw time series.
Commonly, the perfectly connected layers in the last several
layers of the neural network are often used as latent space,
where the class-specific region differs for different classes.

We apply this method on ResNet, which achieves the
best accuracy on most of the TSC problems [6]. In the
ResNet architecture, there is a global average pooling (GAP)
layer preceding the classifier layer. +e GAP layer is a
learned good representation of the raw time series, which is
used to compute ED. When we get the distance for each pair
of two time series, the metric MDS is a cost function called
stress and can be obtained as follows:

StressD X1, . . . , XN(  �
i,j dij − xi − xj 

2

i,jd
2
ij

⎛⎝ ⎞⎠

1/2

, (2)

where dij is the ED between the GAP vectors of time series
Xi and Xj. In this way, the original raw time series space is
largely reduced to two-dimensional space. Each time series
Xi is represented as a single data point xi.

+e visualization of MDS shows the distribution of the
data in the raw data space to some extent. Here, we used the
same technique to show how the adversarial attack works
from the data distribution angle. +e Coffee dataset is used
as an example, and the ResNet is applied as a base neural
network. Details are shown in Figure 4.

As shown in Figure 4(a), one can easily separate the set of
time series belonging to the two classes by utilizing MDS on
the latent representation learned by the network. Yet, in
Figures 4(b)–4(d), with the attack ratio eps becoming larger,
it becomes harder to classify these two datasets by using
linear classifier in the two-dimensional space. With the help
of MDS, we could observe that the adversarial attack sur-
prisingly changes the distribution of data.

3.3. Transferability of Adversarial Examples. Transferability is
the usual property for adversarial attack examples. +e
adversarial attack against a neural network can trick neural
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Figure 2: Adversarial examples taken from [8].
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Figure 3: +e principle of the fast gradient sign method.
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networks trained by diverse datasets [23]. Moreover,
adversarial attacks for a special architecture can trick other
classifiers trained by different machine learning algorithms
or even other’s neural networks with dissimilar architectures
[5].

Recently, Tramèr et al. [24] found that on average, the
distance to the model’s decision boundary is larger than
the distance between two models’ boundaries in the same
direction which confirms the existence of transferability of
adversarial attack examples up to some extent. +ey also
prove, by presenting a counter-example, that transfer-
ability is not an intrinsic characteristic of deep neural
networks.

Table 1 illustrates that the adversarial examples in time
series for one model could also attack other models even

they own totally different structures. So, the white-box attack
could be launched by generated adversarial examples for
other well-known deep neural network models.

As presented in Table 1, the adversarial examples p

against FCN could fool ResNet to achieve a low accuracy and
vise visa. +e experiment shows the transferability of
adversarial examples exists in the TSC problemwhichmeans
the black-box attack could be launched even the details of
the backed algorithm are unknown.

3.4. Random Noise Attack. Nguyen et al. [25] uncovered a
new type of attack called false positive attack, where
adversarial attack examples are misclassified by deep neural
networks with the confidence of 99%.
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Figure 4: +e data distribution of original examples and adversarial examples. (a) +e raw time series in ResNet; (b) +e adversarial
examples in ResNet for eps� 0.06; (c) +e adversarial examples in ResNet for eps� 0.07; (d) +e adversarial examples in ResNet for
eps� 0.08.
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Typically, we trained a machine learning model by the
following process, as shown in Figure 5; the trained model is
deployed to the industry environment after being evaluated
on the prepared test dataset. +is is extremely dangerous in
the environment of IoT due to its device controlling
characteristics.

We trained a ResNet model to classify some randomly
generated noise data along with the time series data. Un-
mistakably, the random time series data will be rejected by
the classifier with low confidence. However, the random
noise data classified were classified as class two with high
confidence that prove that there is a potential risk in the
model. Some predicted labels of the samples of noise time
series examples are visualized in Figure 6.

As illustrated by Figure 6, we notice that even zero values
or random noise also can lead to high confidence output. As
a result, the model cannot be used directly for intelligent
devices.

3.5. Class Activation Map and Adversarial Examples.
Class activation map (CAM) proposed by Zhou et al. [26] was
exploring to find the discriminative and susceptible field of an
image. Later, Wang et al. [9] proposed a one-dimensional
CAM application in TSC. Here, we use the CAM method to
highlight the susceptible region of a time-series data. Con-
sequently, the susceptible fields of the time-series data are
continually distributed which potentially enable that some
preprocessing method could improve the robustness of the
model.

+is method describes the classification of a definite deep
learning model to underline the subsequences that con-
tribute the most to a specific classifier. It is to be noted that
utilizing CAM is only feasible for the models with a GAP
layer prior to the softmax classifier. +at is the reason, in this
section, we only measured the ResNet model that achieves
the highest accuracy for majorities of the datasets. ResNet
benefits from the CAM approach using a global average
pooling (GAP) layer that helps identify possible regions of an
input time series data that contribute to the certain classifier.

Let A(t) be the result of the last convolutional layer MTS
with M variables. Am(t) is the univariate time series for the
variable m ∈ [1, M], where m ∈ [1, M] is the result of ap-
plying the mth filter. Let wc

m be the weight between the
output neuron of class c and themth filter. As a GAP layer is
utilized, therefore, the input to the neuron of class c, i.e., (Zc)

can be computed using the following equation:

Zc � 
m

w
c
m 

t

Am(t). (3)

+e second summation contributes the averaged time
series to the whole time dimension. For simplicity, the
denominator is omitted here. +e input Zc can also be
represented in equation form as follows:

Zc � 
m


t

w
c
mAm(t). (4)

Lastly CAMc, the class activation map, that explains the
classification as label c is given by the equation as follows:

CAMc(t) � 
m

w
c
mAm(t). (5)

Here, CAM is a univariate time series in which each item
at a certain timestamp t ∈ [1, T] is equal to the weights being
learned by the neural network, i.e., weighted sum of the data
points M at time t. Figure 7 shows the result of applying
CAM, respectively, on the Coffee dataset.

Table 1: Accuracy of adversarial examples in different models.

Eps Clean Accuracy for ResNet on
ResNet adversarial examples

Accuracy for ResNet on FCN
adversarial examples

Accuracy for FCN on FCN
adversarial examples

Accuracy for FCN on ResNet
adversarial examples

0.08 1 0.6429 0.6429 0.4643 0.7142
0.1 1 0.4286 0.9285 0.3929 0.6071
0.12 1 0.3929 0.8571 0.25 0.5357
0.15 1 0.25 0.5357 0.1429 0.4286
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Evaluate 

Trained model

Deployed model

No meaning data 
or adversarial

data

Unknown wrong decision
or intended wrong decision

Figure 5: +e process of training a model and the potential threats
in the IoT device.
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From Figure 7, we found that the key classification
activation fields are in the same points where the vision
difference exists. However, the adversarial examples are not
trying to modify these places to defraud the classifier.

In Figure 8, we found the adversarial example is a tiny
difference from the original time series and the changing
place is not in the key area learned by the neural network.

4. Proposed Method

+e results of the analysis in Section 3 provides evidence for
some potential risks that exist in deep learning models
besides the fact that best performance can be achieved in
time series classification. Furthermore, in the IoT field, it is
extremely dangerous if these algorithms are deployed in
devices. We designed a new training strategy based on the
encode-decode model to increase the robustness of the
model.

Our method consists of twomain parts: one is to encode-
decode model and the second is a traditional deep neural
network model for classification. In the encode-decode
model, the input is the nonlinear transformation of the
original time series. Here, we applied the thermometer
encoding method as the nonlinear transformation. +e
decoded output is the original time series that is recovered
from its thermometer encoding forms. +e reason to use the
encode-decode model is to take advantage of its nonlinear
transforms to remove some noise and adversarial perturb
which is based on linear gradient signs. +e schema of our
proposed method is shown in Figure 9.

Our method tries to bring nonlinear transformation by
the encode-decode model which will defend the traditional
adversarial attacks. +e network consists of two main parts,
one is encode-decode part. In this part, the network tries to
learn a noise and nonlinear function which tries to minimize
the loss of original example with the thermometer dis-
cretized examples.

+e encoder maps the input to a fixed-length vector
(which needs to contain all the input information) and the
decoder then outputs the translation. In the model, the
encoder learns a coding sequence representing the semantic
information of time series, and the decoder maps the se-
quence to the original time series.

First, the time series will be discretized into an average of
ten evenly spaced levels. Additionally, the thermometer
encoding method is applied to the discretized curves. Based
on the thermometer encoding time series, the encode-de-
code model is trained to reconstruct time series. +erefore,
the loss function we used here is the mean-square error
(MSE).

In the process of training the encode-decode model, we
add some random noise to the time series that increase the
reconstruction ability.

Figure 10 shows that the encoder part tries to learn
some robust illustration of the input time series. +e
decoder tries to map the input to its original time series.
Here, we add some random noise to the original input time
series to increase the robustness of the encode-decode
model.

In order to discretize the input time series x without
losing the relative distance information, Buckman [3]
proposed thermometer encodings. For an index
j ∈ 1, . . . , k{ }, let τ(j) ∈Rk be the thermometer vector
defined as follows:

τ(j)l �
1, if l≥ j,

0, otherwise.
 (6)

+en, the discretization function f is defined for a time
index point i ∈ 1, . . . , n{ } as follows:

ftherm(x)i � τ b xi( (  � Sum fonehot xi( ( , (7)

where Sum is the cumulative sum function and fonehot(xi) is
the one-hot coding method. +e thermometer encoding
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Figure 7: Classification activation map in Coffee dataset. (a) Coffee dataset for class 0. (b) Coffee dataset for class 1.
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could retain the order information for the time series, i.e., for
pixels i and j, if b(xi)≠ b(xj) and xi < xj, then
τ(b(xi))2< τ(b(xj))2.

+is characteristic is very important for time series that
hold the order and shape information of the original time
series. Figure 11 shows the discretize process of a time series.
Table 2 shows the thermometer encoding result of a con-
tinuous value.

+e time series can be disseized by the average bin
method and transformed into other code. +e coding
method is highly nonlinear, which could defense the attack
for the gradient-based attack method.

+e curve with certain noise can be restored normally
after discretization and encode-decode model. +e well-
trained encode-decode model could recover the original
time series from its thermometer encoding. We showed the
example of the Coffee dataset to illustrate its effectiveness in
Figure 12.

As illustrated in Figure 12, the reconstruction time series
contains all the information of the original time series. +e
difference is the high-frequency part of the time series, which
looks to link random noises. We showed that the deep
learning model trained on these reconstruction examples
could show high accuracy and ability to defend from
adversarial attacks.

5. Experiment and Evaluation

In this section, we present an attack method FGSMs and
ResNet [21] architecture. We then use FGSMs to generate
adversarial time series attack examples for the ResNet model.

5.1. Data Sets and Comparison Method. 85 datasets of the
UCR archive are utilized in experiments [27]. +ese datasets
encapsulate diverse time series data from fields like elec-
tricity industry, food security, image, and sensors.

One of the dataset is electronic devices known as smart
meters, which record detailed electricity consumption data.
A previous study [28] showed that these electricity data
could be used to analyze the type of electric device. +e
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time series

Figure 10: +e encode-decode model in the proposed method.
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Figure 8: Two typical adversarial examples in the Coffee dataset.
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consumption time series could be modified by adding some
small perturbation to misguide the classifier in the device.
+e aim to collect and analyze the electricity consumption
data is to monitor the device being used by the citizens’
homes and in future to reduce carbon footprint. 375 uni-
variate time series come under the umbrella of the dataset.
+e classes are Microwave, Toaster, and Kettle of length 720.
+e dataset classically illustrates IoT time series attack ex-
ample and is a vital task in the intelligent device.

ResNet architecture the same as [8] has been employed
for the comparison process. Details about the architecture
and its parameter are shown in Table 3.

+e block of ResNet is illustrated in Figure 13.
In ResNet, time series act as input and the possible

classes K serve as an output.+e convolution kernel size is 8,
5, and 3 for every individual block of the ResNet which
indicates that for extracting some useful features, it will have
the neighbor size 8, 5, and 3. +e ResNet we employed,

comprises of three blocks, and they have 64, 128, and 128
filters, respectively.

5.2. Result and Analysis of Attack and Defense. +e experi-
ments are conducted on Keras 2.1 and TensorFlow 1.8. +e
number of samples in training and testing phase is decided
by the original public available dataset (UCR). We trained
the encode-decode ResNet network and extracted the
ResNet part as the attack target. +e input of the attack
model is the original time series; the gradient of this model is
computed in the same way as illustrated in the work. Al-
though in our method, we used a thermometer as the input
to train the encode-decode model, and the comparison
model is the same ResNet as illustrated in [8]. +e exper-
iments in this manuscript are carried out to show the ef-
ficiency of the encode-decode model in the defense part. +e
results of the defense are shown in Table 4. During the attack
and defense stage, the perturbation ratio ε is set to 0.1.

In Table 4, we could see that the accuracy of most of the
datasets is largely improved compared with encode-decode
training.+e result shown in Table 4 reveals that our method
could resist the attack of FGSM in the TSC problem to some
extent.

To future analyze, the encode-decode model could de-
fend against the attack by FGSM, and we get the accuracy of
a typical sensor dataset, i.e., Coffee dataset under different ε.
First, we generate some adversarial examples using FGSM,
and then the time series examples are smoothed or
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Figure 11: Examples of mapping continuous-valued inputs to quantized inputs and thermometer codes with ten evenly spaced levels.

Table 2: Examples of mapping continuous-valued inputs and
thermometer codes with ten evenly spaced levels.

Continuous value Quantized +ermometer encoding
0.13 0 [11111111111]
0.54 0.5 [00000111111]
0.96 1 [00000000000]
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Figure 12: +e reconstruction curve from the original time series.

Table 3: Layers details in one block of the ResNet.

name Layer Parameter

Conv_x Conv1D Filters� 64, kernel size� 8,
stride� 1

Conv_x BatchNormalization
Conv_x Activation Function�ReLU

Conv_y Conv1D Filters� 64, kernel size� 5,
stride� 1

Conv_y BatchNormalization
Conv_y Activation Activation function�ReLU

Conv_z Conv1D Filters� 64, kernel size� 3,
stride� 1

Conv_z BatchNormalization
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transformed in different ways. Second, these processed
examples are evaluated on these models. Details of accuracy
on the Coffee dataset are shown in Figure 8. Coffee dataset
[20] is a two-class problem that discriminates between
Arabica and Robusta coffee beans.

+e encode-decode ResNet shows a good defense result for
this dataset, and the accuracy curve is shown in Figure 14. In
this figure, we could find that the accuracy of these two datasets
decreased slowly as the number of perturbation increases. It
means the attack of FGSM still works here, but its effectiveness

is largely reduced.+e reason lies in the thermometer encoding
because it is a highly nonlinear transformation. +e ther-
mometer encoding discretizes the time series and retains the
order information about the original curve.

5.3. Preprocessing Method for Defense Adversarial Attack.
Actually, in an industrial environment, we could apply some
practical preprocessing methods such as time series smooth
method to weaken the fluency of adversarial examples. Here,

Table 4: Defense results of our method for ResNet and FGSM.

Dataset ResNet_ori (Fawaz, et al, 2019) ResNet_fgsm_adv (Fawaz, et al. 2019) Encode-decode ResNet_fgsm_adv
50words 73.2 17.1 49.22
ADIAC 83.1 3.1 10.16
ArrowHead 85.1 33.1 75
Beef 76.7 20 30
BeetleFly 85 15 60
BirdChicken 95 55 65
Car 93.3 21.7 35
CBF 98.9 86.1 98
Coffee 100 50 75
SmallKitchenAppliance 78.9 40.5 65.4

Conv

bn

ReLU

Conv

bn

ReLU

Conv

bn

x

Add

Figure 13: +e block building in ResNet.
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we show two methods known as smooth and encode-decode
to assist the attack.

In the experiment, we first applied the thermometer
encoding method to transform the adversarial examples;
then, the encode-decode model is used to map the ther-
mometer encoding back into the original time series. Of
course, the reconstructed time series is different from the
original time series. +e recognition accuracy is shown in
Figure 15.

As illustrated in Figure 15, the yellow line is below the red
line, which means the encode-decode model improves the
accuracy of attacks by the FGSM. +is result hints that the
encode-decode model could be used as a data preprocessing
method before being put into the classification model.

6. Conclusions

+e proposed method of this paper is of using encode-decode
model joint training strategy to strengthen the robustness of
the deep learning model. +e experiments reveal that our
model can resist FGSM attacks to some extent. Moreover, the

encode-decodemodel could be used as a way of preprocessing
to weaken the attack from FGSM.

+ough, it is not easy to eliminate the white-box attack
launched by FGSM. Our method improves the robustness of
the trained model but fails to resist the attack completely. To
check the effectiveness of our method, more experiments on
other datasets are required as well.

Moreover, we found that different trained models own
different power against the same attack, and it is hard to
evaluate the goodness of the model. Fundamentally, there
are no theoretical studies on how to quantify the goodness or
robustness of a trained model. +erefore, given the popu-
larity of applying the deep learning method to IoT data
analysis, it still needs more research to focus on the inter-
pretability of deep learning models. Our future research
directions include how to evaluate the defensive capability to
adversarial examples in the area of IoT data.
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Anomaly detection algorithms (ADA) have beenwidely used as services inmanymaintenancemonitoring platforms.However, there are
numerous algorithms that could be applied to these fast changing stream data. Furthermore, in IoT stream data due to its dynamic
nature, the phenomena of conception drift happened. )erefore, it is a challenging task to choose a suitable anomaly detection service
(ADS) in real time. For accurate online anomalous data detection, this paper developed a service selectionmethod to select and configure
ADS at run-time. Initially, a time-series feature extractor (Tsfresh) and a genetic algorithm-based feature selectionmethod are applied to
swiftly extract dominant features which act as representation for the stream data patterns. Additionally, stream data and various efficient
algorithms are collected as our historical data. A fast classification model based on XGBoost is trained to record stream data features to
detect appropriate ADS dynamically at run-time.)esemethods help to choose suitable service and their respective configuration based
on the patterns of stream data. )e features used to describe and reflect time-series data’s intrinsic characteristics are the main success
factor in our framework. Consequently, experiments are conducted to evaluate the effectiveness of features closed by genetic algorithm.
Experimentations on both artificial and real datasets demonstrate that the accuracy of our proposed method outperforms various
advanced approaches and can choose appropriate service in different scenarios efficiently.

1. Introduction

With the growth of the Internet of )ings (IoT), the sensor
or stream data is bound to be collected at tremendous speed.
In such real-time scenarios, there can be various anomalous
data streams, for example, the data diverge from the usual
behavior of the stream or the abruptly jumped data [1],
which are dissimilar to familiar patterns.

It is critical for further decision making to capture these
anomalous data accurately and timely. Banerjee et al. [2]
introduced the trend of everything as a service (XaaS). Fol-
lowing Banerjee et al. [2], a lot of researchers try to encap-
sulate various data or common functions into services. For

example, streaming as a service is studied bymany researchers
[3–5], which can provide the sharing and simple processing
capabilities for stream data. )e idea of choosing suitable
service or methods can be referred to in [6–8]. It is proposed
to provide common functions for various data sources, which
enable users to conveniently reuse these functions and form
more complex functions through service composition.

In real-world software systems, numerous anomaly
detection algorithms (ADAs) are industrialised and are
offered as a service to be utilised in diverse domains [9, 10].
In our preceding work [11], a proactive data services ab-
straction was applied to appropriately encapsulate present
ADAs into a service.
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Even though, with the scenario in hand, it is still a
challenge to effectively capture anomalous data considering
various circumstances. Following the concept of the No-
Free-Lunch (NFL) optimisation theorem [12], it is infeasible
to find a single algorithm for all the cases that dominate all
others on the same optimisation problem [1]. In the state-of-
the-art survey paper, Braei andWagner [13] state that for the
most part the univariate dataset may suffer from contextual
anomalies; therefore, statistical methods will not perform
well. Deep learning models may perhaps increase the area
under the curve (AUC) and neural network models might
outperform the statistical methods. On contrary, the volume
of novel stream data can appear frequently and continuously
and can result in missing part of the anomalous data through
manual service selection. Consequently, running an ADS
possibly will not adjust to different types of stream data.
)erefore, for faster and more accurate anomaly detection, it
is obligatory to choose an appropriate service for different
stream data dynamically at run-time.

Since each type of anomaly detection algorithms gives
better results only for a particular set of stream data [14].
)erefore, to automatically choose appropriate services for
diverse IoT scenarios, it is required to correctly and quickly
characterise the underlying stream data. Hence, proper
service might be chosen and configured based on the pattern
of a particular stream of data. Keeping in view the gigantic
volume of stream data, this study finds out that several IoT
streams are alike owing to their shape similarities and im-
plicit relations.

For effective handling of anomalies from various stream
data, based on the above observation, in this paper, an
Anomaly Detection via Service Selection (ADSS) framework
was proposed. To recognise the pattern of various stream
data, in our proposed ADSS framework, it tries to capture
intrinsic similarity and dissimilarity in various stream data
established on time-series statistical features. Moreover, a
fast classifier based on the XGBoost algorithm is trained to
record features of stream data in order to detect appropriate
ADS dynamically at run-time. Due to the presence of the
best classifier, our ADSS method can identify the dynamics
of data stream patterns of newly appearing stream of data
and then choose and configure the suitable service.

Firstly, it is well known that there could not be an al-
gorithm that could defeat others in all the datasets. Con-
sequently, our aim of this study is not to build a model or to
develop a new algorithm which could beat all the other
algorithms in all the datasets. Instead, a method is designed
to capture the variation of the stream data in the run-time
and configure different algorithm to handle the stream data.
Experimental results show that we could achieve a better
performance in the long run.

)is study focuses on the selecting algorithms based for
dynamically changing IoTstream data.)e original idea is to
construct features to be a representation of different stream
data and build a supervised model to recommend a suitable
algorithm for a certain stream data. Collections of historical
data are gathered from a real monitor system. Further, on
the basis of these data, an XGBoost model is trained based on
the feature and its label. Here, the label is the best algorithm

which is more suitable for a certain kind of stream data. )is
manuscript is the extended version of our recently published
conference paper [15].

In the revised version of the manuscript, the features’
construction process is improved by applying a Tsfresh tool
and intelligent optimisation algorithm [16]. )e former tool
is taken to extract multiple features of time-series. )ese
features consist of 100+ kinds of features from different
angles which could represent intrinsic features of stream
data completely. Moreover, an intelligent optimisation al-
gorithm such as genetic algorithm is applied to help choose a
subset of features which could further result in the reduction
of computing complexity of the algorithm recommendation
procedure. )e specific contributions of the manuscript are
summarised below:

(i) In this paper, we develop a method that facilitates
IoT-based systems to automatically choose appro-
priate services using the existing data features in
order to detect an anomaly.

(ii) In this paper, we develop a service update frame-
work in which service quality and its resultant al-
gorithms and data stream are recorded. )e
aforesaid historic data will assist in the training of
different decision models that paves the approach
for accurately recommending ADS. In this ap-
proach, freshly designed algorithms can easily be
added to the service pool.

(iii) In this paper, we carried out various experiments by
means of data streams from NAB [17] and Yahoo
datasets [18]. )e experimental results demonstrate
that our method can select the best service dy-
namically according to changes in the stream data
pattern.

(iv) In this paper, an improved features’ construction
method by applying Tsfresh tool and intelligent
optimisation algorithm is devised [16].

)e remainder of this article is organised as follows.
Section 2 describes the related work to build a proper
problem statement. )e proposed ADSS framework is ac-
cessible in Section 3, while Section 4 is based on experi-
mental outcomes. Section 5 is the last section which
summarises the paper.

2. Background and Related Work

2.1. Anomaly Detection Algorithms. In this study, the un-
supervised methods are mainly considered to detect
anomalies due to its good generalization ability.)e possible
reasons why we do not consider supervised methods are as
follows. Firstly, in real-time IoT arrangements, different
types of time-series data are collected that are hard to label
for anomalies. Secondly, to rapidly deploy ADS, almost there
is very less or no time to train a complex anomaly detection
model. )irdly, for the dynamic change of time-series in
real-time IoT systems, even some of the good models per-
form badly and cannot handle this dynamism. Summary of
the unsupervised class of ADAs is given in Table 1.
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Although, for anomaly detection, there are numerous
deep learning algorithm-based methods, for example,
AutoEncoder [21] and LSTM [22], they cannot be used
directly on the continuous stream data, because these
methods need fine parameter tuning and a lot of training
data. Allowing for the scenario of frequent changes of data
pattern or anticipated behavior in the frequently launched
streams stream, the notion of selecting appropriate service
algorithms is becoming challenging.

2.2.AnomalyDetectionAlgorithm in the System. To present a
unified and easier way to adapt to changes and accurately
detect anomalies in diverse circumstances, a lot of ADAs are
delivered as a service.

In [14], the first ever ADS framework was developed to
consider the aforementioned problems through semi-
supervised learning and clustering. )is study was the first
work that applies semisupervised learning to key perfor-
mance indicator (KPI) anomaly detection [14]. Still, the
postulation of huge resemblance in KPI stream data is not
effective in conventional IoT stream data.

In [10], an anomalous behavior recognition system
composed of two phases was developed based on the past
data learning the normal behavior of the system in the first
phase and then by processing real-time data and detecting
abnormal behavior in the system dynamically in real time
in the second phase. In their system, complex event pro-
cessing (CEP) patterns and anomaly detection are com-
bined as a REST service to be utilised through the interface
by a user.

In [27], the authors divided stream data into four dif-
ferent time-series groups, i.e., periodic, stationary, non-
periodic, and nonstationary. Furthermore, they used diverse
techniques to detect anomalous data.

In [28], the authors state that, in the age of big data, it is a
very challenging but important task to detect anomalies. )ey
presented the Interactive Data Exploration As-a-
Service approach for the identification of significant data.

A dynamic IoTstream data ADAmust recognise various
data pattern changes in diverse stream data anomaly de-
tection approach.)ough previously researchers were aware
of the problem of runtime outlier detection, yet solution
formation did not consider this problem and ignored

consequent changes in the stream data. While working with
a fast growing volume of IoT data with their respective
dynamic nature, current approaches are not effective.

We attempt to develop a framework based on the fea-
tures collected in the first phase to characterise the time-
series data and then apply deep learning models in the
second phase to recognise the pattern of data that will help
reconfigure the ADS dynamically in the run-time.

3. Framework for IoT Stream Data
ADS Selection

3.1. Description of Our Proposed ADS Framework. )e
framework developed in this paper comprises of three
parts: (i) service selection procedure, (ii) encapsulations of
ADAs, and (iii) service applied procedure. Many publicly
available unsupervised ADAs are incorporated for the
development of ADAs. As mentioned before, the available
ADAs can be encapsulated into services based on PD-
service abstraction. A RESTful API is used for the selection
of ADS. Service receiver can define individual views to
build IoT applications and can get the anomalous data via
the Uniform Resource Identifier (URI) of service. )e
entire working of the developed ADSS framework is il-
lustrated in Figure 1. As shown in Figure 1, the collected
tuples are portions of historical data that can be collected
through recording the stream data for a long time by field
experts along with the appropriate ADAs.

Stream data along with its appropriate algorithm are
kept in the database in the form of a tuple <stream data,
algorithm> that can be used as a metadata for onward
service identification and selection procedure. )ese historic
data can be updated by collecting running examples from
anomaly detection systems or by experts in this field.
Usually, these recorded data monitored the performance of
various ADAs and stream data that can be used to generate a
scheme to select an ADS for specific stream data.

ADSS is the basic unit of our framework. Each stream
data can be represented by a feature vector for by applying a
stream feature extraction technique on stream data. As a
training data of service selection model, the paired data are
constructed and combined with the best possible service. In
the service applying part of our framework, a new stream
data is transformed to features vector grounded on the same

Table 1: Summary of stream data anomaly detection algorithms.

Typical algorithms Category Characteristic and limitations

Prediction confidence interval (PCI) for time-series outlier
detection, simple exponential smoothing (SES) [19], and
ARIMA model [20]

Statistical
approaches

(1) A supposition about outlier data and normal data
need to made first

(2) Domain-specific knowledge is needed for threshold
selection depends on

Autoencoder [21], LSTM [22] Artificial neural
computing

Since clustering methods cannot deal with continuous
changes in data, therefore careful parameter tuning is

needed
Density-based spatial clustering of applications with noise
(DBSCAN) [23], subsequence time-series clustering (STSC)
[13], isolation forest [24], local outlier factor (LOF) [25], one-
class support vector machine (OC-SVM) [26]

Machine learning
approaches

Work on stream data; therefore, the normal reference
model might be outdated at the moment they are

actually used
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feature extraction technique. Finally, the service selection
model is used on the feature vector to select appropriate
service for the existing stream data and ultimately call the
service in real time to identify anomalous data.

3.2. Model for Service Selection. Abundant stream data are
gathered and their feature is extracted through the process
discussed in the previous sections in order to select ap-
propriate services for stream data anomaly detection. )e
finest ADS is chosen by analysing the historic data based on
the recorded stream data fragment and its corresponding
best service. In general, few ordinary services are tested
repeatedly on these stream data fragments to identify its
finest service. Grounded on the stream data fragments and
its finest ADS, the service selection problem has been
transformed into a pattern recognition problem.

Taking into account its computing efficiency, in this
paper, XGBoost [29] is utilised as a base classifier to choose a
service for real-time stream data anomaly detection. )is
procedure is illustrated in Figure 2. It should be noted that
any classifier can be used in our framework. However, in this
study, we have chosen the XGBoost algorithm as to best
choose service considering the easy explanation and high
computing efficiency of the XGBoost algorithm.

)e time-series features are the main part of our
framework, as presented in Figure 2. Some renowned stream
data features are taken from publicly available features and
some former anomaly detection schemes. What is more, a
feature selection method was employed to find some good
features to capture stream data essential features. )e ob-
jective of the selected features of stream data is to accurately
and quickly select the appropriate service dynamically in real
time for novel evolving stream data.

3.3. Stream Data Patterns Representations. Stream data may
generate dissimilar patterns as demonstrated in Figure 3.
According to Bu et al. [14], supervised techniques such as

SVM or deep learning-based techniques are not achievable
for the huge amount of novel IoT stream data applications
and the dynamic nature of the stream data. )is might be
due to two reasons: difficult parameters tuning process and a
large amount of training data.

Researchers like Bu et al. [14] state that for some kinds of
stream data simple ADAs may perform well compared to
some multifaceted algorithms such as deep learning. )e
pattern of stream data can also be recognised in time which
overlays the way for future algorithm selection in modern
microservice architecture also recognised as a service se-
lection. )e main contribution of our work focuses on the
extraction of features to characterise stream data and based
on these features select suitable algorithm service.

In order to select useful features that could distinguish
different stream data patterns, a feature selection method
was applied. We surveyed all the features which could be
considered for the representation of time-series data. )ere
are multiple types of features from different angles such as
statistics, mathematics, shape, distribution of data, and
others in the classification of time-series field.

Christ et al. [16] automatically extract 100 features from
time series and develop a tool called Tsfresh. )ese features
label basic characteristics of the time series, for example,
maximal or average value, the number of peaks, and addi-
tional complex features, for example, time setback symmetry
statistics. At the same time, through hypothesis testing to
reduce the characteristics to those, which can best explain the
trend called decorrelation. )ese feature sets are then used to
construct machine learning or statistical models based on
time series data such as classification or regression tasks.

In addition, these collected features are the reflection of
the inherent nature of data patterns, for example, the dis-
tribution, the fluctuation, and shape of data. Some typical
features are demonstrated in Figure 4.

As is shown in Figure 4, these simple features or complex
features are designed to characterise the time-series data
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from different angles and own their special geometric in-
terpretation or statistical meaning. )ese special charac-
teristics are quantified by computing these features. In other
words, it is possible to distinguish these stream-data from
each other by comparing these features. More details about
other features in Tsfresh are discussed in Table 2.

As is presented in Table 2, some computing techniques
are taken from Extendible Generic Anomaly Detection
System (EGADS) [30], and some metrics are taken from
Tsfresh [16] and the rest from other renowned statistical
techniques such as standard deviation and mean. Local
fluctuation, metrics of symmetrical values, and fluctuation
ratio are recommended in our study to characterise stream
data from diverse perspectives.

)e flowchart of selecting features frommultiple original
features is illustrated in Figure 5. As shown in Figure 5, the

genetic algorithm (GA) [31] is applied to find a feature
subset, which is enough to characterise different traits of
various stream data.

In the process of GA, the fitness computing consists of
two steps: decoding individual to feature subset and
computing test score based on the feature subset. )e test
score is utilised as the fitness of the individual. )e other
steps of GA such as selection, crossover, and mutation are
following the normal behavior as in the traditional com-
puting processes.

)e above process belongs to wrapping feature selection
approaches which build many models with dissimilar sub-
sets of input features and hand-picked those features that
have best performance agreeing to the performance metric.
Although these approaches are independent of the types of
variables, yet they might be computationally expensive.
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Figure 2: )e process of service selection based on feature extraction.
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)ough these features are designed for general classifi-
cation and clustering problems, and not for algorithm se-
lection problems, as dictated by the literature on machine
learning technology, the transform learning technology may
perform well in similar problems for various problem fields.
Considering the similarity of the above two problems, a

conclusion can be drawn that the selected features are useful
in the algorithm selection task.

Finally, these features will help choose a suitable algo-
rithm for a certainly given stream of data by training a
classification model. As it is mentioned before, if these
features could be computed in real time, the decision of

Table 2: )e name, design principle, and computing method of some features in Tsfresh.

Name Design principle Computing method [16, 30]

Mean )e baseline of time series x � mean(xt−w: xt+w)

Standard deviation )e standard deviation of time series std �

��������������


N
i�1 (xi − x)2/N



Coefficient of variation )e reflection of the degree of data dispersion cv � std/mean
Local fluctuation 1 )e difference of the smooth curve and original curve sdiff � 1

n


n
i�1 |xi − x∗i |

Local fluctuation 2 Local fluctuation with a dynamic step d(step) � (1/2step)
n−step
i�1 (xi − xi+step)2

Smooth factor )e ratio of the whole number to the number of turning points ssmooth � (1/n − 2)Nchange

Symmetrical value )e symmetry of the curve sym � 
n/2
i�1 xi/

n
i�n/2 xi

Fluctuation ratio Whole fluctuation power quantil(xnorm, 0.9) − quantil(xnormal, 0.1)

Skewness
)e estimation of the degree of statistical data distribution and

the direction of skew is the digital characteristics of the
asymmetric degree of statistical data distribution

S � (
n
i�1 (xi − μ)3/nσ3)

approximate_entropy Approximate entropy is used to measure the periodicity,
unpredictability, and volatility of a time series Refer to [16]

Autoregressive coefficient Measure the cyclical nature of data 1
n−1 i�1,...,n1/(n − l)σ2n−l

t�1(Xt − μ)(Xt+l − μ)

Kurtosis )e feature number indicating the peak value of the probability
density distribution curve at the average value E[(X − μ/σ)4]

absolute_sum_of_changes Absolute sum of first-order difference 
n−1
i�1 |xi+1 − xi|

Linear_trend
Calculation of a linear least squares regression for the values of
the time series to the sequence from 0 to the length of the time

series −1
Refer to [16]

fft_aggregated Returns the variance, mean, kurtosis, skewness, and absolute
Fourier transform spectrum Refer to [16]
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choosing the optimum algorithm service will be quicker and
thus it will be accepted by many application users.

4. Experimental Validation and Interpretation

4.1. Datasets. For the introduction and assessment of uni-
variate methods, several time-series datasets as listed in
Table 3 have been selected. As is presented in Table 3, the
reason for selecting these datasets for the assessment of the
proposed framework is the availability of similar charac-
teristics in the data. )e synthetic and real data encompasses
all the commonly known three anomaly forms: random,
collective, and point anomaly [14].

4.2. Preprocessing of Data. Standardisation helps numerous
machine learning approaches to converge quickly. A dataset
is said to be standardised one if its standard deviation σ is 1
and its mean µ is 0. Mathematically, let D be the dataset and
σ the standard deviation of D while µ is its mean. )en,
standardised D is given by the following equation:

x �
x − μ
σ

, ∀x ∈ D. (1)

4.3. Metrics Evaluation. )e performance of our developed
framework is evaluated by plotting the receiver operating
characteristic (ROC) curve. As a first step, False Positive Rate
(FPR) and True Positive Rate (TRP) are illustrated below:

FPR �
FP

P
,

TRP �
TP

P
,

(2)

where FP denotes the total number of wrong positive
predictions, TP denotes the total number of correct positive
predictions, and P is the total number of positive-labeled
values. A list of δ ∈ R are used as a threshold that leads to
various pairs of FPR and TPR for each δ. A list of two-

dimensional coordinates from values already computed is
made, and then they will be plotted as a curve. )e starting
pair of points for this curve will be (0, 0) while the ending
pair of points will be (1, 1), respectively. )e area under the
curve is labeled as AUC. Higher AUC represents the higher
possibility that the dignified algorithm allocates anomalous
points randomly to the time series. Furthermore, higher
anomaly scores than random normal points will enable AUC
to correctly associate with various anomaly detection ap-
proaches.)us, in this study, AUC is chosen as an evaluation
metric.

4.4. Comparison of Various Methods. Five algorithms out of
numerous sets of algorithms such as Long Short-Term
Memory Networks (LSTM) [22], Local Outlier Factor (LOF)
[25], Prediction Confidence Interval (PCI) [20], One-Class
Support Vector Machines (OC-SVM) [26], and Autoen-
coder [21] are set as baseline algorithms. )ese algorithms
represent machine learning techniques, deep learning
techniques, and statistical techniques that are developed for
anomaly detection in stream data. Some of the hyper-
parameters used in our study are borrowed from the work of
Bu et al. [14]. Table 4 explains the hyperparameters of these
algorithms.

4.5. Experimental Procedure and Outcome Analysis. First,
each and every dataset is divided into training set 60% set
and testing set 40% using a stratified statistical sampling
technique. Each time series of the training dataset and its
appropriate algorithm are constructed and computed as a
paired dataset. Secondly, the XGBoost model is trained to
recognise the patterns of a stream using the paired dataset as
an input. )irdly, the trained XGBoost model is used for the
recognition of patterns in each time-series in the test set and
finds out a suitable algorithm as a service. Finally, the
performance of ADS with the recommended algorithm
employed on each time series is evaluated.

)e AUC values of the anomaly detection datasets are
presented in Table 5. )e outcomes presented in Table 5
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proved that for a given dataset the most suitable algorithm
may be different in each case. Results presented in Table 5
signpost that LSTM performs best for the NYCT dataset,
LOF performs best for dataset 1, while OC-SVM achieves
best for datasets 3 and 4. As is given in Table 5, out of the five
datasets, our framework shows better performance in four.
Even in the case of dataset 2, the performance is nearly equal
to the OC-SVM which is the best algorithm. )is is the
reason; our ADSS framework for algorithm service selection
can quickly and flexibly choose the most appropriate al-
gorithm service for any type of data flow processing.

4.6. NAB Dataset and Its Outcome Analysis. In paper [32],
researchers compared multiple anomaly detectors such as
Skyline, Relative Entropy, and HTM-based algorithms.
From its public available experiment reports, we found that
Numenta algorithm could achieve the best average

performance on all the datasets. However, for one certain
dataset such as Twitter_volume_UP, the EarthgeckoSkyline
could defeat other detectors. Inspired by the ensemble
learning and algorithm selection strategy, we use the su-
pervised learning method to choose a suitable detector for
one certain dataset, so we show the experiment on NAB
dataset. In NAB results, the evaluation metrics are Standard
Score, Reward Low FP rate scores, and Reward low FN rate
scores; for more information, one can refer to [17].

)e process of the experiment is the same as that
explained in Section 5; the performance of the experiments
on the NAB dataset is shown in Table 6. As is demonstrated
in Table 6, our framework had achieved better performance
considering all these detectors as candidate ADAs. A con-
clusion can be drawn that our framework could recognise
the feature of streaming data and help choose a good de-
tector for it and achieve better performance on average.

4.7. Outcome Analysis. In our framework, the algorithm is
decided and recommended as best for current stream data
and be configured to check the anomalous data. )e base
algorithms can be added as needed and the available algo-
rithms will become more and more. So, in the long run,
when we add enough algorithms to the service pool, the final
anomaly detection performance will become better. )is
framework takes full advantage of metalearning idea which
recognises the stream data pattern and configures its best
algorithm.

Table 4: Description of our experimental datasets.

Model Hyperparameter Value
LOF Distance function (k) 10, Minkowski distance
PCI k, α 30, 98.5

LSTM Filters, optimisers, architecture, loss, batch size,
and epochs 4∗ 4, Adam, 2-state full LSTM layer, MSE, 32, 50

OC-SVM Upper bound of outliers, kernel Radial basis function kernel (RBF), 0.7

Autoencoder Architecture, activation functions, optimiser,
loss, batch size, and epochs

Decoding layers (16, 32), encoding layers (32, 16), linear for output, ReLU
for encoding and decoding, MSE, Adam, 32, 50

Table 5: )e AUC values computed for each experimental dataset
using our developed ADSS framework.

Time
series

OC-
SVM PCI LSTM LOF Autoencoder ADSS

Dataset 1 0.939 0.689 0.589 0.952 0.597 0.955
Dataset 2 0.957 0.674 0.578 0.951 0.602 0.956
Dataset 3 0.995 0.762 0.734 0.995 0.743 0.995
Dataset 4 0.851 0.522 0.812 0.814 0.782 0.856
NYCT 0.586 0.54 0.841 0.493 0.697 0.841

Table 3: )e datasets used in our experiment.

Name Source Number of
time-series

Number of
time stamps

Ratio of
anomalous data

(%)
Characteristic

Dataset
1

Yahoo
[18] 100 1680 0.5 Artificial univariate time-series data comprises of anomalies’

change point where it changes the mean of the time series
Dataset
2

Yahoo
[18] 100 1680 0.3 Artificial univariate time-series data with anomalies and

seasonality are introduced at random points
Dataset
3

Yahoo
[18] 100 1421 0.3 Artificial univariate time-series data

Dataset
4

Yahoo
[18] 67 1420 1.9

A univariate Yahoo services time-series dataset recording the
traffic in which anomalies are by-hand pigeonholed. Majority

of the time-series are static

NYCT NAB
[17] 1 10320 0.05

A univariate New York City taxi request time-series dataset
comprising the New York City (NYC) taxi demand from July 1,
2014, to January 31, 2015, with an observation of the no. of
passengers noted down every half hour. It comprises five

shared anomalies that arise in the NYC: Christmas,
thanksgiving, marathon, snowstorm, and New Year’s Day.
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Our framework is not creating a new algorithm; instead
it is choosing the finest algorithm for any time-series data,
thus possibly improving the total performance of the entire
IoT system. In general, our framework modifies the quality
of service, in the background of encapsulation of algorithm
as web service.

5. Conclusion

In practice, it is unfeasible to build a universal method to
detect all types of anomalies in IoT stream data; we at-
tempt to discriminate the data pattern and adjust ap-
propriate ADS. Various ADSs can be chosen and then
according to their stream data pattern, they can be
configured. We attempt to extract features of a stream
and select an appropriate algorithm for its anomaly
detection.

Experimentations through five datasets (illustrated in
Table 3) demonstrate the performance of our method and
are presented in Table 5. )e experimental outcomes de-
scribed in Table 5 prove that our method is able to select the
accurate service proficiently and can recognise the data
pattern efficiently. Moreover, the result on the NAB dataset
is shown to further illustrate the good performance achieved
by our method.

To further analyse the experimental result, we found that
our method is like an ensemble learning process that will
merge together different kinds of models in order to achieve
better results. Different from the traditional ensemble
method, we try to capture the intrinsic characteristics of
streaming data from the view of feature engineering. So, the
Tsfresh tool and GA algorithm played an important role
when finding the importance of features.

However, our method is able to select the service effi-
ciently and can recognise the data pattern efficiently. Still,
our method needs sufficient historical data to improve the
accuracy of a service selection process that can be done by
collecting further real-world data and experimenting with
more artificial dataset in the future.
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