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Technologically advanced societies have become increasingly
dependent on external energy sources for transportation, the
production of many manufactured goods, and the delivery of
energy services.This energy allows people who can afford the
cost to live under otherwise unfavorable climatic conditions
through the use of heating, ventilation, and/or air condition-
ing. Level of use of external energy sources differs across soci-
eties, as do the climate, convenience, levels of traffic conges-
tion, pollution, and availability of domestic energy sources.

The idea of this special issue of is to consider the study and
applications of mathematical modeling method on energy
science and technology. For example, the Polymer Electrolyte
Membrane Fuel Cells (PEMFC) modeling has become stan-
dard module of some commercial software; the US Green
Building Council’s Leadership in Energy and Environmental
Design Rating System (LEED) requires energy modeling to
assess the energy use of a building and to quantify the savings
attributable to the proposed design; Advanced Modeling
and Simulation program was used to improve the reliability,
sustain the safety, and extend the life of current reactors.

The modeling and simulation in Energy Science and
Engineering is a significant topic. This special issue contains
14 papers, the contents of which are summarized as follows.

In “Research on performance of 𝐻
2
rich blowout limit

in bluff-body burner” by H. Zheng et al., a CFD software
FLUENT was used to simulate H

2
burning flow field in bluff-

body burner, and the software CHEMKIN was adopted to

analyze the sensitivity of each elementary reaction. Com-
position Probability Density Function (C-PDF) model was
adopted to simulate H

2
combustion field in turbulence flame.

In “A numerical study on the supersonic steam ejector use
in steam turbine system” by L. Cai and M. He, the Compu-
tational Fluids Dynamics (CFD) method was employed to
simulate a supersonic steam ejector, and SST 𝑘-𝜔 turbulence
model was adopted, and both real gas model and ideal gas
model for fluid property were considered and compared.
The mixing chamber angle, throat length, and nozzle exit
position (NXP) primary pressure and temperature effects on
entrainment ratio were investigated.

In “Numerical simulation and stability study of natural
convection in an inclined rectangular cavity” by H. S. Dou
et al., the process of instability of natural convection in an
inclined cavity based on numerical simulations is examined.
The energy gradient method is employed to analyze the
physics of the flow instability in natural convection. It is found
that the maximum value of the energy gradient function in
the flow field correlates well with the location where flow
instability occurs. Meanwhile, the effects of the flow time, the
plate length, and the inclination angle on the instability have
also been discussed.

In “Mathematical modeling of double-skin facade in north-
ern area of China” by Z. Huifen et al., this paper focuses
on the operation principles of the double-skin facade (DSF)
in winter of severe cold area. The paper discussed the main
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influence factors of building energy consumption, including
the heat storage cavity spacing, the air circulation mode, the
building envelope, and the building orientation.

In “A numerical study on premixed bluff body flame of
different bluff apex angle” by G. Yang et al., in order to investi-
gate effects of apex angle (𝛼) on chemically reacting turbulent
flow and thermal fields in a channel with a bluff body V-
gutter flame holder, a numerical study has been carried out
in this paper. With a basic geometry used in a previous
experimental study, the apex angle varied from 45∘ to 150∘.
Eddy dissipation concept (EDC) combustionmodel was used
for air and propane premixed flame. LES-Smagorinskymodel
was selected for turbulence.The gird-dependent learning and
numerical model verification were done. Both nonreactive
and reactive conditions were analyzed and compared.

In “Cortex effect on vacuum drying process of porous
medium” by Z. Zhang et al., based on the theory of heat
and mass transfer, a coupled model for the porous medium
vacuum drying process with cortex effect is constructed. The
model is implemented and solved using COMSOL software.
The water evaporation rate is determined using a nonequi-
libriummethod with the rate constant parameter𝐾

𝑟
that has

been studied. The effects of different vapor pressures, initial
moisture contents, drying temperatures, and intrinsic perme-
ability for cortex part on vacuumdrying processwere studied.

In “Analytical solutions for steady heat transfer in longi-
tudinal fins with temperature-dependent properties” by P. L.
Ndlovu and R. J. Moitsheki, explicit analytical expressions
for the temperature profile, fin efficiency, and heat flux in
a longitudinal fin are derived. Here, thermal conductivity
and heat transfer coefficient depend on the temperature. The
differential transform method (DTM) is employed to con-
struct the analytical (series) solutions. Thermal conductivity
is considered to be given by the power law in one case and by
the linear function of temperature in the other, whereas heat
transfer coefficient is only given by the power law.

In “Heat andmass transfer with free convectionMHD flow
past a vertical plate embedded in a porous medium” by F.
Ali et al., an analysis to investigate the combined effects of
heat and mass transfer on free convection unsteady magne-
tohydrodynamic (MHD) flow of viscous fluid embedded in a
porous medium is presented. The flow in the fluid is induced
due to uniform motion of the plate. The dimensionless
coupled linear partial differential equations are solved by
using Laplace transform method. The solutions that have
been obtained are expressed in simple forms in terms of
elementary function and complementary error function.

In “Research on three-dimensional unsteady turbulent flow
in multistage centrifugal pump and performance prediction
based on CFD” by Z. J. Wang et al., the three-dimensional
flow physical model of any stage of the 20BZ4 multistage
centrifugal pump is built which includes inlet region, impeller
flow region, guide-vane flow region, and exit region. The
three-dimensional unsteady turbulent flow numerical model
is created based on Navier-Stoke solver and standard 𝑘-𝜀
turbulent equations. The method of multireference frame
(MRF) and SIMPLE algorithm are used to simulate the flow
in multistage centrifugal pump based on FLUENT software.
The distributions of relative velocity, absolute velocity, static

pressure, and total pressure in guide vanes and impellers
under design condition are analyzed.

In “Numerical simulation of air inlet conditions influence
on the establishment of MILD combustion in stagnation point
reverse flow combustor” by X. Liu and H. Zheng, this paper
presents a numerical study of the nonpremixed stagnation
point reverse flow (SPRF) combustor, especially focusing
on the influence of air inlet conditions. Modified eddy
dissipation concept (EDC) with a reduced mechanism was
used to calculate the characteristic of MILD combustion.

In “3D model-based simulation analysis of energy con-
sumption in hot air drying of corn kernels” by S. Zhang et al.,
to determine the mechanism of energy consumption in hot
air drying, it simulates the interior heat and mass transfer
processes that occur during the hot air drying for a single corn
grain. The simulations are based on a 3D solid model. The
3D real body model is obtained by scanning the corn kernels
with a high-precision medical CT machine. The Fourier heat
conduction equation, the Fick diffusion equation, the heat
transfer coefficient, and the mass diffusion coefficient are
chosen as the governing equations of the theoretical dry
model. The calculation software, COMSOL Multiphysics, is
used to complete the simulation calculation.The influence of
air temperature and velocity on the heat and mass transfer
processes is discussed.

In “The instability of an electrohydrodynamic viscous
liquid micro-cylinder buried in a porous medium: effect of
thermosolutal marangoni convection” byG.M.Moatimid, and
M. Hassan, the electrohydrodynamic (EHD) thermosolutal
Marangoni convection of viscous liquid, in the presence of
an axial electric field through a micro cylindrical porous
flow, is considered. It is assumed that the surface tension
varies linearly with both temperature and concentration.The
instability of the interface is investigated for the free surface
of the fluid. The expression of the free surface function is
derived taking into account the independence of the surface
tension on the heat and mass transfer. The transcendental
dispersion relation is obtained considering the dependence of
the surface tension on the heat and mass transfer. Numerical
estimations for the roots of the transcendental dispersion
relation are obtained indicating the relation between the dis-
turbance growth rate and the variation of the wave number.

In “A linear stability analysis of thermal convection in
a fluid layer with simultaneous rotation and magnetic field
acting in different directions” by R. Avila and A. Cabello, it
uses the Tau Chebyshev spectral method to calculate the
value of the critical parameters (wave number and Rayleigh
number at the onset of convection) as a function of (i)
different kinds of boundaries, (ii) angle between the three
vectors, and (iii) different values of the Taylor number T
(rate of rotation) and magnetic parameter Q (strength of
the magnetic force). For the classical problems previously
reported in the literature, it compares our calculations with
Chandrasekhar’s variational method results and shows that
the present method is applicable.

In “Estimation of wellbore and formation temperatures
during the drilling process under lost circulation conditions” by
M. Yang et al., based on energy exchangemechanisms of well-
bore and formation systems during circulation and shut-in
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stages under lost circulation conditions, a set of partial differ-
ential equations were developed to account for the transient
heat exchange process between wellbore and formation. A
finite difference method was used to solve the transient heat
transfer models, which enables the wellbore and formation
temperature profiles to be accurately predicted. Moreover,
heat exchange generated by heat convection due to circula-
tion losses to the rock surrounding a well was also considered
in the mathematical model.
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The onset of thermal convection of a Boussinesq fluid located in an unbounded layer heated from below and subject simultaneously
to rotation andmagnetic field, whose vectors act in different directions, is presented. To the knowledge of the authors, the convective
thermal instability analysis for this complex problem has not been previously reported. In this paper, we use the Tau Chebyshev
spectral method to calculate the value of the critical parameters (wave number and Rayleigh number at the onset of convection) as
a function of (i) different kinds of boundaries, (ii) angle between the three vectors, and (iii) different values of the Taylor number
𝑇 (rate of rotation) and magnetic parameter 𝑄 (strength of the magnetic force). For the classical problems previously reported in
the literature, we compare our calculations with Chandrasekhar’s variational method results and show that the present method is
applicable.

1. Introduction

The thermal instability of a horizontal layer of fluid heated
from below (Rayleigh-Bénard problem) is an important and
classical fluid dynamics problem in science and engineering.
The linear stability analysis of this problem, in terms of
normal modes, has been carried out and reported in several
investigations.

The rotating Rayleigh-Bénard problem has also been
widely studied and it has been found that the effect of the
Coriolis force due to rotation of the infinite layer of fluid,
when the rotation vector Ω acts about the vertical direction,
that is, parallel to the gravity force vector g, inhibits the
onset of convection and thus induces a stabilizing effect [1–
3]. The amount of the stabilizing effect depends on the rate
of rotation (the Taylor number 𝑇). Results for the problem in
which the vectors Ω and g act in different directions, with
an angle 𝜗

𝑅
between them, were not explicitly reported by

[1, 4]; instead an analogy with the closely related problem of
thermal convection subject to the action of a magnetic field
was presented by [1].

Moreover, it has also been reported that, in the magnetic
Rayleigh-Bénard problem, a stabilizing effect is obtained
when the layer of an electrically conducting fluid is immersed
in a uniform magnetic field vector H that is parallel to the
gravity force vector g [5].The extent of the inhibition depends
on the value of the nondimensional magnetic parameter𝑄. It
has been found that when H and g are parallel, convection
at marginal stability is characterized by a cellular pattern;
hence, longitudinal and transverse rolls appear simultane-
ously. Results for the problem inwhich the vectors g andH act
in different directions, with an angle 𝜗

𝐻
between them, and

when instability sets in as stationary convection have been
previously obtained by considering two cases: (i) solution
of the perturbation equations which are independent of 𝑥

1

and (ii) solutions of the perturbation equations that conduct
to a more general patterns of motion. In the former case,
the onset of instability is characterized by rolls in the 𝑥

1

direction, whereas in the latter case, by using a variational
procedure, [1] shows that as the parameter 𝐶

𝐻
, defined as

𝐶
𝐻
= 𝑎
𝑥
tan 𝜗
𝐻

(where 𝑎
𝑥
is the wave number in the 𝑥

1

direction), increases, keeping the Chandrasekhar number 𝑄
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Table 1: Linear problems under study. 𝜗
𝑅
is the angle between the rotation vectorΩ and the gravity vector g. If 𝜗

𝑅
̸= 0,Ω lies in the 𝑥

1
𝑥
3
-plane.

𝜗
𝐻
is the angle between the magnetic field vectorH and the gravity vector g. If 𝜗

𝐻
̸= 0,H lies in the 𝑥

1
𝑥
3
-plane. g acts along the 𝑥

3
direction;

see Figure 1.
Problem Gravity, g Rotation,Ω Magnetic field,H 𝜗

𝑅
𝜗
𝐻

1 (Section 5.1) Yes Yes No =0 —
2 (Section 5.2) Yes Yes No ̸=0 —
3 (Section 5.3) Yes No Yes — =0
4 (Section 5.4) Yes No Yes — ̸=0
5 (Section 5.5) Yes Yes Yes =0 =0
6 (Section 5.6) Yes Yes Yes ̸=0 ̸=0

(defined by 𝑄 = 𝜇
2
(𝐻 cos 𝜗

𝐻
)
2
𝐷
2
�̂�/𝜌
𝑜
], where 𝜇, 𝐻, 𝐷, �̂�,

𝜌
𝑜
, and ] are the magnetic permeability, the magnitude of

the magnetic field, the distance between the two plates, the
coefficient of electrical conductivity, the density of reference,
and the kinematic viscosity, resp.) as a constant value, both
the critical Rayleigh number 𝑅 and the wave number 𝑎 =
√𝑎
2

𝑥
+ 𝑎2
𝑦
(where 𝑎

𝑦
is the wave number in the 𝑥

2
direction)

at the onset of stationary convection shift to higher values. It
has been shown that when H is very slightly inclined to the
direction of gravity, the extent to which transverse rolls are
suppressed at marginal stability is also very slight. According
to [1], when longitudinal rolls and transverse rolls appear
simultaneously, a cellular pattern of convection emerges.
Therefore if H and g (as well as Ω and g) are not parallel,
convection at marginal stability occurs as longitudinal rolls.
On the other hand, when H is impressed with an inclination
angle 𝜗

𝐻
= 𝜋/2 to the direction of the vertical and H lies

in the 𝑥
1
𝑥
3
-plane, the vertical component of the magnetic

field (𝐻 cos 𝜗
𝐻
) is equal to zero. The authors in [6] found

that a magnetic field, impressed in a horizontal direction
(𝜗
𝐻
= 𝜋/2), did not inhibit convection, even though the

magnetic field was five times stronger than that one needed
to suppress convection when acting in the vertical direction
(𝜗
𝐻
= 0); hence, it was experimentally confirmed that the

vertical component of the magnetic field (𝐻 cos 𝜗
𝐻
) is the

critical parameter to inhibit the onset of convection as it is
included in the Chandrasekhar number 𝑄. According to the
experimental and theoretical evidence, it is well known that
rotation and magnetic field have a stabilizing effect on the
Rayleigh-Bénard problemwhen they act separately [2, 4, 5, 7].

When rotation andmagnetic field act simultaneously and
when both of them are parallel to the gravity vector, the
stabilizing effects have conflicting tendencies; that is, the
results reveal some very unexpected features showing the
complex behaviour of the flow; thus, it has been found that the
total effect is not always stabilizing with respect to both fields
[1, 4, 8, 9]. The conflictual behaviour depends on the values
of the parameters of the system: rotation rate (Taylor number
𝑇) and magnetic parameter (Chandrasekhar number 𝑄).
Reference [4] only shows explicit results on the dependence
of the critical Rayleigh number 𝑅 on 𝑄 and 𝑇, for the
problem in which the conducting liquid is located between
two free boundaries, and when the medium adjoining the
fluid is nonconducting, because in this situation the system
of equations can be solved explicitly.

To the knowledge of the authors, the solution of the prob-
lem, in which the three implicated vectors (g, H, and Ω) are

not parallel, has not been previously reported. In this paper
we show, for the rotating-magnetic Rayleigh-Bénard problem
with rigid and free surfaces and nonconducting boundaries,
the influence on the critical Rayleigh number 𝑅 of the
cooperative work (or competition), between the strength of
the magnetic field and the Coriolis force, when they act
simultaneously, but in different directions relatively with the
gravity vector. In the literature, very few investigations have
been carried out aimed to study the cooperative work of
perturbations in the flow to inhibit the thermal convection of
an infinite layer of fluid; for example, [7, 10, 11] have found that
when the layer of fluid is simultaneously subject to rotation
and to a salt concentration field, the stabilizing effects are
cumulative; that is, rotation and salt concentration (salted
from below) show a cooperative behaviour.

By using the Tau Chebyshev method, we find that
depending on the value of the parameters𝐶

𝑅
= 𝑎
𝑥
tan 𝜗
𝑅
and

𝐶
𝐻
= 𝑎
𝑥
tan 𝜗
𝐻
, a critical situation may appear, at which the

competition betweenH andΩ conduct to an unstable system;
however as the values of𝐶

𝑅
or𝐶
𝐻
aremodified, a cooperative

work betweenH andΩmay appear which leads to a system in
which the thermal convection of the layer of fluid is inhibited.

The paper is organized as follows. In Section 2 we briefly
describe the physical model of the problem under study. In
Section 3 we formulate the general perturbation equations,
from which we get the solution of the problems 1 to 6
described in Table 1. Note that the classical linear problems
1 to 5 of this table have been previously solved by [1], while
the linear problem 6 of Table 1 is the subject of the present
paper that is, thermal instability analysis of a fluid layer
subject to gravity g, rotationΩ, and magnetic fieldH vectors,
with angles 𝜗

𝑅
and 𝜗

𝐻
different from zero. In Section 4 we

describe the Tau Chebyshev spectral method that is used
to solve the set of perturbation equations. Section 5 shows
the solution of the six formulated linear problems by using
the Tau Chebyshev method, together with a comparison of
our calculations with the solution of the classical problems
previously published in the literature; see problems 1 to 5
of Table 1. Finally, in Section 6 we present our concluding
remarks.

2. Physical Situation

Figure 1 shows a schematic representation of the geometry
under study. A layer of fluid of constant thickness 𝐷 =

2𝑑 parallel to the 𝑥
1
𝑥
2
-plane with no lateral boundaries is

considered. The upper and lower boundaries are located at
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Figure 1: Thermal instability analysis in the presence of a rotation
vector Ω and a magnetic field H. The gravity vector g acts in the
negative 𝑥

3
-direction. The temperatures 𝑇

ℎ
and 𝑇

𝑐
(where 𝑇

ℎ
> 𝑇
𝑐
)

are applied at the lower and upper boundaries, respectively. The
distance between the two surfaces is 𝐷 = 2𝑑. The angle between
g and Ω is 𝜗

𝑅
, while the angle between g and H is 𝜗

𝐻
. Note that the

vectors Ω and H lay in the 𝑥
1
𝑥
3
-plane. The surfaces are electrically

nonconducting; thus, no currents can cross the boundary.

𝑥
3
= ± 𝑑. The temperatures 𝑇

ℎ
and 𝑇

𝑐
(where 𝑇

ℎ
> 𝑇
𝑐
)

are applied at the lower and upper boundaries, respectively.
The whole layer can rotate with an angular velocity vector
Ω, which can be inclined at an angle 𝜗

𝑅
to the direction of

the vertical 𝑥
3
-axis, in such a way that Ω lies in the 𝑥

1
𝑥
3
-

plane. Gravity acts in the negative 𝑥
3
-direction g = −𝑔i

3
.

The fluid layer is assumed to be located in a magnetic field
represented by the vector H, which can also be inclined at
an angle 𝜗

𝐻
to the direction of the vertical 𝑥

3
-axis, in such

a way that H also lies in the 𝑥
1
𝑥
3
-plane. The surfaces are

electrically nonconducting; thus, no currents can cross the
boundary, and hence we must require 𝐽

3
= 0, where 𝐽

3
is the

third component of the current density vector J.

3. Thermal Instability Analysis in the Presence
of a Rotation Vector and a Magnetic Field

In this section we analyse the linear thermal instability of
a rotating infinite layer of an incompressible, electrically
conducting fluid upon which a uniform magnetic field is
impressed. The gravity vector g, the rotation vector Ω, and
the magnetic field vectorHmay act in different directions.

3.1. Governing Equations. Let us consider an infinite fluid
layer of an electrically conducting fluid uponwhich a uniform
magnetic field H is impressed. The fluid is also subjected to
rotation about a fixed axis. For an incompressible conducting
fluid, the linear convective thermal stability of a fluid layer
(initially at rest and with a steady adverse temperature
gradient) is analyzed by solving the following perturbation

equations in the Boussinesq approximation and in a rotating
frame of [1, page 199]:

𝜕𝑢
𝑖

𝜕𝑡
= −

𝜕

𝜕𝑥
𝑖

(𝛿𝜛) + 𝛽𝜃𝑔𝜆
𝑖
+ ]∇2𝑢

𝑖
+ 2𝜖
𝑖𝑗𝑘
𝑢
𝑗
Ω
𝑘

+
𝜇

4𝜋𝜌
𝑜

𝐻
𝑗

𝜕ℎ
𝑖

𝜕𝑥
𝑗

,

(1)

𝜕𝜃

𝜕𝑡
= 𝛽𝜆
𝑗
𝑢
𝑗
+ 𝛼∇
2
𝜃, (2)

𝜕𝑢
𝑖

𝜕𝑥
𝑖

= 0, (3)

𝜕ℎ
𝑖

𝜕𝑡
= 𝐻
𝑗

𝜕𝑢
𝑖

𝜕𝑥
𝑗

+ 𝜂∇
2
ℎ
𝑖
, (4)

𝜕ℎ
𝑖

𝜕𝑥
𝑖

= 0, (5)

where 𝑡 is the time, 𝑢
𝑖
are the components of the velocity vec-

tor, ] denotes the kinematic viscosity,Ω
𝑘
are the components

of the rotation vector,𝛽 is the coefficient of volume expansion,
𝛼 is the thermal diffusivity, 𝜃 is the perturbation in the
temperature, 𝑔 is the acceleration of gravity, 𝜇 is the magnetic
permeability, 𝜂 denotes the resistivity, H is the impressed
magnetic field, h is the perturbation of the magnetic field,
𝜆 = (0, 0, 1) is the unit vector in the direction of the vertical,
and 𝛽 is the imposed adverse temperature gradient defined as

𝛽 =
𝑇
ℎ
− 𝑇
𝑐

Δ𝑥
3

, (6)

where 𝑇
ℎ
and 𝑇

𝑐
are the temperature of the lower hot surface

and the temperature of the upper cold surface, respectively.
The last two terms on the right hand side of (1) are theCoriolis
force and the Lorentz force, respectively, and the term 𝛿𝜛 is
defined as

𝛿𝜛 =
𝛿𝑝

𝜌
𝑜

−
1

2
|Ω × r|2 + 𝜇H ⋅ h

4𝜋𝜌
𝑜

, (7)

where
1

2
|Ω × r|2 (8)

is the centrifugal force, 𝛿𝑝 is the perturbation in the pressure,
and 𝜌
𝑜
is the density at a mean temperature 𝑇

𝑜
.

Taking the curl of (1) we may write

𝜕𝜔
𝑖

𝜕𝑡
= 𝑔𝛽𝜖

𝑖𝑗𝑘

𝜕𝜃

𝜕𝑥
𝑗

𝜆
𝑘
+ ]∇2𝜔

𝑖
+ 2Ω
𝑗

𝜕𝑢
𝑖

𝜕𝑥
𝑗

+
𝜇

4𝜋𝜌
𝑜

𝐻
𝑗

𝜕V
𝑖

𝜕𝑥
𝑗

, (9)

where 𝜔
𝑖
are the components of the vorticity vector and the

vector k = V
𝑖
i
𝑖
= ∇ × h is the current density induced by the

perturbation. Taking the curl of (9) once again, we obtain

𝜕∇
2
𝑢
𝑖

𝜕𝑡
= 𝑔𝛽(𝜆

𝑖
∇
2
𝜃 − 𝜆
𝑗

𝜕
2
𝜃

𝜕𝑥
𝑗
𝜕𝑥
𝑖

) + ]∇4𝑢
𝑖
− 2Ω
𝑗

𝜕𝜔
𝑖

𝜕𝑥
𝑗

+
𝜇

4𝜋𝜌
𝑜

𝐻
𝑗

𝜕

𝜕𝑥
𝑗

∇
2
ℎ
𝑖
.

(10)
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Taking the curl of (4) we have

𝜕V
𝑖

𝜕𝑡
= 𝐻
𝑗

𝜕𝜔
𝑖

𝜕𝑥
𝑗

+ 𝜂∇
2V
𝑖
, (11)

Multiplying (2), (4), (9), (10), and (11) by the components 𝜆
𝑖

we get

𝜕𝜃

𝜕𝑡
= 𝛽𝑢
3
+ 𝛼∇
2
𝜃, (12)

𝜕ℎ
3

𝜕𝑡
= 𝐻
𝑗

𝜕𝑢
3

𝜕𝑥
𝑗

+ 𝜂∇
2
ℎ
3
, (13)

𝜕V
3

𝜕𝑡
= 𝐻
𝑗

𝜕𝜔
3

𝜕𝑥
𝑗

+ 𝜂∇
2V
3
, (14)

𝜕𝜔
3

𝜕𝑡
= ]∇2𝜔

3
+ 2Ω
𝑗

𝜕𝑢
3

𝜕𝑥
𝑗

+
𝜇

4𝜋𝜌
𝑜

𝐻
𝑗

𝜕V
3

𝜕𝑥
𝑗

, (15)

𝜕∇
2
𝑢
3

𝜕𝑡
= 𝑔𝛽(

𝜕
2
𝜃

𝜕𝑥
2

1

+
𝜕
2
𝜃

𝜕𝑥
2

2

) + ]∇4𝑢
3
− 2Ω
𝑗

𝜕𝜔
3

𝜕𝑥
𝑗

+
𝜇

4𝜋𝜌
𝑜

𝐻
𝑗

𝜕

𝜕𝑥
𝑗

∇
2
ℎ
3
,

(16)

where ℎ
3
, V
3
, 𝜔
3
, and 𝑢

3
are the 𝑥

3
components of the

perturbation of the magnetic field, the current density, the
vorticity, and the velocity, respectively. In this investigation
the set of equations to be solved are (12)–(16). Let the rotation
vector Ω be inclined at an angle 𝜗

𝑅
to the direction of the

vertical 𝑥
3
-axis. Additionally let the magnetic field vector H

be also inclined at an angle 𝜗
𝐻
to the direction of the vertical

𝑥
3
-axis. The 𝑥

1
-axis of the Cartesian coordinate system is

defined such as the vectorsΩ andH lie in the 𝑥
1
𝑥
3
-plane; see

Figure 1. Thus the unit vector in the direction of the vertical,
the rotation vector, and the magnetic field vector are written
as

𝜆 = (0, 0, 1) , Ω = Ω (sin 𝜗
𝑅
, 0, cos 𝜗

𝑅
) ,

H = 𝐻 (sin 𝜗
𝐻
, 0, cos 𝜗

𝐻
) ,

(17)

where Ω and 𝐻 are the magnitude of the rotation vector Ω
and the magnitude of the magnetic field vector H, respec-
tively. Using (17) into (13)–(16) we obtain

𝜕ℎ
3

𝜕𝑡
= 𝐻(cos 𝜗

𝐻

𝜕

𝜕𝑥
3

+ sin 𝜗
𝐻

𝜕

𝜕𝑥
1

)𝑢
3
+ 𝜂∇
2
ℎ
3
,

𝜕V
3

𝜕𝑡
= 𝐻(cos 𝜗

𝐻

𝜕

𝜕𝑥
3

+ sin 𝜗
𝐻

𝜕

𝜕𝑥
1

)𝜔
3
+ 𝜂∇
2V
3
,

𝜕𝜔
3

𝜕𝑡
= ]∇2𝜔

3
+

𝜇

4𝜋𝜌
𝑜

𝐻(cos 𝜗
𝐻

𝜕

𝜕𝑥
3

+ sin 𝜗
𝐻

𝜕

𝜕𝑥
1

) V
3

+ 2Ω(cos 𝜗
𝑅

𝜕

𝜕𝑥
3

+ sin 𝜗
𝑅

𝜕

𝜕𝑥
1

)𝑢
3
,

𝜕∇
2
𝑢
3

𝜕𝑡
= 𝑔𝛽(

𝜕
2
𝜃

𝜕𝑥
2

1

+
𝜕
2
𝜃

𝜕𝑥
2

2

) + ]∇4𝑢
3

+
𝜇

4𝜋𝜌
𝑜

𝐻(cos 𝜗
𝐻

𝜕

𝜕𝑥
3

+ sin 𝜗
𝐻

𝜕

𝜕𝑥
1

)∇
2
ℎ
3

− 2Ω(cos 𝜗
𝑅

𝜕

𝜕𝑥
3

+ sin 𝜗
𝑅

𝜕

𝜕𝑥
1

)𝜔
3
.

(18)

3.1.1. The Analysis into Normal Modes. We analyse the per-
turbations 𝜃, ℎ

3
, V
3
, 𝜔
3
, and 𝑢

3
into two dimensional periodic

waves characterized by a particular wave number 𝑘. We
assume the forms of the perturbations as

𝜃 = Θ (𝑥
3
) exp [𝑖 (𝑘

𝑥
𝑥
1
+ 𝑘
𝑦
𝑥
2
) + 𝑝𝑡] ,

ℎ
3
= 𝐾 (𝑥

3
) exp [𝑖 (𝑘

𝑥
𝑥
1
+ 𝑘
𝑦
𝑥
2
) + 𝑝𝑡] ,

V
3
= 𝑋 (𝑥

3
) exp [𝑖 (𝑘

𝑥
𝑥
1
+ 𝑘
𝑦
𝑥
2
) + 𝑝𝑡] ,

𝜔
3
= 𝑍 (𝑥

3
) exp [𝑖 (𝑘

𝑥
𝑥
1
+ 𝑘
𝑦
𝑥
2
) + 𝑝𝑡] ,

𝑢
3
= 𝑊(𝑥

3
) exp [𝑖 (𝑘

𝑥
𝑥
1
+ 𝑘
𝑦
𝑥
2
) + 𝑝𝑡] .

(19)

If we define thewave number of the disturbance 𝑘 as 𝑘 = (𝑘2
𝑥
+

𝑘
2

𝑦
)
1/2 and 𝑝 as a constant, (12) and (18) can be written as

Θ𝑝 = 𝛽𝑊 + 𝛼[
𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]Θ,

𝐾𝑝 = 𝐻 cos 𝜗
𝐻

𝑑𝑊

𝑑𝑥
3

+ 𝐻 sin 𝜗
𝐻
𝑊𝑘
𝑥
𝑖 + 𝜂 [

𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]𝐾,

𝑋𝑝 = 𝐻 cos 𝜗
𝐻

𝑑𝑍

𝑑𝑥
3

+ 𝐻 sin 𝜗
𝐻
𝑍𝑘
𝑥
𝑖 + 𝜂 [

𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]𝑋,

𝑍𝑝 = ][
𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]𝑍 +

𝜇

4𝜋𝜌
𝑜

𝐻 cos 𝜗
𝐻

𝑑𝑋

𝑑𝑥
3

+
𝜇

4𝜋𝜌
𝑜

𝐻 sin 𝜗
𝐻
𝑋𝑘
𝑥
𝑖 + 2Ω cos 𝜗

𝑅

𝑑𝑊

𝑑𝑥
3

+ 2Ω sin 𝜗
𝑅
𝑊𝑘
𝑥
𝑖,
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[
𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]𝑊𝑝 = − 𝑔𝛽𝑘

2
Θ + ][

𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]

2

𝑊

+
𝜇

4𝜋𝜌
𝑜

𝐻 cos 𝜗
𝐻

𝑑

𝑑𝑥
3

[
𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]𝐾

+
𝜇

4𝜋𝜌
𝑜

𝐻 sin 𝜗
𝐻
[
𝑑
2

𝑑𝑥
2

3

− 𝑘
2
]𝐾𝑘
𝑥
𝑖

− 2Ω cos 𝜗
𝑅

𝑑𝑍

𝑑𝑥
3

− 2Ω sin 𝜗
𝑅
𝑍𝑘
𝑥
𝑖.

(20)

As it is shown in Figure 1, the origin of the coordinate system
is located at the middle between the two surfaces; hence, the
distance between the two surfaces is𝐷 = 2𝑑. If we define the
following nondimensional variables

𝑎 = 𝑘𝐷, 𝜎 =
𝑝𝐷
2

]
, 𝑥

∗

3
=
2𝑥
3

𝐷

,

Pr = ]

𝛼
, Pr

2
=

]

𝜂
,

(21)

(20) is written as

[4𝐷
2
− 𝑎
2
− 𝜎Pr]Θ = −(

𝐷
2
𝛽

𝛼
)𝑊, (22)

[4𝐷
2
− 𝑎
2
− 𝜎Pr

2
]𝐾 = −

2𝐷

𝜂
𝐻 cos 𝜗

𝐻
𝐷𝑊

−
𝐷

𝜂
𝐻 sin 𝜗

𝐻
𝑎
𝑥
𝑖𝑊,

(23)

[4𝐷
2
− 𝑎
2
− 𝜎Pr

2
]𝑋 = −

2𝐷

𝜂
𝐻 cos 𝜗

𝐻
𝐷𝑍

−
𝐷

𝜂
𝐻 sin 𝜗

𝐻
𝑎
𝑥
𝑖𝑍,

(24)

[4𝐷
2
− 𝑎
2
− 𝜎]𝑍 = −

4𝐷

]
Ω cos 𝜗

𝑅
𝐷𝑊 −

2𝐷

]
Ω sin 𝜗

𝑅
𝑎
𝑥
𝑖𝑊

−
𝜇𝐷

2𝜋𝜌
𝑜
]
𝐻 cos 𝜗

𝐻
𝐷𝑋

−
𝜇𝐷

4𝜋𝜌
𝑜
]
𝐻 sin 𝜗

𝐻
𝑎
𝑥
𝑖𝑋,

(25)

[4𝐷
2
− 𝑎
2
] [4𝐷
2
− 𝑎
2
− 𝜎]𝑊

+
𝜇𝐷

2𝜋𝜌
𝑜
]
𝐻 cos 𝜗

𝐻
𝐷[4𝐷

2
− 𝑎
2
]𝐾

+
𝜇𝐷

4𝜋𝜌
𝑜
]
𝐻 sin 𝜗

𝐻
[4𝐷
2
− 𝑎
2
] 𝑎
𝑥
𝑖𝐾

−
4𝐷
3

]
Ω cos 𝜗

𝑅
𝐷𝑍 −

2𝐷
3

]
Ω sin 𝜗

𝑅
𝑎
𝑥
𝑖𝑍

=
𝐷
2

]
𝑔𝛽𝑎
2
Θ,

(26)

where 𝑎
𝑥
= 𝐷𝑘
𝑥
. If instability sets in as stationary convection,

𝜎 = 0, we can operate (25) by [4𝐷2 − 𝑎2] and in the resulting
equation we use (24) to get (let us assume that𝐷 = 2)

[(4𝐷
2
− 𝑎
2
)
2

− 𝑄𝐷
2
− 𝑄𝐶
𝐻
𝑖𝐷 +

1

4
𝑄𝐶
2

𝐻
]𝑍

= −𝑇
1/2
𝐷[4𝐷

2
− 𝑎
2
]𝑊 −

𝑇
1/2

2
𝐶
𝑅
𝑖 [4𝐷
2
− 𝑎
2
]𝑊,

(27)

where

𝑇 =
4Ω
2
𝐷
4cos2𝜗

𝑅

]2
(28)

is the Taylor number,
𝐶
𝐻
= 𝑎
𝑥
tan 𝜗
𝐻
, 𝐶

𝑅
= 𝑎
𝑥
tan 𝜗
𝑅
, (29)

4𝐷

]
Ω cos 𝜗

𝑅
=
2

𝐷

𝑇
1/2
,

2𝐷

]
Ω cos 𝜗

𝑅
=
𝑇
1/2

𝐷

, (30)

𝑄 =
𝜇𝐷
2
(𝐻 cos 𝜗

𝐻
)
2

𝜋𝜌
𝑜
]𝜂

. (31)

If we define the resistivity 𝜂 as

𝜂 =
1

4𝜋𝜇�̂�
, (32)

it is possible to write (31) as

𝑄 = 4(
𝜇
2
(𝐻 cos 𝜗

𝐻
)
2

𝐷
2
�̂�

𝜌
𝑜
]

) = 4𝑄, (33)

where the variable𝑄 defined by Chandrasekhar [1] is written
as

𝑄 =
𝜇
2
(𝐻 cos 𝜗

𝐻
)
2

𝐷
2
�̂�

𝜌
𝑜
]

. (34)

We can eliminate 𝐾 from (26) by using (23), then we
obtain

[(4𝐷
2
− 𝑎
2
)
2

− 𝑄𝐷
2
− 𝑄𝐶
𝐻
𝑖𝐷 +

1

4
𝑄𝐶
2

𝐻
]𝑊

−
4𝐷
3

]
Ω cos 𝜗

𝑅
𝐷𝑍 −

2𝐷
3

]
Ω cos 𝜗

𝑅
𝐶
𝑅
𝑖𝑍

= (
𝐷
2
𝑔𝛽

]
)𝑎
2
Θ.

(35)
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We operate (35) by (4𝐷2 − 𝑎2), and in the resulting equation
we use (22); hence, we obtain

(4𝐷
2
− 𝑎
2
) { [(4𝐷

2
− 𝑎
2
)
2

− 𝑄𝐷
2
− 𝑄𝐶
𝐻
𝑖𝐷 +

1

4
𝑄𝐶
2

𝐻
]𝑊

−
4𝐷
3

]
Ω cos 𝜗

𝑅
𝐷𝑍 −

2𝐷
3

]
Ω cos 𝜗

𝑅
𝐶
𝑅
𝑖𝑍}

= −𝑅𝑎
2
𝑊,

(36)

where the Rayleigh number 𝑅 is defined as

𝑅 =
𝐷
4
𝑔𝛽𝛽

]𝛼
. (37)

From (36) we can define the variable 𝐹 as

𝐹 = [(4𝐷
2
− 𝑎
2
)
2

− 𝑄𝐷
2
− 𝑄𝐶
𝐻
𝑖𝐷 +

1

4
𝑄𝐶
2

𝐻
]𝑊

−
4𝐷
3

]
Ω cos 𝜗

𝑅
𝐷𝑍 −

2𝐷
3

]
Ω cos 𝜗

𝑅
𝐶
𝑅
𝑖𝑍;

(38)

hence, (36) is written as

(4𝐷
2
− 𝑎
2
) 𝐹 = −𝑅𝑎

2
𝑊. (39)

By using the following relationships

4𝐷
3

]
Ω cos 𝜗

𝑅
= 2𝐷𝑇

1/2
,

2𝐷
3

]
Ω cos 𝜗

𝑅
= 𝐷𝑇

1/2
,

(40)

into (38) we can formulate the relevant equations to be solved
as

16𝐷
4
𝑊− (8𝑎

2
+ 4𝑄)𝐷

2
𝑊− 4𝑄𝐶

𝐻
𝑖𝐷𝑊 + (𝑎

4
+ 𝑄𝐶
2

𝐻
)𝑊

− 4𝑇
1/2
𝐷𝑍 − 2𝑇

1/2
𝐶
𝑅
𝑖𝑍 − 𝐹 = 0,

(41)

4𝐷
2
𝐹 − 𝑎
2
𝐹 = −𝑅𝑎

2
𝑊, (42)

16𝐷
4
𝑍 − (8𝑎

2
+ 4𝑄)𝐷

2
𝑍 − 4𝑄𝐶

𝐻
𝑖𝐷𝑍 + (𝑎

4
+ 𝑄𝐶
2

𝐻
)𝑍

+ 4𝑇
1/2
𝐷
3
𝑊− 𝑇

1/2
𝑎
2
𝐷𝑊 + 2𝑇

1/2
𝐶
𝑅
𝑖𝐷
2
𝑊

−
1

2
𝑇
1/2
𝐶
𝑅
𝑖𝑎
2
𝑊 = 0.

(43)

Notice that when the magnetic field is negligible H = 0, that
is, pure rotation, and the relevant equations to be solved are
the following:

16𝐷
4
𝑊− 8𝑎

2
𝐷
2
𝑊+ 𝑎

4
𝑊− 4𝑇

1/2
𝐷𝑍 − 2𝑇

1/2
𝐶
𝑅
𝑖𝑍 − 𝐹 = 0,

(44)

4𝐷
2
𝐹 − 𝑎
2
𝐹 = −𝑅𝑎

2
𝑊, (45)

16𝐷
4
𝑍 − 8𝑎

2
𝐷
2
𝑍 + 𝑎
4
𝑍 + 4𝑇

1/2
𝐷
3
𝑊− 𝑇

1/2
𝑎
2
𝐷𝑊

+ 2𝑇
1/2
𝐶
𝑅
𝑖𝐷
2
𝑊−

1

2
𝑇
1/2
𝐶
𝑅
𝑖𝑎
2
𝑊 = 0

(46)

together with the following boundary conditions.
(a) For rigid surfaces at 𝑥∗

3
= −1 and at 𝑥∗

3
= 1:

𝐹 = 0, 𝑍 = 0, 𝑊 = 0, 𝐷𝑊 = 0,

at 𝑥∗
3
= −1, at 𝑥∗

3
= 1.

(47)

(b) For free surfaces at 𝑥∗
3
= −1 and at 𝑥∗

3
= 1:

𝐹 = 0, 𝐷𝑍 = 0, 𝑊 = 0, 𝐷
2
𝑊 = 0,

at 𝑥∗
3
= −1, at 𝑥∗

3
= 1.

(48)

(It must be pointed out that due to the process we follow to
derive the general relevant equations, the vorticity equation
(46) has both different form and higher order than the one
we obtained by following Chandrasekhar’s procedure; see
Chandrasekhar [1], Chapter III, page 90.The equation for the
vorticity that we obtained by considering only rotation with-
outmagnetic field is 4𝐷2𝑍−𝑎2𝑍+𝑇1/2𝐷𝑊+(1/2)𝑇1/2𝐶

𝑅
𝑖𝑊 =

0, which is the same as the one obtained by Chandrasekhar
[1].)

On the other hand when the rotation vectorΩ is equal to
zero, the relevant equations are

16𝐷
4
𝑊− (8𝑎

2
+ 4𝑄)𝐷

2
𝑊− 4𝑄𝑖𝐶

𝐻
𝐷𝑊 + (𝑎

4
+ 𝑄𝐶
2

𝐻
)𝑊

− 𝐹 = 0,

4𝐷
2
𝐹 − 𝑎
2
𝐹 = −𝑅𝑎

2
𝑊,

(49)

together with the following boundary conditions.
(a) For rigid surfaces at 𝑥∗

3
= −1 and at 𝑥∗

3
= 1:

𝐹 = 0, 𝑊 = 0, 𝐷𝑊 = 0, at 𝑥∗
3
= −1, at 𝑥∗

3
= 1.

(50)

(b) For free surfaces at 𝑥∗
3
= −1 and at 𝑥∗

3
= 1:

𝐹 = 0, 𝑊 = 0, 𝐷
2
𝑊 = 0, at 𝑥∗

3
= −1, at 𝑥∗

3
= 1.

(51)

(For this particular case in whichΩ = 0, the 𝑥
3
component of

vorticity𝑍 vanishes, see Chandrasekhar [1], Chapter IV, page
166; hence the general equation (43) is not taken into account
in the analysis.)

Therefore the boundary conditions needed to solve the
general equations (41)–(43) are defined by (47) and (48).
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Table 2: Critical Rayleigh numbers and wave numbers at marginal
stability for the onset of stationary convection when both bounding
surfaces are rigid. Gravity vector g parallel to the rotation vectorΩ.
𝑇 is the Taylor number. 𝑅 is the Rayleigh number obtained by the
Tau Chebyshev method. 𝑅Ch is the Rayleigh number obtained by
Chandrasekhar [1].

𝑇 𝑎 𝑅 𝑅Ch

10 3.1 1.7127𝐸3 1.713𝐸3

10
2 3.15 1.756𝐸3 1.7566𝐸3

10
3 3.50 2.1514𝐸3 2.1517𝐸3

10
5 7.20 1.6720𝐸4 1.6721𝐸4

10
10 55.5 4.476𝐸7 3.4574𝐸7

4. The Tau Chebyshev Numerical Method

In order to find an approximate solution to the set of
perturbations equations formulated in the previous section,
together with the boundary conditions, we use expansions in
Chebyshev polynomials. Therefore we expand the variables
𝑊(𝑥
∗

3
), 𝐹(𝑥∗

3
), and 𝑍(𝑥∗

3
) as well as their derivatives 𝐷 =

𝑑/𝑑𝑥
∗

3
, 𝐷2 = 𝑑2/𝑑𝑥∗2

3
, 𝐷3 = 𝑑3/𝑑𝑥∗3

3
, and 𝐷4 = 𝑑4/𝑑𝑥∗4

3
,

in the interval −1 ≤ 𝑥∗
3
≤ 1 as follows:

𝑊(𝑥
∗

3
) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
𝑇
𝑛
(𝑥
∗

3
) , (52)

𝐹 (𝑥
∗

3
) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
𝑇
𝑛
(𝑥
∗

3
) , (53)

𝑍 (𝑥
∗

3
) =

𝑁

∑

𝑛=0

𝑎
𝑍𝑛
𝑇
𝑛
(𝑥
∗

3
) , (54)

𝑑
𝑞
𝑊

𝑑𝑥
∗𝑞

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛

𝑑
𝑞
𝑇
𝑛
(𝑥
∗

3
)

𝑑𝑥
∗𝑞

3

=

𝑁

∑

𝑛=0

𝑏
𝑊𝑛
𝑇
𝑛
(𝑥
∗

3
) , (55)

𝑑
𝑞
𝐹

𝑑𝑥
∗𝑞

3

=

𝑁

∑

𝑛=0

𝑎
𝐹𝑛

𝑑
𝑞
𝑇
𝑛
(𝑥
∗

3
)

𝑑𝑥
∗𝑞

3

=

𝑁

∑

𝑛=0

𝑏
𝐹𝑛
𝑇
𝑛
(𝑥
∗

3
) , (56)

𝑑
𝑞
𝑍

𝑑𝑥
∗𝑞

3

=

𝑁

∑

𝑛=0

𝑎
𝑍𝑛

𝑑
𝑞
𝑇
𝑛
(𝑥
∗

3
)

𝑑𝑥
∗𝑞

3

=

𝑁

∑

𝑛=0

𝑏
𝑍𝑛
𝑇
𝑛
(𝑥
∗

3
) , (57)

where 𝑞 is an integer number defining the order of the
derivative of the functions𝑊, 𝐹, and 𝑍, and 𝑇

𝑛
(𝑥
∗

3
) are the

𝑛th-degree Chebyshev polynomials of the first kind (with
𝑁 as the maximum degree used for the polynomials). The
Chebyshev polynomials satisfy the orthogonality relation
[12–14]:

∫

1

−1

𝑇
𝑛
(𝑥
∗

3
) 𝑇
𝑚
(𝑥
∗

3
) (1 − 𝑥

∗2

3
)
−1/2

𝑑𝑥
∗

3
=
𝜋

2
𝑐
𝑛
𝛿
𝑛𝑚
, (58)

where 𝑐
0
= 2, 𝑐

𝑛
= 1 for 𝑛 > 0. Equations for the expansion

coefficients 𝑎
𝑊𝑛

, 𝑎
𝐹𝑛
, 𝑎
𝑍𝑛
, 𝑏
𝑊𝑛

(in terms of 𝑎
𝑊𝑛

), 𝑏
𝐹𝑛

(in terms
of 𝑎
𝐹𝑛
), and 𝑏

𝑍𝑛
(in terms of 𝑎

𝑍𝑛
) are generated by substituting

(52)–(57) into the set of perturbation equations shown in
the previous section and applying the orthogonality property

(58). In the literature it is possible to find explicit formulae for
the expansion coefficients 𝑏

𝑊𝑛
in terms of 𝑎

𝑊𝑛
, 𝑏
𝐹𝑛

in terms of
𝑎
𝐹𝑛
, and 𝑏

𝑍𝑛
in terms of 𝑎

𝑍𝑛
[12, 15].

Themethod that we have selected to obtain the equations
for the coefficients 𝑎

𝑊𝑛
, 𝑎
𝐹𝑛
, and 𝑎

𝑍𝑛
is the Tau Chebyshev

method.The Tau Chebyshevmethod is an efficient numerical
procedure for finding eigenvalues and eigenfunctions of sys-
tems in fluid and solid mechanics theories. One advantage of
the algorithm is that it is able to calculate asmany eigenvalues
as required, not just the dominant one [13, 14]. Using this
numerical methodology we generate, by substituting (52),
(53), (55), and (56) into the couple of the general perturbation
equations for the case whenΩ = 0; see (49), one equation for
each 𝑛 = 0, 1, 2, . . . , 2𝑁 + 2 − 6. The remaining six equations,
those for 2𝑁+ 2 − 6 + 1 ≤ 𝑛 ≤ 2𝑁+ 2, are generated by using
the six boundary conditions. Hence for rigid surfaces, the set
of boundary conditions are written as

𝑊(1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
= 0,

𝑑𝑊 (1)

𝑑𝑥
∗

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
𝑛
2
= 0,

𝑊 (−1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛
= 0,

𝑑𝑊 (−1)

𝑑𝑥
∗

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛−1
𝑛
2
= 0,

𝐹 (1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
= 0, 𝐹 (−1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
(−1)
𝑛
= 0,

(59)

whereas for free surfaces the set of boundary conditions are
written as

𝑊(1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
= 0,

𝑑
2
𝑊(1)

𝑑𝑥
∗2

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
𝑛
2
(
𝑛
2
− 1

3
) = 0,

𝑊 (−1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛
= 0,

𝑑
2
𝑊(−1)

𝑑𝑥
∗2

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛+2
𝑛
2
(
𝑛
2
− 1

3
) = 0,

𝐹 (1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
= 0, 𝐹 (−1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
(−1)
𝑛
= 0.

(60)

Using the Tau Chebyshev method in the cases with rota-
tion (Ω ̸= 0) we generate, by substituting (52)–(57) into the
three perturbation equations, one equation for each 𝑛 =

0, 1, 2, . . . , 3𝑁 + 3 − 8. The remaining eight equations, those
for 3𝑁 + 3 − 8 + 1 ≤ 𝑛 ≤ 3𝑁 + 3, are generated by using
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Table 3: Critical Rayleigh numbers and wave numbers at marginal stability for the onset of stationary convection when both bounding
surfaces are free. Gravity vector g parallel to the rotation vector Ω. 𝑇 is the Taylor number. 𝑅 is the Rayleigh number obtained by the Tau
Chebyshev method. 𝑅Ch is the Rayleigh number obtained by Chandrasekhar [1].

𝑇 𝑎 𝑅 𝑅Ch 𝑇 𝑎 𝑅 𝑅Ch

10
2 2.594 8.262𝐸2 8.263𝐸2 10

6 12.86 9.222𝐸4 9.222𝐸4

10
3 3.710 1.676𝐸3 1.676𝐸3 10

8 28.02 1.897𝐸6 1.897𝐸6

10
4 5.698 5.377𝐸3 5.377𝐸3 10

11 88.87 1.875𝐸8 1.876𝐸8

10
5 8.626 2.130𝐸4 2.131𝐸4 10

13 191.51 4.037𝐸9 4.037𝐸9

Table 4: Thermal instability analysis in the presence of a rotation
vector when both bounding surfaces are rigid: gravity vector and
rotation vector acting in different directions. Rayleigh numbers 𝑅
for the Taylor number 𝑇 = 100 and for various values of 𝑎 and 𝐶

𝑅
.

𝐶
𝑅

𝑎 𝑅 𝐶
𝑅

𝑎 𝑅

0.0 3.15 1756.37 — — —

0.5
3.0 1765.91

2.0
3.0 1806.85

3.15 1758.85 3.15 1796.01
3.35 1767.31 3.35 1800.20

1.0
3.0 1774.10

4.0
3.0 1937.84

3.15 1766.28 3.35 1905.43
3.35 1773.89 3.45 1908.84

Table 5: Thermal instability analysis in the presence of a rotation
vector when both bounding surfaces are free: Gravity vector and
rotation vector acting in different directions. Rayleigh numbers 𝑅
for the Taylor number 𝑇 = 100 and for various values of 𝑎 and 𝐶

𝑅
.

𝐶
𝑅

𝑎 𝑅 𝐶
𝑅

𝑎 𝑅

0.0 2.594 826.28 — — —

0.5
2.5 836.54

2.0
2.62 943.16

2.6 833.77 2.74 932.00
2.64 833.84 3.00 933.42

1.0
2.5 861.92

4.0
2.76 1228.56

2.66 855.00 3.2 1145.92
2.72 855.35 3.4 1151.32

Table 6: Critical Rayleigh numbers and wave numbers at marginal
stability for the onset of stationary convection when both bounding
surfaces are rigid. Gravity vector g parallel to the magnetic field
vector H. 𝑄 is the dimensionless magnetic parameter. 𝑅 is the
Rayleigh number obtained by the Tau Chebyshevmethod.𝑅Ch is the
Rayleigh number obtained by Chandrasekhar [1].

𝑄 𝑎 𝑅 𝑅Ch

10 3.25 1945.8 1945.8
100 4.00 3757.27 3757.3
1000 5.80 17102.94 17103
4000 7.40 54696.93 54700
10000 8.66 124508.47 124509

the eight boundary conditions. Hence for rigid surfaces, the
set of boundary conditions are written as

𝑊(1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
= 0,

𝑑𝑊 (1)

𝑑𝑥
∗

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
𝑛
2
= 0,

𝑊 (−1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛
= 0,

𝑑𝑊 (−1)

𝑑𝑥
∗

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛−1
𝑛
2
= 0,

𝐹 (1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
= 0, 𝐹 (−1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
(−1)
𝑛
= 0,

𝑍 (1) =

𝑁

∑

𝑛=0

𝑎
𝑍𝑛
= 0, 𝑍 (−1) =

𝑁

∑

𝑛=0

𝑎
𝑍𝑛
(−1)
𝑛
= 0,

(61)

whereas for free surfaces the set of boundary conditions are
written as

𝑊(1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
= 0,

𝑑
2
𝑊(1)

𝑑𝑥
∗2

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
𝑛
2
(
𝑛
2
− 1

3
) = 0,

𝑊 (−1) =

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛
= 0,

𝑑
2
𝑊(−1)

𝑑𝑥
∗2

3

=

𝑁

∑

𝑛=0

𝑎
𝑊𝑛
(−1)
𝑛+2
𝑛
2
(
𝑛
2
− 1

3
) = 0,

𝐹 (1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
= 0,

𝐹 (−1) =

𝑁

∑

𝑛=0

𝑎
𝐹𝑛
(−1)
𝑛
= 0,

𝑑𝑍 (1)

𝑑𝑥
∗

3

=

𝑁

∑

𝑛=0

𝑎
𝑍𝑛
𝑛
2
= 0,

𝑑𝑍 (−1)

𝑑𝑥
∗

3

=

𝑁

∑

𝑛=0

𝑎
𝑍𝑛
(−1)
𝑛−1
𝑛
2
= 0.

(62)
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Table 7: Critical Rayleigh numbers and wave numbers at marginal stability for the onset of stationary convection when both bounding
surfaces are free. Gravity vector g parallel to the magnetic field vector H. 𝑄 is the dimensionless magnetic parameter. 𝑅 is the Rayleigh
number obtained by the Tau Chebyshev method. 𝑅Ch is the Rayleigh number obtained by Chandrasekhar [1].

𝑄 𝑎 𝑅 𝑅Ch 𝑄 𝑎 𝑅 𝑅Ch

10 2.590 923.069 923.070 7500 8.159 91705.75 91705.7
100 3.702 2653.708 2653.71 9000 8.429 108622.9 108623
1000 5.684 15207.01 15207.0 15000 9.227 175279.33 175279
2000 6.453 27699.95 27699.9 17000 9.433 197248.97 197249
5000 7.585 63135.98 63135.9 35000 10.70 392013.13 392013

Table 8: Thermal instability analysis in the presence of a magnetic field when both bounding surfaces are rigid: gravity vector and magnetic
field vector acting in different directions. Rayleigh numbers for the dimensionless parameter 𝑄 = 100 and for various values of 𝑎 and 𝐶

𝐻
. 𝑅

is the Rayleigh number obtained by the Tau Chebyshev method. 𝑅Ch is the Rayleigh number obtained by Chandrasekhar [1].

𝐶
𝐻

𝑎 𝑅 𝑅Ch 𝐶
𝐻

𝑎 𝑅 𝑅Ch

0.0 4.0 3757.27 3757.3 — — — —

0.5
3.9 3785.12 3797.0

2.0
3.9 4146.18 4190.0

4.0 3780.70 3793.0 4.0 4136.55 4181.0
4.1 3782.82 3795.0 4.1 4133.94 4178.0

1.0
3.9 3856.64 3875.0

4.0
3.9 5356.98 5523.0

4.0 3851.20 3878.0 4.0 5328.39 5494.0
4.1 3852.41 3871.0 4.1 5308.46 5474.0

Table 9: Thermal instability analysis in the presence of a magnetic
field when both bounding surfaces are free: gravity vector and mag-
netic field vector acting in different directions. Rayleigh numbers
for the dimensionless parameter 𝑄 = 100, and for various values of
𝑎 and 𝐶

𝐻
. 𝑅 is the Rayleigh number obtained by the Tau Chebyshev

method.𝑅Ch is the Rayleigh number obtained byChandrasekhar [1].

𝐶
𝐻

𝑎 𝑅 𝐶
𝐻

𝑎 𝑅

0.0 3.702 2653.70 — — —

0.5
3.6 2679.49

2.0
3.6 3028.72

3.7 2676.17 3.8 3017.01
3.8 2678.55 3.9 3020.24

1.0
3.6 2748.31

4.0
3.6 4226.99

3.7 2743.9 4.1 4151.21
3.8 2745.3 4.2 4157.48

Notice that the high frequency behaviour (i.e., high 𝑛) of the
solution is not governed by the perturbation equations but
by the boundary conditions [12]. The Tau equations can be
written as a generalized eigenvalue problem (Ax) = 𝑅(Bx),
where the vector x includes the coefficients 𝑎

𝑊𝑛
, 𝑎
𝐹𝑛

(and
𝑎
𝑍𝑛
), 𝑅 is the Rayleigh number, and A and B are (2𝑁 + 2) ×

(2𝑁 + 2) matrices (or (3𝑁 + 3) × (3𝑁 + 3) matrices) whose
first 2𝑁 + 2 − 6 (or 3𝑁 + 3 − 8) rows are defined by the
two (or three) perturbation equations. The last six (or eight)
rows of A are given by the boundary conditions, and the last
six (or eight) rows of B vanish [16]. The system of equations
has been solved numerically by using the routine F02GJF
from the NAG library. The routine F02GJF calculates all the
eigenvalues of the eigenproblem Ax = �̂�Bx, by using the 𝑄𝑍
algorithm (see http://www.nag.co.uk/numeric/Fl/manual/
xhtml/F02/f02gjf.xml).

5. Results

5.1. Thermal Instability Analysis in the Presence of a Rotation
Vector, 𝜗

𝑅
= 0, H = 0. Tables 2 and 3 show the critical

Rayleigh number𝑅 andwave number 𝑎 of the unstablemodes
at marginal stability for the onset of stationary convection
when both bounding surfaces are rigid and when both
bounding surfaces are free, respectively. It is possible to
observe that the results obtained by the Tau Chebyshev
method are in full agreement with the variational formula-
tion; see [1]. It is also observed the inhibition effect of the
Coriolis force as the Taylor number 𝑇 increases. As 𝑇
becomes greater, the value of the critical wave number also
increases.

5.2. Thermal Instability Analysis in the Presence of a Rotation
Vector, 𝜗

𝑅
̸= 0, H = 0. Tables 4 and 5 show the results

obtained by the Tau Chebyshevmethod when both bounding
surfaces are rigid and when both bounding surfaces are free,
respectively. It is observed that when the Taylor number is
𝑇 = 100, as the value of the 𝐶

𝑅
parameter increases, the

critical parameters (Rayleigh number 𝑅
𝑐
and wave number

𝑎
𝑐
) become greater. Note in Table 4 that when 𝐶

𝑅
= 1, 𝑎

𝑐
=

3.15 and 𝑅
𝑐
= 1766.28; however, when 𝐶

𝑅
= 4, 𝑎

𝑐
= 3.35

and 𝑅
𝑐
= 1905.43. Also note in Table 5 that when 𝐶

𝑅
= 1,

𝑎
𝑐
= 2.66 and 𝑅

𝑐
= 855.0; however, when 𝐶

𝑅
= 4, 𝑎

𝑐
= 3.2

and 𝑅
𝑐
= 1145.92. Hence for a fixed Taylor number, the net

effect of increasing 𝐶
𝑅
is to stabilize the system.

5.3. Thermal Instability Analysis in the Presence of a Magnetic
Field, 𝜗

𝐻
= 0, Ω = 0. Tables 6 and 7 show the critical

Rayleigh number𝑅 andwave number 𝑎 of the unstablemodes
at marginal stability for the onset of stationary convection
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Table 10: Thermal instability analysis in the presence of a rotation and a magnetic field when both bounding surfaces are free: gravity vector
g parallel to both rotation vector Ω and magnetic field vector H. Critical Rayleigh numbers and wave numbers at marginal stability for the
onset of stationary convection. Taylor number 𝑇

1
= 𝑇/𝜋4 = 105 for various values of the dimensionless magnetic parameter𝑄

1
=𝑄/𝜋2. 𝑅 and

𝑎 are the Rayleigh number and the wave number, respectively, obtained by the Tau Chebyshev method. 𝑅Ch and 𝑎Ch are the Rayleigh number
and the wave number, respectively, obtained by Chandrasekhar [1]. The superscripts 1 and 2 mean the two minima of the Rayleigh number.

𝑄
1

𝑎
1

𝑅
1

𝑎
1

Ch 𝑅
1

Ch 𝑎
2

𝑅
2

𝑎
2

Ch 𝑅
2

Ch

10 18.87 4.066𝐸5 18.9 4.067𝐸5 — — — —
50 18.58 4.028𝐸5 18.6 4.028𝐸5 3.49 7.261𝐸5 3.48 7.261𝐸5

100 18.2 3.976𝐸5 18.2 3.977𝐸5 3.365 3.932𝐸5 3.37 3.933𝐸5

1000 — — — — 5.675 1.828𝐸5 5.67 1.829𝐸5

10000 — — — — 12.29 1.081𝐸6 12.3 1.082𝐸6

100000 — — — — 18.9 1.015𝐸7 18.9 1.015𝐸7

when both bounding surfaces are rigid and when both
bounding surfaces are free, respectively. It is possible to
observe that the results obtained by the Tau Chebyshev
method are in full agreement with the variational formula-
tion; see [1]. It is also observed the inhibition effect of the
magnetic field, as the magnetic number 𝑄 increases. As 𝑄
becomes greater, the value of the critical wave number also
increases.

5.4. Thermal Instability Analysis in the Presence of a Magnetic
Field, 𝜗

𝐻
̸= 0, Ω = 0. Tables 8 and 9 show the results

obtained by the Tau Chebyshevmethod when both bounding
surfaces are rigid and when both bounding surfaces are free,
respectively. It is observed that when the Chandrasekhar
number𝑄 is fixed to𝑄 = 100, as the value of the𝐶

𝐻
parame-

ter increases, the critical Rayleigh number becomes greater.
In Table 8 we present a comparison between the results
obtained by [1] and the results of the Tau Chebyshev method.
We observe that if the data obtained by Chandrasekhar are
the exact values, the maximum percentage error (% error),
when 𝐶

𝐻
̸= 0, of the critical 𝑅 number calculated by the Tau

Chebyshev method occurs when 𝐶
𝐻
= 4.0 and 𝑎 = 4.1, with

an error of 3%, while the minimum percentage error occurs
when 𝐶

𝐻
= 0.5 and 𝑎 = 3.9, with an error of 0.3%. Thus

wemay conclude that our calculations are in good agreement
with Chandrasekhar’s results. Note in Table 8 that when𝐶

𝐻
=

1, the critical wave number 𝑎 = 4; however, when𝐶
𝐻
= 4, the

critical wave number 𝑎 = 4.1 Also note in Table 9 that when
𝐶
𝐻
= 1, the critical wave number 𝑎 = 3.7; however, when

𝐶
𝐻
= 4, the critical wave number 𝑎 = 4.1. Hence for a fixed

Chandrasekhar number 𝑄, the net effect of increasing 𝐶
𝐻
is

to stabilize the system.

5.5. Thermal Instability Analysis in the Presence of a Rotation
Vector and a Magnetic Field, 𝜗

𝑅
= 0, 𝜗

𝐻
= 0. Table 10

shows a comparison between the results obtained by the Tau
Chebyshev method and those of Chandrasekhar’s variational
formulation when both bounding surfaces are free. The
results have been obtained for several values of the modified
magnetic number 𝑄

1
= 𝑄/𝜋

2 and for a fixed value of the
modified Taylor number 𝑇

1
= 𝑇/𝜋

4
= 10
5. Notice that the

agreement is encouraging. Also note that the two minima of
the Rayleigh number are successfully reproduced by the Tau

Chebyshev method. It is interesting to mention that by using
the Tau Chebyshev method we found two additional critical
Rayleigh numbers that were not reported by Chandrasekhar
(see [1], Table XVIII, page 205, for 𝑇

1
= 10
5). We found

(not shown in Table 10) that when 𝑄
1
= 30, 𝑎 = 3.93 and

𝑅 = 1.125 × 10
6, and when 𝑄

1
= 200, 𝑎 = 17.1 and 𝑅 =

3.855 × 10
5. Figure 2 shows that if 𝑇

1
= 10
5, when both

bounding surfaces are free (see row (a)), and the magnetic
parameter 𝑄

1
is either 𝑄

1
= 40 (curve labelled a), 𝑄

1
=

100 (curve labelled b), or 𝑄
1
= 200 (curve labelled c), see

left panel, the two minima of the Rayleigh number curves
reported by Chandrasekhar are recovered (see [1], Figure 49,
page 208). Row (b), left panel of Figure 2, shows that when
the bounding surfaces are rigid, the two minima only slightly
appear when 𝑄

1
= 100 (curve labelled b) and 𝑄

1
= 200

(curve labelled c); however, when 𝑄
1
= 40 (curve labelled

a), only oneminimum value is present. Figure 2 shows on the
left panel of both rows the case with pure rotation 𝑇

1
= 10
5,

that is, without magnetic field (see the curves with circles).
It is pointed out that when the surfaces are free (row (a),
left panel), the effect of the magnetic field is to destabilize
the system, particularly when 𝑄

1
= 200 (curve labelled c).

This effect is clearly observed for low values of the modified
wave number 𝑥 = 𝑎2/𝜋2. It is also observed that the system
with 𝑄

1
= 200 is more unstable than the pure rotation case.

However when the surfaces are rigid (see row (b), left panel),
it is possible to observe that as the magnetic field becomes
greater, it firstly induces a stabilizing effect, with respect to
the pure rotation case (see curve labelled a for 𝑄

1
= 40 and

the curve with circles), but for 𝑄
1
= 100 and 200, it initiates

a destabilizing effect; however, the pure rotation case (see
the curve with circles) is more unstable. On the other hand
Figure 2 shows, on the right panel of both rows, the influence
of greater magnetic numbers (𝑄

1
= 400 (see continuous

lines), 𝑄
1
= 1500 (see dashed lines), 𝑄

1
= 2000 (see dotted

lines), and 𝑄
1
= 4000 (see dash-dotted lines)). Also shown

on the right panel of both rows is the case with puremagnetic
field 𝑄

1
= 4000, that is, without rotation (see the curves with

asterisks). It is pointed out that when the surfaces are free or
rigid, when 𝑄

1
= 400 (see the continuous lines), the system

reaches its critical situation; that is, the minimum value of
the Reynolds number is attained. However as 𝑄

1
increases

even more, the system becomes more stable. Now when the
surfaces are free (row (a)), and when the curve with asterisks
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Figure 2: Thermal instability analysis in the presence of a rotation and a magnetic field. Gravity vector parallel to both rotation vector and
magnetic field vector.The dependence of the Rayleigh number𝑅 (𝑅∗ = 𝑅/100) on the wave number 𝑎 (𝑥 = 𝑎2/𝜋2) when𝑇

1
= 10
5. Left panels:

𝑄
1
= 40 (curves labelled a),𝑄

1
= 100 (curves labelled b),𝑄

1
= 200 (curves labelled c), circles: pure rotation 𝑇

1
= 10
5 without magnetic field.

Right panels:𝑄
1
= 400 (continuous lines),𝑄

1
= 1500 (dashed lines),𝑄

1
= 2000 (dotted lines),𝑄

1
= 4000 (dash-dotted lines), asterisks: pure

magnetic field 𝑄
1
= 2000, without rotation. Row (a): free boundaries. Row (b): rigid boundaries.

(𝑄
1
= 4000, without rotation) is compared with the dash-

dotted line (𝑄
1
= 4000, 𝑇

1
= 10
5), it is possible to observe

that the Coriolis force induces a marginal stabilizing effect.
However when the surfaces are rigid (row (b)) and when
the curve with asterisks (𝑄

1
= 4000, without rotation) is

compared with the dash-dotted line (𝑄
1
= 4000, 𝑇

1
= 10
5),

we observe that rotation has a significant stabilizing effect.
According to the previous discussion we confirm the fact that
whenH andΩ act simultaneously and when both are parallel
to the gravity vector, the stabilizing effects have conflicting
tendencies. Figure 3 shows the influence of the Coriolis force

when the magnetic number is fixed to 𝑄
1
= 2000 and when

the surfaces are free (left panel) and rigid (right panel). Notice
that when the surfaces are free, the Coriolis force when 𝑇

1
=

1000 (curve labelled a) does not produce any effect on the
system as compared to that when there is no rotation (see the
asterisks curve for 𝑇

1
= 0). However when the surfaces are

rigid (right panel), the Coriolis force when𝑇
1
= 1000 induces

a stabilizing effect as compared with the case without rotation
(see the asterisks curve for 𝑇

1
= 0). It is clearly observed that

as the modified Taylor number 𝑇
1
acquires the values 5 × 105

and 106, the system becomes more stable.
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Figure 3: Thermal instability analysis in the presence of a rotation and a magnetic field. Gravity vector parallel to both rotation vector and
magnetic field vector. The dependence of the Rayleigh number 𝑅 (𝑅∗ = 𝑅/100) on the wave number 𝑎 (𝑥 = 𝑎2/𝜋2) when 𝑄

1
= 2000. The

effect of the Coriolis force: 𝑇
1
= 0 (without rotation, asterisks curves), 𝑇

1
= 1000 (curves labelled a), 𝑇

1
= 5 × 10

5 (curves labelled b), and
𝑇
1
= 10
6 (curves labelled c). Left panel: free boundaries. Right panel: rigid boundaries.
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Figure 4: Thermal instability analysis in the presence of a rotation and a magnetic field. Gravity vector parallel to the magnetic field vector
(𝐶
𝐻
= 0). Rotation vector at different values of𝐶

𝑅
̸= 0. The dependence of the Rayleigh number 𝑅 (𝑅∗ = 𝑅/100) for the onset of instability on

the wave number 𝑎 (𝑥 = 𝑎2/𝜋2) when 𝑇
1
= 10
5 and 𝑄

1
= 40 (for free surfaces). 𝑄

1
= 𝑄/𝜋

2 and 𝑇
1
= 𝑇/𝜋

4. Left panel: 𝐶
𝑅
= 0.5 (continuous

line), 𝐶
𝑅
= 1 (dashed line), 𝐶

𝑅
= 2 (dotted line), and 𝐶

𝑅
= 4 (dotted-dashed line). Right panel: 𝐶

𝑅
= 6 (curve labelled a), 𝐶

𝑅
= 8 (curve

labelled b), and 𝐶
𝑅
= 10 (curve labelled c).

5.6. Thermal Instability Analysis in the Presence of a Rotation
Vector and a Magnetic Field, 𝜗

𝑅
̸= 0, 𝜗
𝐻
̸= 0. Figure 4 shows,

for free surfaces, the dependence of the critical Rayleigh
number 𝑅∗ = 𝑅/100 and the critical wave number 𝑥 =

𝑎
2
/𝜋
2, on the parameter 𝐶

𝑅
, when the Taylor number

𝑇
1
= 𝑇/𝜋

4
= 10
5, the magnetic parameter 𝑄

1
= 𝑄/𝜋

2
= 40,

and the gravity vector g is parallel to themagnetic field vector
H (𝐶
𝐻
= 0). On the left panel the competition between

the stabilizing effect of the Coriolis force and the strong
destabilizing properties of the 𝐶

𝑅
parameter when it is in
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Figure 5:Thermal instability analysis in the presence of a rotation and amagnetic field. Gravity vector parallel to the rotation vector (𝐶
𝑅
= 0).

Magnetic field vector at different values of𝐶
𝐻
̸= 0.The dependence of the Rayleigh number 𝑅∗ for the onset of instability on the wave number

𝑥 when 𝑇
1
= 10
5 and𝑄

1
= 40 (for free surfaces). Left panel: 𝐶

𝐻
= 0.5 (curve labelled a), 𝐶

𝐻
= 1 (curve labelled b), 𝐶

𝐻
= 2 (curve labelled c),

𝐶
𝐻
= 4 (curve labelled d), 𝐶

𝐻
= 6 (curve labelled e), 𝐶

𝐻
= 8 (curve labelled f), and 𝐶

𝐻
= 10 (curve labelled g). Right panel: 𝐶

𝐻
= 15 (curve

labelled a), 𝐶
𝐻
= 20 (curve labelled b), 𝐶

𝐻
= 25 (curve labelled c), 𝐶

𝐻
= 30 (curve labelled d), and 𝐶

𝐻
= 35 (curve labelled e).
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Figure 6: Thermal instability analysis in the presence of a rotation and a magnetic field. The dependence of the Rayleigh number 𝑅∗ for the
onset of instability on the wave number 𝑥 when 𝑇

1
= 10
5 and 𝑄

1
= 40 (for free surfaces). Left panel: rotation vector at 𝐶

𝑅
= 6, for different

values of 𝐶
𝐻
, 𝐶
𝐻
= 2 (continuous line), 𝐶

𝐻
= 10 (+ curve), 𝐶

𝐻
= 20 (∗ curve), and 𝐶

𝐻
= 40 (∘ curve). Right panel: magnetic field vector at

𝐶
𝐻
= 15, for different values of 𝐶

𝑅
, 𝐶
𝑅
= 0.5 (continuous line), 𝐶

𝑅
= 2 (+ curve), 𝐶

𝑅
= 10 (∗ curve), and 𝐶

𝑅
= 15 (∘ curve).

the range 0.5 ≤ 𝐶
𝑅
≤ 4 is observed. When 𝐶

𝑅
= 0 and

𝐶
𝐻
= 0, the critical Rayleigh number is 𝑅∗ = 8829.8; see left

panel of Figure 2, while left panel of Figure 4 shows that when
𝐶
𝑅
= 0.5, the critical Rayleigh number has been lowered to

𝑅
∗
= 3009.2. Note, on the left panel, the presence of the two

minima in the curves of theRayleigh number𝑅∗. On the right
panel of Figure 4 it is shown that when the 𝐶

𝑅
parameter is

in the range 6 ≤ 𝐶
𝑅
≤ 10, the fluid layer becomes more

stable as 𝐶
𝑅
increases. Therefore, we have found that there is

a critical value of the𝐶
𝑅
parameter at which the destabilizing
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behaviour is changed to a stabilizing performance, and the
critical value occurs around 𝐶

𝑅
= 6 (see right panel). It

is also possible to observe that the curves corresponding to
𝐶
𝑅
= 8 (curve labelled b) and𝐶

𝑅
= 10 (curve labelled c) only

show one minimum value. In general it is observed that as
the 𝐶
𝑅
parameter increases, the wave number 𝑥 = 𝑎2/𝜋2 also

increases and a tendency to get only one minimum is
apparent.

Figure 5 shows, for free surfaces, the dependence of the
critical Rayleigh number 𝑅∗ and the critical wave number 𝑥
on the parameter 𝐶

𝐻
, when the Taylor number 𝑇

1
= 10
5, the

magnetic parameter 𝑄
1
= 40, and the gravity vector g is

parallel to the rotation vector Ω (𝐶
𝑅
= 0). On the left panel

it is shown that the influence of the parameter 𝐶
𝐻
, when its

value is 0.5 (curve labelled a), is almost negligible; hence,
curve for 𝐶

𝐻
= 0.5 resembles curve labelled a, of Figure 2

left panel, when 𝐶
𝑅
= 0 and 𝐶

𝐻
= 0. On the left panel of

Figure 5, it is possible to observe the competition between
the stabilizing effect of the Coriolis force and the destabilizing
influence of the𝐶

𝐻
parameter when its values are in the range

0.5 ≤ 𝐶
𝐻
≤ 10; that is, as the 𝐶

𝐻
parameter increases, the

fluid layer gets more unstable. Right panel of Figure 5 shows
the cooperative behaviour between the Coriolis force and the
𝐶
𝐻
parameter; that is, as the 𝐶

𝐻
parameter increases even

more in the range 15 ≤ 𝐶
𝐻
≤ 35, the fluid layer becomes

more stable. Hence we have found again that a critical
value of the 𝐶

𝐻
parameter exists at which the destabilizing

performance of 𝐶
𝐻
is transformed to a stabilizing behaviour.

The critical𝐶
𝐻
is around𝐶

𝐻
= 15. We can also conclude that

as the 𝐶
𝐻
parameter increases, the wave number 𝑥 = 𝑎2/𝜋2

also increases and the tendency to get only one minimum is
clear.

Finally left panel of Figure 6 shows for free surfaces, the
dependence of the Rayleigh number 𝑅∗ = 𝑅/100 on the wave
number 𝑥 = 𝑎2/𝜋2 when 𝐶

𝑅
is a fixed value equal to 𝐶

𝑅
= 6

and 𝐶
𝐻
has the values 𝐶

𝐻
= 2, 10, 20, and 40. Right panel

of Figure 6 also shows for free surfaces the dependence of the
Rayleigh number 𝑅∗ on the wave number 𝑥 when 𝐶

𝐻
is a

fixed value equal to 𝐶
𝐻
= 15 and 𝐶

𝑅
has the values 𝐶

𝑅
=

0.5, 2, 10, and 15. In both panels of Figure 6, the modified
Taylor and magnetic numbers are 𝑇

1
= 10
5 and 𝑄

1
= 40,

respectively. When 𝐶
𝑅
is fixed to 𝐶

𝑅
= 6 (see left panel), we

observe that the curve 𝐶
𝐻
= 2 (continuous line) resembles

the curve 𝑎 (for 𝐶
𝐻
= 0) shown in right panel of Figure 4.

However the case 𝐶
𝐻
= 2 is a bit more unstable than the

case 𝐶
𝐻
= 0. When 𝐶

𝐻
increases to 𝐶

𝐻
= 10 (+ curve),

the system becomes evenmore unstable; however, it is clearly
observed that there exists a critical value of 𝐶

𝐻
(around 10),

at which the system shifts its unstable behaviour to a more
stable performance, see the curves for𝐶

𝐻
= 20 (∗ curve) and

𝐶
𝐻
= 40 (∘ curve). When 𝐶

𝐻
is fixed to 𝐶

𝐻
= 15 (see right

panel), we observe that the curve 𝐶
𝑅
= 0.5 (continuous line)

is very similar to the curve 𝑎 (for 𝐶
𝑅
= 0) shown in Figure 5

right panel. When 𝐶
𝑅
increases to 𝐶

𝑅
= 2 (+ curve), the

system becomesmore unstable, however it is clearly observed
that there also exists a critical value of 𝐶

𝑅
(around 2), at

which the system shifts its unstable behaviour to amore stable
performance; see the curves for 𝐶

𝑅
= 10 (∗ curve) and

𝐶
𝑅
= 15 (∘ curve). In both panels of Figure 6 it is observed

that before the critical situation there exists a competition
between𝐶

𝐻
and𝐶

𝑅
parameters, and the result is that the fluid

layer is transformed into a more unstable system. However
after the critical situation, there is a cooperative work of 𝐶

𝐻

and 𝐶
𝑅
to inhibit the thermal convection of the infinite layer

of fluid.

6. Conclusions

The Tau Chebyshev method has been used to solve the clas-
sical problem of thermal convection on an infinite fluid layer
with rotation and an impressed magnetic field. Our method-
ology has been verified with results previously published in
the literature, through the solution of the first five cases shown
in Table 1. By using the Tau Chebyshev method, we find that,
for the sixth case shown in Table 1, a critical value of the
𝐶
𝑅
and 𝐶

𝐻
parameters exists at which the competition bet-

ween H and Ω, which leads to an unstable system, can be
transformed to a cooperative work that promotes a system in
which the thermal convection of the layer of fluid is inhibited.
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Significant change of wellbore and surrounding formation temperatures during the whole drilling process for oil and gas resources
often leads by annulus fluid fluxes into formation and may pose a threat to operational security of drilling and completion
process. Based on energy exchange mechanisms of wellbore and formation systems during circulation and shut-in stages under
lost circulation conditions, a set of partial differential equations were developed to account for the transient heat exchange process
between wellbore and formation. A finite difference method was used to solve the transient heat transfer models, which enables the
wellbore and formation temperature profiles to be accurately predicted. Moreover, heat exchange generated by heat convection due
to circulation losses to the rock surrounding a well was also considered in the mathematical model. The results indicated that the
lost circulation zone and the casing programme had significant effects on the temperature distributions of wellbore and formation.
The disturbance distance of formation temperature was influenced by circulation and shut-in stages. A comparative perfection
theoretical basis for temperature distribution of wellbore-formation system in a deep well drilling was developed in presence of lost
circulation.

1. Introduction

Annulus fluid fluxed into formation usually in presence of
lost circulation problem occurs in oil-gas and geothermal
wells during the drilling stage with increasing well depth,
thus resulting in continuous variation of the temperature
of wellbore (inside drilling string fluid, drilling pipe, and
annulus) and surrounding formation (casing, cement sheath,
static drilling fluid, and rock).Moreover, the determination of
transient temperature distributions in and around oil-gaswell
under circulation and shut-in conditions is a complex task
because of the occurrence of lost circulation due to the change
of drilling fluid flow state and formation property [1–3].
Therefore, it is important to obtain the accurate temperature
distributions of wellbore and formation under lost circulation
conditions, which can develop the adequate drilling style and
design the excellent property of drilling fluids and cement
slurries [4, 5].

A reliable and accurate estimation of such temperature
distribution requires a complete dynamic thermal study
related to the drilling fluid flow in and around the wellbore,
which includes a set of numerical models as well as boundary
and initial conditions. At present, the estimation temperature
method in and around oil-gas well is mainly classified into
two classes. One deals with using classical analytical methods
based on conductive heat flow in cylindrical coordinate [6–
11], exclusive of conductive-convective heat flow method [12]
and the spherical and radial heat flow method [13]. These
models have been considered as excellent methods in many
applications due to their simplicity, whereas the formation
temperature obtained by these methods is normally lower
than the initial temperature [14]. The other class attempts to
describe the transient heat transfer processes using numerical
models based on the energy balance principle in each region
of a well during circulation and shut-in stages [15–19].
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The previous estimation methods are mainly focused on
studying the wellbore and formation temperatures under
no lost circulation condition. That is to say, these meth-
ods cannot accurately estimate the wellbore and formation
temperatures in presence of lost circulation. Recently, with
regard to this, only a few studies involved several aspects for
estimating the temperatures of fluid and formation when lost
circulation is being [20–22].However, those studies have little
attention on studying the heat exchanged mechanism and
law between wellbore and formation under lost circulation
conditions by the numerical model.

Therefore, in this work, the development of transient
heat transfer model for estimation of wellbore and formation
temperatures in oil-gas wells during circulation and shut-
in stages under lost circulation condition are presented.
Here, the well-formation interface is considered as a porous
medium through which fluid lost by circulation [23]. More-
over, to deeply analyze lost circulation process for radial heat
transfer equation, themodel also takes the radial fluidmotion
and the radial heat flow from annulus to formation into
consideration. Thereby, under lost circulation, the compre-
hensive model is applied to estimate each heat transfer region
in a well according to the actual data of well drilling.

2. Physical Model

Thephysicalmodel of lost circulation during circulation stage
is shown in Figure 1. The process of circulation is considered
as three distinct phases: (1) fluid enters the drill pipe with a
specified temperature (𝑇in) at the surface and passes down
with flow velocity V

𝑧1
in the 𝑧 direction; (2) fluid exits the

drill pipe through the bit and enters the annulus at the
bottom; (3) fluid passes up the annulus with flow velocity V

𝑧3

and exits the annulus with a specified temperature (𝑇out) at
the surface [15, 18]. If lost circulation is being in a certain
formation, drilling fluid would be flown into surrounding
formation so that it becomes hard to precisely define the
temperature profile of a well. Therefore, to simulate thermal
behavior of fluid during the circulation process, it is necessary
to develop a set of partial differential equations under the
actual casing program and drill string assembly conditions,
which is illustrated in Figure 1.Mass and energy conservation
is considered as incompressible flow in the axial (𝑧) and radial
(𝑟) directions. Meanwhile, the effect factors of boundary
conditions among each control unite are taken into account
in the solving model.

During the circulation stage, the fluid passes down the
pipe in the 𝑧 direction, and its temperature distribution is
determined by the rate of heat convection down the drilling
pipe and heat exchange with the metallic pipe wall. At
the bottom, the fluid temperature at the outlet of the drill
pipe is the same as the fluid temperature at the entrance
of the annulus, and then the fluid keeps on flowing up
in the annulus. Similarly, the annulus fluid temperature is
determined by the rate of heat convection up the annulus, the
rate of heat exchange between the annulus and drill pipe wall,
and the rate of heat exchange between the wall of the well
and annulus fluid [23]. Meanwhile, well depth and flow rate

of lost circulation have great effects on annulus temperature.
In addition, fluid friction, rotational energy, and drill bit
energy also have significant influence on the overall energy
balance of the wellbore [24]. During shut-in stage, above
the lost depth, all wellbore fluid will flow into formation.
Therefore, the temperatures in thewellborewhich are decided
by fluid flow state depend upon a number of different thermal
processes involving conductive and convective mechanisms
in different sections of well. When wellbore fluid is in flowing
state, the fluid temperatures of inside drill string and annulus
are strong dependent upon the rate of lost circulation in heat
convection way; if all of wellbore fluid above the loss depth
flow into formation, the heat exchange between wellbore and
formation is only in a conduction way.

3. Mathematical Model

3.1. Assumption Conditions. The mathematical model con-
sisted of a set of partial differential equations used to
describe the temperatures of wellbore and formation. The
fundamental assumptions of numerical model include the
following.

(i) Each control unit of wellbore and formation system is
cylindrical geometry.

(ii) The physical properties of the formation, cement, and
metal pipe are constant with the change of depths [5].
The parameters include thermal conductivity, density,
heat capacity, and viscosity.

(iii) The radial temperature gradient within the fluid may
be neglected.

(iv) The heat conduction equation through surrounding
wellbore is solved by using a two-dimensional tran-
sient axial-symmetric temperature distribution.

(v) Viscous dissipation and thermal expansion effects are
neglected.

Under these conditions, the governing equations and
initial and boundary conditions for each region are as follows.

3.2. Mathematical Formulation

3.2.1. Transient Heat Transfer during Circulation Stage

(1) Inside the Drilling String.The numerical model which can
calculate the temperature distribution of inside drilling string
is complemented by the following three considerations: (1)
the inlet fluid temperature is the boundary condition of the
model; (2) the flow velocity of fluid in the 𝑧 direction is also
defined by mass flow rate; and (3) heat generated by fluid
fraction. Therefore, based on energy conservation principle,
the model is expressed as follows:

𝑄
𝑚

𝜋𝑟
2

1

−
𝜕 (𝜌
1
𝑐
1
𝑇
1
𝑞)

𝜋𝑟
2

1
𝜕𝑧

−
2ℎ
1
(𝑇
1
− 𝑇
2
)

𝑟
1

=
𝜕 (𝜌
1
𝑐
1
𝑇
1
)

𝜕𝑡
. (1)
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Figure 1: Physical model of drilling fluid circulation under lost circulation condition.

The boundary condition between fluid and inner wall of
drill string is written as follows:

−𝜆
2
(
𝜕𝑇
2

𝜕𝑟
)

𝑟=𝑟
1

= ℎ
1
(𝑇
2
− 𝑇
1
) , (2)

where 𝑇
1
, 𝑇
2
are the temperatures of inside drilling string

fluid and drilling string wall, respectively; 𝑄
𝑚
is the energy

source term of unit length inside the drilling string; 𝜌
1
is the

density of drilling fluid; 𝑞 is the flow rate of inside drill string;
𝑐
1
is the specific heat capacity of drilling fluid; 𝑟

1
is the radius

of inside drill string; 𝜆
2
is the thermal conductivity of drill

string; and ℎ
1
is the convection coefficient of inside drilling

string wall.

(2) Drill String Wall. The formulation calculates the tem-
perature distribution of drill string wall, and the conditions
here are defined by the three sections: (1) the mass flow
rate of fluid in the inside drill string and annulus; (2) the
vertical conduction of heat in the drill pipe; and (3) the radial
exchange of heat between the drill pipe and the fluid inside

and outside the string.The numericalmodel of the drill string
wall is given as follows:

𝜕
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) =

𝜕 (𝜌
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𝑐
2
𝑇
2
)

𝜕𝑡
.

(3)

The boundary condition influenced the temperature dis-
tribution of drill string wall includes two parts: one is the heat
exchange between fluid of inside drill string and drill string,
which is expressed by (2), and the other is heat exchange
between annulus and the drill string which is written as

−𝜆
2
(
𝜕𝑇
2

𝜕𝑟
)

𝑟=𝑟
2

= ℎ
2
(𝑇
2
− 𝑇
3
) , (4)

where 𝑇
3
is the temperature of annulus fluid; 𝜌

2
is the

density of drill string wall; 𝑐
2
is the specific heat capacity of

drill string; 𝑟
2
is the outer radius of drill string; 𝜆

2
is the

thermal conductivity of drill string; and ℎ
2
is the convection

coefficient of outer drilling string wall.

(3) In the Annulus. The factors that influenced the annulus
temperature are consisted of three sections: (1) the mass flow
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rate of fluid; (2) the temperature distributions of drill string
and wellbore walls; and (3) heat generated by fluid fraction
and drilling string rotation.The transient heat transfer model
in the annulus is expressed as follows:

𝜕 (𝜌
3
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3
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(5)

The interface between annulus and wellbore wall is
important since it mathematically couples the surrounding
formation with the flow in the annulus. Therefore, to guar-
antee continuity of heat flux during circulation and shut-in
condition, the boundary conditions are

−𝜆
3
(
𝜕𝑇
3

𝜕𝑟
)

𝑟=𝑟
3

+ ℎef (𝑇4 − 𝑇
3
) = 𝜆ef(

𝜕𝑇
4

𝜕𝑟
)

𝑟=𝑟
3

, (6)

where 𝑇
4
is the interface temperature between annulus fluid

and borehole wall;𝑄
𝑎
is the energy source term of unit length

inside annulus; 𝑞 is the flow rate of annulus; 𝑟
3
is the radius

of borehole wall; 𝜆
3
is the thermal conductivity of annulus

fluid; effective thermal conductivity 𝜆ef considers the effect
of porosity; ℎ

3
is the convection coefficient of borehole wall;

ℎef is the effective heat transfer coefficient which considers the
effect porosity.

(4) Each Heat Transfer Region in Surrounding Wellbore. The
effect of factor on heat exchange for the surrounding wellbore
includes four sections: (1) the vertical conduction of heat in
the medium; (2) the rate of heat exchange among volume
elements; and (3) the rate of heat exchange for formation fluid
which can flow in the porous medium.The energy balance in
each heat transfer medium is

𝜕
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where

(𝜌𝑐
𝑝
)
ef
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)
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𝑟
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𝑓𝑢
, 𝜌in, 𝐴 𝑙) .

(8)

The mathematical formulation for the hydrodynamic
model of rock formation is based on one-dimensional
volume-averaging equations that govern the hydrodynamic
phenomena of an incompressible fluid across an isotropic
porous medium [22], which are represented as follows:

V
𝑟
= −

𝐾

𝜇

𝜕𝑝

𝜕𝑟
,

𝐾
𝑙

𝜇
(

𝜕
2
𝑝

𝜕𝑟2
+

1

𝑟

𝜕𝑝

𝜕𝑟
) +

𝑞

𝜌in
= 0,

(9)

where 𝑇
𝑖
is different unit temperature of porous medium

in the formation; 𝑟
𝑖
is the radius of porous medium in the

formation; the magnitude of 𝑖 is decided by casing program
(𝑖 ≥ 4); 𝜙 is an effective porosity of formation; 𝑠 and 𝑙

represent rock andpore fluid, respectively; V
𝑟
is the radial flow

velocity;𝑚fu is formation fluid mass flow to annulus;𝑚 is the
drilling fluid of mass flow; 𝐴

𝑙
is the lateral flow area; 𝜇 is the

dynamic viscosity; 𝑝 is the intrinsic average pressure;𝐾 is the
absolute permeability of the isotropic porous medium; 𝑞 is
the mass source term; and 𝐾

𝑙
is the relative permeability.

3.2.2. Transient Heat Transfer during Shut-In Stage. During
stop circulation stage, the heat exchange method can be
classified into two ways, which is dependent on the inter-
face between gas and liquid. Therefore, combined with the
study of heat exchange mechanism between wellbore and
formation during fluid circulation stage and energy andmass
conservation principles, the description of heat exchange
types during shut-in stage is presented by a set of partial
difference equations.

(1) In the Drill String

(1) The transient heat transfer model of above interface
between gas and liquid and below lost formation is
expressed as
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(10)

(2) The transient heat transfer model of below interface
between gas and liquid and above lost formation is
described as
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(2) Drill String Wall

(1) The transient heat transfer model of above interface
between gas and liquid and below lost formation is
expressed as
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(2) The transient heat transfer model of below interface
between gas and liquid and above lost formation is
expressed as
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(3) In the Annulus

(1) The transient heat transfer model of above interface
between gas and liquid and below lost formation is
expressed as
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(2) The transient heat transfer model of below interface
between gas and liquid and above lost formation is
described as
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where the meaning parameters of the shut-in stage defined
from (10) to (15) are the same as that of circulation stage.

The form of transient numerical model for each heat
transfer region surrounding wellbore during shut-in stage is
also the same as (7).

4. Numerical Solutions

To obtain the temperature distribution on the term of time,
the solution of these equations is complicated. Developed
models incorporate solution methods which are based on
finite difference techniques. The wellbore and the adjacent
formation are represented by a two-dimensional, mesh grid
including a number of radial elements due to casing program
and a variable number of vertical elements depending on the
well depth. Each of radial elements corresponds to different
portion of the wellbore cross-section from inside drill string
into the formation [21]. Therefore, a set of partial differential
equations can be presented as finite difference form using
finite differences technique for each element of grid so as to
describe the transient heat exchange in each element for an

implicit form [25]. A set of nonlinear algebraic equations are
then solved using an iterative method until the error range
can be accepted. The case of finite difference can be defined
as follows.The spatial derivatives and the time derivatives are
the first-order as exhibited in (16):
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. (16)

The second-order spatial derivatives are represented by
three-point central difference approximations [26, 27]:
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The time discretization at node is expressed in
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Application of earlier definitions enables the equation for
each node to be written in single generalized vector form:
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(19)

Thematrix formof finite difference for each node is given:

𝑎 ⃗𝑇
𝑛+1

= ⃗𝐶. (20)

The finite difference equations are solved by fast succes-
sive overrelaxation (SOR) iteration method; the following
general form for each node is expressed as follows:
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(21)

Using implicit form of finite difference method, (1) and
(2) are, respectively, shown as follows:
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Figure 2: Annulus temperature profiles at different circulation time
under no lost circulation conditions.

where 𝑇 is the variable temperature; Δ𝑧 is the step increment
in the space coordinate; 𝑛 is the time node; 𝑖 indicates the
node number in the 𝑟 direction; 𝑗 is the node number in
the 𝑧 direction; 𝑎

𝑖𝑗
, 𝛽
𝑖𝑗
, 𝛾
𝑖𝑗
, 𝛿
𝑖𝑗
, and 𝜆

𝑖𝑗
are the matrices of

coefficients; SOR is the Gauss-Seidel iterative method if 𝜔 is
equal to 1 in (21); the SOR is overrelaxation method if 𝜔 is
more than 1; SOR is under relaxation method if 𝜔 is less than
1.

The calculation accuracy depends on the meshing ele-
ments and the size of the interval values. In general, it is
observed that the vertical element size is less than 3% of the
total well depth to ensure that the annulus temperature profile
remains independent of the vertical element size [6].

5. Model Solution Procedure

5.1. Basic Data. The basic data of calculation in this study
are the referenced literatures reports [6], which are shown in
Tables 1, 2, and 3. The flow rate and depth of lost circulation
are assumed as 4.0 l/s and 3500m, respectively.

5.2. Numerical Model Application

5.2.1. Example Analysis in Circulation Operation Condition.
As shown in Figure 2, the annulus temperature distributions
as a function of depth at different circulation time under
no lost circulation conditions are presented. As intermediate
casing depth is 3000m (Table 1), the annulus temperatures
of cementing section vary under different circulation time,
whereas the annulus temperature of open-hole section grad-
ually decreases with the increase of the circulation time.That
is because casing thermal conductivity coefficient is 19.4 times
than that of formation, resulting in more amount of heat
exchange between annulus energy of cementing section and
formation compared with that of open hole. Meanwhile, the
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Figure 3: Outlet temperature distribution as a function of circula-
tion time under lost circulation condition.
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Figure 4: Annulus temperature profiles as a function of circulation
time under lost circulation conditions.

annulus heat quantity is gradually carried to surface with
the increase of the circulation time and thus results in the
decrease of annulus temperature of open-hole section [18].

The relationship between outlet temperature and circu-
lation time under lost circulation condition is also investi-
gated. As shown in Figure 3, the outlet temperature rapidly
decreases within the initial circulation (0.5 h) and then grad-
ually increases during the latter circulation. One plausible
explanation is thatmore heat quantity is carried towellmouth
at initial circulation compared to that at latter circulation and
thus leads to the wellbore wall of well mouth heat.

Under lost circulation conditions, the effect of alterations
in circulation time on the annulus temperature distribution
is shown in Figure 4. It is found that the annulus temperature
of open-hole section continuously decreases as the increase of
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Table 1: Basic data of drill string assembly and casing program.

Drill pipe Drill collar First casing Second casing Third casing
Inner diameter (mm) 151 70 486 318 224
Outer diameter (mm) 168 171 508 340 244
Depth (m) 4000 — 600 1500 3000
Depth to cement (m) — — 0 300 1400

Table 2: Basic data of thermal physical parameters.

Drill pipe/casing Drill string Drill fluid Cement Formation Formation fluid
Density (kg/cm3) 8000 8900 1200 2140 2640 1050
Heat capacity (J/kg⋅∘C) 400 400 1600 2000 800 4200
Thermal conductivity (w/m⋅

∘C) 43.75 43.75 1.75 0.70 2.25 0.50
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Figure 5: Formation radial temperature distributions of lost depth
and bottom hole.

the circulation time. Additionally, the closer the bottom hole
is, the less decrease the temperature will be, which is in accor-
dance with the result of Figure 2. Meanwhile, the annulus
temperature profiles of circulation 5 h and 10 h are both lower
than the formation temperature below 1500m. Compared to
Figure 2, Figure 4 indicates that the annulus temperature of
cement section decreases under lost circulation conditions.
The reason is that the annulus fluid temperature at 3500m
is higher than that of annulus fluid at any depth of cement
section.Herein, heat quantity of annulus fluid at 3500mflows
into the formation increased, which can result in the decrease
of the annulus temperature.

Similarly, Figure 5 also reflects the formation radial tem-
perature distributions of lost depth and bottom hole under
different circulation time. Noticeably, the formation radial
temperature decreases with the increase of the circulation
time, whereas the decrease of the surrounding formation
temperature at lost depth is less than that of at bottom hole
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Figure 6: Temperature difference profiles between annulus and
inside pipe fluid during different circulation time.

during the latter circulation. The surrounding formation is
continuously heated by annulus fluid at lost depth during
initial circulation stage and then leads to its temperature rise
beyond its initial formation temperature as shown in Figure 5
(circulation 1 h). Meanwhile, the annulus temperature is
lower than formation temperature after long circulation time
and thus leads to formation temperature decrease. However,
the formation is continuously cooled by circulation fluid
at bottom hole and then leads to the temperature of the
surrounding formation decrease below the initial formation
temperature.

To get a deep insight of the heat transfer mechanism
for wellbore during the circulation stage, the temperature
difference distribution between annulus and inside pipe fluid
under different circulation time is studied. As shown in
Figure 6, the temperature difference remarkably decreases
from bottom-hole to casing shoe with increasing the circu-
lation time. Meanwhile, the temperature difference changes



8 Mathematical Problems in Engineering

Table 3: Other basic data of bottom hole.

Depth (m) Total well diameter
(mm)

Open hole diameter
(mm) Flow rate (l/s) Surface temperature

(∘C)
Geothermal gradient

(∘C/100m)
4600 660 213 13.2 16 2.23
Inlet temperature
(∘C)

Outlet temperature
(∘C)

Plastic viscosity
(mPa⋅s)

Yield value
(mPa)

Consistency
coefficient (mPa⋅s𝑛) Fluidity point

24 32 34 10 0.34 0.65
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Figure 7: Temperature of well mouth during shut-in stage under
lost circulation condition.

at the lost circulation point. Additionally, the annulus tem-
perature is higher than the inside pipe fluid temperature in
the wellbore except for well mouth section during the whole
circulation stage.

5.2.2. Example Analysis in Shut Condition. As shown in
Figure 7, the temperature of well mouth continuously
decreases during the whole shut-in stage. The result of
Figure 3 shows that the outlet temperature increases during
the latter circulation, resulting in surrounding formation
continuously heated. However, during shut-in stage, as gas
is instead of fluid at well mouth, heat exchange between
wellbore and formation is less due to heat conductivity of gas.
Therefore, the temperature of well mouth gradually decreases
with shut-in time increased.

As it is seen from Figure 8, the annulus temperature
continuously increases with the increase of shut-in time
when the well depth is beyond casing shoe, whereas the
annulus temperature hardly varies when the well depth is
above the casing shoe point. It spends about 8.5 h on all
fluids of inside pipe and annulus above lost depth flows into
formation.Therefore, the heat exchange between thewellbore
and formation by heat conduction is more than that of heat
convection during 8.5 h of shut-in. After that, the formation
energy fluxes into annulus in the heat conduction way as
wellbore fluid is in the static state beyond 8.5 h, thus resulting
in the improvement of temperature. Furthermore, the tem-
perature eventually increases to be equal to the formation
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Figure 8: Annulus fluid temperature profiles during different shut-
in time.

temperature. However, when the temperature is above the
lost depth, annulus energy which arose from formation is
nearly equal to that of the annulus gas transferring to the
surrounding formation and the inside pipe drilling fluid by
the heat convective way, which leads to the temperature hard
change.

Figure 9 indicates that the radial formation temperature
decreases with increasing the shut-in time at lost circulation
depth and bottom hole, and both of them are lower than
that of initial temperature. However, the radial formation
temperature at lost depth slowly decreases with the increase
of the shut-in time, and temperature change at the bottom
hole is larger than that of at lost depth. The reasonable
explanation is that the temperature difference between annu-
lus and formation at bottom hole is larger than that of at
lost circulation point during circulation stage. Compared
to Figure 5, it is surprising that Figure 9 implies that the
formation temperature disturbance distance in shut-in stage
is larger than that of circulation stage. It is derived from that
the starting point of disturbance distance for radial formation
temperature is atwell wall during the circulation stage, but the
starting point of disturbance distance is at inside formation
during the shut-in stage which is the destination point of
disturbance distance for circulation stage.

As shown in Figure 10, the annulus temperature from
top hole (500m) to bottom hole is higher than the inside
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Figure 9: Formation radial temperature distributions of lost circu-
lation point and bottom hole during shut-in stage.
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Figure 10: Temperature difference profiles between annulus and
inside pipe during shut-in stage.

pipe temperature during the whole shut-in stage, and only
the temperature difference between annulus and inside pipe
from well mouth to the depth of 500m is negative value.
Furthermore, the temperature difference between annulus
and inside pipe gradually decreases with increasing shut-in
time and then trends to thermodynamic equilibrium state.
From Figure 10, it is observed that the temperature difference
between annulus and inside pipe is greatly influenced by the
lost depth, make up of string, and casing program.

As shown in Figures 11 and 12, annulus temperature
changes of lost depth and bottom hole are related to the
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Figure 11: Annulus temperature distributions of lost circulation
depth during circulation and shut-in stages.
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Figure 12:Annulus temperature distributions of bottomhole during
circulation and shut-in stages.

circulation and the shut-in stages. It can be seen that the
annulus temperature rapidly decreases during the initial
circulation stage and slowly varies in the latter circulation and
shut-in stage, followed by the change of annulus temperature
showing the same tendency under the two conditions earlier.
Meanwhile, the annulus temperatures at initial circulation
stage are both higher than that of the initial formation
temperature at lost depth and bottom hole, and then both
of them are lower than initial formation temperature during
latter circulation and shut-in stages.However, beforewellbore
fluid above the lost depth flows into formation (8.5 h), it is
interestingly noted that the annulus temperature gradually
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increases with the increase of shut-in time at lost depth by
heat convection, followed by quickly decreasing, and then
slowly increases at bottom hole by heat conduction. Figures
11 and 12 also show that if the annulus temperature after
circulation recovers to the initial formation temperature,
shut-in time can be longer than that of circulation time [28].
The phenomenon accounts for the reason why long time for
shut-in is needed to obtain initial formation temperature.

6. Discussion

To demonstrate the applicability of the methodology devel-
oped in this work, the OM-16C geothermal well was consid-
ered. This well is in Kenya, which was drilled with borehole
diameters of 26, 17.5, 12.25, and 8.5 in. The casing has 20,
13.375, 9.625, and 7 in diameters at 60, 300, 750, and 2680m
depths, respectively. Temperatures in and around the OM-
16C geothermal well during circulation and shut-in stages
were estimated by the transient heat transfer models. The
Horner (Dowdle andCobb, 1975) andHasan andKabir (1994)
methods were used to compare our numerical results [6, 12].

The input data to simulate the geothermal well are drilling
fluid flow rate of 125.3m3/h, surface temperature of 21.6 ∘C,
and drilling fluid properties which include the thermal
conductivity of 0.85W/m⋅

∘C, the density of 1100 kg/m3, the
viscosity of 0.052 Pa.s, and specific heat of 1200 J/kg.∘C.
Circulation time was 16 h.

A compilation of main results obtained in these thermal
studies was presented in Figure 13. We reckoned that the
logged temperature of shut-in 27 days was approximately
equal to the static formation temperature (SFT) due to
thermal recovery conditions during the long time shut-in.
As shown in Figure 13, it can be observed that the measured
temperature was satisfactorily matched with the simulated
temperature (continuous line). Figure 13 also showed the SFT
calculated by means of Horner (Dowdle and Cobb, 1975) and
Hasan and Kabir (1994) methods [6, 12]. Obviously, as shown
in Figure 13, the Hasan-Kabir method is closer to the SFT
compared to the Horner method. Differences between the
computed data (or simulated 27 days) and measured values
were estimated and expressed as a percentage deviation based
on the result of Figure 13, and the percentage deviation
between the simulated SFT and analytical methods as also
computed from Figure 13. It can be observed the maximum
deviation between measured and simulated data is 3.1% and
minimum deviation is 2.24%, which corresponded to the
control error in engineering. The best approximation to
the simulated SFT values corresponded to the Hasan-Kabir,
which presented minimum differences of 3.50%, 4.12%, and
4.08%. Therefore, the simulated SFT method in this work is
better than that of the analytical methods (Horner andHasan
and Kabir).

7. Conclusions

In this study, a set of numerical models have been developed
to study the transient heat transfer processes which occurs
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Figure 13: Simulated and logged temperature profiles in OM-
16C geothermal well during shut-in stages. Also shown the SFTs
estimated with the Horner (Dowdle and Cobb, 1975) and Hasan and
Kabir (1994) methods and with this work [6, 12].

in oil-gas or geothermal well during circulation and shut-
in stages under lost circulation conditions. The equations
properly account for the energy conservation in each region
of a well, and mass balances are performed at any numerical
node where annulus fluid fluxes into formation. Heat transfer
coefficients and thermophysical properties (gas instead of
fluid) in the annulus and the surrounding formation change
due to lost circulation. Simulation results show that the
temperature distributing characters of the wellbore and
surrounding formation are remarkably influenced by the
lost depth and casing program during the whole circulation
and shut-in stage. Additionally, the disturbance distance of
formation temperature at shut-in stage is larger than that of at
circulation stage at the same time.Moreover, it is necessary to
prolong shut-in time than circulation time in order to obtain
accurate initial formation temperature.The present work can
provide a new way to improve the present methodology.
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Fernández de Córdoba, “Calculation of some integrals arising
in heat transfer in geothermics,” Mathematical Problems in
Engineering, vol. 2010, Article ID 784794, 13 pages, 2010.

[8] I. M. Kutasov, “Dimensionless temperature, cumulative heat
flow and heat flow rate for a well with a constant bore-face
temperature,” Geothermics, vol. 16, no. 5-6, pp. 467–472, 1987.

[9] I. M. Kutasov and L. V. Eppelbaum, “Prediction of formation
temperatures in permafrost regions from temperature logs in
deep wells-field cases,” Permafrost and Periglacial Processes, vol.
14, no. 3, pp. 247–258, 2003.

[10] I. M. Kutasov and L. V. Eppelbaum, “Determination of forma-
tion temperature from bottom-hole temperature logs-a gener-
alized Horner method,” Journal of Geophysics and Engineering,
vol. 2, no. 2, pp. 90–96, 2005.

[11] X. C. Song and Z. C. Guan, “Coupled modeling circulating
temperature and pressure of gas–liquid two phase flow in deep
water wells,” Journal of Petroleum Science and Engineering, vol.
92-93, pp. 124–131, 2012.

[12] A. R. Hasan and C. S. Kabir, “Static reservoir temperature
determination from transient data after mud circulation,” SPE
Drilling and Completion, vol. 9, no. 1, pp. 17–24, 1994.
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[21] A. Garćıa, E. Santoyo, G. Espinosa, I. Hernández, and H.
Gutiérrez, “Estimation of temperatures in geothermalwells dur-
ing circulation and shut-in in the presence of lost circulation,”
Transport in Porous Media, vol. 33, no. 1-2, pp. 103–127, 1998.

[22] G. Espinosa-Paredes, A. Morales-Dı́az, U. Olea-González, and
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The electrohydrodynamic (EHD) thermosolutal Marangoni convection of viscous liquid, in the presence of an axial electric field
through a micro cylindrical porous flow, is considered. It is assumed that the surface tension varies linearly with both temperature
and concentration. The instability of the interface is investigated for the free surface of the fluid. The expression of the free surface
function is derived taking into account the independence of the surface tension of the heat and mass transfer. The transcendental
dispersion relation is obtained considering the dependence of the surface tension on the heat and mass transfer. Numerical
estimations for the roots of the transcendental dispersion relation are obtained indicating the relation between the disturbance
growth rate and the variation of the wave number. It is found that increasing both the temperature and concentration at the axial
microcylinder has a destabilizing effect on the interface, according to the reduction of the surface tension. The existence of the
porous structure restricts the flow and hence has a stabilizing effect. Also, the axial electric field has a stabilizing effect. Some of
previous analytical and experimental results are recovered upon appropriate data choices.

1. Introduction

The fluid flow in microjet has various applications in med-
ical, biomedical, computer chips and chemical separations.
Advent of microelectrical mechanical systems is one of the
major advances in industrial technologies. Also, microjets are
fundamental to connecting different devices, utilized in bio-
chemical reaction chamber, in physical particle separation,
in inkjet print heads, in infrared detectors, in diode lasers,
in miniature gas chromatographs, and in heat exchanger for
cooling computer chips. Understanding the flow characteris-
tics through a microjet is very important in determining the
free surface instability of the fluid flow. The augmentation of
heat transfer from a solid cylinder wrapped with a porous
layer was considered by Bhattacharyya and Singh [1]. An
experimental analysis of unsteady heat and moisture transfer
around a heated cylinder buried into a porous medium was
performed byMoya et al. [2]. Furlani [3] studied the temporal
instability of an infinite Newtonian cylindrical microjet (as

a cylindrical fluid surface) that is subjected to a sinusoidal
variation of surface tension along its length. Furlani andHan-
chak [4] developed the same problem to study numerically
the nonlinear analysis of the deformation and breakup of
viscous microjets. The instability of non-Newtonian liquid
jets (viscoelastic and power law) was investigated by Gao
[5] and Gao and Ng [6]. The dispersion relation between
the growth rate and the wave number for a non-Newtonian
cylindrical liquid jets was derived and the instability behavior
of viscoelastic jets was investigated.

The interaction of electric fields withmoving fluidsmakes
EHDa very complicated phenomenon.Theprocess of EHD is
dependent on many parameters and properties of the liquid
and environment of the flow. On the other hand, EHD can
be considered as the branch of fluid mechanics concerned
with the electrical force effects or as the part that is involved
in the influence of moving media on electric fields. It is thus
concerned with the interaction between electrical fields and
free or polarized charges in fluids. In the EHD stability, the
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electric field plays an important role in many practical prob-
lems of chemical engineering, biophysics and many other
fields. Mohamed and Nayyar [7] have investigated the stabi-
lity of a cylindrical jet of incompressible inviscid liquid in the
presence of an axial electric field. They showed that the uni-
form axial electric field has a strong stabilizing influence on
the cylindrical interface for short and long wavelengths in all
symmetric and asymmetric modes of perturbation.

Marangoni boundary layers are dissipative layers which
may occur along liquid-liquid or liquid-gas interfaces. When
a free liquid surface is present, the surface tension variation is
resulting from the temperature gradients along the surface. It
can also induce amotionwithin the fluid which is called ther-
mocapillary flow (thermal Marangoni convection) [8]. The
surface tension gradients that are responsible for Marangoni
convection depend on both temperature and/or concentra-
tion gradients. Earliest work in this field was first investigated
byNapolitano [9, 10]. Surfactants or surface contaminants are
used to control the stability of the free surface by lowering
surface tension. Variations in surface tension that are intro-
duced by surfactant can substantially alter interfacial evolu-
tion and flow. The effect of surfactants on liquid has been
studied by many authors [11–15]. McGough and Basaran [16]
studied the breakupmechanisms of the fluid threads contain-
ing surfactant by solving the Navier-Stokes equations. The
effect of the Prandtl number on Marangoni convection over
a flat plate was studied by Christopher andWang [17]. Physi-
cally, the heat and mass transfer across the interface play an
essential role in determining the flow field in some cases. For
instance, when the fluid is boiling, whether it is a film or bub-
ble, the motion of the film and bubbles is mainly dependent
on the effect of mass and heat transfer. In chemical industry,
the interfacial stability problems are important in the pres-
ence of mass and heat transfer. The mechanism of heat and
mass transfer across an interface is of a great importance in
numerous industrial and environmental problem processes.
These include the design of many types of contacting equip-
ment, for example, boilers, condensers, evaporators, gas
absorbers, pipelines, chemical reactors, and nuclear reactors.
The effect of heat and mass transfer in the absence of gravity
on the surface tension was studied by Straub [18].

The flow through porous media is usually described by
the Darcy’s law that relates the movement of the fluid to the
pressure gradient acting on a parcel of the fluid. Meanwhile,
the Darcy’s equations are not the fundamental equations
for the flow through porous media. It is an approximation
for the balance of linear momentum for the fluid flow
through a porous solid within the context of mixtures. For
example, the interactive force between the fluid and the por-
ous medium, the frictional effects due to viscosity, and the
inertial nonlinearities are not included in the Darcy’s model
[19]. These effects can be included in more generality model
like Brinkman-Darcy’s model. The basic assumptions that
lead to the Brinkman-Darcy equation were illustrated by
Rajagopal [19]. Elcoot and Moatimid [20] studied the insta-
bility of finitely conducting cylindrical flows through por-
ous media, under the influence of an axial electrostatic field.
They found that, under certain conditions, the field may have
a stabilizing or destabilizing effect. An experimental study of

the steam injection into a porous media and the stability of
the interface between the steam and the water was carried out
by Catton and Chung [21].

The aim of this work is to discuss the effect of axial
electric field with the existence of the porous structure on
the stability of the microcylindrical flow of a viscous liquid
past a microsolid cylindrical surface. Also, the effect of
the Marangoni thermosolutal convection (according to the
dependence of the surface tension on the heat andmass trans-
fer) is discussed. The main construction of the problem is as
follows. Firstly, we studied the problem according to spatial
surface tension. So, the expression of the free surface function
is obtained. Secondly, the problem is studied in the presence
of the heat andmass transfer rates with thermosolutal surface
tension.The dispersion relation, in the latter case, is obtained
as a transcendental function of the growth rate and the wave
number. Finally, we studied the effect of the porous medium
and the axial electric field on the stability of viscous liquid
interface and tabulated results are obtained.

To clarify the problem, in Section 2, the physical descrip-
tion of the problem including the basic equations that govern
the motion is presented. Section 3 is devoted to introducing
the interfacial conditions for both the fluid and the electric
field together with the boundary conditions. The method
of solution according to the normal modes technique is
presented in Section 4. In Section 5, the instability analysis
in the absence of the heat and mass transfer is studied and
the expression of the free surface function is derived. The
transcendental dispersion relation in the presence of the
heat and mass transfer is obtained in Section 6. Throughout
Section 7, we introduced numerical estimations and gave a
discussion for the stability picture according to the relation
between the growth rate and the wave number. Finally, in
Section 8, we give concluding remarks for this study based
on the obtained results of the stability analysis.

2. Formulation of the Problem

Consider a microcylindrical layer of viscous fluid with
density 𝜌, viscosity 𝜇, and radius 𝑟

0
flowing past an axial solid

cylinder of infinitely small radius. The flow is surrounded by
a vacuum (which has zero density and zero viscosity) with
hypothetical sufficiently large radius 𝑅

2
. The axial microsolid

cylinder is elongated along the 𝑧-axis. It is earthed and has a
radius 𝑅

1
(where 𝑅

1
≪ 𝑅
2
). The axial microcylindrical solid

rod, which induces temperature and concentration gradients,
is considered to be at a constant temperature 𝑇

1
and constant

concentration𝐶
1
.The subscripts (1) and (2) refer to the liquid

and the surrounding vacuum, respectively. The fluid and
the vacuum are influenced by an external uniform electric
field of intensity 𝐸

0
which acts along the positive 𝑧-axis. The

dielectric constants for the liquid and the vacuum are 𝜀
1

and 𝜀
2
, respectively. The interface between the fluid and the

surrounding vacuum is considered to be free of charges. The
flow jet is considered as a microcylindrical porous structure
with Darcy’s coefficient ], while its porosity is assumed to be
unity (this will be explained physically later). Also, we neglect
the effects of gravity. Considering the previous hypotheses,
the model may be illustrated graphically as in Figure 1.
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Figure 1: Physical model and flow cylindrical geometry.

After making a small disturbance, the interface function
becomes

𝐹 (𝑟, 𝑧, 𝑡) = 𝑟 − ℎ (𝑧, 𝑡) , (1)

and the unit outward normal vector 𝑛 and the unit tangential
one �̂� are given by

𝑛 =
1

√1 + ℎ2
𝑧

𝑟 −
ℎ
𝑧

√1 + ℎ2
𝑧

�̂�,

�̂� =
ℎ
𝑧

√1 + ℎ2
𝑧

𝑟 +
1

√1 + ℎ2
𝑧

�̂�,

(2)

where 𝑟 and �̂� are the unit vectors along the radial and axial
cylindrical coordinate directions and ℎ

𝑧
= 𝜕ℎ/𝜕𝑧.

According to the assumption of the viscosity of the fluid,
considering the existence of the porous structure and the heat
and mass transfer, the basic equations of the problem may
take the following form [3, 19].

The continuity equation (incompressibility condition)
requires

∇ ⋅ V = 0. (3)

The balance of linear momentum (Navier-Stokes) gives

𝜌 [
1

𝜁

𝜕V

𝜕𝑡
+

1

𝜁2
(V ⋅ ∇) V] = −∇𝑃 + 𝜇eff∇

2V − ]V. (4)

The balance of energy is

𝐷𝑇

𝐷𝑡
= 𝛼∇
2
𝑇. (5)

And finally the concentration equation becomes

𝐷𝐶

𝐷𝑡
= 𝛽∇
2
𝐶. (6)

In the previous equations (3)–(6), 𝜁 is the porosity of the
porous medium, 𝜇eff is the effective viscosity of the fluid
(𝜇eff = 𝜇/𝜁 and if 𝜁 = 1 then 𝜇eff = 𝜇 as we mention in the
next paragraph), and (𝐷/𝐷𝑡) = (𝜕/𝜕𝑡)+(V ⋅∇) V. Also, 𝛼 is the
thermal diffusivity, 𝛽 is the mass diffusivity, 𝑇 is the temper-
ature,𝐶 is the concentration,𝑃 is the pressure, V is the velocity
vector, ] is the Darcy’s coefficient, and 𝜌 is the density.

The basic assumptions that lead to the Brinkman-Darcy
equation and the form of the basic assumptions that lead to
the Brinkman-Darcy equation were illustrated by Rajagopal
[19], and can be summarized in the following points.

(1) The porous medium is solid and thus the balance
of linear momentum of the porous medium can be
ignored.

(2) The interactive force between the fluid and the porous
medium is due to the frictional forces only and this
force is proportional to the flow velocity which is
represented by the term ]V, where ] = 𝜇/𝜆, 𝜇 is the
fluid viscosity and 𝜆 is the permeability of the porous
medium.

(3) The frictional effects due to viscosity were taken into
account by the term 𝜇eff ∇

2V, where 𝜇eff = 𝜇/𝜁.
(4) The flow is unsteady and sufficiently fast, so that the

inertial nonlinearities cannot be ignored; thus the
term (1/𝜁

2
)(V ⋅ ∇)V needs to be retained.

According to the previous assumptions, the balance of linear
momentum can be written as in (4). Also, we want to confirm
the following points.

(1) The velocity of the flow through the porous medium
is the average of the fluid velocity. This quantity has
been given various names by different authors, such
as seepage velocity, filtration velocity, superficial velo-
city, or Darcy velocity [22]. The seepage velocity V is
related by the velocity of the fluid 𝑉 (where 𝑉 is the
flow velocity in the absence of the porousmedium) by
V = 𝜁𝑉.

(2) The porosity 𝜁 for natural media does not normally
exceed 0.6. For beds of solid spheres of uniformdiam-
eter 𝜁 can vary between the limits 0.2595 (rhombohe-
dral packing) and 0.4764 (cubic packing). Nonunifor-
mity of grain size tends to lead to smaller porosities
than those for uniform grains, because smaller grains
fill the pores formed by larger grains. For man-made
materials such as metallic foams 𝜁 can approach
the value 1 (see the tabulated values for the poro-
sity and permeability in [22, page 5]).

(3) The term (1/𝜁
2
)(V ⋅ ∇)V is inappropriate if the flow

is sufficiently slow. Then the inertial nonlinearities
can be neglected [19]. However, this term needs to
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be retained in the case of highly porous media where
the flow is sufficiently fast and at least the irrota-
tional part of this term needs to be retained [22]
and for incompressible fluids this term reduces to
𝜁
−1
∇[𝜁
−1 V ⋅ V], and for highly porous media we can

assume 𝜁 = 1 (as we assume in the present problem).
(4) Brinkman sets the viscosity 𝜇 and the effective viscos-

ity 𝜇eff equal to each other but in general that is not
true [22]. The difference between 𝜇 and 𝜇eff is due to
the momentum dispersion and 𝜇eff is dependent on
the type of the porous medium as well as the strength
of flow, and it is common practice to take 𝜇eff equal to
𝜇 for high porosity media [23].

(5) Experimental checks of Brinkman’s theory have been
indirect and few in number.The Brinkman’s equation
reduces to Darcy’s equation when the spatial length
scale is much greater than (𝜇eff𝜆/𝜇)

1/2. Therefore the
term ∇

2V is negligible in comparison with the term
proportional to V [22]. But, the Brinkman’s model
holds only for particles whose size is of order 𝜗

3,
where 𝜗 ≪ 1 is the distance between neighboring
particles, and for large particles the fluid filtration is
governed by Darcy’s law [22].

Because of the quasi-static approximation and in poorly con-
ducting fluid [24, 25], the inducedmagnetic field is negligible.
Also, we dealwith very small electric conductivity and there is
no appliedmagnetic field. So, the electric field is conservative.
Since, the electric field is curl free vector the Maxwell’s
equations are∇×𝐸 = 0 and∇⋅𝜀𝐸 = 0. So, the electric field has
an electric scalar potential𝜙 such that𝐸 = 𝐸

0
�̂�−∇𝜙.Therefore

the electric potential 𝜙
𝑗
satisfies the Laplace’s equation

∇
2
𝜙
𝑗
= 0 (𝑗 = 1, 2) . (7)

The boundary and interfacial conditions for the problemmay
be displayed in the following section.

3. Boundary Conditions

Theboundary conditions adopted heremust be classified into
three categories.The first relates the hydrodynamic part at the
boundaries. The second is concerned with the electric part at
the boundaries. Meanwhile, the third relates the combination
condition of the electric and hydrodynamic balance of the
stress tensor components at the interface between the liquid
and the surrounding vacuum.

(1) For the hydrodynamic part, because 𝐹 (in (1)) is a
scalar function that is always equal to zero at any point on
the fluid interface, its time derivative following any material
point on the interface is obviously equal to zero, whichmeans
that there is no phase transformation occurring [26, Chapter
2, page 75]. So, the continuity of the normal velocity at the
interface requires

𝐷

𝐷𝑡
[𝑟 − ℎ (𝑧, 𝑡)] = 0, at 𝑟 = ℎ, (8)

where 𝑟 is the radial distance and ℎ is the radius for the dis-
turbed fluid surface.

According to the microscale of the cylindrical fluid
radius, the standard no-slip boundary condition in the classi-
cal fluid mechanics does not apply, so that the shear stress at
the boundary vanishes (i.e., there is no considerable surface
fraction between the fluid and the axial bar) and hence
𝜕V
𝑧
/𝜕𝑟 = 0 at the axial bar. Meanwhile, the normal velocity

must be vanishing at the axial bar. So the boundary conditions
for the velocity at the surface of themicrocylindrical axis may
be written as follows:

V
𝑟
= 0, 𝑟 = 𝑅

1
,

𝜕V
𝑧

𝜕𝑟
= 0, 𝑟 = 𝑅

1
, (9)

where 𝑅
1
is the microradius of the axial microcylindrical bar

such that 𝑅
1
is sufficiently small (𝑅

1
≪ 1) and V

𝑟
, V
𝑧
are the

radial and axial velocity components, respectively.
(2) For the electric part, because there is no surface

charges accumulated at the interface, the normal electric dis-
placement must be continuous across the interface. So that
𝑛 ⋅ ‖𝜀𝐸‖ = 0 and the interfacial condition for the normal ele-
ctric field displacement, in the linear form, yields

𝐸
0
ℎ
𝑧


𝜀
𝑗


+



𝜀
𝑗

𝜕𝜙
𝑗

𝜕𝑟



= 0, at 𝑟 = ℎ, (10)

where the notation ‖ ‖ denotes the subtract at the fluid and
surrounding vacuum. In other words ‖𝑓‖ = 𝑓

1
−𝑓
2
. The sub-

script 𝑗, in the electric potential 𝜙
𝑗
and the dielectric constant

𝜀
𝑗
, takes the values 𝑗 = 1, 2 at the fluid and the surrounding

vacuum, respectively.
The continuity of the tangential electric filed components

at the interface requires 𝑛 × ‖𝐸‖ = 0 and in the linear form
(where the linear terms only are retained and the nonlinear
terms are omitted) becomes



𝜕𝜙
𝑗

𝜕𝑧



= 0, at 𝑟 = ℎ. (11)

Since the axial microsolid bar and the vacuum at infinity
have no electric field, the electric potential at the boundaries
satisfies

∇𝜙
1
= 0, 𝑟 = 𝑅

1
, ∇𝜙

2
= 0, 𝑟 = 𝑅

2
. (12)

(3) The balance of the stress components at the interface
may be presented as follows.

At the interface between the liquid and vacuum, the fluid
and the electrical stresses must be balanced.The components
of these stresses consist of the electric hydrodynamic stresses
together with the surface tension force [27].The combination
of the electric stress 𝜏electro

𝑖𝑗
and hydrodynamic stress 𝜏hydro

𝑖𝑗

parts may be presented in the total stress as

𝜏
𝑖𝑗
= 𝜏

hydro
𝑖𝑗

+ 𝜏
electro
𝑖𝑗

. (13)

The electric force density 𝐹
𝑒
can be written in terms of the

electric field as 𝐹
𝑒
= (∇ ⋅ 𝜀𝐸)𝐸. Since ∇ × 𝐸 = 0, the electric

force can be written as 𝐹
𝑒
= (∇ ⋅ 𝜀𝐸)𝐸 + (∇ × 𝐸) × 𝜀𝐸 and

the Maxwell stress tensor 𝜏electro
𝑖𝑗

, in the index notation, may
be written as [28]

𝜏
electro
𝑖𝑗

= 𝜀𝐸
𝑖
𝐸
𝑗
−
1

2
𝜀𝐸
2
Δ
𝑖𝑗
, (14)
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meanwhile, the hydrodynamic stress tensormay be described
by the constitutive relation

𝜏
hydro
𝑖𝑗

= −𝑃Δ
𝑖𝑗
+ 𝜇(

𝜕V
𝑖

𝜕𝑥
𝑗

+

𝜕V
𝑗

𝜕𝑥
𝑖

) , (15)

where Δ
𝑖𝑗
is the usual kronecker delta and V

𝑖
, V
𝑗
, 𝑥
𝑖
, 𝑥
𝑗
are a

general notations for the velocity components and the coordi-
nates, respectively.

According to the simple interface description, which
involves only interfacial tension, the forces acting on any
segment of an interface are of two kinds. First, there are the
bulk pressure and stresses that act on the faces of the interface
element and produce a net effect that is proportional to the
surface area; second, there is a tensile force that is due to
surface or interfacial tension that acts in the plane of the
interface at the edges of the surface element and is specified by
means of themagnitude of the surface or interfacial tension as
a force per unit length [26, Chapter 2, page 76]. So, the stress
balance can be written as [3]

𝑛 ⋅ 𝜏 = −2𝐻𝜎 (𝑧) 𝑛 + ∇
𝑆
𝜎 (𝑧) , (16)

where 𝐻 is the curvature of the interface, ∇
𝑆
is the surface

gradient at the interface, and 𝜎(𝑧) is the surface tension.
The previous condition can be decomposed into the

normal and tangential stress tensor components as follows.

(i) The normal stress component requires

(𝑛 ⋅ 𝜏) ⋅ 𝑛 = −2𝐻𝜎 (𝑧) . (17)

(ii) The tangential stress components yield

(𝜏 ⋅ 𝑛) ⋅ �̂� = �̂� ⋅ ∇
𝑆
𝜎 (𝑧) , (18)

where the surface curvature and the gradient at the
interface may be given as follows:

𝐻 =
1

2
∇ ⋅ 𝑛 =

1

2
(

1

ℎ √1 + ℎ2
𝑧

−
ℎ
𝑧𝑧

(1 + ℎ2
𝑧
)
3/2

),

∇
𝑆
≡
1

2
(∇ − 𝑛 (𝑛 ⋅ ∇)) = 𝑟

ℎ
𝑧

1 + ℎ2
𝑧

𝜕

𝜕𝑧
+ �̂�

1

1 + ℎ2
𝑧

𝜕

𝜕𝑧
.

(19)

Finally, the normal and tangential stress tensor conditions as
given in (17) and (18) (at 𝑟 = ℎ) may be written as follows:

− 𝑃 +
2𝜇

1 + ℎ2
𝑧

[
𝜕V
𝑟

𝜕𝑟
+ ℎ
2

𝑧

𝜕V
𝑧

𝜕𝑧
− ℎ
𝑧
(
𝜕V
𝑟

𝜕𝑧
+
𝜕V
𝑧

𝜕𝑟
)]

+
1

2 (1 + ℎ2
𝑧
)



𝜀
𝑗
[(1 − ℎ

2

𝑧
) (

𝜕𝜙
𝑗

𝜕𝑟
)

2

− (1 − ℎ
2

𝑧
)(𝐸
0
−

𝜕𝜙
𝑗

𝜕 𝑧
)

2

+4ℎ
𝑧

𝜕𝜙
𝑗

𝜕𝑟
(𝐸
0
−

𝜕𝜙
𝑗

𝜕𝑧
)]



= −2𝜎 (𝑧)𝐻,

(20)

𝜇

1 + ℎ2
𝑧

[2ℎ
𝑧
(
𝜕V
𝑟

𝜕𝑟
−
𝜕V
𝑧

𝜕𝑧
)

+ (1 − ℎ
2

𝑧
) (

𝜕V
𝑟

𝜕𝑧
+
𝜕V
𝑧

𝜕𝑟
)]

+
1

(1 + ℎ2
𝑧
)



𝜀
𝑗
[ℎ
𝑧
(

𝜕𝜙
𝑗

𝜕𝑟
)

2

− ℎ
𝑧
(𝐸
0
−

𝜕𝜙
𝑗

𝜕𝑧
)

2

− (1 − ℎ
2

𝑧
)

𝜕𝜙
𝑗

𝜕𝑟
(𝐸
0
−

𝜕𝜙
𝑗

𝜕𝑧
)]



= �̂� ⋅ ∇
𝑆
𝜎 (𝑧) .

(21)

We study the solution of the equations of motion (4)
according to the boundary and interfacial conditions in two
cases. The first case is obtained in the absence of the heat and
mass transferwhere the spatial surface tension is independent
of the rate of heat andmass transfer. In this case, we follow the
same analysis of Furlani [3] to gain the function of the free
surface of the microcylindrical fluid flow. In the second one,
taking into account the dependence of the surface tension
on the heat and mass transfer, the surface tension becomes
a function of the time and the axial distance. So, in this case,
the dispersion relation may be obtained as a transcendental
function and its roots can be computed numerically hence the
stability picture may be obtained graphically. Before studying
the previous cases, we obtain the solution of the electric field
according to the boundary and interfacial conditions.

4. Solution of the Eclectic Field

Our analysis will be based on the normal modes technique.
Therefore, the electric potential may take the following form:

𝜙
𝑗
(𝑟, 𝑧, 𝑡) = 𝜑

𝑗
(𝑟) 𝑒
𝜔𝑡+𝑖𝑘𝑧

, (22)

where 𝜔 is the frequency of the surface wave and 𝑘 is its wave
number which is assumed to be real and positive. Using (7)
with the boundary conditions (10)–(12), we may obtain the
solution for the electric potential functions as follows:

𝜙
1
(𝑟, 𝑧, 𝑡)

=
𝑖𝑟
0
𝐸
0
(𝜀
2
− 𝜀
1
) 𝑔
2
(𝑘)

𝜀
2
𝑔
1
(𝑘) 𝐺
2
(𝑘) − 𝜀

1
𝑔
2
(𝑘) 𝐺
1
(𝑘)

× [𝐾
0
(𝑘𝑟) 𝐼


0
(𝑘𝑅
1
) − 𝐾


0
(𝑘𝑅
1
) 𝐼
0
(𝑘𝑟)] 𝑒

𝜔𝑡+𝑖𝑘𝑧
,
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𝜙
2
(𝑟, 𝑧, 𝑡)

=
𝑖𝑟
0
𝐸
0
(𝜀
2
− 𝜀
1
) 𝑔
1
(𝑘)

𝜀
2
𝑔
1
(𝑘) 𝐺
2
(𝑘) − 𝜀

1
𝑔
2
(𝑘) 𝐺
1
(𝑘)

× [𝐾
0
(𝑘𝑟) 𝐼


0
(𝑘𝑅
2
) − 𝐾


0
(𝑘𝑅
2
) 𝐼
0
(𝑘𝑟)] 𝑒

𝜔𝑡+𝑖𝑘𝑧
,

(23)

where 𝐼
0
and 𝐾

0
are the modified Bessel’s functions of first

and second kinds of order zero, respectively. The dashes
denote the differentiationwith respect to 𝑟 and 𝑖 = √−1. Also,
the functions 𝑔

1
(𝑘), 𝑔
2
(𝑘), 𝐺

1
(𝑘), and 𝐺

2
(𝑘) are given in the

appendix.

5. Instability in the Absence of
Heat and Mass Transfer

This section is devoted to solving the equations of motion
and the continuity equation (see (3) and (4)) according to
the interfacial and boundary conditions (see (8) and (9)) with
employing the normal and tangential stress tensor interfacial
conditions. We follow the same procedure given by Furlani
[3] to get the function that describes the free surface. So, we
expand the velocity components and the pressure as a power
of 𝑟 (depending on themicroradius of the flow jet), as follows:

V
𝑧
(𝑟, 𝑧, 𝑡) = V

0
(𝑧, 𝑡) + V

2
(𝑧, 𝑡) 𝑟

2
+ ⋅ ⋅ ⋅ ,

𝑃 (𝑟, 𝑧, 𝑡) = 𝑃
0
(𝑧, 𝑡) + 𝑃

2
(𝑧, 𝑡) 𝑟

2
+ ⋅ ⋅ ⋅ .

(24)

From the continuity equation (3), one gets

V
𝑟
(𝑟, 𝑧, 𝑡) = −

𝜕V
0
(𝑧, 𝑡)

𝜕𝑧

𝑟

2
−
𝜕V
2
(𝑧, 𝑡)

𝜕𝑧

𝑟
3

4
+ ⋅ ⋅ ⋅ , (25)

where V
0
(𝑧, 𝑡), V

2
(𝑧, 𝑡) are perturbed velocity functions and

𝑃
0
(𝑧, 𝑡), 𝑃

2
(𝑧, 𝑡) are the perturbed pressure functions. It is

important to notice here that the expansions in (24)-(25) are
compatible with the boundary conditions in (9) and with the
continuity equation (3). Where 𝑅

1
and 𝑟 are a microradii of

the axial microcylinder and the microporous cylinder that
contains the fluid, respectively. So, all terms containing 𝑂(𝑟)
and 𝑂(𝑅

1
) or higher orders can be neglected according to

their tendency to zero.
According to the previous expansions, the equation of

motion (4) for V
𝑟
can be neglected because it is identical to

the lowest order of 𝑟. Therefore the equation of motion for V
𝑧

can be written as

𝜌(
𝜕V
0

𝜕𝑡
+ V
0

𝜕V
0

𝜕𝑧
)

= −
𝜕𝑃
0

𝜕𝑧
+ 𝜇(4V

2
+
𝜕
2V
0

𝜕𝑧2
) − ]V

0
.

(26)

The second order term of the velocity V
2
can be determined

from the tangential stress condition as given in (21); on

neglecting the terms of 𝑂(𝑟) and all higher orders, it can be
written as follows:

V
2
=

1

2𝜇ℎ

𝜕𝜎

𝜕𝑧
+
3ℎ
𝑧

2ℎ

𝜕V
0

𝜕𝑧
+
1

4

𝜕
2V
0

𝜕𝑧2

+



𝜀
𝑗
𝐸
0

2𝜇ℎ

𝜕𝜙
𝑗

𝜕𝑟
−

𝜀
𝑗
𝐸
0
ℎ
𝑧

𝜇ℎ

𝜕𝜙
𝑗

𝜕𝑧



.

(27)

The zero order term of the pressure 𝑃
0
can be determined

from the normal stress condition, as given in (20), in the form

𝑃
0
= −𝜇

𝜕V
0

𝜕𝑧
+ 2𝜎𝐻 +



𝜀
𝑗
𝐸
0

𝜕𝜙
𝑗

𝜕𝑧



. (28)

Now, substituting from (27) and (28) into (26), we obtain

𝜌(
𝜕V
0

𝜕𝑡
+ V
0

𝜕V
0

𝜕𝑧
)

= −
𝜕

𝜕𝑧
(2𝜎𝐻)

+



2𝜀
𝑗
𝐸
0

ℎ

𝜕𝜙
𝑗

𝜕𝑟
−

4𝜀
𝑗
𝐸
0
ℎ
𝑧

ℎ

𝜕𝜙
𝑗

𝜕𝑧
− 𝜀
𝑗
𝐸
0

𝜕
2
𝜙
𝑗

𝜕𝑧2



+
3𝜇

ℎ2

𝜕

𝜕𝑧
(ℎ
2 𝜕V0
𝜕𝑧

) +
2

ℎ

𝜕𝜎

𝜕𝑧
− ]V
0
.

(29)

The kinematic condition equation (8) gives

𝜕ℎ

𝜕𝑡
= −V
0

𝜕ℎ

𝜕𝑧
−
ℎ

2

𝜕V
0

𝜕𝑧
. (30)

Also, the axial velocity V
0
(𝑧, 𝑡), the radial position ℎ(𝑧, 𝑡), and

the surface tension 𝜎(𝑧) can be represented in a perturbed
and unperturbed parts as follows:

V
0
(𝑧, 𝑡) = 𝑢

0
+ 𝑢 (𝑧, 𝑡) , (31)

ℎ (𝑧, 𝑡) = 𝑟
0
(1 + 𝛿 (𝑧, 𝑡)) , (32)

𝜎 (𝑧) = 𝜎
0
+ 𝜎
1
(𝑧) , (33)

where 𝑢
0
, 𝑟
0
, and 𝜎

0
are the constant unperturbed axial

streaming velocity, radius, and surface tension, respectively.
The analysis may be simplified by using the transformation

𝜂 = 𝑧 − 𝑢
0
𝑡. (34)

By using (31)–(34) into (29) and (30), after linearizing the
resulting equations, we can obtain

𝜌(
𝜕𝑢

𝜕𝑡
) =

1

𝑟
0

𝜕𝜎
1

𝜕𝜂
+



2𝜀
𝑗
𝐸
0

𝑟
0

𝜕𝜙
𝑗

𝜕𝑟
− 𝜀
𝑗
𝐸
0

𝜕
2
𝜙
𝑗

𝜕𝜂2



+ 3𝜇
𝜕
2
𝑢

𝜕𝜂2
+
𝜎
0

𝑟
0

𝜕𝛿

𝜕𝜂
+ 𝜎
0
𝑟
0

𝜕
3
𝛿

𝜕𝜂3
− ]𝑢,

𝜕
2
𝑢

𝜕𝜂2
= −2

𝜕
2
𝛿

𝜕𝜂𝜕𝑡
.

(35)
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Equations (35) can be combined into one equation that deter-
mines the free surface function 𝛿(𝜂, 𝑧) as follows:

𝜕
2
𝛿

𝜕𝑡2
+

𝜕

𝜕𝑡
(
]

𝜌
𝛿 −

3𝜇

𝜌

𝜕
2
𝛿

𝜕𝜂2
)

+
𝜎
0

2𝜌𝑟
0

(
𝜕
2
𝛿

𝜕𝜂2
+ 𝑟
2

0

𝜕
4
𝛿

𝜕𝜂4
)

+



𝜀
𝑗
𝐸
0

2𝜌𝑟
0

(2

𝜕
2
𝜙
𝑗

𝜕𝑟𝜕𝜂
− 𝑟
0

𝜕
3
𝜙
𝑗

𝜕𝜂3
)



= −
1

2𝜌𝑟
0

𝜕
2
𝜎
1

𝜕𝜂2
.

(36)

Initially, the disturbed fluid radius 𝛿(𝜂, 𝑡) is independent of
the time (also its partial derivative with respect to the time).
So, the disturbed fluid radius 𝛿(𝜂, 𝑡) has the following initial
conditions:

𝛿 (𝜂, 0) = 0,
𝜕

𝜕𝑡
𝛿 (𝜂, 0) = 0. (37)

Assuming that the surface tension 𝜎
1
(𝜂) has a spatially per-

iodic form, which is independent of the heat and mass trans-
fer. Then, the surface tension function may be written in the
following form:

𝜎
1
(𝜂) = −

Δ𝜎

2
(1 + 𝑒

𝑖𝑘𝜂
) , (38)

where Δ𝜎 is a constant variation of the surface tension.
The initial value problem given by (36) and the initial

conditions equation (37) can be solved by decomposing the
solution into a homogenous and particular parts, 𝛿

ℎ
(𝜂, 𝑡) and

𝛿
𝑝
(𝜂, 𝑡), respectively. Based on the form of the surface tension

𝜎
1
(𝜂), which is given in (38), the homogenous solution of the

wave function 𝛿
ℎ
(𝜂, 𝑡)may be written in the form

𝛿
ℎ
(𝜂, 𝑡) = 𝑒

𝜔𝑡+𝑖𝑘𝜂
. (39)

The final form of the general solution of the free surface func-
tion, 𝛿(𝜂, 𝑡) = 𝛿

ℎ
(𝜂, 𝑡) + 𝛿

𝑝
(𝜂, 𝑡), can be written as follows:

𝛿 (𝜂, 𝑡) = −
Δ𝜎𝑘
2

4𝜌𝑟
0
𝑏
0

[
𝜔
−

𝜔
+
− 𝜔
−

𝑒
𝜔
+
𝑡
−

𝜔
+

𝜔
+
− 𝜔
−

𝑒
𝜔
−
𝑡
+ 1] 𝑒

𝑖𝑘𝜂
,

(40)

where, the roots 𝜔
±
and 𝑏
0
are defined in the appendix.

It is worthwhile to mention here that the final solution in
(40) reduces to the same solution obtained earlier by Furlani
[3] for the flow of cylindrical microjet surface in the absence
of the electric field (𝐸

0
= 0). It is worthwhile to mention here

that the final solution in (40) reduces to the same solution that
was obtained earlier by Furlani [3] for the flow of cylindrical
microjet surface in the absence of the electric field (𝐸

0
= 0)

with neglecting the porous structure (] = 0) and with taking
the real part only of the free surface function.

6. Instability of Thermosolutal
Marangoni Convection

If the two-fluid system is amulticomponent system, it is often
the case that there may be a preferential concentration of
one or more of the components at the interface (e.g., if we
consider a systemof pure𝐴 and pure𝐵, which are immiscible,
with a third solute component 𝑆 that is soluble in 𝐴 and/or 𝐵
but that is preferentially attracted to the interface), and then
the interfacial tension will also be a function of the (surface-
excess) concentration of these solute components. Both the
temperature and the concentrations of adsorbed species can
be functions of position on the interface, thus leading to spa-
tial gradients of the surface tension [26]. So, to study the effect
of the heat and mass transfer on the interfacial instability of
the microcylindrical surface, the surface tension is assumed
to be a function of the temperature and the solute concentra-
tion and the surface tension will depend on temperature and
concentration linearly [29], as follows:

𝜎 (𝜂, 𝑡) = 𝜎
0
+ 𝜎
1
(𝜂, 𝑡)

= 𝜎
0
[1 − 𝛾

𝑇
(𝑇 − 𝑇

0
) − 𝛾
𝐶
(𝐶 − 𝐶

0
)] ,

(41)

where 𝛾
𝑇
and 𝛾
𝐶
denote the temperature and concentration

coefficients of the surface tension. Also, 𝑇
0
and 𝐶

0
are the

reference temperature and concentration, respectively. Note
that (41) is the same as (33) with 𝜎

1
(𝑧) being 𝜎

1
(𝜂, 𝑡) that

depends on the heat and mass transfer as in (41). 𝜎
0
is the

unperturbed constant value of the surface tension.
To determine the form of the surface tension, we need

firstly to obtain the solution of the heat and concentration
equations. Again, the analysis will be based on the normal
modes technique as given by

𝑇 (𝑟, 𝜂, 𝑡) = 𝑇
𝑠
(𝑟) 𝑒
𝜔𝑡+𝑖𝑘𝜂

,

𝐶 (𝑟, 𝜂, 𝑡) = 𝐶
𝑠
(𝑟) 𝑒
𝜔𝑡+𝑖𝑘𝜂

.

(42)

With the help of the coordinate transformation in (34), the
energy and concentration equations (see (5) and (6)) may be
written in the following forms:

𝑑
2
𝑇
𝑠

𝑑𝑟2
+
1

𝑟

𝑑𝑇
𝑠

𝑑𝑟
− 𝑚
2
𝑇
𝑠
= 0, (43)

𝑑
2
𝐶
𝑠

𝑑𝑟2
+
1

𝑟

𝑑𝐶
𝑠

𝑑𝑟
− 𝑛
2
𝐶
𝑠
= 0, (44)

where𝑚2 = 𝑘
2
+ (𝜔/𝛼) and 𝑛2 = 𝑘

2
+ (𝜔/𝛽).

If we consider the diffusion of the thermal energy and the
concentration in an infinite isolated columnof stationary flow
of radius 𝑟

0
then there are no temperature and concentration

gradients at 𝑟 = 𝑟
0
. So, the temperature and concentration

boundary conditions are as follows [3]:

𝑇
𝑠
= 𝑇
1
, 𝐶
𝑠
= 𝐶
1
, at 𝑟 = 𝑅

1
,

𝜕𝑇
𝑠

𝜕𝑟
= 0,

𝜕𝐶
𝑠

𝜕𝑟
= 0, at 𝑟 = 𝑟

0
.

(45)
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Equations (43) and (44) represent the standard Bessel’s
differential equation. Therefore, the general solution of the
temperature and concentration function may be written as
follows:

𝑇 (𝑟, 𝜂, 𝑡)

=

𝑇
1
[𝐾


0
(𝑚𝑟
0
) 𝐼
0
(𝑚𝑟) − 𝐼



0
(𝑚𝑟
0
)𝐾
0
(𝑚𝑟)]

𝐾


0
(𝑚𝑟
0
) 𝐼
0
(𝑚𝑅
1
) − 𝐾
0
(𝑚𝑅
1
) 𝐼


0
(𝑚𝑟
0
)
𝑒
𝜔𝑡+𝑖𝑘𝜂

,

𝐶 (𝑟, 𝜂, 𝑡)

=

𝐶
1
[𝐾


0
(𝑛𝑟
0
) 𝐼
0
(𝑛𝑟) − 𝐼



0
(𝑛𝑟
0
)𝐾
0
(𝑛𝑟)]

𝐾


0
(𝑛𝑟
0
) 𝐼
0
(𝑛𝑅
1
) − 𝐾
0
(𝑛𝑅
1
) 𝐼


0
(𝑛𝑟
0
)
𝑒
𝜔𝑡+𝑖𝑘𝜂

.

(46)

On combining the following equations:

(1) the general solution of the heat andmass transfer (see
(46)),

(2) the surface tension expression (see (41)),
(3) the expression of the free surface function, which

may be given based on the normal modes technique
as 𝛿(𝜂, 𝑡) = 𝑒

𝜔𝑡+𝑖𝑘𝜂, into the free surface deferential
equation given by (36).

We finally get the transcendental dispersion relation of
the instability of the interfacial free surface as

𝑓 (𝜔, 𝑘) = 𝜔
2
+ 𝑎
1
(𝑘) 𝜔 + 𝑏

1
(𝜔, 𝑘) = 0, (47)

where the functions 𝑎
1
(𝑘) and 𝑏

1
(𝜔, 𝑘) are defined in the

appendix.
It is convenient to write the stability criterion in an appro-

priate dimensionless form. This can be done in a number of
ways depending primarily on the choice of the characteristic
length, time, temperature, and mass. Consider the following
dimensionless forms depending on the characteristic length
= 𝑟
0
, the characteristic time = 1/�̂�, the characteristic temper-

ature = 𝑇
1
, and the characteristic mass = 𝜎

0
/�̂�
2, where �̂� is a

characteristic value of 𝜔. The other dimensionless quantities
are given by

𝑘 =
𝑘
∗

𝑟
0

, 𝜌 = 𝜌
∗ 𝜎0

𝑟
3

0
�̂�2

, 𝐸
2

0
= 𝐸
2

0

∗𝜎
0

𝑟
0

,

𝜇 = 𝜇
∗ 𝜎0

�̂�𝑟
0

, 𝑇 = 𝑇
1
𝑇
∗
, 𝛾

𝑇
=
𝛾
∗

𝑇

𝑇
1

,

] = ]∗
𝜎
0

𝑟
3

0
�̂�
, 𝑟 = 𝑟

∗
𝑟
0
, 𝜔 = �̂�𝜔

∗
,

𝛼 = 𝛼
∗
𝑟
2

0
�̂�, 𝛽 = 𝛽

∗
𝑟
2

0
�̂�.

(48)

The superscript asterisks refer to the dimensionless quan-
tities. From now on, these will be omitted for simplicity.
The dispersion relation in (47) and its coefficients 𝑎

1
(𝑘) and

𝑏
1
(𝜔, 𝑘)may be written as follows:

𝑓 (𝜔, 𝑘) = 𝜔
2
+ 𝑎 (𝑘) 𝜔 + 𝑏 (𝜔, 𝑘) = 0, (49)

where the functions 𝑎(𝑘) and 𝑏(𝜔, 𝑘) are defined in the
appendix.

The dimensionless transcendental dispersion relation in
(49) describes the instability of the interfacial free surface
of the microfluid jet. We will discuss the instability criteria
numerically and graphically in the next section.

7. Numerical Estimations

In the case of the thermosolutal Marangoni convection, the
surface tension depends on the heat and mass transfer and
the dispersion relation is the transcendental equation (49).
The stability criteria of the systemmay be discussed by getting
the values of the growth rate 𝜔 from the roots of the tran-
scendental equation (49). The positive values of 𝜔 indicate a
disturbance that grows with time (instability) and the neg-
ative values indicate decays with time (stability). So, to study
the instability of the microcylindrical surface, we indicate the
relation between the growth rate 𝜔 and the wave number 𝑘
graphically. In all coming curves, the positive values region
of 𝜔 indicates the instability region, denoted by letter 𝑈.
Meanwhile, the negative values region of 𝜔 indicates the
stability region, denoted by letter 𝑆.

It is well known that increasing the wave number
enhances the stability of the system. As seen in Figure 2, the
stability occurs at 𝑘 ≅ 0.7, when the intensity of the electric
field 𝐸

0
= 1000. Meanwhile, at 𝐸

0
= 1 the stability occurs at

𝑘 ≅ 1. This means that the stability occurs at less value of 𝑘
and at the higher value of 𝐸

0
, which means that the system

is more stable at highly electric field intensity and the electric
field has a stabilizing effect.This is an early result obtained by
many researchers [7, 20, 24, 25]. Also, we can notice that the
maximum instability in all figures, except Figure 2, according
to the peak of the curve occurs at 𝑘 ≅ 0.6. But at high
values of the electric field, the peak of the curve approaches
the stability region and the maximum instability occurs at
𝑘 ≅ 0.4. This implies that existence of the electric field causes
a high stability of the interface.

Figure 3 illustrates the electric field and the growth rate
relation. It is clear from this figure that the maximum value
of the electric field 𝐸

0
is congruent to the zero value of the

growth rate 𝜔. The zero value the growth rate 𝜔 corresponds
to the steady state of the interface. This result confirms
the same result of Figure 2; that is, the electric field has a
stabilizing effect. Figure 4 illustrates the effect of the dielectric
constants difference 𝜀 = 𝜀

1
− 𝜀
2
on the stability picture. The

dielectric difference 𝜀 has a stabilizing effect, where the higher
value of 𝜀 is identical to theminimumpeak value of the curve.

Figures 5–7 illustrate the effect of Darcy’s coefficient, the
viscosity, and the density of fluid on the stability behavior.The
of Darcy’s coefficient, the viscosity, and the density of fluid
have stabilizing effect for 𝑘 ≤ 1 according to reducing the
peak of the curve and decreasing the number of the points
in the instability region. Figure 5 illustrates the effect of the
existence of the porous structure, according to the different
values of the Darcy’s coefficient, on the stability picture. It
is clear that the microcylindrical surface is more stable, in
case of the flow through a porousmedium formajority values
of the wave number, due to an increase in the values of the



Mathematical Problems in Engineering 9

0 0.2 0.4 0.6 0.8 1 1.2 1.4

0

S

U

k

𝜔

−0.2

−0.4

−0.6

E0 = 1

E0 = 500

E0 = 1000

Figure 2: Stability diagram for a systemhaving the particulars𝜌 = 1,
𝜇 = 0.5, 𝑅

1
= 10
−5, 𝑅
2
= 10, ] = 0.5, 𝜀

1
= 5 × 10

−5, 𝜀
2
= 10
−4,

𝑟
0
= 5 × 10

−3, 𝛾
𝑇
= 0.01, 𝛾

𝐶
= 0.2, 𝛼 = 0.01, 𝑇

1
= 0.05, 𝐶

1
= 0.03,

and 𝛽 = 0.2.

0 500 1000 1500

0

0.02

0.04

0.06

S U

𝜔

−0.02

−1500 −1000 −500

−0.04

E
0

k = 0.3

k = 0.35

k = 0.4

Figure 3: The electric field plotted versus the growth rate at 𝜌 = 1,
𝜇 = 0.5, 𝑅

1
= 10
−5, 𝑅
2
= 10, 𝐸

0
= 10, 𝛾

𝑇
= 0.01, 𝛾

𝐶
= 0.03,

𝑟
0
= 5× 10

−3, 𝛼 = 0.01, 𝐶
1
= 10, 𝑇

1
= 10, 𝛽 = 0.2, 𝜀

1
= 5× 10

−5, and
𝜀
2
= 10
−4.

Darcy’s coefficients in comparison with the case of the pure
flow (] = 0). This is due to the fact that the greatest peak
value of the curve in the instability region is at ] = 0.
Hence the Darcy’s coefficient ] is equal to 𝜇/𝜆, where 𝜆 is
the permeability of the porous medium, so an increase in the
values of the Darcy’s coefficients corresponds to a decrease in
the permeability of the porous medium.This in turn restricts
the streaming velocity of the fluid flow. It is known that
when the streaming velocity decreases, the stability of the
system increases. In other words, when the permeability of
the medium increases (𝜆 increases and ] decreases) the holes
of the porous medium are very large and the resistance of
the medium may be neglected so that the streaming velocity
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increases and causes instability of the system.The same result
was illustrated experimentally by Catton and Chung [21],
where the authors studied the interfacial stability between
the water and the steam. Two porous media were studied
experimentally: a bead of glass with diameter 0.6, 2, and 6 and
with permeability 0.14, 1.57, and 18.0 (×10−9m2), respectively,
and a bead of steel with diameter 4 andwith permeability 9.02
(×10−9m2). It was found that in the more permeable cylinder
the steam bubble is chaotic just after it has been formed.This
means that the interface becomes unstable and the chaotic
turbulence becomes more and more profound as the water
flow rate increases (according to increasing the permeability
of the porous medium).
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The viscosity 𝜇 and the density 𝜌 have a stabilizing effect,
for larger values of the wave number, as shown in Figures 6
and 7. This influence occurs due to an increase in the visco-
sity damping and in the inertia. So, the interface of themicro-
cylindrical surface becomes stable with an increase in the
viscosity and the density.

The effect of heat transfer on the free surface is illustrated
in Figure 8. To study the instability influence, according to
the heat transfer, we notice that the temperature coefficient is
𝛾
𝑇
= ±(1/𝜎

0
)(𝑑𝜎/𝑑𝑇) [30], where 𝛾

𝑇
has a positive or nega-

tive sign according to the increasing or decreasing of the
surface tension. When 𝑇 < 𝑇

1
, the axial microsolid cylinder,

which induces the heat andmass gradients, is heated and then
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the temperate transfers from it to the free surface by convec-
tion currents. This in turn tends to evaporate the fluid easily
and provokes higher instabilities at the interface. So, in this
case, 𝛾

𝑇
has a negative value according to the decreasing of the

surface tension. Conversely, 𝛾
𝑇
has a positive value when 𝑇 >

𝑇
1
. In this case the free surface loses its temperature that is

transferred to the core region of the flow jet and hence the free
surface becomes stable. This phenomenon was illustrated in
Figure 8where the temperature coefficient 𝛾

𝑇
has a stabilizing

effect when it is positive and the inverse occurs at 𝛾
𝑇
< 0.

In other words, heating the axial microsolid surface 𝑇
1
has

destabilizing effect at the interface and conversely for cooling.
Figure 9 confirms this result. We notice from this figure that
the unstable state, for the positive values of the growth rate
𝜔, occurs at the temperature values corresponding to 𝑇 <

𝑇
1
. Meanwhile, the temperature 𝑇 > 𝑇

1
is for the negative
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growth rate in the stability region. This result was obtained
experimentally by D’Aubeterre et al. [31]. The authors stated
that the temperature has a destabilizing effect due to the fact
that a substance is more volatile for increasing the temperate;
this means that when a temperature gradient occurs, the sub-
stance tends to evaporate easily and provokes higher insta-
bilities at the interface. Also, depending on the alcohol stud-
ied [31], turbulence begins at the interface at different temper-
ature gradients. Instabilities begin near the interface, showing
a sinuous movement. At higher temperatures and tempera-
ture gradients, instabilities increase and movements become
continuous.Themost evident effect occurswhen temperature
gradients are 15–17 ∘C; at these values a sinuous wave was
observed [31].

Similar behavior can be noticed for the concentration as
seen in Figure 10. In this figure we use 𝛾

𝐶
= ±(1/𝜎

0
)(𝑑𝜎/𝑑𝐶)

[30]. The concentration coefficients of the surface tension 𝛾
𝐶

become negative if 𝐶 < 𝐶
1
. This implies that the concen-

tration at the interface is less than the concentration at the
core region. Because the surface tension is proportional with
the concentration, the surface tension at the free surface
accordingly reduces. So, the free surface loses its interfacial
rigidity and its ability to movement increases. Therefore the
instability of the free surface occurs. On the other hand,
when the concentration of the interface is higher than that
of the core region, the stability in the interface occurs. This
means an increase of the interfacial rigidity, which in turn
restricts any surface movements or Marangoni convection.
Therefore, the surface becomes stable when 𝛾

𝐶
> 0 and the

instability occurs for 𝛾
𝐶
< 0, as shown in Figure 10. Figure 11

confirms this result, where the concentration is plotted ver-
sus the growth rate. The region of the positive values of the
growth rate 𝜔, that is, the unstable region, occurs at 𝐶 < 𝐶

1
.

Meanwhile, the stable region, that is, the negative growth
rate values, occurs at 𝐶 > 𝐶

1
. Similar results were obtained

by Agble and Mendes [32] and compared with experimental
results.
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Table 1: The root of the growth rate 𝜔 for different values of the
micro radius 𝑟

0
at 𝜌 = 1, 𝜇 = 0.5, 𝜀

1
= 10
−5, 𝜀
2
= 10
−3, 𝑅
1
= 10
−5,

𝐸
0
= 10, 𝑅

2
= 10, 𝛾

𝑇
= 0.5, 𝛾

𝐶
= 0.03, 𝛼 = 0.01, 𝛽 = 0.2, 𝑇

1
= 1,

𝐶
1
= 0.04, and ] = 0.3.

𝑟
0

𝑘 𝜔

5 × 10
−3

10
−3 1.63164 × 10−6

10
−1 0.0148314

10
1

−48.76930
10
2

−4998.710

5 × 10
−1

10
−3 1.02608 × 10−8

10
−1 0.0146367

10
1

−48.82320
10
2

−4998.800

Finally, the instability criterion of the system can be
discussed by studying the roots of the dispersion relation (49)
to get the values of the growth rate 𝜔, as shown in Table 1.
The negative values of the roots of 𝜔 indicate stability of the
microcylindrical surface and the inverse occurs of the posi-
tive root values. It can be noticed from the roots of the growth
rate𝜔 that the interface becomes stable when themicroradius
𝑟
0
increases which means an increase in the inertia with 𝑟

0
.

8. Conclusion

In this paper, we have examined the influence of the existence
of the porous structure on the EHD instability of the free
microcylindrical fluid surface with thermosolutalMarangoni
convection. The surface tension depends linearly on the heat
and mass transfer. The main results of our study can be
epitomized in the following points.

(1) The existence of the porous structure has a stabilizing
effect for the free surface. Existence of the porous
medium restricts the streaming velocity of the fluid.
Similar behavior was obtained experimentally by [21]
for the steam-liquid interface thorough a porous
structure.
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(2) As it is known, the electric field has a stabilizing effect,
and this result coincides with the previously pub-
lished results in the literature [7, 20, 24, 25].

(3) The heating of the axial microsolid cylinder reduces
the surface tension andmakes the free surface volatile
easily and hence the surface becomes unstable and the
inverse occurs for cooling the axial microsolid cylin-
der.The same results were obtained experimentally by
[31].

(4) The surface tension is proportional to the concentra-
tion variation. So, high concentration at the free sur-
face inhibits the movement of the surface.This means
stability of the free surface. The inverse behavior was
obtained for a high concentration at the core region.
Similar trend was obtained experimentally by [32].

Finally, our calculation of the free surface function was
comparedwith the previous results of [3] in the absence of the
porousmedium and the electric field. Also, the present results
were compared with the experimental results of [21, 31, 32].
There was compatibility between the results.
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Nomenclature

𝐶: Concentration
𝐶
0
: Concentration at the interface

𝐶
1
: Concentration at the microcylindrical

solid axis
𝐸
0
: Intensity of the electric field

𝐹: Interface function
ℎ: Radius for the disturbed fluid surface
𝐻: Curvature of the interface
𝐼
0
, 𝐾
0
: Modified Bessel’s function of the first

and second kinds
𝑘: Wave number
𝑛: Unit normal vector to the interface
𝑃: Pressure
𝑃
0
(𝑧, 𝑡), 𝑃

2
(𝑧, 𝑡): Perturbed pressure functions

(𝑟, 𝜃, 𝑧): Cylindrical coordinates
𝑟
0
: Microradius of the fluid cylindrical

surface
𝑅
1
: Microradius of the cylindrical solid axis

𝑅
2
: Radius of the surrounded vacuum

𝑡: Time
�̂�: Unit tangential vector to the interface
𝑇: Temperature
𝑇
0
: Temperature at the interface

𝑇
1
: Temperature at the surface of

microcylindrical axis
𝑢(𝑧, 𝑡): Axial streaming velocity function
𝑢
0
: Constant streaming velocity

V: Velocity vector
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V
𝑟
, V
𝑧
: Radial and axial velocity components

V
0
(𝑧, 𝑡), V

2
(𝑧, 𝑡): Perturbed velocity functions.

Greek Symbols

𝛼: Thermal diffusivity
𝛽: Mass diffusivity
𝜎(𝑧, 𝑡): Surface tension
𝜎
0
: Unperturbed surface tension

𝜎
1
(𝑧, 𝑡): Perturbed surface tension

Δ𝜎: A constant variation of the surface
tension

𝛾
𝑇
= ±(1/𝜎

0
)(𝑑𝜎/𝑑𝑇): Temperature coefficient of the

surface tension
𝛾
𝐶
= ±(1/𝜎

0
)(𝑑𝜎/𝑑𝐶): Concentration coefficient of the

surface tension
𝜙: Electric potential function
𝜏
𝑖𝑗
: Stress tensor

𝜔: Growth rate of the surface wave
𝜇: Viscosity
𝜇eff: Effective viscosity
]: Darcy’s coefficient
𝜀
1
, 𝜀
2
: Dielectric constants of the liquid

and vacuum, respectively
𝛿(𝑧, 𝑡): Dimensionless radius of the

disturbed fluid surface
𝜂 = 𝑧 − V

0
𝑡: Transformation of the axial

distance
𝜌: Density.
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To determine the mechanism of energy consumption in hot air drying, we simulate the interior heat and mass transfer processes
that occur during the hot air drying for a single corn grain.The simulations are based on a 3D solid model.The 3D real body model
is obtained by scanning the corn kernels with a high-precision medical CT machine. The CT images are then edited by MIMICS
and ANSYS software to reconstruct the three-dimensional real bodymodel of a corn kernel.The Fourier heat conduction equation,
the Fick diffusion equation, the heat transfer coefficient, and the mass diffusion coefficient are chosen as the governing equations
of the theoretical dry model. The calculation software, COMSOLMultiphysics, is used to complete the simulation calculation. The
influence of air temperature and velocity on the heat and mass transfer processes is discussed. Results show that mass transfer
dominates during the hot air drying of corn grains. Air temperature and velocity are chosen primarily in consideration of mass
transfer effects. A low velocity leads to less energy consumption.

1. Introduction

Hot air drying is a commonly used method for drying corn;
it is often characterized by high energy consumption and
low efficiency [1]. Many studies have been conducted on the
drying characteristics and energy consumed when drying
thin layers of vegetables, fruits, and food [2, 3]. These studies
usually focus on the optimization of drying systems and
dryingmethods. To date, no research has been devoted to the
drying characteristics and energy consumed during the hot
drying of a single corn kernel even though the drying process
of each single grain is the theoretical basis of various drying
techniques. In the current work, we investigate the drying
characteristic of single corn kernels and provide theoretical
support for reducing energy consumption in hot air drying.

Given that the kernel structures and shapes of grains
are neither uniform nor regular, describing their drying
processes on the basis of the original shape of a single grain
kernel is difficult to accomplish. Most of the previously con-
ducted simulations of material drying, especially for single-
body corn kernels, are based on ideal models that are estab-
lished by simplifying the shapes of dried materials. Shape

simplification enables easy simulation calculation but causes
original shape-related errors in the simulations. Gustafson
simplified a grain kernel into a 2D irregular shape on the
basis of original grain size and then simulated the drying
process by finite element method (FEM) [4]. Li and Cao
simplified a single rough rice kernel as spherical to simulate
moisture diffusion with a three-layer body model [5]. Zhang
and Kong studied the heat and mass transfer of porous
medium in the vacuum drying process by using a 1D model
[6]. Jia and Cao simplified an irregular corn particle into a 2D
irregular geometric model to analyze heat and mass transfer
in corn dying by FEM [7]. Neményi and Czaba established
a finite element model to investigate the heat and moisture
distributions in a cross-sectional area of an individual maize
kernel [8].

Grain kernel simulation based on a 3D real body model
has recently become a trend in simulation studies because it
generates more accurate results. The simulation of the heat
and mass transfer in corn kernels with a 3D model has been
carried out [9]. Ghosh et al. obtained a 3D geometric model
of a wheat kernel by magnetic resonance imaging (MRI) and
developed a mathematical model for moisture diffusion in
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Figure 1: CT slice images of the corn grain.

a single wheat kernel during the drying process [10]. Perez
et al. constructed a 3D model with tomographic images and
simulated the mass transfer and hygroscopic cracks in rice
grains [11]. The present work is carried out on the basis of the
aforementioned studies.

2. Real Body Model

2.1. Review of Real BodyModel Reconstruction. Grain kernels
are usually simplified into spherical, cylindrical, ellipsoidal,
and flat chip shapes because the shapes of grain particle
shapes are irregular and variable. Given that a simplified
model cannot reflect solid features, obtaining amore accurate
model facilitates the understanding of the heat and mass
transfer mechanism in grain kernels. MRI has recently been
used to obtain 3D real body models. Song developed a
3D microscopic MRI with the 3D projection reconstruction
(3DPR) technique to measure the moisture distribution in a
single mature wheat grain [12]. Goñi obtained the slices of
irregularly shaped food with nonuniform rational B-splines
andMRI techniques and reconstructed a 3Dgeometricmodel
[13]. Ghosh et al. constructed a 3D geometric model of wheat
kernel by MRI [10], and Perez et al. built a 3D model with
tomographic images [11]. Obtaining 3D geometric models
by MRI presents high cost and complexity, driving the
identification of amore convenientmethod.TheCT scanning
technique based on 3D medical image reconstruction is
extensively used in the field of medicine. In this paper, the CT
scanning technology is used to create a 3D real body model
of a single corn kernel.

2.2. Steps to Obtain the 3D Model. The steps for creating the
3D real body model are as follows. (1) Several selected corn
grains are scanned by high-precision medical CT to obtain
serried transect image data. (2) The image data is treated
by MIMICS software in turn. (3) The contour line image is
transferred into ANSYS software and converted into a 3D real
body model, which is nearly of the same shape as the original
corn grain.

2.2.1. Scanning with CT. Scanning pertains to the use of
computer technology for the tomographic reconstruction of
ameasured object into a 3D topographic image. Single axis X-
rays are projected onto the object to be tested. On the basis of
the difference in radiation absorption rate and transmissivity

among the tested objects, a computer collects data from the
rays and reconstructs 3D images. This study uses the Philips
Brilliance iCT 256 layer spiral quick CT at Shengjing Hospi-
tal, an affiliated hospital of the Chinese Medical University.
Corn grains are scanned to obtain high-precision CT images,
with a scanning thickness of 0.625mm.TheCT image files are
stored in Digital Imaging and Communication in Medicine
(Figure 1).

2.2.2. Image Treatment inMIMICS. MIMICS is a set of highly
integrated software for generating, editing, and treating 3D
images. It can accept various types of original scanning data
(from CT or MRI), set up corresponding 3D models, and
output these in general CAD format. In this study, MIMICS
software is used to treat CT image data of corn kernels to
generate a 3D geometric contour model of a corn grain, to
modify parts of the contour model for surface smoothness,
and to transmit the contour line image model to ANSYS
software.

(a) The CT images are input into MIMICS, and one
corn kernel area is chosen, with adjustments on the
threshold between −228 and 2872 Hounsfield. The
images are edited until a clear and intact contour is
generated.

(b) The “Crop Mash” function is used to divide contour
regions, the “Calculate Polylines” function is used to
generate the 3D geometric contour model of a corn
grain, and the surface contour model is smoothed
with the Magices 9.9.

(c) The surface contour model is exported as a file in an
“ANSYS area file” (.lis) format.

2.2.3. Image Treatment in ANSYS. The contour model is
converted into a 3D real body model, which has nearly the
same shape as the original corn grain. The 3D real body
model of a corn grain is generated in ANSYS and exported
as an “Initial Graphics Exchange Specification” (IGES) file for
postprocessing in COMSOL software.

The 3D real body model obtained through the aforemen-
tionedmethod is more accurate than other simplifiedmodels
[4–8].This kind of reconstructionmethod ismore convenient
and practical.
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Figure 2: 3D real body model in COMSOL and locations of detection points.
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Figure 3: Average temperature curves of the corn kernel at different
drying temperatures.

3. Mathematical Model

3.1. Hypothesis. For this study, we make the following as-
sumptions. (1)The internal temperature andmoisture of corn
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Figure 4:Thermal conductivity curves at different drying tempera-
tures.

are evenly distributed at the beginning of drying process.
(2)The changes in shrinkage and shape of the corn grain are
disregarded during the drying process. (3)The various com-
ponents of corn grain are isotropic and uniform. (4) Water
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is diffused to the external boundary, and water vaporization
occurs on the grain surface.

3.2. Heat Transfer Equation. The heat transfer in the grain
kernels is modeled following Fourier’s law of heat conduction
and the first law of thermodynamics [14]. Heat𝑄

𝑖
(𝑖 = 𝑥, 𝑦, 𝑧)

is generated by any microunit at a given position. Heat 𝑄
𝑡

is generated by any microunit at a given time. Heat 𝑄
𝐻

is
conserved or released by changes in the temperature and
material of a microunit:

𝑄
𝑥
=

𝜕

𝜕𝑥
(𝜆
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𝜕𝑥
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𝐻
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(1)

If moisture vaporizes in the kernel,

𝐻 = ℎ
𝑓𝑔
𝑀+ 𝑐

𝑝
𝑇,

𝜕𝐻

𝜕𝑡
= ℎ
𝑓𝑔

𝜕𝑀

𝜕𝑡
+ 𝑐
𝑝

𝜕𝑇

𝜕𝑡
.

(2)

The 3D mathematical model of heat transfer is
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) +

𝜕

𝜕𝑦
(𝜆

𝜕𝑇

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝜆

𝜕𝑇

𝜕𝑧
) + 𝑞V

= 𝜌𝑐
𝑝

𝜕𝑇

𝜕𝑡
+ 𝜌ℎ
𝑓𝑔

𝜕𝑀

𝜕𝑡
,

(3)

where 𝑥, 𝑦, and 𝑧 are the Cartesian coordinates that represent
the corn kernel as a 3D body; 𝑞V is the heat generating rate
of the inner heat source (Jm−3 s−1); 𝜌 is the density of corn
(kgm−3); 𝑐

𝑝
denotes the specific heat of corn (J kg−1 K−1); 𝜆

represents the thermal conductivity of corn (Wm−1 K−1);𝑀
is the moisture content (dry base); 𝑇 is the temperature of the
corn kernel (K); ℎ

𝑓𝑔
is the latent heat of water vaporization

(J kg−1).
The initial condition is

𝑇 |
𝑡=0

= 𝑇
0
. (4)

The boundary condition is

−𝜆(
𝜕𝑇

𝜕𝑥
+
𝜕𝑇

𝜕𝑦
+
𝜕𝑇

𝜕𝑧
) = ℎ

𝑡
(𝑇 − 𝑇

𝑎
) , (5)

where ℎ
𝑡
is the convective heat transfer coefficient (Wm−2

K−1) and 𝑇
𝑎
is the temperature of the drying medium (K).

3.3. Mass Transfer Equation. The moisture diffusion differ-
ential equation is modeled following Fick’s law [14]. The 3D
mathematical model of mass diffusion is expressed as

𝜕𝑀

𝜕𝑡
= 𝐷

𝜕
2
𝑀

𝜕𝑥2
+ 𝐷

𝜕
2
𝑀

𝜕𝑦2
+ 𝐷

𝜕
2
𝑀

𝜕𝑧2
, (6)

where𝐷 is the diffusion coefficient (m2 s−1).
The initial condition is

𝑀 |
𝑡=0

= 𝑀
0
. (7)

The boundary condition is

−𝐷(
𝜕𝑀

𝜕𝑥
+
𝜕𝑀

𝜕𝑦
+
𝜕𝑀

𝜕𝑧
) = ℎ

𝑚
(𝑀 −𝑀

𝑒
) , (8)

where ℎ
𝑚
is the surface mass transfer coefficient (m s−1) and

𝑀
𝑒
is the equilibrium moisture content (d.b.).

3.4. Energy Consumption Analysis. The energy consumption
in the hot air drying process is due primarily to the velocity
and temperature of hot wind, as determined by dimensional
analysis. The energy consumption dimension is 𝑊 J/(m2 s);
the dimension of hot wind velocity 𝑢 is m/s; the dimension
of hot wind temperature 𝑇 is K. The air mass flow is 𝐺 =

𝑢𝜌
𝑎
expressed in units of kg/(m2 s). In accordance with the

principle of dimensional homogeneity, density 𝜌 (kg/m3)
and specific heat 𝐶

𝑝
J/(kgK) are introduced to establish the

equation. We can obtain the energy consumption per unit
area; thus,

𝑊 = 𝜙Δ𝑇𝐶
𝑝
𝐺 = 𝜙𝜌

𝑎
Δ𝑇𝐶
𝑝
𝑢 J/(m2 s) , (9)

where 𝜙 is constant.
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Figure 6: Slices of temperature distribution in the corn kernel at different periods.

3.5. Physical and Material Properties. The initial moisture is
𝑀 = 0.23 (d.b.); the initial temperature is 𝑇

0
= 293K;

the drying temperatures are 𝑇
1
= 328K, 𝑇

2
= 338K, and

𝑇
3
= 348K; the hot air velocity is 𝑢

0
= 1.64m/s [7]. The

density of the corn kernel [8] is uniform at 𝜌 = 1150 kgm−3;
the density of air is 𝜌

𝑎
= 1.29 kgm−3. The specific heat due to

themoisture content of the germ and endosperm is expressed
as

𝑐
𝑝1
= 3379𝑀 + 1433,

𝑐
𝑝2
= 2565𝑀 + 1272.7.

(10)

The average specific heat [8] is 𝑐
𝑝2

= 2000 J/(kgK); the
latent heat of water vaporization [8] is ℎ

𝑓𝑔
= 2256267 J kg−1;

the surface mass transfer coefficient [15] is ℎ
𝑚
= 0.05ms−1.

The surface heat transfer coefficient [14] is

ℎ
𝑡
= 100𝐺

0.49 W/(m2 K) . (11)

The thermal conductivity [7] is

𝜆 = exp (−1.74 − 3.7𝑀 + 4.72 × 10
−3
𝑇 + 6.48𝑀

2

−1.5 × 10
−4
𝑇
2
+ 6.27 × 10

−2
𝑀𝑇) .

(12)

The diffusion coefficient [16] is

𝐷 = 𝑎
0
exp (𝑎

1
𝑀) exp (−

𝑎
2

𝑇
) , (13)
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where 𝑎
0
, 𝑎
1
, 𝑎
2
are constants; 𝑎

0
= 7.817 × 10

−5; 𝑎
1
= 5.5;

𝑎
2
= 4850.

4. Solution via COMSOL Multiphysics

The calculation process for the simulation is implemented
withCOMSOLMultiphysics 3.5a.The “diffusionmodule” and
“heat transfer module” in COMSOL software are chosen to
simulate the moisture migration and heat transfer process in
the corn kernel during the hot air drying process. One of the
models is shown in Figure 2. The point O is the origin point
of the coordinate system in the model, the number of free
grids is 14440, the volume is 3.22701e−7m3, and six detection
points (1–6) are selected from different locations (Table 1).
These points are the representative positions that show the
calculation results.The points 1 and 6 are the detection points
between the cortical layer and endosperm. The point 2 is the
detection point at the inner endosperm.Thepoints 3 and 5 are
the detection points at the germ. The point 4 is the detection
at the radicle.

After the material properties are defined, the governing
equations and initial conditions for the inner component
of the model and the boundary conditions on the surface
of the model are established. The 3D real body model is
now ready for simulation calculation. The mathematical
calculation model, which includes the governing equation
of heat and mass transfer and the defining equations of
property parameters, is presented in the succeeding section.
The simulation can be completed by loop computation.

5. Results and Discussion

5.1. Influence of Air Temperature on Heat Transfer. In the
simulation, the hot wind temperature changes from 𝑇

1
to 𝑇
3

(𝑇
1
= 328K, 𝑇

2
= 338K, and 𝑇

3
= 348K). Figure 3 shows

that the temperature of the corn kernel exhibits increasing
curves during the drying process. The increasing trends of
temperature are similar. They all reach equilibrium within 10
minutes. The higher the hot wind temperature is, the faster
the temperature increases. However, it takes a little more time
to reach a balanced drying temperature at a high hot wind
temperature than at low hot wind temperature.

The comparison of the thermal conductivity logarithmic
(ln 𝜆) curves is shown in Figure 4. The figure shows the
differences in heat transfer at different drying temperatures.
As indicated in (12), thermal conductivity changes with
temperature during the drying process.The higher the drying
temperature, the lower the thermal conductivity.

The temperature at the detection points shows that the
corn temperature increases to the equilibrium level in 8
minutes (Figures 5 and 6). The temperature increase at the
points near the boundary proceeds at a faster rate than
does the temperature increase at the internal points; the
temperature distribution in the corn kernel also shows the
short-term temperature changes (Figure 6). Figure 6 shows
the temperature distribution in the corn kernel at 𝑡 = 0.5min,
𝑡 = 1min, 𝑡 = 5min, and 𝑡 = 10min. The heat transfer
rapidly occurs in the hot air drying process. The resistance to

Table 1: Locations of detection points.

Point number Location
1 (−0.006, −0.002, 0.0055)
2 (−0.0114, −0.002, 0.0055)
3 (−0.0135, −0.002, 0.0055)
4 (−0.0155, −0.002, 0.0055)
5 (−0.0114, −0.0025, 0.003)
6 (−0.0114, −0.002, 0.002)
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Figure 7: Drying curves (d.b.) at different temperatures.

heat transfer in the corn kernel is weak [9]. The influence of
temperature change on heat transfer is limited, and the effects
occur only at the beginning of the drying process.

5.2. Influence of Air Temperature on Mass Transfer. Figure 7
shows the moisture drying curves at different temperatures.
At a drying temperature 𝑇

3
= 348K, moisture diffuses at

the fastest rate. The higher the temperature is, the faster the
moisture diffuses.

Representative model-derived images of the kernel slices
are shown in Figures 8, 9, and 10. They show the moisture
distribution in the corn kernel at 𝑡 = 10min, 𝑡 = 30min,
𝑡 = 60min, and 𝑡 = 120min at drying temperatures of
𝑇
1
= 328K, 𝑇

2
= 338K, and 𝑇

3
= 348K. The different

colors correspond to the special values of moisture content.
The indication of moisture migration at different locations is
visually represented with the 3D body model. The moisture
content at 𝑡 = 60min at a drying temperature of𝑇

3
= 348K is

nearly the same as that at 𝑡 = 120min at a drying temperature
of 𝑇
1
= 328K.

Diffusion coefficient 𝐷 changes with temperature and
moisture content, as indicated in (11). The average diffusion
coefficient curves at different drying temperatures are shown
in Figure 11. Diffusion coefficient 𝐷 rapidly increases at the
beginning of drying until it reaches the peak value. It then
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Figure 8: Slices of moisture distribution in the corn kernel at drying temperature 𝑇
1
= 348K.

approaches the equilibrium value. The value of the diffusion
coefficient at 𝑇

3
= 348K is nearly two times higher than its

value at 𝑇
1
= 328K. The equilibrium diffusion coefficient

at drying temperature 𝑇
3
= 348K is higher than that at a

drying temperature𝑇
1
= 328K.The variation range at drying

temperature𝑇
3
between the peak value and equilibrium value

is larger than that at 𝑇
1
= 328K. The higher the drying

temperature selected, the larger the diffusion coefficient.
The mass diffusion coefficient visibly changes with tem-

perature before the temperature of the corn kernel reaches
the equilibrium temperature (Figure 12). The temperature
increase occurs within a short period at the beginning
of drying (Figure 5). Temperature visibly influences mass

transfer at the beginning of the drying process. Selecting
a reasonable drying temperature is necessary for improving
drying efficiency and reducing energy consumption.

The moisture distribution in the corn kernel is nonuni-
form because of the unique organization of the corn kernel
structure. Figure 13 shows the drying curves of different
detection points (defined in Figure 2) in the corn kernel.
The diffusion coefficient curves at different detection points
in the drying process are shown in Figure 14. The closer
the detection points are to the boundaries, the more easily
moisture content is diffused.

The comparison of Figures 13 and 14 shows that the trend
of the mass diffusion coefficient curves is similar to that of
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Figure 9: Slices of moisture distribution in the corn kernel at drying temperature 𝑇
2
= 338K.

themoisture content curves.We can deduce that the diffusion
coefficient is influenced primarily by moisture content after
temperature reaches the equilibrium drying temperature.
Mass transfer resistance plays an important role in the drying
process after the temperature reaches the equilibrium value.

5.3. Influence of Air Velocity on Hot Air Drying. Hot wind
velocity influences energy consumption during hot air dry-
ing. In the simulation, the comparisons are processed at 𝑢

1
=

𝑢
0
, 𝑢
2

= 𝑢
0
/2, and 𝑢

3
= 𝑢
0
/10. The temperature and

drying curves change with hot wind velocity at the same air
temperature (Figures 15 and 16), indicating that effects on

heat and mass transfer could be disregarded. When hot wind
velocity changes from 𝑢

1
to 𝑢
2
, almost no change occurs.

Figure 15 also shows the comparison between simulation
drying curves and experiment drying curve (d.b.). In the
experiment, the Ohaus MB45 Halogen Moisture Analyzer is
used as a hot air dryer. The initial moisture content of corn
kernel is 0.23 (d.b). The condition of experiment is hot wind
velocity 𝑢

1
= 𝑢
0
and 𝑇 = 348K. The experimental drying

curve and the simulation curve change with the same trend.
Hot wind velocity directly influences the heat surface

transfer coefficient, as shown in (11). The higher the hot wind
velocity, the larger the surface transfer coefficient (Figure 17).
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Figure 10: Slices of moisture distribution in the corn kernel at drying temperature 𝑇
1
= 328K.

In selecting hot wind velocity, we should ensure that mass
transfer outside the corn kernel takes place.

5.4. Energy Consumption Analysis. Theeffects of temperature
and velocity of hot wind on energy consumption are visibly
seen in Figures 18 and 19. Temperature 𝑇

3
= 348K and

hot wind velocity 𝑢
1
= 𝑢
0
account for the largest energy

consumption in the drying simulations. The temperature
and hot wind velocity have a linear relationship with energy
consumption. Figure 20 shows that energy consumption
changes along with diffusedmoisture. Given that wind veloc-
ity setting is needed only in considering mass transfer effects,
the equilibrium moisture content should be maintained at

a sufficiently low level. The air velocity can be appropri-
ately reduced, thereby decreasing energy consumption. Heat
transfer rapidly occurs and the drying of corn kernels is the
process controlled by mass transfer. The choice of drying
temperature depends primarily on the influence of mass
transfer.

6. Conclusion

A 3D real body geometric model reconstruction of a single
corn kernel is generated on the basis of CT with MIM-
ICS and ANSYS. Based on the geometric model and a
3D drying mathematical model, the simulation calcula-
tion for the hot air drying of a corn kernel sample is
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carried out using COMSOL software. The results indi-
cate that hot air drying is a process governed by inte-
rior mass transfer. Air velocity and temperature impose
weak effects on heat transfer. Air temperature significantly
affects the mass transfer process, whereas air velocity
poses almost no effect. An essential requirement is that
air velocity should ensure that external moisture diffuses
from the corn surface to the ambient. The selection of
air temperature and velocity depends primarily on mass
transfer effects. A low velocity lessens energy consump-
tion.

0
25
50
75

100
125
150
175
200
225
250
275

En
er

gy
 co

ns
um

pt
io

n 
(J

/S
)

0 10 20 30 40 50 60 70 80 90 100 110 120 130
Time (min)

u1/u0

u3 = u0/10

u2 = u0/2

Figure 19: Different energy consumption curves at different hot
wind velocities when 𝑇

3
= 348K.

0

50

100

150

200

250

En
er

gy
 co

ns
um

pt
io

n 
(J

/S
)

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16
Moisture diffusion (d.b.)

Figure 20: Energy consumption curves with diffused moisture at
𝑇
3
= 348K; initial moisture content is𝑀

0
= 0.23 (d.b.); wind speed

𝑢 = 𝑢
0
.

Acknowledgment

This research was supported by the National Natural Science
Foundation of China Grants no. 51176027 and no. 31000665.

References

[1] J. Yongsawatdigul and S. Gunasekaran, “Microwave-vacuum
drying of cranberries. Part I: energy use and efficiency,” Journal
of Food Processing and Preservation, vol. 20, no. 2, pp. 121–143,
1996.

[2] M. Aghbashlo, M. H. Kianmehr, and H. Samimi-Akhijahani,
“Influence of drying conditions on the effective moisture
diffusivity, energy of activation and energy consumption during
the thin-layer drying of berberis fruit (Berberidaceae),” Energy
Conversion and Management, vol. 49, no. 10, pp. 2865–2871,
2008.



12 Mathematical Problems in Engineering

[3] D. R. Costa, A. F. de Lacerda Filho, J. de Sousa e Silva, D.Marçal
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simultaneous heat and mass transfer within the maize kernels
during drying,” Computers and Electronics in Agriculture, vol.
26, no. 2, pp. 123–135, 2000.

[9] S. Zhang, J. Liu, N. H. Kong, and Z. J. Zhan, “Hot air drying
simulation of corn grains based on 3D real body model,”
in Proceedings of the 18th International Drying Symposium,
Xiamen, China, 2012.

[10] P. K. Ghosh, D. S. Jayas, E. A. Smith, M. L. H. Gruwel, N. D.
G. White, and P. A. Zhilkin, “Mathematical modelling of wheat
kernel drying with input from moisture movement studies
using magnetic resonance imaging (MRI), Part I: model devel-
opment and comparison with MRI observations,” Biosystems
Engineering, vol. 100, no. 3, pp. 389–400, 2008.

[11] J. H. Perez, F. Tanaka, andT.Uchino, “Modeling ofmass transfer
and initiation of hygroscopically induced cracks in rice grains
in a thermally controlled soaking condition: with dependency
of diffusion coefficient to moisture content and temperature—
A 3D finite element approach,” Journal of Food Engineering, vol.
111, no. 3, pp. 519–527, 2012.

[12] H. P. Song, S. R.Delwiche, andM. J. Line, “Moisture distribution
in a mature soft wheat grain by three-dimensional magnetic
resonance imaging,” Journal of Cereal Science, vol. 27, no. 2, pp.
191–197, 1998.
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This paper presents a numerical study of the nonpremixed stagnation point reverse flow (SPRF) combustor, especially focusing on
the influence of air inlet conditions. Modified eddy dissipation concept (EDC) with a reduced mechanism was used to calculate the
characteristic of MILD combustion. The results show that the modified EDC with DRM19 mechanism is suitable for the present
simulations. Seven additional runs are conducted to find out that it is not necessary to include the influence of low oxygen despite
its conduciveness to the establishment of MILD combustion in SPRF combustor. In addition, for the same mass rate of air inlet, it
is difficult to reach MILD combustion mode by changing the velocity of the air inlet. The influence of air inlet momentum is also
investigated by keeping the air inlet velocity constant and increasing the mass. Although the degree of recirculation (𝑅eg) is small,
it can still achieve MILD combustion mode. Compared with the influence of air inlet velocity, it could be concluded that, rather
than 𝑅eg, the recirculation flow rate is the most important factor.

1. Introduction

With theworld’s increasing care for purifying and sustainabil-
ity of environment, moderate or intense low-oxygen dilution
combustion (MILD) [1] is becoming a credible candidate to
simultaneouslymeet themitigation of combustion-generated
pollutants (NO

𝑥
) and greenhouse gases (CO

2
) whilstmeeting

combustion efficiency needs. When the MILD combustion
occurs, particularly firing gas and light oil, the entire fur-
nace is bright and transparent and no flame is visible, so
that it is often called “flameless combustion (FLOX) [2]”
or “colorless combustion.” This combustion is also named
“high temperature air combustion” (HiTAC) [3] because the
combustion air is usually preheated to beyond 1200K for
industrial regenerative combustor systems.

The German and Japanese researchers found at the
beginnings of the 1990s that when preheating the air with
regenerator to about 1600K and injecting it approximately at
90m/s, the visible flamedisappeared and formed as theMILD
combustion. Katsuki and Hasegawa [4] and J. Wünning
and J. Wünning [2] reviewed advances in heat recirculating

combustion in industrial furnaces and found that the recir-
culation of burned gases and preheating air with low oxygen
concentration for hot coflow combustion. were shown to be
indispensable factors in realizing MILD combustion with
low nitric oxide emissions. Dally et al. [5] reported a jet
in hot coflow (JHC) burner which consists of an insulated
and cooled central fuel jet and an annulus with a secondary
burner. The secondary burner provides hot combustion
products which are mixed with air and nitrogen using two
side inlets upstream of the annulus exit, to control the oxygen
level in the mixture. The cold mixture of air and nitrogen
also assists in the cooling of the secondary burner. Oldenhof
et al. [6] reported on the Delft jet-in-hot coflow (DJHC)
burner which is based on that of Dally to study ignition
kernels appearance. It is generally believed that the MILD
combustion has to be achieved by preheating the air above
the ignition point.

The air preheating requirements of the high tempera-
ture air combustion system limits the application of the
MILD combustion technology. Because the reversed flow
combustion configuration can avoid this procedure, more



2 Mathematical Problems in Engineering

∅100

∅90

∅14

∅4

∅18.5

∅75

Fuel

Air

Exhaust

34
0

r

z

Fuel

AirAirAir

Exhaust ExhaustExhaust

Figure 1: The schematic of the combustor and mesh of computational domain.

and more attention was focused here. Yang and Blasiak
[7] showed that flameless oxidation can only be reached
if the inlet velocities of the reactants are high enough to
establish recirculation zones in the reversed flow combustion
chamber. Unfortunately, high velocity of air inlet will lead to
combustion instabilities, insufficient residence time, and high
CO emission.

These issues may be overcome by a combustor design
where both the burner and the exhaust port were mounted
at the same end of the combustion chamber. Bobba et al. [8]
developed a premixed Stagnation Point Reverse Flow (SPRF)
combustor, and various optical diagnostic techniques were
employed to elucidate the combustion processes in this novel
combustor. The results showed that the SPRF combustor
achieved internal exhaust gas recirculation and efficient mix-
ing, which eliminated local peaks in temperature. Szegö et al.
[9, 10] described the performance and stability characteristics
of a parallel jet MILD combustion burner, the influence
of equivalence ratio, combustion air temperature and heat
extraction on performance were presented. Castela et al.
[10] examined the combustion regimes occurring in a small-
scale laboratory cylindrical combustor, in which the inlet
and outlet were in the same side. The combustion regime
developed from conventional lean combustion to flameless
combustion by changing excess air coefficients (𝜆) and
detailed in-combustor measurements of temperature andO

2
,

CO
2
, CO, unburned hydrocarbons, and NO

𝑥
concentrations

were reported.
On the other hand, many of these experimental studies

have been complemented with Computational Fluid Dynam-
ics (CFD) simulations. Kim et al. [11] investigated a global
reaction mechanism for natural gas combustion to predict
the observed nitrogen oxide and carbon monoxide levels
in MILD combustion mode and concluded that the EDC
turbulence-chemistry interaction model is suitable for the
calculation of MILD combustion processes. Christo and
Dally [12] found the EDC model with a detailed kinetic
scheme, offering a practical and reasonably accurate tool for
predicting the flow and flame characteristics of JHC config-
urations. Parente et al. [13] found a simple NO formation

mechanism based on the thermal and prompt routes which
is found to provide NO emissions in relatively good agree-
ment with experimental observations only when applied
on temperature fields obtained with the EDC model and
detailed chemistry. Galletti et al. [14] also found by CFD
simulations that to save the computation time for engineering
applications the 3D simulation of the MILD combustion
should be simplified to the 2D case. They found quite small
differences between the 2D and 3D calculations.

The present study is aimed at accurately capturing the
characteristics of MILD combustion in this reversed flow
small-scale combustor, using the modified Eddy Dissipation
Concept (EDC) model with detailed mechanism. According
to the test conditions of M. Castela [10], there are two var-
iables from conventional lean combustion to flameless com-
bustion: the total content of oxygen and the momentum
(mass and velocity) of the air inlet; therefore, the main
objective of the simulations is to investigate and explain the
air inlet conditions impact on the establishment of MILD
combustion.

2. Computation Details

2.1. Furnace Configuration and Fuel. Figure 1 shows the
schematic of the combustor used in this study. The com-
bustion chamber is a quartz-glass cylinder with an inner
diameter of 100mmand a length of 340mm.During the tests,
the quartz cylinder was insulated with a 30mm thick ceramic
fiber blanket. The burner and the exhaust port are mounted
at the top end of the combustion chamber. The burner
consists of a central orifice of 4mm inner diameter, through
which the fuel is supplied, surrounded by an annular orifice
with 14mm inner diameter and 18.5mm outer diameter
for the combustion air supply. The exhaust consists of an
annular orifice, concentric with the burner, with 75mm inner
diameter and 90mm outer diameter. A stainless steel plate is
used to close the bottom end of the combustion chamber.This
plate contains amoving hole with an inner diameter of 11mm
that allows for the introduction of probes. In this study, the
natural gas (CH

4
: 83.7%, C

2
H
6
: 7.6%, C

3
H
8
: 1.9%, N

2
: 5.4%,
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and other components with minor concentrations) was used
as fuel.

2.2. Computational Conditions and Models. The governing
equations are solved using CFD package ANSYS FLUENT
12.0. A two-dimensional mesh of the furnace was generated
with the axial symmetry hypothesis to save the calculation
cost; see also Figure 1. It is clear that the grids in the area of
inlet and near the wall were refined; the optimal grid size was
22,563 cells after grid independent verification.

The SIMPLE method was used for velocity-pressure
coupling. A second-order discretization scheme was used
to solve all governing equations. Solution convergence was
determined by two criteria. Standard wall functions were
used for the velocity boundary conditions at the walls of the
combustor. The wall temperature was set to 1300K, based on
experimentalmeasurements, and the emissivitywas set to 0.9.
The first is ensuring that the residuals of the solved equations
drop below specified thresholds set at 10−3 for all variables,
while a residual of 10−6 was used for the energy equation.The
second convergence criterion is ensuring that the value of a
sensitive property (e.g., concentration of a radical species)
at a critical spatial location has stabilized and is no longer
changing with iterations.

2.2.1. TurbulenceModel. Favre-averagedNavier-Stokes equa-
tions are solved by the standard k-𝜀 turbulence model. It is
a semiempirical model based on model transport equations
for the turbulence kinetic energy (𝑘) and its dissipation rate
(𝜀)which has become the workhorse of practical engineering
flow calculations in the time since it was proposed by Launder
and Spalding [15].

2.2.2. Combustion Model. The oxidation reaction has been
taken into account using the Eddy Dissipation Concept
(EDC) combustionmodel.TheEDC is a compromise of accu-
racy and computational cost and was successfully applied to
different regimes of combustion and steam cracking using
detailed reaction mechanisms. It considers the interaction
between the turbulence and the reaction and assumes that
the molecular mixing and the reaction take place in small
turbulent structures, called small scales. The length fraction
of the small scales is modeled as [16]

𝛾 = 𝐶
𝛾
(
𝜐𝜀

𝑘2
)

1/4

, with 𝐶
𝛾
= 2.1377. (1)

The volume fraction of the small scales is calculated as 𝛾3.
Species are assumed to react in the fine structures over a time
scale:

𝜏 = 𝐶
𝜏
(
𝜐

𝜀
)

1/2

, with 𝐶
𝜏
= 0.4082. (2)

The mean source term in the conservation equation for
the species 𝑖 is modeled as

𝑅
𝑖
=
𝜌𝛾
2

𝜏 (1 − 𝛾3)
(𝑌
∗

𝑖
− 𝑌
𝑖
) . (3)

The species transport equation (conservation equation) is
written as

𝜕

𝜕𝑡
(𝜌𝑌
𝑖
) + ∇ ⋅ (𝜌 ⃗V𝑌

𝑖
) = −∇ ⋅ 𝐽

𝑖
+ 𝑅
𝑖
. (4)

The variable 𝑌∗
𝑖
is the species mass fraction reached from

the current value of 𝑌
𝑖
by the action of the applied chemical

reaction mechanism over a time scale 𝜏. So in the EDC
model the mean chemical state evolves via a linear relaxation
process, typical for mixing, towards a reacted state which
would be reached by a nonlinear reaction process after a time
scale 𝜏.

Both these constants have been set based on several
experiments [17], and for most of combustion simulation,
EDCmodel with default parameters can well capture the fea-
tures of combustion field. However, for specific combustion
conditions, which can only partly agreewith the experimental
data, for example, the effect of changing parameters on the
prediction of high-pressure gasification process has been
investigated by Rehm et al. [18]; early ignition of Delft-Jet-
in-Hot-Coflow (DJHC) flame can be avoided with modified
EDC by changing small structure volume and residence time
constants; more detailed description of MEDC can be found
in [19]. In this paper, the delay of ignition can be found
comparing with experimental data, so the opposite change of
𝐶
𝛾
and 𝐶

𝜏
is proposed to improve predictions.

The computation of the reaction rate source terms is acce-
leratedwith the In SituAdaptive Tabulation (ISAT) algorithm
[20] embodied in the solver.The default ISAT tolerance (10−3)
was used until amoderately converged solutionwas obtained,
and a smaller tolerance (10−4) was set thereafter.

2.2.3. Reaction Mechanism. The DRM19 chemical mecha-
nism [21] was used in this work to describe the combustion of
natural gas which is a subset of the GRI-Mech 1.2 full mecha-
nism, with 19 species and 84 reactions, developed to obtain
the smallest set of reactions needed to closely reproduce
the main combustion characteristics predicted by the full
mechanism. A two-step global chemical kinetic mechanism
for CH

4
was also used as comparison. In addition, one-step

mechanism for C
2
H
6
and C

3
H
8
was applied.

2.2.4. Radiation Model. The discrete ordinate radiation
model [22] was used in this work, as it is applicable across a
wide range of optical thicknesses. Considering that the
optical thickness in MILD flames is not well known, the
DO model seems an appropriate choice. The model solves
the radiative transfer equation (RTE) for a finite number
of discrete solid angles across the computational domain.
It also incorporates the weighted sum of gray gas model
(WSGGM), inwhich spatial variation in the total emissivity is
computed as a function of gas composition and temperature.
The WSGGM is a reasonable compromise between the over-
simplified gray gas model and a complete model, which takes
into account particular absorption bands.

3. Results and Discussion

Table 1 presents the three experimental conditions in detail;
excess air coefficient and air inlet momentum (velocity) are
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Table 1: Three experiment conditions.

Run (experiment) 𝜆 𝐴air (mm2) 𝑉air (m/s)
1 1.5 114.8 66

2 2 114.8 88

3 2.4 114.8 108

For all conditions: atmospheric pressure; fuel thermal input = 8 kW, fuel
inlet velocity = 17.7m/s; air inlet temperature = 600K; fuel inlet tempera-
ture = 300K.

both increased from run 1 to run 3. Although the MILD
combustion mode was achieved, the influence of air inlet
conditions was not clear and definite. Unlike the traditional
burner, MILD combustion can be achieved without preheat-
ing the air deeply in SPRF combustor.

This section presents the numerical results. At first,
numerical predictions are validated against the measure-
ments of MILD combustion mode (run 3); then the air
inlet conditions influence on the establishment of MILD
combustion is simulated and analysed.

3.1. Characteristic Parameters of Combustion

3.1.1. Temperature Uniformity. Temperature uniformity ratio
𝑅tu is used to describe the gas temperature field uniformity
inside the furnace. Many published works [7, 9, 23–25]
in the literature stated that MILD technology gives much
more uniform temperature field than traditional combustion.
Furnace gas temperature uniformity ratio as defined below
was used to describe the quality of temperature field in the
furnace:

𝑅tu =
𝑇max − 𝑇

𝑇

, (5)

when 𝑅tu = 0 and there is no gas temperature gradient inside
the furnace.

3.1.2. Degree of Recirculation. The flow pattern in the burner
confirms the mechanism that promotes the exhaust gases
recirculation. The degree of recirculation can be evaluated
with the recirculation factor, defined as

𝑅eg =
𝑚eg

𝑚
𝑎
+ 𝑚
𝑓

=
𝑚down − 𝑚out
𝑚
𝑎
+ 𝑚
𝑓

, (6)

where𝑚eg is the mass flux of the recirculated exhaust gas and
then entrained while 𝑚

𝑎
+ 𝑚
𝑓
denotes the total mass flow

rate of injecting reactants. For this reversed flow furnace,𝑚eg
is equal to the downward mass flux 𝑚down in cross section
of recirculation center removing 𝑚out. In addition, 𝑚down is
calculated by

𝑚down = ∬
𝐴

𝜌V (𝑥, 𝑦) 𝑑𝑥 𝑑𝑦. (7)

3.2. Assessment of the Numerical Model. Prior to analysis,
CFD simulations need to be validated against the experimen-
tal data of temperature and species mole fraction in MILD

Table 2: Characteristic parameters of combustion.

Run Peak temperature 𝑅tu 𝑅eg

1 1870.6 K 8.03% 70.9%
2 1530.8 K 4.87% 82.7%
3 1426.9 K 3.65% 90.7%

combustion mode (run 3). The predicted and measured
temperature and CO

2
and O

2
mole fraction are displayed

in Figure 2 with different chemical mechanism, two-step
global mechanism, and the DRM19 mechanism for CH

4
; in

addition, a modified EDC with DRM19 mechanism is used.
Four sections along the axis are selected for comparison,

namely, 70mm, 150mm, 204mm, and 272mm. It could be
easily found that the results above have similar trend with
two mechanisms. Significant discrepancies can be observed
in the first three sections in terms of temperature and CO

2

while mole fraction of O
2
is in good agreement relatively.

The experimental data of temperature andCO
2
is higher than

that of prediction near the centerline at 70mm and 150mm,
which suggests that natural gas is in the slow oxidation state
after 70mm by DRM19 mechanism prediction; the outcome
by global mechanism is even worse because combustion
does not take place before 150mm. For the same reason,
mole fraction of O

2
has the opposite trend. From the last

section 272mm, the distribution of DRM19 mechanism is
more uniform than the global mechanism. Hence, taking
the computing time and accuracy into account, the DRM19
mechanism is suitable for the present simulations.

The measured field almost has no obvious gradient all
over the furnace; the tested combustion mode can well cap-
ture the features of MILD combustion except for the chem-
istry and temperature field in the fuel jet region, although the
sophisticated chemical equilibriummodel EDCwith detailed
chemical mechanism is used. The EDC model with default
values of model constants appears to predict the occurrence
of ignition too lately. A change of both of the two EDC
model constants is found to lead to better agreement in the
predictions of temperature profiles: the time scale constant is
decreased from default value of 𝐶

𝜏
= 0.4082 to 𝐶

𝜏
= 0.2 and

the volume fraction constant is increased from default value
of 𝐶
𝛾
= 2.1377 to 𝐶

𝛾
= 5. It is clear that using modified EDC

parameters substantially improves the results.
Figure 3 shows the distributions of temperature in the fur-

nace from run 1 to run 3. Twodistinct conditions are observed
when the air flow rate is changed; run 1 is a conventional
lean combustion regime with local high-temperature region
and run 3 corresponds to the MILD combustion regime
with almost homogeneous distribution of temperature. The
characteristic parameters of three combustion modes are
listed in Table 2, which are used to determine whether the
MILD combustion is established.

3.3. Influence of Air Inlet Oxygen Content. It is well known
[14] that the most important factor for the establishment
of MILD combustion is the assurance of local oxygen con-
centration to be less than 5%–10% in conventional MILD
combustion system. As is mentioned in Table 3, the influence
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Table 3: CFD simulation conditions.

Run (CFD) 𝜆 𝐴air (mm2) 𝑉air (m/s)
1 1.5 114.8 66
4 1 114.8 66
5 0.6 114.8 66

of oxygen content is calculated in runs 4 and 5 based on
the conditions of run 1. The mole fraction of oxygen is cut

down from 21% to 14% in run 4 and 8.7% (natural gas
can completely react) in run 5 by diluting with nitrogen.
The distribution of temperature in the furnace is shown in
Figure 4. The ignition delay becomes longer, which means
that the chemical reaction rate becomes slow, and it is
the characteristic of MILD combustion. In addition, the
peak temperature decreases and distributions of temperature
become uniform with the drop of oxygen concentration, but
the rate is very slight. Due to the dilution effect of high
recirculated exhaust gas with fresh air, the content of O

2
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Figure 3: Distribution of temperature in the furnace from run 1 to
run 3.
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Figure 4: Distribution of temperature of runs 1, 4 and 5.

Table 4: CFD simulation conditions.

Run (CFD) 𝜆 𝐴air (mm2) 𝑉air (m/s)
1 1.5 114.8 66

6
∗

1.5 88.3 86

7 1.5 71.7 106

8 1.5 42.9 176

9 1.5 153.1 66

10 1.5 187.8 66

∗By keeping excess air coefficient constant with nitrogen dilution.

(almost less than 10%) meets the condition achieving MILD
combustion.

Taking the complexity of the air dilution into account, the
weak benefit of low oxygen content can be ignored.Therefore,
there is no need to consider the influence of the oxygen, and
standard air can be used in SPRF combustor.

3.4. Influence of Air Inlet Momentum. Consensus has been
reached [26] that strong entrainment of high-temperature
exhaust gases, which dilute fuel and air jets, is key technol-
ogy of maintaining MILD combustion. However, from the
velocity field of this combustor, the velocity is quite small
near the bottom, where a quasi-stagnant region is present in
SPRF combustor, so its mode of exhaust gas recirculation and
dilution is different; thus the influence of air inlet momentum
(mass and velocity) is simulated and the simulation condi-
tions are listed in Table 4.
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Figure 5: Distribution of temperature in the furnace of runs 1, 6, 7
and 8.
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3.4.1. Influence of Air Inlet Velocity. When the inlet mass flow
rate of air remains constant, the area varies from 88.3 to
42.9mm2, which leads the air inlet momentum to almost
three times as that of run 1. For these runs, although the
peak temperature decreases, the traditional combustion with
visible flames (high-temperature zone) is expected to occur
as shown in Figure 5; the ignition delay time becomes shorter
because of high turbulent intensity of inlet air, which will
accelerate the mixing and reaction of fuel and air. In general,
for the same mass flux of circular air jet, as 𝐴air decreases,
the air jet injection momentum increases and consequently
the air and fuel jet entrainment with the recirculation of
exhaust gas is enhanced. It is obviously beneficial for the
establishment of MILD combustion. Although the velocity
of run 7 is almost three times of run 1, the variation of
temperature uniformity is getting smaller and smaller.

Figure 6 presents the trends of outlet average velocity
and 𝑅eg. It is evident that the outlet velocity decreases by
a large amount from run 1 to run 6 due to the more
strongly momentum of inlet air, so the exhaust gas remains
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Figure 7: Distribution of temperature of runs 1, 9, and 10.

a longer time in the combustor; sufficient heat transfer with
fresh air happened, which is beneficial for the establishment
of MILD combustion, but the variation of outlet velocity
decreases smaller and smaller from run 6 to run 8; the 𝑅eg
grows slowly from 85.1% to 128.8% and the rate of increase
becomesmore andmore slowly.Manyprevious investigations
were carried out to examine the influence of 𝑅eg on MILD
combustion [2, 27], and the results showed that in the MILD
combustion zone, the internal recirculation rate (𝑅eg) was
greater than 2.5.The importance of𝑅eg in the establishment of
MILD combustion may be overemphasized because the flow
development differs in various configuration furnaces.

After a comprehensive analysis, it is difficult to achieve
the MILD combustion mode for SPRF combustor by simply
changing the velocity of the air inlet considering the critical
flow rate and the system complexity of increasing the velocity.

3.4.2. Influence of Air Inlet Mass. Runs 9 and 10 are calculated
to investigate the influence of air inlet mass based on run
1, where the air inlet velocity keeps constant and inlet area
becomes large to increase the inlet momentum. Figure 7
presents the contour of temperature in run 1, run 9, and run
10.The distribution of temperature becomes homogeneous at
a fast rate, the peak temperature decreases from 1870.6 K to
1583.2 K and finally 1406.7 K, and the reaction rate of CH

4

decreases from 0.0717 kg/m3⋅s to 0.0617 kg/m3⋅s and finally
0.0537 kg/m3⋅s, respectively. By comparison, the temperature
uniformity is 3.68%, which is closer to that of the MILD
combustion.

As presented in Figure 8, with the increase of the mass,
𝑅eg first increases a little and then decreased.This is primarily
because of the fact that the denominator in 𝑅eg calculation
formula 𝑚

𝑎
+ 𝑚
𝑓
grows faster than the rate of recirculation

flow.The𝑅eg is only 66.8% in run 10, and it does notmatch the
previous conclusion [2, 27] where the internal recirculation
rate (𝑅eg)must be greater than 2.5. But the recirculation flow
rate increases from 0.0032 to 0.005 kg/s, and the exhaust gas
is sufficient to preheat and dilute the inlet air and it can
still achieve to MILD combustion mode MILD combustion
mode.

Figure 9 shows the fuel axial velocity in runs 1, 9, and
10. It can be seen that the fuel accelerates with the increase
of air inlet mass, which means that the entrainment of the
surrounding oxidant is enhanced due to the higher air inlet
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momentum. It provides some explanations as to why the
MILD combustion can be established by increasing the mass
of inlet air and without preheating the air for this config-
uration combustor according to the simulation. Compared
with the influence of air inlet velocity, the recirculation flow
is the most important factor, rather than 𝑅eg. When reactants
are preheated by exhaust gas, the mixture density decreases
while their viscosity increases; it boosts the jet shear force
and simultaneously increases the small-scale mixing and
local scalar dissipation rate, thus hampering the formation
of the flame front (local high temperature). Distributing the
heat release to a larger volume leads to a nearly uniform
temperature distribution with reduced peak temperatures.
On the other hand, the highmomentum gained by increasing
air inlet mass strengthens exhaust recirculation and the
influence of dilution on low oxygen concentration, which is
also beneficial to theMILD combustion discussed previously.
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4. Conclusions

A numerical study has been conducted to investigate the
influence of air inlet conditions on the establishment ofMILD
combustion mode in an 8 kW nonpremixed Stagnation Point
Reverse Flow (SPRF) combustor. The simulations are carried
out by standard k-𝜀 turbulence model and modified EDC
combustion model with detailed mechanism DRM19; the
combustion regime in the present combustor develops from
conventional lean combustion to MILD combustion. The
main conclusions are summarized as follows.

(1) Comparedwith experimental data, themodified EDC
combustion model with DRM19 mechanism can well
capture the features of MILD combustion when com-
puting time and accuracy are taken into account.

(2) Based on the predicted data, reducing the oxygen
content of air inlet is a little conducive to the estab-
lishment of MILD combustion, but the benefit of low
oxygen content can be ignored due to the dilution
effect of high recirculated exhaust gas with fresh air
when the complexity of the air dilution is taken into
account and standard air can be used in this SPRF
combustor.

(3) For the same mass rate of air inlet, it is difficult to
reach MILD combustion mode by simply changing
the velocity of the air inlet. For the same inlet velocity,
although 𝑅eg is small (its trend first went up and
then dropped), it can still achieve MILD combustion
mode. Compared with the influence of air inlet
velocity, it could be concluded that, rather than 𝑅eg,
the recirculation flow is the most important factor in
SPRF combustor.

Nomenclature

𝑘: Turbulent kinetic energy (m2⋅s−2)
𝑌
∗

𝑖
: Fine-scale species mass fraction
𝑌
𝑖
: Local mass fraction of each species
𝑆
𝑖
: Source term for the rate of creation species 𝑖
𝑅
𝑖
: Net rate of production of species 𝑖
𝐽
𝑖
: Diffusion flux of species 𝑖
𝐶
𝛾
: Volume fraction constant equal to 2.1377
𝐶
𝜏
: A time scale constant equal to 0.4082
𝑅tu: Temperature uniformity ratio
𝑅eg: Degree of recirculation
𝑚
𝑓
: Mass flux of fuel inlet (kg⋅s−1)
𝑚out: Mass flux of flow out (kg⋅s−1)
𝑚
𝑎
: Mass flux of air inlet (kg⋅s−1)
𝑚down: Downward mass flux (kg⋅s−1)
𝑚eg: Mass flux of the recirculated exhaust gas (kg⋅s−1)
𝑇: Average temperature (𝑇)
𝑇max: Maximum temperature (𝑇)
𝑉air: Velocity of air inlet (m⋅s−1)
𝐴air: Area of air inlet (mm2).

Greek Symbols

𝜌: Density of the mixture (kg⋅m−3)
𝜆: Excess air coefficients
𝜀: Kinetic energy dissipation rate (m2⋅s−3)
𝛾
𝜆
: Mass fraction of fine structures
𝜐: Kinematic viscosity (m2⋅s−1)
𝜏
∗: Mean residence time in fine structures (s).
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The three-dimensional flow physical model of any stage of the 20BZ4 multistage centrifugal pump is built which includes inlet
region, impeller flow region, guide-vane flow region and exit region. The three-dimensional unsteady turbulent flow numerical
model is created based on Navier-Stoke solver and standard 𝑘-𝜀 turbulent equations. The method of multireference frame (MRF)
and SIMPLE algorithm are used to simulate the flow in multistage centrifugal pump based on FLUENT software.The distributions
of relative velocity, absolute velocity, static pressure, and total pressure in guide vanes and impellers under design condition are
analyzed.The simulation results show that the flow in impeller is mostly uniform, without eddy, backflow, and separation flow, and
jet-wake phenomenon appears only along individual blades. There is secondary flow at blade end and exit of guide vane. Due to
the different blade numbers of guide vane and impeller, the total pressure distribution is asymmetric. This paper also simulates the
flow under different working conditions to predict the hydraulic performances of centrifugal pump and external characteristics
including flow-lift, flow-shaft power, and flow-efficiency are attained. The simulation results are compared with the experimental
results, and because of the mechanical losses and volume loss ignored, there is a little difference between them.

1. Introduction

Pumps are widely used inmany fields and the average electric
power consumption is about 20.9% of the total consumption
every year in China [1]. Because of the low level of manufac-
ture and design of pumps, the efficiency of domestic pumps
is about 10% lower than that of the developed countries.
Among the pumps, the centrifugal ones are most widely
applied, but there are many problems such as low efficiency,
operated under off-design conditions, and low cavitations
performance. Therefore, it will have very important practical
significance to study the internal flow of centrifugal pumps
in order to optimize the structure of main parts, improve
the hydraulic performance, increase the efficiency and avoid
being operated under off-design conditions, and thus reach
the goal of increasing efficiency and saving energy.

Due to the complex shape of flow channel, high-speed-
rotating viscous fluid and the interaction between moving

and stationary parts, the flow in centrifugal pumps is a three-
dimensional, viscid, and unsteady complex flow. It becomes
more and more popular to investigate the internal flow of
the centrifugal pump based on computational fluid dynamic
(CFD) owing to the short design time, low price, being
observed directly, andmaking up the deficiency of traditional
designmethods.With the rapid development of the computer
technology, CFD has been one of the main methods to study
the flow in the centrifugal pump. Subsequently, it will be
possible to design high-efficiency and energy-saving pumps
and create huge social and economic benefits. Si and Dike [2]
simulated the whole flow field of sectional multistage pump
and the simulation was performed in a multiple reference
frame and standard 𝑘-𝜀 turbulence model. Li et al. [3] com-
bined sliding-mesh and moving-mesh methods to simulate
internal flow during starting procedure of the single-stage
pump. Liu andWang [4] carried out computer-aided analysis
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Figure 1: Sketch of centrifugal pump.

Figure 2: Flow region of impeller and guide vane.

on internal flow of stamping and welding centrifugal pump
impeller based on CFD using ANSYS CFX and explored
the flow mechanism in impeller. Barrio et al. [5] simulated
internal flowof centrifugal pump throughCFD such that they
could predict radical force and torsion suffered by impeller.
Jafarzadeh et al. [6] simulated fluid flow of low-specific-speed
ratio centrifugal pump. Asuaje et al. [7] performed a 3D-CFD
simulation of impeller and volute of a centrifugal pump using
CFX code with a specific speed of 32 and found velocity and
pressure fields for different flow rates and radial thrust on the
pump shaft. Cui et al. [8] investigated the effect of number of
splitting blades for long, mid, and short blades using a one-
equation turbulent model. Their results show that the bulk
flow in the impeller has an important influence on the pump
performance. Anagnostopoulos [9] simulated 3D turbulent
flow in a radial pump impeller for a constant rotational speed
of 1500 rpm based on the solution of the RANS equations.
Few of the previous works involved study of 3D modeling
within a full domain considering interaction between rotor
and stator of a high-speed multistage centrifugal pump using
various turbulence models.

This paper uses commercial CFD software FLUENT,
standard 𝑘-𝜀 turbulent model and multiply reference frame
to perform numerical modeling of the full three-dimensional

fluid field for any stage of 20BZ4multistage centrifugal pump
which includes the flow region of import channel, impellers,
guide vanes, and exit channel. The pressure and velocity dis-
tributions in the pump under design condition are obtained
and the numerical performance curves are comparedwith the
experimental ones. It will provide theoretical basis for further
optimizing the structures and improving the performances of
centrifugal pump.

2. Numerical Simulation and Method

2.1. Physical Model. Figure 1 shows the sketch map and flow
route in any stage unit of 20BZ4 multi-stage centrifugal
pump, which includes guide plates, impellers, and guide
vanes. The impeller is made up of front end plate, back end
plate and blades. The blades are equipped between front and
back end plates, and the number of blades is 5. The structure
of guide vanes is radial and the number of blades is 7. It is
made up of positive guide vane and negative guide vane. Pos-
itive vane can collect fluid and transform kinetic energy into
pressure energy, while negative vane can change flow direc-
tion and transmit the fluid into next unit with the required
speed and circulation. Guide plate can reduce reflux effec-
tively and make uniform and stable flow velocity of the fluid
into the impeller. Fluid flows downward through guide plate,
then through the flow runner of impeller into guide vane and
finally goes into the next pump unit from guide plate.

The impeller inlet and guide-vane outlet are extended,
respectively, in order to ensure stable convergence of internal
flow field. The physical model includes inlet region, impeller
flow region, guide-vane flow region, and exit region. Figure 2
shows the flow region model of impeller and guide-vane.
Structured grids are used in inlet region and exit region
because of the cylindrical shape and the numbers of grids are
71607 and 69564, respectively. Unstructured grids are used to
mesh impeller and guide-vane flow regions and the numbers
of grids are 187561 and 133108, respectively. Figures 3 and 4
show the grids of impeller flow region and guide-vane flow
region, respectively.

2.2. Governing Equations and TurbulenceModel. The internal
flow of centrifugal pump is a three-dimensional, viscous,
and unsteady turbulent flow and flow law follows Navier-
Stokes equation. Because the heat exchange is very lit-
tle in centrifugal pump, energy conservation equation is
not considered, and only mass conservation equation and
momentum conservation equation need to be solved.

Mass conservation equation is as follows:

𝜕𝜌

𝜕𝑡
+

𝜕

𝜕𝑥
𝑖

(𝜌𝑢
𝑖
) = 0. (1)

Momentum conservation equation is as follows:
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𝑖
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𝑖
𝑢


𝑗
] + 𝑆
𝑖
,

(2)

where𝜌 is fluid density,u is velocity, p is pressure, t is time,𝜇 is
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Figure 3: Grids of impeller flow region.

Figure 4: Grids of guide-vane flow region.

dynamic viscosity, 𝑆 is source item, and 𝜌𝑢


𝑖
𝑢


𝑗
is the Reynolds

stress. 𝑥
𝑖
and 𝑥

𝑗
are the coordinates of 𝑥, 𝑦, and z, and 𝑥

𝑖
̸= 𝑥
𝑗
.

Standard 𝑘-𝜀 turbulence model is used. Turbulence
kinetic energy 𝑘 equation is as follows:

𝜕 (𝜌𝑘)

𝜕𝑡
+

𝜕 (𝜌𝑘𝑢
𝑖
)
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=
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− 𝜌𝜀.

(3)

Dissipation rate 𝜀 equation is as follows:

𝜕 (𝜌𝜀)

𝜕𝑡
+

𝜕 (𝜌𝜀𝑢
𝑖
)

𝜕𝑥
𝑖

=
𝜕

𝜕𝑥
𝑗

[(𝜇 +
𝜇
𝑡

𝜎
𝑠

)
𝜕𝜀

𝜕𝑥
𝑗

]

+
𝐶
1𝜀

𝜀

𝑘
𝐺
𝑘

− 𝐶
2𝜀

𝜌
𝜀
2

𝑘
,

(4)

where𝐺
𝑘
is production termof turbulence energy 𝑘 produced

by average velocity gradient, 𝑐
1𝜀
, 𝑐
2𝜀
, and 𝑐

3𝜀
are empirical

constants, 𝜎
𝑘
and 𝜎

𝑠
are Prandtl numbers of turbulence

kinetic energy 𝑘 and dissipation rate 𝜀, and turbulence
viscosity is defined as

𝜇
𝑡

= 𝜌𝐶
𝜇

𝑘
2

𝜀
, (5)

where 𝐶
𝜇
is the empirical constant.

2.3. Boundary Conditions and Numerical Model

2.3.1. Inlet Boundary Conditions. Velocity inlet surface,
where velocity and other scalars are defined, is chosen as the
inlet boundary. Inlet velocity can be calculated by

𝑢in =
𝑄

𝜌𝜋 (𝑟
2

1
− 𝑟
2

2
)
, (6)

where 𝑄 is flow, and 𝑟
1
and 𝑟
2
are inlet cross section radii.

Inlet turbulence energy 𝑘 is calculated as

𝑘in = 0.005𝑢
2

in. (7)

Inlet dissipation rate 𝜀 is calculated as

𝜀in =

𝐶
𝜇
𝑘
3/2

in

𝑙in
, (8)

where 𝑙in is inletmixing length,D is inlet equivalent diameter,
and 𝑙in = 0.5 𝐷.

2.3.2. Outlet Boundary Conditions. The exit is set as outflow
boundary which is mainly used where the exit flow is under
full-developed state. The outlet velocity 𝑢out, turbulence
kinetic energy 𝑘out, and dissipation rate 𝜀out are described in
the following equations:

𝜕𝑢
𝑖(out)

𝜕𝑛
= 0 (𝑖 = 1, 2, 3, . . .) ,

𝜕𝑘out
𝜕𝑛

= 0,

𝜕𝜀out
𝜕𝑛

= 0,

(9)

where 𝑛 is the unit vector orthogonal to exit boundary.

2.3.3. Wall Boundary Conditions. No-slipping wall boundary
conditions are assumed on the wall. The impeller boundary,
front and back end plates are set as rotating wall, and other
walls are stationary. Because the Reynolds number near the
walls is small and standard 𝑘-𝜀 model is not appropriate to
turbulent boundary layer region, logarithmic wall function is
used.

2.4. Numerical Method. Multiple reference frame (MRF) is
used in FLUENT and unsteady problem can be transferred
into steady problem. Steady calculation is done in stator
region, while centrifugal force and Coriolis force are calcu-
lated in rotor region in inertial frame and inner grids keep
stationary during calculation. Flow parameters are switched
between the interfaces of impellers and guide vanes in order
to keep continuity of interfaces.

SIMPLE algorithm is used to couple pressure with veloc-
ity, and segregated solver and standard discrete scheme are
chosen. First order upwind scheme is used to solve momen-
tum conservation equation, turbulence energy equation, and
dissipation rate equation. Underrelaxation factor controls the
convergence speed and is properly updated based on actual
convergence condition.
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Table 1: Design condition and fluid physical properties.

Flow
(m3/h)

Rotational
speed
(r/min)

Atmospheric
pressure
(Pa)

Medium
density
(kg/m3)

Dynamic
viscosity
(Pa⋅s)

20 2850 101325 998.2 1.003 × 10
−3

Z
Y

X

1.42𝑒+01

1.27𝑒+01

1.13𝑒+01

9.92𝑒+00

8.51𝑒+00

7.09𝑒+00

5.68𝑒+00

4.27𝑒+00

2.86𝑒+00

1.44𝑒+00

3.17𝑒−02

Figure 5: Relative velocity vector of impellers.

2.5. Design Condition of Pump and Fluid Properties. The
design condition of pump and fluid physical properties are
shown in Table 1.

3. Numerical Results

3.1. Velocity Distribution. Figure 5 shows the relative velocity
vector of 𝑥 = 0 section in the middle of front end plate and
back end plate of impellers under design condition. It can be
seen from the figure that the flow is uniform in most fluid
region of impellers without eddy, backflow, and separation
flow. Jet-wake phenomenon happens only along individual
blades. The flow velocity increases gradually from the inlet
of impeller to exit, being slowest at the inlet and fastest at
the exit. Because of diffusion function of guide blades, kinetic
energy of high-speed fluid is transferred into pressure energy,
and velocity becomes lower when fluid goes into the guide
blade. Meanwhile a part of the energy is lost when the high-
speed fluid flowing out of impellers collides into the pump
case.The figure also shows that the relative velocity of suction
surface is lower than that of pressure surface on the same
radius surface. The pressure difference which is produced on
the two sides of impellers due to the asymmetry creates the
moment of resistance which is overcome by the prime mover
to work on the spindle.

Figure 6 shows the absolute velocity of guide vanes under
design condition. From the figure we can see that the velocity
is fastest at the inlet of guide vane and slowest at the exit. The
guide vanes transfer the kinetic energy of fluid into pressure
energy. As a result, the velocity decreases gradually along the
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Figure 6: Absolute velocity vector of guide vanes.
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Figure 7: Static pressure distribution on impellers.

direction of the flow in the guide vane and secondary flow
appears at blade end and exit.

3.2. Static Pressure Distribution. Figure 7 shows the static
pressure distribution on the centrifugal pump impellers of
𝑥 = 0 section. It shows that the static pressure increases grad-
ually and is ladder-like uniform distribution. The minimum
pressure area appears at the suction surface of impeller inlet.
The fluid can get the kinetic energy driven by impellers when
it enters into the impeller flow channel vertically, but because
the velocity direction changes quickly and some energy gets
lost when the fluid collides into the impeller front end,
cavitations could happen in these low-pressure areas. Figure 8
shows the static pressure distribution on suction surface and
pressure surface of impellers, respectively.Thepressurewhich
shows ladder-like distribution gradually increases along the
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Figure 8: Static pressure distribution on suction surface and
pressure surface of impellers.
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Figure 9: Static pressure distribution on guide vanes.

flow direction on both pressure and suction surfaces. The
pressure on pressure surface is higher than that of suction
surface and the pressure difference causes the moment of
resistance on rotating axis. At the inlet of suction surface the
pressure is lowest and cavitations may happen here.

Figure 9 shows the static pressure distribution on guide
vanes of centrifugal pump under the design condition. It
shows that the pressure increases gradually along the flow
direction and reaches the maximum value at the exit of
guide vanes. The function of guide vanes is to collect the
high-speed fluid and then transfers kinetic energy of the
fluid into pressure energy. Because of the crash between
high-speed fluid from impellers and pump case, local low
pressure appears in the interface of impellers and guidevanes,
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Figure 10: Total pressure distribution of centrifugal pump.

but it disappears when the fluid enters into the guide
vanes. Figure 10 shows the total pressure distribution of the
centrifugal pump on 𝑥 = 0 section. It shows that the total
pressure increases gradually which is ladder-like uniform
distribution when fluid flows from the impeller inlet exit,
and then enters into the guide blade. It displays different
pressure distribution at the impeller export and the entrance
of guide vanes because the blade number of the guide vane
is 7 and that of the impellers is 6. Due to the different
blade number, the relative location of different flow channels
displays asymmetric distribution when the impellers rotate.

4. Performance Prediction Based on
Numerical Simulation

In order to predict the hydraulic performances of centrifugal
pump, the external characteristics including flow, shaftpower,
lift, and efficiency are calculated.

The flow of inlet surface 𝑄 in the centrifugal pump is
defined as follows:

𝑄 = ∫
𝐴

(𝜌 ⃗V ⋅ 𝑛) 𝑑𝐴, (10)

where𝐴 is the area of the inlet or exit of the centrifugal pump,
⃗V is the velocity vector of the calculation element, 𝜌 is fluid
density, and 𝑛 is direction vector on the inlet surface or the
exit surface.

The total pressure on the inlet and exit surfaces is
respectively defined by the pattern of the mass average value
as follows:

𝑃
𝑖
=

∫
𝐴

(𝜌𝑝
𝑡 | ⃗V ⋅ 𝑛|) 𝑑A

∫
𝐴

(𝜌 | ⃗V ⋅ 𝑛|) 𝑑𝐴

, (11)

where 𝑝
𝑡
is the total pressure of the calculation element.
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The lift of centrifugal pump is shown as follows:

𝐻 =
𝑝out − 𝑝in

𝜌𝑔
+
V2out − V2in

2𝑔
+ Δ𝑍, (12)

where 𝑃in and 𝑃out are, respectively, the total pressure of the
inlet and exit. Δ𝑍 is the vertical distance between the inlet
and exit. Vin and Vout are, respectively, the speed of the inlet
and exit. 𝑔 is gravity acceleration.

The shaft power is calculated as follows:

𝑃 = 𝑀𝑤,

𝑤 =
2𝜋𝑛

60
,

(13)

where 𝑀 is the total moment of pressure surface, suction
surface, and front and back end plates around 𝑧 axis, n is the
rotated speed, and 𝑤 is the angular velocity.

The centrifugal pump efficiency is shown as follows:

𝜂 =
𝜌𝑔𝑄𝐻

𝑀𝑤
. (14)

In addition to the design condition, the paper simulates
different flow conditions of 0.5Q, 0.7Q, 0.8Q, 0.9Q, 1.1Q, 1.2Q,
1.3Q, and 1.5Q to attain the lift, shaft power, and efficiency, as
shown in Table 2.

5. Experiment Verification

In order to verify the reliability of the results of numerical
simulation, experiments are designed to test the flow, lift,
shaft power, and efficiency of the 20BZ4 centrifugal pump.
Figures 11, 12, and 13 show, respectively, the experimental
characteristic curves of flow and lift, flow and shaft power,
and flow and efficiency.Thefigures show that there are certain
differences between the experimental results and numerical
results. When the pump physical model is built, the gap
region between front and back plates and case is ignored,
so the rotation of pump is accompanied by a volume loss.
Furthermoremechanical loss such as bearing friction loss and
disc loss are also ignored.

Figure 11 shows the relation curve between the flow and
lift. The simulation curve has no hump, and it demonstrates
that the centrifugal pump has good performances.The trends
of experimental curve and simulation curve are consistent.
But in addition to the design condition, the experimental
data and calculated data in the high flow and low flow
have larger difference. MRF is a kind of assumed steady
calculation flow model relative to the design condition, so
the unsteady factors of flow field are fewer near the design
condition and the calculated data and experimental data
are consistent. However under off-design conditions, there
are many unsteady factors such as the crash between the
fluid and pump shell and blade boundary layer separation,
which results in difference between calculated data and
experimental data.

Figure 12 shows the relation curve between the flow and
shaft power. Because the calculated moment is lower than
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Figure 11: Performance curves of flow-lift.

the experimental moment, so the shaft power of numerical
simulation is lower than that of experiment. However under
high flow conditions, the shaft power of numerical simulation
is higher than that of experiment, which is because the relative
ideal numerical model is used and the distribution of the
unsteady factors in the flow is not taken into account.

Figure 13 shows the relation curve between the flow and
efficiency. It demonstrates that the curve first goes up and
then down and it becomes relatively flat near the region of
design condition. The flow region of high efficiency is wide
which demonstrates that the performance is stable around the
design condition.When the pump physicalmodel is built, the
gap region between front and back plates and case is ignored,
so the rotation of pump is accompanied by a volume loss.
Furthermore mechanical loss such as bearing friction loss
and disc loss are also ignored. The actual losses cause the
efficiency of numerical simulation to be higher than that of
experiment, which can be seen from the figure.

6. Conclusions

(1) Complicated three-dimensional flow model is built
including inlet region, impeller flow region, guide-vane flow
region, and exit region to simulate flow in 20BZ4 multi-
stage centrifugal pump. The method of multireference frame
(MRF) is used to model rotating blades and stationary blades
by FLUENT.

(2) The simulation results show that the flow in impellers
is mostly uniform, no eddy, backflow, and separation flow.
The Jet-wake along some blades influences the efficiency.
There is secondary flow at blade end and exit of guide vanes.
The pressure on pressure surface is higher than that of suction
surface and the pressure difference causes the moment of
resistance on rotating axis. At the inlet of suction surface the
pressure is lowest and cavitations may happen there.

(3) Besides design condition, six off-design conditions
are set to predict the external characteristics of hydraulic
performances. The comparison between experimental data
and simulation data shows that the experimental curve agrees
well with the simulation curve under design condition, but
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Table 2: Performance data under off-design conditions of simulation.

Flow (m3/h) 0.5𝑄 0.7𝑄 0.8𝑄 0.9𝑄 𝑄 1.1𝑄 1.2𝑄 1.3𝑄 1.5𝑄

Lift (m) 10.57 9.89 9.57 9.34 8.73 8.05 7.48 6.38 5.29

Shaft power (w) 546.3 617.9 634.7 666.5 686.4 711.7 763.3 760.7 856

Efficiency (%) 52.7 61.2 65.9 68.7 69.3 67.7 64 59.4 50.5
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Figure 12: Performance curves of flow-shaft power.
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Figure 13: Performance curves of flow-efficiency.

under off-design conditions the unsteady factors of flow field
influence the precision. The actual losses cause the efficiency
of numerical simulation to be higher than that of experiment.
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An analysis to investigate the combined effects of heat and mass transfer on free convection unsteady magnetohydrodynamic
(MHD) flow of viscous fluid embedded in a porous medium is presented.The flow in the fluid is induced due to uniformmotion of
the plate. The dimensionless coupled linear partial differential equations are solved by using Laplace transform method. The solu-
tions that have been obtained are expressed in simple forms in terms of elementary function exp(⋅) and complementary error func-
tion erf 𝑐(⋅). They satisfy the governing equations; all imposed initial and boundary conditions and can immediately be reduced to
their limiting solutions.The influence of various embedded flowparameters such as theHartmannnumber, permeability parameter,
Grashof number, dimensionless time, Prandtl number, chemical reaction parameter, Schmidt number, and Soret number is analyzed
graphically. Numerical solutions for skin friction, Nusselt number, and Sherwood number are also obtained in tabular forms.

1. Introduction

The process of heat transfer or heat and mass transfer
together occurs simultaneously in a moving fluid and plays
an important role in the design of chemical processing equip-
ment, nuclear reactors, and formation and dispersion of fog.
A detailed discussion on this topic can be found in Raptis [1],
Kim and Fedorov [2], El-Arabawy [3], Takhar et al. [4], Alam
et al. [5], Chaudhary and Arpita [6], Ferdows et al. [7], Rajesh
et al. [8], Rajesh and Varma [9], Bakr [10], and the references
therein. Dass et al. [11] considered themass transfer effects on
flow past an impulsively started infinite isothermal vertical
plate with constant mass flux. Muthucumaraswamy et al. [12]
presented an exact solution to the problem of flow past an
impulsively started infinite vertical plate in the presence of
uniform heat and mass flux at the plate using Laplace trans-
form technique.

Recently, the free convection flow of magnetohydrody-
namic fluid has attractedmany researchers in view of its num-
erous applications in geophysics, astrophysics, meteorology,
aerodynamics, magnetohydrodynamic power generators and
pumps, boundary layer controlenergy generators, accelera-
tors, aerodynamics heating, polymer technology, petroleum
industry, purification of crude oil, and in material processing

such as extrusion, metal forming, continuous casting wire,
and glass fibre drawing. Further, the convective flow through
porousmediumhas applications in the field of chemical engi-
neering for filtration and purification processes. In petroleum
technology, it is used to study the movement of natural gas
oil and water through oil channels or reservoirs, and in the
field of agriculture engineering to study the underground
water resources (see e.g., Hayat and Abbas [13], Rahman and
Sattar [14], Kim [15], Kaviany [16], Vafai and Tien [17], Jha
and Apere [18], Mandal et al. [19], Katagiri [20]). In view of
such applications, Chaudhary and Jain [21] analyzed themag-
netohydrodynamic free convection flow past an accelerated
surface embedded in a porous medium and obtained the
exact solutions for the velocity, temperature, and concen-
tration fields using Laplace transform method. Seth et al.
[22] investigated the unsteady MHD natural convection flow
with radiative heat transfer past an impulsively moving plate
with ramped wall temperature. Toki and Tokis [23] obtained
the exact solutions for the unsteady free convection flows
on a porous plate with time depending heating. Toki [24]
developed the analytical solutions for free convection and
mass transfer flow near a moving vertical porous plate. Das
[25] developed the closed form solutions for the unsteady
MHD free convection flow with thermal radiation and mass
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transfer over a moving vertical plate. In this continuation, the
effect of heatmass transfer on unsteadyMHD free convection
flow past a moving vertical plate in a porous medium was
investigated by Das and Jana [26]. They considered the
impulsive, uniform, and oscillating motions of the plate
with constant heat and mass diffusion and developed the
exact solutions using Laplace transform technique. Recently,
Osman et al. [27] analyzed the thermal radiation and chem-
ical reaction effects on unsteady MHD free convection flow
through a porous plate embedded in a porous medium with
heat source/sink and the closed form solutions are obtained.
Khan et al. [28] and Sparrow and Cess [29] analyzed the
effects of Hall current and mass transfer on the unsteady
MHD free convection flow in a porous channel. The motion
in fluid is induced to the external pressure gradient and
the closed form solutions for the velocity, temperature, and
concentration fields are obtained.

Motivated by the above investigations the present paper
aims to study the combined heat and mass effects on the
unsteady MHD free convection flow of an incompressible
viscous fluid passing through a porous medium. The flow in
the fluid is caused due to the uniform motion of the plate.
Exact solutions are derived for the velocity distributions, tem-
perature, and concentration fields by using Laplace transform
technique and presented graphically for small as well as large
times. To the best of authors’ knowledge this problem has
not been studied before and the reported results are new.The
present study is of course of great practical and technological
importance, for example, in astrophysical regimes, the pres-
ence of planetary debris, cosmic dust, and so forth and creates
a suspended porous medium saturated with plasma fluids.
Combined buoyancy-generated heat and mass transfer, due
to temperature and concentration variations with unsteady
MHD free convection flow in fluid-saturated porous media,
has several important applications in a variety of engineering
processes including heat exchanger devices, petroleum reser-
voirs, chemical catalytic reactors, solar energy porous water
collector systems, and ceramic materials.

This paper is organized as follows. A brief description
of the problem formulation is given in Section 2. The exact
solutions for the uniformly uniform motion of the plate are
derived in Section 3. The graphical results and discussion
are provided in Section 4. The conclusions of the paper are
given in Section 5 whereas some future recommendations are
included in Section 6.

2. Description of the Problem Formulation

Let us consider the unsteady one dimensional flow of
an incompressible and electrically conducting viscous fluid
caused due to the uniform motion of the plate. The 𝑥∗-axis
is taken along the plate in the vertical direction and 𝑦∗-axis
is taken normal to the plate. The electrically conducting fluid
occupies the porous half space 𝑦∗ > 0. A uniform magnetic
field B

0
is acting in the transverse direction to the flow.

The magnetic Reynolds number is assumed to be small and
therefore the induced magnetic field is negligible compared
with the applied magnetic field. The applied magnetic field
is also taken weak so that Hall and ion slip effects may be

neglected. Initially both the plate and fluid are at the same
temperature 𝑇

∗

∞
and concentration 𝐶

∗

∞
. At time 𝑡 = 0

+,
the plate begins to slide in its own plane and accelerates
against the gravitational field with uniform acceleration in
𝑥
∗-direction. Then the temperature and concentration level

are raised to 𝑇∗
𝑤
and 𝐶∗

𝑤
as shown in Figure 1.

The Soret and thermal buoyancy effects are also consid-
ered. In addition to the above assumptions, we assume that
the internal dissipation is absent and the usual Boussinesq
approximation is taken into consideration. Moreover, the
pressure gradient in the flow direction is compensated by the
gradient of the hydrostatic pressure gradient of the fluid. As
a result the governing equations of momentum, energy, and
concentration are derived as follows:

𝜕𝑢
∗

𝜕𝑡∗
= ]

𝜕
2
𝑢
∗

𝜕𝑦∗2
−
𝜎𝐵
2

0
𝑢
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𝜌
−
]𝑢∗

𝐾∗

+ 𝑔𝛽 (𝑇
∗
− 𝑇
∗

∞
) + 𝑔𝛽

∗
(𝐶
∗
− 𝐶
∗

∞
) ,

(1)
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) , (3)

with the following initial and boundary conditions:

𝑡
∗
≤ 0 : 𝑢

∗
= 0, 𝑇

∗
= 𝑇
∗

∞
, 𝐶
∗
= 𝐶
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∞
,
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) , 𝑇
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at 𝑦∗ = 0,

: 𝑢
∗
→ 0, 𝑇

∗
→ 𝑇

∗

∞
, 𝐶
∗
→ 𝐶

∗

∞

as 𝑦∗ → ∞,

(4)

where 𝑓(𝑡∗) is the uniform acceleration of the plate, 𝑥∗ and
𝑦
∗ (m) are the distances along and perpendicular to the

plate, 𝑡∗ (s) is the time, 𝑢∗ (ms−1), denote the fluid velocity
in the 𝑥

∗-direction, 𝑇∗ (K) temperature, 𝑇∗
∞
(K) temper-

ature far from the plate, 𝑇∗
𝑤
(K) temperature at the wall,

𝐶
∗ (molm−3) are the species concentration, 𝐶∗

𝑤
(molm−3)

surface concentration, 𝐶∗
∞
(molm−3) species concentration

far from the surface, 𝛽 (1/K) the volumetric coefficient of
thermal expansion, 𝛽∗ (molm−3)−1 or (m3mol−1) is the
volumetric coefficient of expansion for concentration, ] =

𝜇/𝜌 (m2 s−1) the kinematic viscosity, 𝜇 (kgm−1 s−1) viscosity,
𝜌 (kgm−3) the fluid density, 𝑐

𝑝
(kg−1 K−1) is the specific heat

capacity, 𝑞∗
𝑟
the radiative heat flux in 𝑥∗-direction,𝐷 (m2 s−1)

is mass diffusivity, 𝑘 (Wm−1 K−1) is the thermal conductivity
of the fluid, 𝜎 (Sm−1) the electrical conductivity of the fluid,
𝐾
∗
> 0 (m2) is the permeability of the porous medium, 𝑇

𝑚

(K) is the mean fluid temperature, 𝑇∗
∞
is the free stream tem-

perature, 𝐶∗
∞

is the free stream concentration of the species,
𝐾
𝑇

is the thermal-diffusion ratio, and 𝐾
∗

𝑟
the chemical

reaction constant.The radiative heat flux term for an optically
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Figure 1: Flow geometry and physical coordinate system.

thin fluid is simplified by making use of the Rosseland
approximation (Sparrow and Cess [29])

𝑞
∗

𝑟
= −

4𝜎
∗

3𝑘∗

𝜕𝑇
∗
4

𝜕𝑦∗
, (5)

where 𝜎∗ (Wm−2 K−4) is the Stefan-Boltzmann constant and
𝑘
∗ (m−1) is themean absorption coefficient. It is assumed that

the temperature differences within the flow are sufficiently
small such that the term 𝑇

∗
4

is expressed as the linear func-
tion of temperature. Thus expanding 𝑇∗

4

about 𝑇∗
∞

using
Taylor series expansion and neglecting higher order terms we
get

𝑇
∗
4

≊ 4𝑇
∗
3

∞
𝑇
∗
− 3𝑇
∗
4

∞
. (6)

From (5) and (6), (2) reduces to the following form:

𝜌𝑐
𝑝

𝜕𝑇
∗

𝜕𝑡∗
= 𝑘

𝜕
2
𝑇
∗

𝜕𝑦∗2
+
16𝜎
∗
𝑇
∗
3

∞

3𝑘∗

𝜕
2
𝑇
∗

𝜕𝑦∗2
. (7)

3. Flow due to Uniform Motion of the Plate

For uniform motion of the plate, we take 𝑓(𝑡∗) = 𝐴𝑡
∗ and

define the following dimensionless variables:

𝑢 =
𝑢
∗

(]𝐴)1/3
, 𝑦 = 𝑦

∗
(
𝐴

]2
)

1/3

, 𝑡 = 𝑡
∗
(
𝐴
2

]
)

1/3

,

𝜃 =
𝑇
∗
− 𝑇
∗

∞

𝑇∗
𝑤
− 𝑇∗
∞

, 𝜙 =
𝐶
∗
− 𝐶
∗

∞

𝐶∗
𝑤
− 𝐶∗
∞

,

(8)

where 𝐴 with dimension 𝐿/𝑇2 denotes the uniform accelera-
tion of the plate in𝑥-direction,𝑢 is the dimensionless velocity,
𝑦 dimensionless coordinate perpendicular to the plate, 𝑡 is the
dimensionless time, 𝜃 is the dimensionless temperature and
𝜙 is the dimensionless species concentration.

Hence the governing equations in dimensionless form are

𝜕𝑢

𝜕𝑡
=
𝜕
2
𝑢

𝜕𝑦2
− 𝐻𝑢 + Gr𝜃 + Gm𝜙,

𝑢 (0, 𝑡) = 𝑡, 𝑢 (∞, 𝑡) = 0 𝑡 > 0,

𝑢 (𝑦, 0) = 0, 𝑦 ≥ 0,

(9)

𝐹
∗ 𝜕𝜃

𝜕𝑡
=
𝜕
2
𝜃

𝜕𝑦2
,

𝜃 (0, 𝑡) = 1, 𝜃 (∞, 𝑡) = 0, 𝑡 > 0,

𝜃 (𝑦, 0) = 0, 𝑦 ≥ 0,

(10)

𝜕𝜙

𝜕𝑡
=

1

Sc
𝜕
2
𝜙

𝜕𝑦2
+ Sr𝜕

2
𝜃

𝜕𝑦2
− 𝛾𝜙,

𝜙 (0, 𝑡) = 1, 𝜙 (∞, 𝑡) = 0, 𝑡 > 0,

𝜙 (𝑦, 0) = 0, 𝑦 ≥ 0,

(11)

where

1

𝐾
=

]4/3

𝐾∗𝐴2/3
, 𝑀

2
=
𝜎𝐵
2

0
]1/3

𝜌𝐴2/3
,

Sr =
𝐷𝐾
𝑇
(𝑇
∗

𝑤
− 𝑇
∗

∞
)

𝑇
𝑚
] (𝐶∗
𝑤
− 𝐶∗
∞
)
, Pr =

𝜇𝑐
𝑝

𝑘
,

Gr =
𝑔𝛽 (𝑇

∗

𝑤
− 𝑇
∗

∞
)

𝐴
, Gm =

𝑔𝛽
∗
(𝐶
∗

𝑤
− 𝐶
∗

∞
)

𝐴
,

𝛾 =
𝐾
∗

𝑟
]1/3

𝐴2/3
,

𝐻 = 𝑀
2
+
1

𝐾
, 𝑅 =

16𝜎
∗
𝑇
∗
3

∞

3𝑘𝑘∗
,

𝐹
∗
=

Pr
1 + 𝑅

, Sc = ]

𝐷
.

(12)
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Here𝑀 is a magnetic parameter called Hartmann number,𝐾
is the dimensionless permeability, Sc is Schmidt number, 𝑅 is
Radiation parameter, Gr is Grashof number, and Sr is Soret
number. The well-posed problems defined by (9)–(11) will be
solved by using the Laplace transform technique. Hence the
problem in the transformed plane is given as

𝑑
2
𝑢

𝑑𝑦2
− (𝐻 + 𝑞) 𝑢 + Gr𝜃 + Gm𝜙 = 0,

𝑢 (0, 𝑞) =
1

𝑞2
, 𝑢 (∞, 𝑞) = 0,

𝑑
2
𝜃

𝑑𝑦2
− 𝐹
∗
𝑞𝜃 = 0,

𝜃 (0, 𝑞) =
1

𝑞
, 𝜃 (∞, 𝑞) = 0,

𝑑
2
𝜙

𝑑𝑦2
− (𝛾 + 𝑞) Sc𝜙 + Sc Sr𝑑

2
𝜃

𝑑𝑦2
= 0,

𝜙 (0, 𝑞) =
1

𝑞
, 𝜙 (∞, 𝑞) = 0,

(13)

where 𝑞 is the Laplace transformation parameter.
The solutions of (13) in the transformed 𝑞-plane are given

by

𝑢 (𝑦, 𝑞) =
1

𝑞2
exp(−𝑦√𝑞 + 𝐻) +

𝑎
8

𝑞
exp(−𝑦√𝑞 + 𝐻)

−
𝑎
9

𝑞 + 𝑎
0

exp(−𝑦√𝑞 + 𝐻)

+
𝑎
10

𝑞 − 𝐻
∗

1

exp(−𝑦√𝑞 + 𝐻)

+
𝑎
11

𝑞 − 𝐻∗
exp(−𝑦√𝑞 + 𝐻)

+
𝑎
5

𝑞 − 𝐻
∗

1

exp(−𝑦√𝐹∗𝑞)

−
𝑎
11

𝑞 − 𝐻∗
exp(−𝑦√𝐹∗𝑞) + 𝑎

4

𝑞
exp(−𝑦√𝐹∗𝑞)

−
𝑎
6

𝑞
exp(−𝑦√(𝑞 + 𝛾) Sc)

+
𝑎
9

𝑞 + 𝑎
0

exp(−𝑦√(𝑞 + 𝛾) Sc)

−
𝑎
7

𝑞 − 𝐻
∗

1

exp(−𝑦√(𝑞 + 𝛾) Sc) ,

(14)

𝜃 (𝑦, 𝑞) =
1

𝑞
exp(−𝑦√𝐹∗𝑞) , (15)

𝜙 (𝑦, 𝑞) =
1

𝑞
exp(−𝑦√(𝑞 + 𝛾) Sc)

+
𝑆
∗

𝑞 − 𝐻
∗

1

exp (−𝑦√(𝑞 + 𝛾) Sc)

−
𝑆
∗

𝑞 − 𝐻
∗

1

exp (−𝑦√𝐹∗𝑞) ,

(16)

where

Gr∗ = Gr
𝐹∗ − 1

, 𝐻
∗
=

𝐻

𝐹∗ − 1
,

𝐻
∗

1
=

𝛾Sc
𝐹∗ − Sc

, 𝑆
∗
=
Sc Sr𝐹∗

𝐹∗ − 𝑆𝑐
,

𝑎
0
=
𝛾Sc − 𝐻
Sc − 1

, 𝑎
1
=

Gm𝑆∗

𝐹∗ − 1
,

𝑎
2
=

Gm
Sc − 1

, 𝑎
3
=
Gm𝑆∗

Sc − 1
, 𝑎

4
=
Gr∗

𝐻∗
,

𝑎
5
=

𝑎
1

𝐻
∗

1
− 𝐻∗

, 𝑎
6
=
𝑎
2

𝑎
0

,

𝑎
7
=

𝑎
3

𝐻
∗

1
+ 𝑎
0

, 𝑎
8
= 𝑎
6
− 𝑎
4
, 𝑎

9
= 𝑎
6
+ 𝑎
7
,

𝑎
10
= 𝑎
7
− 𝑎
5
, 𝑎

11
= 𝑎
4
+ 𝑎
5
.

(17)

The inverse Laplace transform of (14)–(16) yields

𝑢 (𝑦, 𝑡) = 𝐼
1
+ 𝑎
8
𝐼
2
− 𝑎
9
𝐼
3
+ 𝑎
10
𝐼
4
+ 𝑎
11
𝐼
5
+ 𝑎
5
𝐼
6

− 𝑎
11
𝐼
7
+ 𝑎
4
𝐼
8
− 𝑎
6
𝐼
9
+ 𝑎
9
𝐼
10
− 𝑎
7
𝐼
11
,

(18)

𝜃 (𝑦, 𝑡) = 𝐼
8
, (19)

𝜙 (𝑦, 𝑡) = 𝑆
∗
(𝐼
11
− 𝐼
6
) + 𝐼
9
, (20)

with

𝐼
1
=
1

2
[(𝑡 −

𝑦

2√𝐻

) 𝑒
−𝑦√𝐻 erf 𝑐 (

𝑦

2√𝑡
− √𝐻𝑡)

+𝑒
𝑦√𝐻 erf 𝑐 (

𝑦

2√𝑡
+ √𝐻𝑡)(𝑡 +

𝑦

2√𝐻

)] ,

𝐼
2
=
1

2
[𝑒
−𝑦√𝐻 erf 𝑐 (

𝑦

2√𝑡
− √𝐻𝑡)

+𝑒
𝑦√𝐻 erf 𝑐 (

𝑦

2√𝑡
+ √𝐻𝑡)] ,

𝐼
3
=
𝑒
−𝑎
0
𝑡

2
[𝑒
−𝑦√𝐻−𝑎

0 erf 𝑐 (
𝑦

2√𝑡
− √(𝐻 − 𝑎

0
) 𝑡)

+𝑒
𝑦√𝐻−𝑎

0 erf 𝑐 (
𝑦

2√𝑡
+ √(𝐻 − 𝑎

0
) 𝑡)] ,

𝐼
4
=
𝑒
𝐻
∗

1
𝑡

2
[𝑒
−𝑦√𝐻

∗

1
+𝐻 erf 𝑐 (

𝑦

2√𝑡
− √(𝐻

∗

1
+ 𝐻) 𝑡)

+𝑒
𝑦√𝐻
∗

1
+𝐻 erf 𝑐 (

𝑦

2√𝑡
+ √(𝐻

∗

1
+ 𝐻) 𝑡)] ,
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𝐼
5
=
𝑒
𝐻
∗
𝑡

2
[𝑒
−𝑦√𝐻

∗
+𝐻 erf 𝑐 (

𝑦

2√𝑡
− √(𝐻 + 𝐻∗) 𝑡)

+𝑒
𝑦√𝐻
∗
+𝐻 erf 𝑐 (

𝑦

2√𝑡
+ √(𝐻 + 𝐻∗) 𝑡)] ,

𝐼
6
=
𝑒
𝐻
∗

1
𝑡

2
[𝑒
−𝑦√𝐹

∗
𝐻
∗

1 erf 𝑐 (
𝑦√𝐹∗

2√𝑡
− √𝐻

∗

1
𝑡)

+ 𝑒
𝑦√𝐹
∗
𝐻
∗

1 erf 𝑐 (
𝑦√𝐹∗

2√𝑡
+ √𝐻

∗

1
𝑡)] ,

𝐼
7
=
𝑒
𝐻
∗
𝑡

2
[𝑒
−𝑦√𝐹

∗
𝐻
∗

erf 𝑐 (
𝑦√𝐹∗

2√𝑡
− √𝐻∗𝑡)

+𝑒
𝑦√𝐹
∗
𝐻
∗

erf 𝑐 (
𝑦√𝐹∗

2√𝑡
+ √𝐻∗𝑡)] ,

𝐼
8
= erf 𝑐 (

𝑦√𝐹∗

2√𝑡
) ,

𝐼
9
=
1

2
[𝑒
−𝑦√𝛾Sc erf 𝑐 (

𝑦√Sc
2√𝑡

− √𝛾𝑡)

+𝑒
𝑦√𝛾Sc erf 𝑐 (

𝑦√Sc
2√𝑡

+ √𝛾𝑡)] ,

𝐼
10
=
𝑒
−𝑎
0
𝑡

2
[𝑒
−𝑦√Sc(𝛾−𝑎

0
) erf 𝑐 (

𝑦√Sc
2√𝑡

− √(𝛾 − 𝑎
0
) 𝑡)

+ 𝑒
𝑦√Sc(𝛾−𝑎

0
) erf 𝑐 (

𝑦√Sc
2√𝑡

+ √(𝛾 − 𝑎
0
) 𝑡)] ,

𝐼
11
=
𝑒
𝐻
∗

1
𝑡

2
[𝑒
−𝑦√Sc(𝐻∗

1
+𝛾) erf 𝑐 (

𝑦√Sc
2√𝑡

− √(𝐻
∗

1
+ 𝛾) 𝑡)

+ 𝑒
𝑦√Sc(𝐻∗

1
+𝛾) erf 𝑐 (

𝑦√Sc
2√𝑡

+ √(𝐻
∗

1
+ 𝛾) 𝑡)] ,

(21)

where erf 𝑐(𝑥) is the complementary error function. It is
important to note that the above solutions are valid for Pr ̸=1

and Sc ̸=1. The solutions for Pr = 1 and Sc = 1, can be easily
obtained by substituting Pr = Sc = 1 into (10) and (11) and
repeating the same process as discussed above.

3.1. Skin-Friction. The expression for skin-friction is given by

𝜏
∗
= −𝜇

𝜕𝑢
∗

𝜕𝑦∗

𝑦∗=0

, (22)

which in view of (8) reduces to

𝜏 = −
𝜕𝑢

𝜕𝑦
, 𝜏 =

𝜏
∗

𝜌𝑈2
𝑜

. (23)

Hence from (18), we get

𝜏 =
𝑎
8
𝑒
−𝐻𝑡

√𝜋𝑡
−
𝑎
11
√𝐹∗

√𝜋𝑡
+
𝑎
4
√𝐹∗

√𝜋𝑡
+
𝑎
5
√𝐹∗

√𝜋𝑡
−
𝑎
6
𝑒
−𝛾𝑡√Sc
√𝜋𝑡

+
𝑒
−𝐻𝑡

√𝑡

√𝜋
+
𝑡√𝐻

2
(−1 + erf (√𝐻𝑡)) +

erf (√𝐻𝑡)

2√𝐻

+ 𝑎
8
√𝐻 erf (√𝐻𝑡) + 𝑡√𝐻

2
(1 + erf (√𝐻𝑡))

− 𝑎
6
√Sc 𝛾 erf (√𝛾𝑡) − 𝑎

11
𝑒
𝐻
∗
𝑡√𝐻∗𝐹∗ erf (√𝐻∗𝑡)

+ 𝑎
5
𝑒
𝐻
∗

1
𝑡
√𝐹∗𝐻

∗

1
erf (√𝐻∗

1
𝑡)

−
1

2
𝑎
11
𝑒
𝐻
∗
𝑡
{−

2𝑒
−𝐻𝑡−𝐻

∗
𝑡

√𝜋𝑡
+ √𝐻 +𝐻∗

× (−1 − erf (√(𝐻 + 𝐻∗) 𝑡) + √𝐻 +𝐻∗)

× (1 − erf (√(𝐻 + 𝐻∗) 𝑡)) }

−
1

2
𝑎
10
𝑒
𝐻
∗

1
𝑡
{−

2𝑒
−(𝐻+𝐻

∗

1
)𝑡

√𝜋𝑡
+ √𝐻 +𝐻

∗

1

× (−1 − erf (√(𝐻 + 𝐻
∗

1
) 𝑡))

+√𝐻 +𝐻
∗

1
(1 − erf (√(𝐻 + 𝐻

∗

1
) 𝑡))}

−
1

2
𝑎
9
𝑒
−𝑎
0
𝑡
{
2𝑒
𝑎
0
𝑡−𝐻𝑡

√𝜋𝑡
− √𝐻 − 𝑎

0

× (−1 − erf (√−𝑎
0
𝑡 + 𝐻𝑡))

−√𝐻 − 𝑎
0
(1 − erf (√−𝑎

0
𝑡 + 𝐻𝑡))}

−
1

2
𝑎
9
𝑒
−𝑎
0
𝑡
{−

2𝑒
𝑎
0
𝑡−𝛾𝑡√Sc
√𝜋𝑡

+ √(−𝑎
0
+ 𝛾) Sc

× (−1 − erf (√(−𝑎
0
+ 𝛾) 𝑡))

+ √(−𝑎
0
+ 𝛾) Sc

×(1 − erf (√(−𝑎
0
+ 𝛾) 𝑡))}

−
1

2
𝑎
7
𝑒
𝐻
∗

1
𝑡
{
2𝑒
−(𝐻
∗

1
+𝛾)𝑡

√𝜋𝑡
− √Sc√𝐻∗

1
+ 𝛾

× (−1 − erf (√(𝐻∗
1
+ 𝛾) 𝑡))
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− √Sc√𝐻∗
1
+ 𝛾

×(1 − erf (√(𝐻∗
1
+ 𝛾) 𝑡))} .

(24)

3.2. Nusselt Number. The rate of heat transfer for the present
problem is given as

Nu = −𝑘
𝜕𝑇
∗

𝜕𝑦∗

𝑦∗=0

,

Nu = 𝜕𝜃

𝜕𝑦

𝑦∗=0

,

Nu = √
𝐹
∗

𝜋𝑡
.

(25)

3.3. Sherwood Number. The rate of mass transfer is given by

Sh = 𝜕𝐶
∗

𝜕𝑦∗

𝑦∗=0

,

Sh = −
1

√𝜋𝑡
{𝑒
−𝛾𝑡

(−𝑒
𝛾𝑡√𝐹∗𝑆

∗
+ √Sc + 𝑆∗√Sc

−𝑒
𝐻
∗
𝑡+𝛾𝑡

𝑆
∗√𝜋𝑡𝐻∗𝐹∗ erf (√𝐻∗𝑡))

+ 𝑒
𝛾𝑡
√𝛾Sc𝜋𝑡 erf (√𝛾𝑡) + 𝑒𝐻

∗
𝑡+𝛾𝑡

𝑆
∗

×√𝜋𝑡Sc√𝐻∗ + 𝛾 erf (√(𝐻∗ + 𝛾) 𝑡)} .

(26)

It is important to note that solutions (18)–(20) satisfy all
the imposed boundary and initial conditions. Further, the
solutions obtained here are more general and the existing
solutions in the literature appeared as the limiting cases.

(1) The present solutions given by (18)–(20) in the
absence of radiation effect and by taking the thermal-
diffusion ratio (𝐾

𝑇
) and the chemical reaction con-

stant (𝐾∗
𝑟
) equal to zero reduce to the solutions of Das

and Jana [26] (see (4.2), (3.8), and (3.9)).
(2) The solutions (18)–(20) for the flow of optically thick

fluid in a nonporous medium with𝐾∗
𝑟
= 𝐾
𝑇
= 0, give

the solutions of Das [25] (see (4.4), (3.1), and (3.2)).

4. Graphical Results and Discussion

An exact analysis is presented to investigate the combined
effects of heat mass transfer on the transient MHD free con-
vective flow of an incompressible viscous fluid past a vertical
plate moving with uniform motion and embedded in a
porous medium. The expressions for the velocity 𝑢, temper-
ature 𝜃, and concentration 𝜙 are obtained by using Laplace
transform method. In order to understand the physical
behavior of the dimensionless parameters such as Hartmann
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Figure 2: Velocity profiles for different values of𝑀.
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Figure 3: Velocity profiles for different values of 𝐾.

number 𝑀 also called magnetic parameter, permeability
parameter 𝐾, Grashof number Gr, dimensionless time 𝑡,
Prandtl number Pr, radiation parameter 𝑅, chemical reaction
parameter 𝛾, Schmidt number Sc, and Soret number Sr,
Figures 2–17 have been displayed for 𝑢, 𝜃, and 𝜙.

Figure 2 presents the velocity profile for different values
of 𝑀. It is observed that the velocity and boundary layer
thickness decreases upon increasing the Hartmann number
𝑀. It is due to the fact that the application of transverse
magnetic field results a resistive type force (called Lorentz
force) similar to drag force and upon increasing the values of
𝑀 increases the drag force which leads to the deceleration of
the flow. Figure 3 is sketched in order to explore the variations
of permeability parameter 𝐾. It is found that the velocity
increases with increasing values of 𝐾. This is due to the fact
that increasing values of 𝐾 reduces the drag force which
assists the fluid considerably to move fast. The variation of
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velocity for different values of dimensionless time 𝑡 is shown
in Figure 4. It is noticed that velocity increases with increas-
ing time. Further, this figure verifies the boundary conditions
of velocity given in (9). Initially, velocity takes the values of
time and later for large values of 𝑦, and the velocity tends to
zerowith increasing time. It is observed fromFigure 5 that the
fluid velocity increases with increasing Gr. Figure 6 reveals
that velocity profiles decrease with the increase of Schmidt
number Sc, while an opposite phenomenon is observed in
case of Soret number Sr as shown in Figure 7.

Velocity, temperature, and concentration profiles for
some realistic values of Prandtl number Pr = 0.015, 0.71, 1.0,

7.0, 100, which are important in the sense that they physically
correspond to mercury, air, electrolytic solution, water, and
engine oil, are shown in Figures 8–10, respectively. From Fig-
ure 8, it is found that the momentum boundary layer thick-
ness increases for the fluids with Pr < 1 and decreases for
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Pr > 1. The Prandtl number actually describes the relation-
ship between momentum diffusivity and thermal diffusivity
and hence controls the relative thickness of the momentum
and thermal boundary layers. When Pr is small, that is, Pr =
0.015, it is noticed that the heat diffuses very quickly com-
pared to the velocity (momentum).Thismeans that for liquid
metals the thickness of the thermal boundary layer is much
bigger than the velocity boundary layer.

In Figure 9, we observe that the temperature decreases
with increasing values of Prandtl number Pr. It is also
observed that the thermal boundary layer thickness is maxi-
mum near the plate and decreases with increasing distances
from the leading edge and finally approaches to zero. Further-
more, it is noticed that the thermal boundary layer for
mercury which corresponds to Pr = 0.015 is greater than
those for air, electrolytic solution, water, and engine oil.
It is justified due to the fact that thermal conductivity of
fluid decreases with increasing Prandtl number Pr and hence

𝑅 = 0.4, Γ = 0.7, Sc = 0.3, Sr = 0.5, Pr = 0.71
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Figure 17: Concentration profiles for different values of 𝑦.

decreases the thermal boundary layer thickness and the
temperature profiles. We observed from Figure 10 that the
concentration of the fluid increases for large values of Prandtl
number Pr.

The effects of radiation parameter 𝑅 on the temperature
profiles are shown in Figure 11. It is found that the tempera-
ture profiles 𝜃, being as a decreasing function of 𝑅, decelerate
the flow and reduce the fluid velocity. Such an effect may
also be expected, as increasing radiation parameter 𝑅 makes
the fluid thick and ultimately causes the temperature and the
thermal boundary layer thickness to decrease. The influence
of 𝛾, Sc, and Sr on the concentration profiles 𝜙 is shown in
Figures 12–14. It is depicted from Figures 12 and 13 that the
increasing values of 𝛾 and Sc lead to fall in the concentration
profiles. Figure 14 depicts that the concentration profiles
increase when Soret number Sr is increased. Furthermore, we
observe that in the absence of Soret effects, the concentration
profile tends to a steady state in terms of 𝑦; this may be seen
from (11). When Soret effects are present, then at large times,
the solutal solution consists of this steady-state solution and
an evolving “particular integral” due to the presence of the
temperature term.

An important aspect of the unsteady problem is that it
describes the flow situation for small times (𝑡 ≪ 1) as well as
large times (𝑡 → ∞). Therefore, the present solutions for
velocity distributions, temperature, and concentration pro-
files are displayed for both small and large times (see Figures
15–17). The velocity versus time graph for different values of
independent variable𝑦 is plotted in Figure 15. It is found from
Figure 15 that the velocity decreases as independent variable
𝑦 increases. Further, it is interesting to note that initially,
when 𝑡 = 0 the fluid velocity is zero which is also true from
the initial condition given in (9). However, it is observed
that as time increases, the velocity increases and after some
time of initiation, this transition stops and the fluid motion
becomes independent of time and hence the solutions are
called steady-state solutions. This transition is smooth as we
can see from the graph. On the other hand, from the velocity
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Figure 18: Combined effect of various parameters on velocity
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versus time graph for different values of the independent
variable 𝑦 (see Figure 15), it is found that the velocity at 𝑦 = 0,
is maximum and continuously decreases for large values of 𝑦.
It is further noted from this figure that for large values of 𝑦,
that is, when 𝑦 → ∞, the velocity profile approaches to zero.
A similar behavior was also expected in view of the bound-
ary conditions given in (9). Hence this figure shows the cor-
rectness for the obtained analytical result given by (18).

Similarly, the next two Figures 16 and 17 are plotted
to describe the transient and steady-state solutions which
include the effects of heating and mass diffusion. It is clear
from Figure 16 that the dimensionless temperature 𝜃 has its
maximum value unity at 𝑦 = 0 and then decreasing for
further large values of 𝑦 and ultimately approaches to zero. A
similar behavior was also expected due the fact that the tem-
perature profile is 1 for 𝑦 = 0 and for large values of 𝑦, its
value approaches to 0, which is mathematically true in view
of the boundary conditions given in (10). From Figure 17, it
is depicted that the variation of time on the concentration
profile presents similar results as for the temperature profile
in qualitative sense. However, these results are not the same
quantitatively.

A very important phenomenon to see the combined
effects of the embedded flow parameters on the velocity, tem-
perature, and concentration profiles is analyzed in Figures 18–
21. Figure 18 is plotted to observe the combined effects of Pr,
𝑀, and𝐾 on velocity in case of cooling of the plate (Gr > 0) as
shown by Curves I–IV. Curves I & II are sketched to display
the effects of Pr on velocity. The values of Prandtl number
are chosen as Pr = 0.71 (air) and Pr = 7 (water), which
are the most encountered fluids in nature and frequently
used in engineering and industry. We can from the compari-
son of Curves I & II that velocity decreases upon increasing
Prandtl number Pr. Curves I & III present the influence of
Hartmann number 𝑀 on velocity profiles. It is clear from
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files.
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these curves that velocity decreases when 𝑀 is increased.
The effect of permeability parameter 𝐾 on the velocity is
quite different to that of 𝑀. This fact is shown from the
comparison of Curves I & IV. Figure 19 is plotted to show
the effects of Grashof number Gr, modified Grashof number
Gm, Schmidth number Sc, and Soret number Sr on velocity
profiles. Curves I & II show that velocity increases when Gr
is increased. It is observed that the effect of Gm on velocity
is the same as Gr. This fact is shown from the comparison of
Curves I & III. The effect of Sc on velocity is shown from the
comparison of Curves I & IV. Here we choose the Schmidth
number values as Sc = 0.22 and Sc = 0.6 which physically
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correspond to Helium and water vapours, respectively. From
these curves it is clear that velocity decreases when Sc is
increased. The effect of Soret number Sr on velocity is quite
opposite to that of Sc.

Figure 20 is plotted to show the effects of Prandtl number
Pr, radiation parameter 𝑅, and time 𝑡 on the temperature
profiles. The comparison of Curves I & II shows the effects of
Pr on the temperature profiles. Twodifferent values of Prandtl
number Pr, namely, Pr = 0.71 and Pr = 1 corresponding
to air and electrolyte are chosen. It is observed that tem-
perature decreases with increasing Pr. Furthermore, the tem-
perature profiles for increasing values of radiation parameter
𝑅 indicate an increasing behavior as shown in Curves I & III.
A behavior was expected because the radiation parameter 𝑅
signifies the relative contribution of conduction heat trans-
fer to thermal radiation transfer. The effect of time 𝑡 on tem-
perature is the same as observed for radiation. This fact is
shown from the comparison of Curves I & IV. Graphical
results of concentration profiles for different values of Prandtl
number Pr, Schmidth number Sc, Soret number Sr, and
chemical reaction parameter 𝛾 are shown in Figure 21. Com-
parison of Curves I & II shows that concentration profiles
increase for the increasing values of Pr. The effect of Sc on
the concentration is shown from the comparison of Curves
I & III. Here we choose real values for Schmidth number as
Sc = 0.6 and Sc = 1 which physically correspond to water
vapours and methanol. It is observed that an increase in Sc
decreases the concentration. The effect of Soret number Sr
on the concentration is seen from the comparison of Curves
I & IV. It is observed that concentration increases when Sr
increases. The effect of chemical reaction parameter 𝛾 on the
concentration is quite opposite to that of Sr.This fact is shown
from the comparison of Curves I & V.

The numerical values of the skin friction (𝜏), Nusselt
number (Nu), and Sherwood number (Sh) are computed in

Table 1: The effects of various parameters on skin friction (𝜏) when
𝑡 = 1, 𝑅 = 0.2, 𝛾 = 0.7.

Pr 𝑀 𝐾 Gr Sc Sr Gm 𝜏

0.71 1 0.5 1 2 1 1 1.27

1 1 0.5 1 2 1 1 1.30

0.71 2 0.5 1 2 1 1 2.05

0.71 1 1 1 2 1 1 0.94

0.71 1 0.5 2 2 1 1 0.85

0.71 1 0.5 1 3 1 1 1.31

0.71 1 0.5 1 2 3 1 1.25

0.71 1 0.5 1 2 1 2 0.96

Table 2: The effects of various parameters on Nusselt number (Nu)
when 𝑡 = 1.

Pr 𝑅 Nu
0.71 0.2 0.43

1 0.2 0.51

0.71 0.4 0.40

Table 3: The effects of various parameters on Sherwood number
(Sh) when 𝑡 = 1, 𝑅 = 0.1,Gr = 1,𝑀 = 𝐾 = 1,Gm = 2.

Pr 𝛾 Sc Sr Sh
0.71 1 0.6 2 1.36

1 1 0.6 2 0.84

0.71 2 0.6 2 1.9

0.71 1 1 2 0.96

0.71 1 0.6 3 1.64

Tables 1–3. In all these tables, it is noted that the comparison
of each parameter ismade with first row in the corresponding
table. It is found fromTable 1 that the effect of each parameter
on the skin friction shows quite opposite effect to that of
the velocity of the fluid. For instance, when we increase the
magnetic parameter 𝑀, the skin friction increases, as we
observed previously velocity decreases. It is observed from
Table 2 that Nusselt number increases with increasing values
of Prandtl number Pr, whereas it decreases when the radia-
tion parameter𝑅 is increased. FromTable 3, we observed that
Sherwood number goes on increasing with increasing 𝛾 and
Sc, but the trend reverses for large values of Pr and Sr.

5. Conclusions

The exact solutions for the unsteady free convection MHD
flow of an incompressible viscous fluid passing through a
porous medium and heat and mass transfer are developed by
using Laplace transform method for the uniform motion of
the plate.The solutions that have been obtained are displayed
for both small and large times which describe the motion
of the fluid for some time after its initiation. After that time
the transient part disappears and the motion of the fluid is
described by the steady-state solutions which are indepen-
dent of initial conditions. The effects of different parameters
such as Grashof number Gr, Hartmann number 𝑀, porosity
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parameter 𝐾, Prandtl number Pr, radiation parameter 𝑅,
Schmidt number Sc, Soret number Sr, and chemical reaction
parameter 𝛾 on the velocity distributions, temperature, and
concentration profiles are discussed. Themain conclusions of
the problem are listed below.

(i) The effects ofHartmann number and porosity param-
eter on velocity are opposite.

(ii) The velocity increases with increasing values of𝐾, Gr,
and 𝑡, whereas it decreases for larger values of𝑀 and
Pr > 1.

(iii) The temperature and thermal boundary layer de-
crease owing to the increase in the values of 𝑅 and
Pr.

(iv) The fluid concentration decreases with increasing
values of 𝛾 and Sc, whereas it increases when Sr and
Pr are increased.

6. Future Recommendations

Convective heat transfer is a mechanism of heat transfer
occurring because of bulk motion of fluids and it is one of
the major modes of heat transfer and is also a major mode
of mass transfer in fluids. Convective heat and mass transfer
takes place through both diffusion—the random Brownian
motion of individual particles in the fluid—and advection, in
whichmatter or heat is transported by the larger-scalemotion
of currents in the fluid. Due to its role in heat transfer, natural
convection plays a role in the structure of Earth’s atmosphere,
its oceans, and its mantle. Natural convection also plays a role
in stellar physics. Motivated by the investigations especially
those they considered the exact analysis of the heat and mass
transfer phenomenon (see for example, Seth et al. [22], Toki
[24], Das and Jana [26], Osman et al. [27], Khan et al. [28],
and Sparrow and Cess [29]) and the extensive applications of
non-Newtonian fluids in the industrial manufacturing sector,
it is of great interest to extend the present work for non-
Newtonian fluids. Of course, in non-Newtonian fluids, the
fluids of second grade and Maxwell form the simplest fluid
models where the present analysis can be extended. However,
the present study can also by analyzed for Oldroyd-B and
Burger fluids.There are also cylindrical and spherical coordi-
nate systems where such type of investigations are scarce. Of
course, we can extend this work for such type of geometrical
configurations.
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Explicit analytical expressions for the temperature profile, fin efficiency, and heat flux in a longitudinal fin are derived. Here, thermal
conductivity and heat transfer coefficient depend on the temperature. The differential transform method (DTM) is employed to
construct the analytical (series) solutions. Thermal conductivity is considered to be given by the power law in one case and by the
linear function of temperature in the other, whereas heat transfer coefficient is only given by the power law.The analytical solutions
constructed by the DTM agree very well with the exact solutions even when both the thermal conductivity and the heat transfer
coefficient are given by the power law. The analytical solutions are obtained for the problems which cannot be solved exactly. The
effects of some physical parameters such as the thermogeometric fin parameter and thermal conductivity gradient on temperature
distribution are illustrated and explained.

1. Introduction

Fins are surfaces that extend from a hot object (body) to
increase the rate of heat transfer to the surrounding fluid.
In particular, fins are used extensively in various industrial
applications such as the cooling of computer processors, air
conditioning, and oil carrying pipe lines. A well-documented
review of heat transfer in extended surfaces is presented by
Kraus et al. [1]. The problems on heat transfer particularly
in fins continue to be of scientific interest. These problems
are modeled by highly nonlinear differential equations which
are difficult to solve exactly. However, Moitsheki et al. [2–
4] have attempted to construct exact solutions for the steady
state problems arising in heat flow through fins. A number
of techniques, for example, Lie symmetry analysis [2], He’s
variational iteration method [5], Adomain decomposition
methods [6], homotopy perturbationmethods [7], homotopy
analysis methods [8], methods of successive approximations
[9], and other approximation methods [10] have been used
to determine solutions of the nonlinear differential equations
describing heat transfer in fins.

Recently, the solutions of the nonlinear ordinary differ-
ential equations (ODEs) arising in extended surface heat
transfer have been constructed using the DTM [11–19]. The
DTM is an analytical method based on the Taylor series
expansion and was first introduced by Zhou [20] in 1986.The
DTM approximates the exact solution by a polynomial, and
previous studies have shown that it is an efficient means of
solving nonlinear problems or systems with varying parame-
ters [21]. Furthermore, DTM is a computational inexpensive
tool for obtaining analytical solution, and it generalizes the
Taylor method to problems involving procedures such as
fractional derivative (see e.g., [22–24]). Also, this method
converges rapidly (see e.g., [25]).

Models arising in heat transfer through fins may contain
temperature-dependent properties such as thermal conduc-
tivity and heat transfer coefficient. The dependency of ther-
mal conductivity and heat transfer coefficient on temperature
renders such problems highly nonlinear and difficult to solve,
particularly exactly. Thermal conductivity may be modeled
for many engineering applications by the power law and by
linear dependency on temperature. On the other hand, heat
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transfer coefficient can be expressed as a power law for which
values of the exponent represent different phenomena (see
e.g., [26]).

In this paper, the DTM is employed to determine the
analytical solutions to the nonlinear boundary value problem
describing heat transfer in longitudinal fins of rectangular,
exponential, and convex parabolic profiles. Both thermal
conductivity and heat transfer coefficient are temperature
dependent.We adopt the terminology exact solutions to refer
to solutions given in terms of fundamental expressions such
as logarithmic, trigonometric, and exponential. However,
analytical solutions will be series solutions and in partic-
ular, those constructed using the DTM. The mathematical
modelling of the problem under consideration is described
in Section 2. A brief discussion on the fundamentals of the
DTM is be provided in Section 3. The comparison of the
exact and analytical solutions constructed byDTM is given in
Section 4. In Section 5, we provide analytical solutions for the
heat transfer in longitudinal fins of various profiles.Here, heat
transfer coefficient is given by the power law, and we consider
two cases of the thermal conductivity, namely, the power
law and the linear function of temperature. Furthermore,
we describe the fin efficiency and the heat flux in Section 6.
Some exciting results are discussed in Section 7. Lastly, the
concluding remarks are provided in Section 8.

2. Mathematical Models

We consider a longitudinal one dimensional fin of cross-
sectional area 𝐴

𝑐
. The perimeter of the fin is denoted by

𝑃 and its length by 𝐿. The fin is attached to a fixed prime
surface of temperature 𝑇

𝑏
and extends to an ambient fluid

of temperature 𝑇
𝑎
. The fin thickness at the prime surface is

given by 𝛿
𝑏
and its profile is given by 𝐹(𝑋). Based on the one

dimensional heat conduction, the energy balance equation is
then given by (see e.g., [1])

𝐴
𝑐

𝑑

𝑑𝑋
(
𝛿
𝑏

2
𝐹 (𝑋)𝐾 (𝑇)

𝑑𝑇

𝑑𝑋
) = 𝑃𝐻 (𝑇) (𝑇 − 𝑇

𝑎
)

0 ≤ 𝑋 ≤ 𝐿,

(1)

where 𝐾 and 𝐻 are nonuniform temperature-dependent
thermal conductivity and heat transfer coefficients, respec-
tively,𝑇 is the temperature distribution,𝐹(𝑋) is the fin profile,
and𝑋 is the space variable. The length of the fin is measured
from the tip to the prime surface as shown in Figure 1.
Assuming that the fin tip is adiabatic (insulated) and the base
temperature is kept constant, then the boundary conditions
are given by

𝑇 (𝐿) = 𝑇
𝑏
,

𝑑𝑇

𝑑𝑋

𝑋=0

= 0. (2)

Introducing the following dimensionless variables (see e.g.,
[1]):

𝑥 =
𝑋

𝐿
, 𝜃 =

𝑇 − 𝑇
𝑎

𝑇
𝑏
− 𝑇
𝑎

, ℎ =
𝐻

ℎ
𝑏

, 𝑘 =
𝐾

𝑘
𝑎

,

𝑀
2
=
𝑃ℎ
𝑏
𝐿
2

𝐴
𝑐
𝑘
𝑎

, 𝑓 (𝑥) =
𝛿
𝑏

2
𝐹 (𝑋) ,

(3)

𝑋 = 0 𝑋 = 𝐿

Fin tip

Fin profile

Prime surface

𝛿

𝐿

𝑊

Figure 1: Schematic representation of a longitudinal fin of an
unspecified profile.

with 𝑘
𝑎
being defined as the thermal conductivity at the

ambient temperature and ℎ
𝑏
as the heat transfer at the prime

surface (fin base), reduces (1) to

𝑑

𝑑𝑥
[𝑓 (𝑥) 𝑘 (𝜃)

𝑑𝜃

𝑑𝑥
] −𝑀

2
𝜃ℎ (𝜃) = 0, 0 ≤ 𝑥 ≤ 1. (4)

Here 𝜃 is the dimensionless temperature, 𝑥 is the dimension-
less space variable, 𝑓(𝑥) is the dimensionless fin profile, 𝑘 is
the dimensionless thermal conductivity, ℎ is the dimension-
less heat transfer coefficient, and𝑀 is the thermogeometric
fin parameter. The dimensionless boundary conditions then
become

𝜃 (1) = 1, at the prime surface (5)

𝑑𝜃

𝑑𝑥

𝑥=0

= 0, at the fin tip. (6)

We assume that the heat transfer coefficient is given by the
power law

𝐻(𝑇) = ℎ
𝑏
(
𝑇 − 𝑇
𝑎

𝑇
𝑏
− 𝑇
𝑎

)

𝑛

, (7)

where the exponent 𝑛 is a real constant. In fact the values of 𝑛
may vary as between −6.6 and 5. However, in most practical
applications, it lies between −3 and 3 [27]. In dimensionless
variables, we have ℎ(𝜃) = 𝜃𝑛. We consider the two distinct
cases of the thermal conductivity as follows:

(a) the power law

𝐾 (𝑇) = 𝑘
𝑎
(
𝑇 − 𝑇
𝑎

𝑇
𝑏
− 𝑇
𝑎

)

𝑚

, (8)

with𝑚 being a constant and
(b) the linear function

𝐾 (𝑇) = 𝑘
𝑎
[1 + 𝛾 (𝑇 − 𝑇

𝑎
)] . (9)
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The dimensionless thermal conductivity given by the power
law and the linear function of temperature is 𝑘(𝜃) = 𝜃𝑚 and
𝑘(𝜃) = 1 + 𝛽𝜃, respectively. Here the thermal conductivity
gradient is𝛽 = 𝛾(𝑇

𝑏
−𝑇
𝑎
). Furthermore, we consider a various

fin profiles including the longitudinal rectangular 𝑓(𝑥) =
1, the longitudinal convex parabolic 𝑓(𝑥) = √𝑥, and the
exponential profile 𝑓(𝑥) = e𝑎𝑥 with 𝑎 being the constant (see
also [16]).

3. Fundamentals of the Differential
Transform Method

In this section, the basic idea underlying the DTM is briefly
introduced. Let 𝑦(𝑡) be an analytic function in a domain D.
The Taylor series expansion function of 𝑦(𝑡) with the center
located at 𝑡 = 𝑡

𝑗
is given by [20]

𝑦 (𝑡) =

∞

∑

𝜅=0

(𝑡 − 𝑡
𝑗
)
𝜅

𝜅!
[
𝑑
𝜅
𝑦 (𝑡)

𝑑𝑡𝜅
]

𝑡=𝑡
𝑗

, ∀𝑡 ∈ D. (10)

The particular case of (10) when 𝑡
𝑗
= 0 is referred to as

the Maclaurin series expansion of 𝑦(𝑡) and is expressed as

𝑦 (𝑡) =

∞

∑

𝜅=0

𝑡
𝜅

𝜅!
[
𝑑
𝜅
𝑦 (𝑡)

𝑑𝑡𝜅
]

𝑡=0

, ∀𝑡 ∈ D. (11)

The differential transform of 𝑦(𝑡) is defined as follows:

𝑌 (𝑡) =

∞

∑

𝜅=0

H𝜅

𝜅!
[
𝑑
𝜅
𝑦 (𝑡)

𝑑𝑡𝜅
]

𝑡=0

, (12)

where 𝑦(𝑡) is the original analytic function and 𝑌(𝑡) is the
transformed function. The differential spectrum of 𝑌(𝑡) is
confined within the interval 𝑡 ∈ [0,H], where H is a
constant. From (11) and (12), the differential inverse transform
of 𝑌(𝑡) is defined as follows:

𝑦 (𝑡) =

∞

∑

𝜅=0

(
𝑡

H
)

𝜅

𝑌 (𝜅) , (13)

and if 𝑦(𝑡) is expressed by a finite series, then

𝑦 (𝑡) =

𝑟

∑

𝜅=0

(
𝑡

H
)

𝜅

𝑌 (𝜅) . (14)

Some of the useful mathematical operations performed
by the differential transform method are listed in Table 1.

The delta function 𝛿(𝜅 − 𝑠) is given by

𝛿 (𝜅 − 𝑠) = {
1 if 𝜅 = 𝑠,
0 if 𝜅 ̸=𝑠.

(15)

4. Comparison of Exact and
Analytical Solutions

In this section, we consider a model describing temperature
distribution in a longitudinal rectangular fin with both ther-
mal conductivity and heat transfer coefficient being functions

Table 1: Fundamental operations of the differential transform
method.

Original function Transformed function
𝑦(𝑡) = 𝑥(𝑡) ± 𝑧(𝑡) 𝑌(𝑡) = 𝑋(𝑡) ± 𝑍(𝑡)

𝑦(𝑡) = 𝛼𝑥(𝑡) 𝑌(𝑡) = 𝛼𝑋(𝑡)

𝑦(𝑡) =
𝑑𝑦(𝑡)

𝑑𝑡
𝑌(𝑡) = (𝜅 + 1)𝑌(𝜅 + 1)

𝑦(𝑡) =
𝑑
2
𝑦(𝑡)

𝑑𝑡2
𝑌(𝑡) = (𝜅 + 1)(𝜅 + 2)𝑌(𝜅 + 2)

𝑦(𝑡) =
𝑑
𝑠
𝑦(𝑡)

𝑑𝑡𝑠
𝑌(𝑡) = (𝜅 + 1)(𝜅 + 2) ⋅ ⋅ ⋅ (𝜅 + 𝑠)𝑌(𝜅 + 𝑠)

𝑦(𝑡) = 𝑥(𝑡)𝑧(𝑡) 𝑌(𝑡) =

𝜅

∑

𝑖=0

𝑋(𝑖)𝑍(𝜅 − 𝑖)

𝑦(𝑡) = 1 𝑌(𝑡) = 𝛿(𝜅)

𝑦(𝑡) = 𝑡 𝑌(𝑡) = 𝛿(𝜅 − 1)

𝑦(𝑡) = 𝑡
𝑠

𝑌(𝑡) = 𝛿(𝜅 − 𝑠)

𝑦(𝑡) = exp(𝜆𝑡) 𝑌(𝑡) =
𝜆
𝜅

𝜅!

𝑦(𝑡) = (1 + 𝑡)
𝑠

𝑌(𝑡) =
𝑠(𝑠 − 1) ⋅ ⋅ ⋅ (𝑠 − 𝜅 + 1)

𝜅!

𝑦(𝑡) = sin(𝜔𝑡 + 𝛼) 𝑌(𝑡) =
𝜔
𝜅

𝜅!
sin(𝜋𝜅

2!
+ 𝛼)

𝑦(𝑡) = cos(𝜔𝑡 + 𝛼) 𝑌(𝑡) =
𝜔
𝜅

𝜅!
cos(𝜋𝜅

2!
+ 𝛼)

of temperature given by the power law (see e.g., [2]).The exact
solution of (4) when both the power laws are given by the
same exponent is given by [2]

𝜃 (𝑥) = [

cosh (𝑀√𝑛 + 1𝑥)

cosh (𝑀√𝑛 + 1)
]

1/(𝑛+1)

. (16)

We use this exact solution as a benchmark or validation of
the DTM. The effectiveness of the DTM is determined by
comparing the exact and the analytical solutions.We compare
the results for the cases 𝑛 = 1 and 𝑛 = 2 with fixed values of
𝑀.

4.1. Case 𝑛=1. Applying the DTM to (4) with the power law
thermal conductivity, 𝑓(𝑥) = 1 (rectangular profile) and
givenH = 1, one obtains the following recurrence relation:

𝜅

∑

𝑖=0

[Θ (𝑖) (𝜅 − 𝑖 + 1) (𝜅 − 𝑖 + 2)Θ (𝜅 − 𝑖 + 2)

+ (𝑖 + 1)Θ (𝑖 + 1) (𝜅 − 𝑖 + 1)Θ (𝜅 − 𝑖 + 1)

−𝑀
2
Θ (𝑖)Θ (𝜅 − 𝑖)] = 0.

(17)

Exerting the transformation to the boundary condition (6) at
a point 𝑥 = 0,

Θ (1) = 0. (18)

The other boundary conditions are considered as follows:

Θ (0) = 𝑐, (19)
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where 𝑐 is a constant. Equation (17) is an iterative formula of
constructing the power series solution as follows:

Θ (2) =
𝑀
2
𝑐

2

(20)

Θ (3) = 0 (21)

Θ (4) = −
𝑀
4
𝑐

24

(22)

Θ (5) = 0 (23)

Θ (6) =
19𝑀
6
𝑐

720

(24)

Θ (7) = 0 (25)

Θ (8) = −
559𝑀

8
𝑐

40320

(26)

Θ (9) = 0 (27)

Θ (10) =
29161𝑀

10
𝑐

3628800

(28)

Θ (11) = 0 (29)

Θ (12) = −
2368081𝑀

12
𝑐

479001600

(30)

Θ (13) = 0 (31)

Θ (14) =
276580459𝑀

14
𝑐

87178291200

(32)

Θ (15) = 0

...
(33)

These terms may be taken as far as desired. Substituting
(18) to (32) into (13), we obtain the following analytical
solution:

𝜃 (𝑥) = 𝑐 +
𝑀
2
𝑐

2
𝑥
2
−
𝑀
4
𝑐

24
𝑥
4
+
19𝑀
6
𝑐

720
𝑥
6

−
559𝑀

8
𝑐

40320
𝑥
8
+
29161𝑀

10
𝑐

3628800
𝑥
10
−
2368081𝑀

12
𝑐

479001600
𝑥
12

+
276580459𝑀

14
𝑐

87178291200
𝑥
14
+ ⋅ ⋅ ⋅

(34)

To obtain the value of 𝑐, we substitute the boundary
condition (5) into (34) at the point 𝑥 = 1. Thus, we have

𝜃 (1) = 𝑐 +
𝑀
2
𝑐

2
−
𝑀
4
𝑐

24
+
19𝑀
6
𝑐

720
−
559𝑀

8
𝑐

40320

+
29161𝑀

10
𝑐

3628800
−
2368081𝑀

12
𝑐

479001600

+
276580459𝑀

14
𝑐

87178291200
+ ⋅ ⋅ ⋅ = 1.

(35)

Table 2: Results of the DTM and exact solutions for 𝑛 = 1,𝑀 = 0.7.

𝑥 DTM Exact Error
0 0.808093014 0.80809644 0.000003426
0.1 0.810072036 0.81007547 0.000003434
0.2 0.815999549 0.81600301 0.000003459
0.3 0.825847770 0.82585127 0.000003500
0.4 0.839573173 0.83957673 0.000003559
0.5 0.857120287 0.85712392 0.000003633
0.6 0.878426299 0.87843002 0.000003722
0.7 0.903426003 0.90342982 0.000003814
0.8 0.932056648 0.93206047 0.000003820
0.9 0.964262558 0.96426582 0.000003263
1.0 1.000000000 1.00000000 0.000000000

Table 3: Results of theDTMand Exact Solutions for 𝑛 = 2,𝑀 = 0.5.

𝑥 DTM Exact Error
0 0.894109126 0.894109793 0.000000665
0.1 0.895226066 0.895226732 0.000000666
0.2 0.898568581 0.898569249 0.000000668
0.3 0.904112232 0.904112905 0.000000672
0.4 0.911817796 0.911818474 0.000000678
0.5 0.921633352 0.921634038 0.000000685
0.6 0.933496900 0.933497594 0.000000694
0.7 0.947339244 0.947339946 0.000000702
0.8 0.963086933 0.963087627 0.000000694
0.9 0.980665073 0.980665659 0.000000586
1.0 1.000000000 1.000000000 0.000000000

We omit presenting the tedious process of finding 𝑐. However,
one may obtain the expression for 𝜃(𝑥) upon substituting the
obtained value of 𝑐 into (34).

4.2. Case 𝑛=2. Following a similar approach given in
Section 4.1 and given 𝑛 = 2, one obtains the analytical
solution

𝜃 (𝑥) = 𝑐 +
𝑀
2
𝑐

2
𝑥
2
−
𝑀
4
𝑐

8
𝑥
4
+
23𝑀
6
𝑐

240
𝑥
6

−
1069𝑀

8
𝑐

13440
𝑥
8
+
9643𝑀

10
𝑐

134400
𝑥
10
−
1211729𝑀

12
𝑐

17740800
𝑥
12

+
217994167𝑀

14
𝑐

3228825600
𝑥
14
+ ⋅ ⋅ ⋅ .

(36)

The constant 𝑐may be obtained using the boundary condition
at the fin base. The comparison of the DTM and the exact
solutions are reflected in Tables 2 and 3 for different values
of 𝑛. Furthermore, the comparison of the exact and the
analytical solutions is depicted in Figures 2(a) and 2(b).
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Figure 2: Comparison of analytical and exact solutions. In (a) 𝑛 = 1,𝑀 = 0.7 and (b) 𝑛 = 2,𝑀 = 0.5.

5. Analytical Solutions

It is well known that exact solutions forODEs such as (4) exist
only when thermal conductivity and the term containing
heat transfer coefficient are connected by differentiation
(or simply if the ODE such as (4) is linearizable) [4]. In
this section we determine the analytical solutions for the
nonlinearizable (4), firstlywhen thermal conductivity is given
by the power law and secondly as a linear function of
temperature. In both cases and throughout this paper, the
heat transfer coefficient is assumed to be a power law function
of temperature. These assumptions of the thermal properties
are physical realistic. We have noticed that DTM runs into
difficulty when the exponent of the power law of the thermal
conductivity is given by fractional values and also when the
function 𝑓(𝑥) is given in terms of fractional power law. One
may followMoradi and Ahmadikia [16] by introducing a new
variable to deal with fractional powers of 𝑓(𝑥), and on the
other hand, it is possible to remove the fractional exponent of
the heat transfer coefficient by fundamental laws of exponent
and binomial expansion.

Proposition 1. A nonlinear ODE such as (4) may admit the
DTM solution if 𝑓(𝑥) is a constant or exponential function.
However, if 𝑓(𝑥) is a power law, then such an equation admits
a DTM solution if the product,

𝑓 (𝑥) ⋅ 𝑓

(𝑥) = 𝛼, (37)

holds. Here 𝛼 is a real constant.

Proof. Introducing the new variable 𝜉 = 𝑓(𝑥), it follows from
chain rule that (4) becomes

𝛼
𝑑𝜉

𝑑𝑥

𝑑

𝑑𝜉
[𝑘 (𝜃)

𝑑𝜃

𝑑𝜉
] −𝑀

2
𝜃
𝑛+1
= 0. (38)

The most general solution of condition (37) is

𝑓 (𝑥) = (2𝛼𝑥 + 𝛾)
1/2

, (39)

where 𝛾 is an integration constant.

Example 2. (a) If 𝑓(𝑥) = 𝑥𝜎, then 𝜉 = 𝑥𝜎 transforms (4) into

𝑑

𝑑𝜉
[𝑘 (𝜃)

𝑑𝜃

𝑑𝜉
] − 4𝑀

2
𝜉𝜃
𝑛+1
= 0, (40)

only if 𝜎 = 1/2.
This example implies that the DTM may only be appli-

cable to problems describing heat transfer in fins with
convex parabolic profile. In the next subsections, we present
analytical solutions for (4) with various functions 𝑓(𝑥) and
𝑘(𝜃).

5.1. The Exponential Profile and Power Law Thermal Con-
ductivity. In this section, we present solutions for equation
describing heat transfer in a fin with exponential profile and
power law thermal conductivity and heat transfer coefficient.
That is, given (4) with 𝑓(𝑥) = e𝜎𝑥, and both heat transfer
coefficient and thermal conductivity being power law func-
tions of temperature, we construct analytical solutions. In our
analysis, we consider 𝑛 = 2 and 3 indicating the fin subject to
nucleate boiling and radiation into free space at zero absolute
temperature, respectively. Firstly, given 𝑛 = 3 and 𝑚 = 2
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and applying the DTM, one obtains the following recurrence
revelation:

𝜅

∑

𝑖=0

𝜅−𝑖

∑

𝑙=0

𝜅−𝑖−𝑙

∑

𝑝=0

[
𝜎
𝑝

𝑝!
Θ (𝑙) Θ (𝑖) (𝜅 − 𝑖 − 𝑙 − 𝑝 + 1)

× (𝜅 − 𝑖 − 𝑙 − 𝑝 + 2)Θ (𝜅 − 𝑖 − 𝑙 − 𝑝 + 2)

+ 2
𝜎
𝑝

𝑝!
Θ (𝑙) (𝑖 + 1)Θ (𝑖 + 1)

× (𝜅 − 𝑖 − 𝑙 − 𝑝 + 1)Θ (𝜅 − 𝑖 − 𝑙 − 𝑝 + 1)

+ 2𝜎
𝜎
𝑝

𝑝!
Θ (𝑙) Θ (𝑖) (𝜅 − 𝑖 − 𝑙 − 𝑝 + 1)

× Θ (𝜅 − 𝑖 − 𝑙 − 𝑝 + 1)

−𝑀
2
Θ(𝑝)Θ (𝑙) Θ (𝑖) Θ (𝜅 − 𝑖 − 𝑙 − 𝑝) ] = 0.

(41)

One may recall the transformed prescribed boundary
conditions (18) and (19). Equation (41) is an iterative formula
of constructing the power series solution as follows:

Θ (2) =
𝑀
2
𝑐
2

2

Θ (3) = −
𝜎𝑀
2
𝑐
2

3

Θ (4) =

𝑀
2
𝑐
2
(3𝜎
2
− 2𝑀

2
𝑐)

24

Θ (5) = −

𝑀
2
𝑐
2
(𝜎
3
− 4𝜎𝑀

2
𝑐)

30

Θ (6) =

𝑀
2
𝑐
2
(5𝜎
4
− 78𝜎

2
𝑀
2
𝑐 + 58𝑀

4
𝑐
2
)

720

...

(42)

The pervious process is continuous and onemay consider
as many terms as desired (but bearing in mind that DTM
converges quite fast). Substituting (18) to (19) and (42) into
(13), we obtain the following closed form of the solution:

𝜃 (𝑥) = 𝑐 +
𝑀
2
𝑐
2

2
𝑥
2
−
𝜎𝑀
2
𝑐
2

3
𝑥
3

+

𝑀
2
𝑐
2
(3𝜎
2
− 2𝑀

2
𝑐)

24
𝑥
4

−

𝑀
2
𝑐
2
(𝜎
3
− 4𝜎𝑀

2
𝑐)

30
𝑥
5

+

𝑀
2
𝑐
2
(5𝜎
4
− 78𝜎

2
𝑀
2
𝑐 + 58𝑀

4
𝑐
2
)

720
𝑥
6
+ ⋅ ⋅ ⋅

(43)

To obtain the value of 𝑐, we substitute the boundary
condition (5) into (43) at the point 𝑥 = 1. That is,

𝜃 (1) = 𝑐 +
𝑀
2
𝑐
2

2
−
𝜎𝑀
2
𝑐
2

3
+

𝑀
2
𝑐
2
(3𝜎
2
− 2𝑀

2
𝑐)

24

−

𝑀
2
𝑐
2
(𝜎
3
− 4𝜎𝑀

2
𝑐)

30

+

𝑀
2
𝑐
2
(5𝜎
4
− 78𝜎

2
𝑀
2
𝑐 + 58𝑀

4
𝑐
2
)

720
+ ⋅ ⋅ ⋅ = 1.

(44)

Substituting this value of 𝑐 into (43), one finds the
expression for 𝜃(𝑥). On the other hand, given (𝑛,𝑚) = (2, 3),
one obtains the solution

𝜃 (𝑥) = 𝑐 +
𝑀
2

2
𝑥
2
−
𝜎𝑀
2

3
𝑥
3

+

𝑀
2
(𝜎
2
𝑐 − 2𝑀

2
)

8𝑐
𝑥
4
−

𝜎𝑀
2
(2𝜎
2
𝑐 − 21𝑀

2
)

60𝑐
𝑥
5

+

𝑀
2
(180𝑀

4
− 186𝜎

2
𝑀
2
𝑐 + 5𝜎

4
𝑐
2
)

720
𝑥
6
+ ⋅ ⋅ ⋅

(45)

Here, the constant 𝑐 maybe obtained by evaluating the
boundary condition 𝜃(1) = 1. The solutions (43) and (45) are
depicted in Figures 3(b) and 3(a), respectively.

5.2. The Rectangular Profile and Power Law Thermal Con-
ductivity. In this section, we provide a detailed construction
of analytical solutions for the heat transfer in a longitudinal
rectangular finwith a power law thermal conductivity; that is,
we consider (4) with 𝑓(𝑥) = 1 and 𝑘(𝜃) = 𝜃𝑚. The analytical
solutions are given in the following expressions.

(a) Case (𝑛,𝑚) = (2, 3)

𝜃 (𝑥) = 𝑐 +
𝑀
2

2
𝑥
2
−
𝑀
4

4𝑐
𝑥
4
+
𝑀
6

4𝑐2
𝑥
6

−
33𝑀
8

122𝑐3
𝑥
8
+
127𝑀

10

336𝑐4
𝑥
10
+ ⋅ ⋅ ⋅ .

(46)

(b) Case (𝑛,𝑚) = (3, 2)

𝜃 (𝑥) = 𝑐 +
𝑐
2
𝑀
2

2
𝑥
2
−
𝑐
3
𝑀
4

12
𝑥
4
+
29𝑐
4
𝑀
6

360
𝑥
6

−
307𝑐
5
𝑀
8

5040
𝑥
8
+
23483𝑐

6
𝑀
10

453600
𝑥
10
+ ⋅ ⋅ ⋅ .

(47)

The constant 𝑐 is obtained by solving the appropriate 𝜃(𝑥)
at the fin base boundary condition. The analytical solutions
in (46) and (47) are depicted in Figures 4(a) and 4(b),
respectively.
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Figure 3: Temperature profile in a longitudinal fin with exponential profile and power law thermal conductivity. In (a) the exponents are
(𝑛,𝑚) = (2, 3) and (b) (𝑛, 𝑚) = (3, 2).
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Figure 4: Temperature profile in a longitudinal fin with rectangular profile and power law thermal conductivity. In (a) the exponents are
(𝑛,𝑚) = (2, 3) and (b) (𝑛, 𝑚) = (3, 2).

5.3. The Convex Parabolic Profile and Power Law Thermal
Conductivity. In this section, we present solutions for the
equation describing the heat transfer in a fin with con-
vex parabolic profile and power law thermal conductivity.
Equation (40) is considered. Here we consider the values
{(𝑛,𝑚) = (2, 3); (3, 2)}. The final analytical solution is given
by

(a) Case (𝑛,𝑚) = (2, 3)

𝜃 (𝑥) = 𝑐 +
2𝑀
2

3
𝑥
3/2
−
2𝑀
4

5𝑐
𝑥
3
+
23𝑀
6

45𝑐2
𝑥
9/2

−
1909𝑀

8

2475𝑐3
𝑥
6
+
329222𝑀

10

259875𝑐4
𝑥
15/2

+ ⋅ ⋅ ⋅ .

(48)
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Figure 5: Temperature profile in a longitudinal fin with convex parabolic profile and power law thermal conductivity. In (a) the exponents
are (𝑛,𝑚) = (2, 3) and (b) (𝑛,𝑚) = (3, 2).

(b) Case (𝑛,𝑚) = (3, 2)

𝜃 (𝑥) = 𝑐 +
2𝑐
2
𝑀
2

3
𝑥
3/2
−
4𝑐
3
𝑀
4

45
𝑥
3
+
4𝑐
4
𝑀
6

27
𝑥
9/2

−
992𝑐
5
𝑀
8

7425
𝑥
6
+
30064𝑐

6
𝑀
10

212625
𝑥
15/2

+ ⋅ ⋅ ⋅ .

(49)

The constant 𝑐 is obtained by evaluating the appropriate 𝜃(𝑥)
at the fin base boundary condition. The solutions in (48) and
(49) are depicted in Figures 5(a) and 5(b), respectively.

5.4. The Rectangular Profile and LinearThermal Conductivity.
In this section, we present solutions for the equation repre-
senting the heat transfer in a fin with rectangular profile and
the thermal conductivity depending linearly on temperature.
That is, we consider (4) with 𝑓(𝑥) = 1 and 𝑘(𝜃) = 1 + 𝛽𝜃. The
analytical solutions for this problem for different values of 𝑛
are given by

(a) Case 𝑛 = 0

𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐

2 (1 + 𝛽𝑐)
𝑥
2
−
𝑀
4
𝑐 (−1 + 2𝛽𝑐)

24(1 + 𝛽𝑐)
3
𝑥
4

+

𝑀
6
𝑐 (1 − 16𝛽𝑐 + 28𝛽

2
𝑐
2
)

720(1 + 𝛽𝑐)
5
𝑥
6

−

𝑀
8
𝑐 (−1 + 78𝛽𝑐 − 600𝛽

2
𝑐
2
+ 896𝛽

3
𝑐
3
)

40320(1 + 𝛽𝑐)
7

𝑥
8

+

𝑀
10
𝑐 (1 − 332𝛽𝑐 + 7812𝛽

2
𝑐
2
− 39896𝛽

3
𝑐
3
+ 51184𝛽

4
𝑐
4
)

3628800(1 + 𝛽𝑐)
9

𝑥
10

+ ⋅ ⋅ ⋅ .

(50)

(b) Case 𝑛 = 1

𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐
2

2 (1 + 𝛽𝑐)
𝑥
2
−
𝑀
4
𝑐
3
(−1 + 2𝛽𝑐)

24(1 + 𝛽𝑐)
3
𝑥
4

+

𝑀
6
𝑐
4
(10 − 16𝛽𝑐 + 19𝛽

2
𝑐
2
)

720(1 + 𝛽𝑐)
5

𝑥
6

−

𝑀
8
𝑐
5
(−80 + 342𝛽𝑐 − 594𝛽

2
𝑐
2
+ 559𝛽

3
𝑐
3
)

40320(1 + 𝛽𝑐)
7

𝑥
8

+

𝑀
10
𝑐
6
(1000 − 7820𝛽𝑐 + 24336𝛽

2
𝑐
2
− 36908𝛽

3
𝑐
3
+ 29161𝛽

4
𝑐
4
)

3628800(1 + 𝛽𝑐)
9

𝑥
10

+ ⋅ ⋅ ⋅ .

(51)

(c) Case 𝑛 = 2

𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐
3

2 (1 + 𝛽𝑐)
𝑥
2
+
𝑀
4
𝑐
5

8(1 + 𝛽𝑐)
3
𝑥
4
+

𝑀
6
𝑐
7
(3 + 2𝛽

2
𝑐
2
)

80(1 + 𝛽𝑐)
5
𝑥
6

+

𝑀
8
𝑐
9
(49 − 20𝛽𝑐 + 66𝛽

2
𝑐
2
− 40𝛽
3
𝑐
3
)

4480(1 + 𝛽𝑐)
7

𝑥
8

+

𝑀
10
𝑐
11
(427 − 440𝛽𝑐 + 1116𝛽

2
𝑐
2
− 1020𝛽

3
𝑐
3
+ 672𝛽

4
𝑐
4
)

134400(1 + 𝛽𝑐)
9

𝑥
10

+ ⋅ ⋅ ⋅ .

(52)
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(d) Case 𝑛 = 3
𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐
4

2 (1 + 𝛽𝑐)
𝑥
2
+
𝑀
4
𝑐
7
(4 + 𝛽𝑐)

24(1 + 𝛽𝑐)
3
𝑥
4

+

𝑀
6
𝑐
10
(52 + 32𝛽𝑐 + 25𝛽

2
𝑐
2
)

720(1 + 𝛽𝑐)
5

𝑥
6

+

𝑀
8
𝑐
13
(1288 + 1020𝛽𝑐 + 1212𝛽

2
𝑐
2
− 95𝛽

3
𝑐
3
)

40320(1 + 𝛽𝑐)
7

𝑥
8

+

𝑀
10
𝑐
16
(52024+45688𝛽𝑐+77184𝛽

2
𝑐
2
−680𝛽

3
𝑐
3
+ 15025𝛽

4
𝑐
4
)

3628800(1 + 𝛽𝑐)
9

𝑥
10

+ . . . .

(53)

The constant 𝑐may be obtained from the boundary condition
on the appropriate solution. The solutions in (50), (51), (52),
and (53) are depicted in Figure 6.

5.5.The Convex Parabolic Profile and LinearThermal Conduc-
tivity. In this section, we present solutions for the equation
describing the heat transfer in a fin with convex parabolic
profile and the thermal conductivity depending linearly on
temperature. That is, we consider (40) with 𝑘(𝜃) = 1 + 𝛽𝜃.
The analytical solution for this problem for different values of
𝑛 is given by

(a) Case 𝑛 = 0

𝜃 (𝑥)

= 𝑐 +
2𝑀
2
𝑐

3 (1 + 𝛽𝑐)
𝑥
3/2
−
2𝑀
4
𝑐 (−2 + 3𝛽𝑐)

45(1 + 𝛽𝑐)
3

𝑥
3

+

𝑀
6
𝑐 (2 − 25𝛽𝑐 + 33𝛽

2
𝑐
2
)

405(1 + 𝛽𝑐)
5

𝑥
9/2

−

𝑀
8
𝑐 (−10 + 599𝛽𝑐 − 3582𝛽

2
𝑐
2
+ 4059𝛽

3
𝑐
3
)

66825(1 + 𝛽𝑐)
7

𝑥
6

+ ⋅ ⋅ ⋅ .

(54)

(b) Case 𝑛 = 1

𝜃 (𝑥)

= 𝑐 +
2𝑀
2
𝑐
2

3 (1 + 𝛽𝑐)
𝑥
3/2
−
2𝑀
4
𝑐
3
(−4 + 𝛽𝑐)

45(1 + 𝛽𝑐)
3

𝑥
3

+

2𝑀
6
𝑐
4
(9 − 11𝛽𝑐 + 10𝛽

2
𝑐
2
)

405(1 + 𝛽𝑐)
5

𝑥
9/2

−

2𝑀
8
𝑐
5
(−330 + 1118𝛽𝑐 − 1584𝛽

2
𝑐
2
+ 1093𝛽

3
𝑐
3
)

66825(1 + 𝛽𝑐)
7

𝑥
6

+ ⋅ ⋅ ⋅ .

(55)
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Figure 6: Temperature profile in a longitudinal rectangular fin with
linear thermal conductivity and varying values of 𝑛. Here 𝛽 = 0.5
and𝑀 = 1.5 are fixed.

(c) Case 𝑛 = 2

𝜃 (𝑥)

= 𝑐 +
2𝑀
2
𝑐
3

3 (1 + 𝛽𝑐)
𝑥
3/2
+
2𝑀
4
𝑐
5
(6 + 𝛽𝑐)

45(1 + 𝛽𝑐)
3
𝑥
3

+

𝑀
6
𝑐
7
(16 + 3𝛽𝑐 + 7𝛽

2
𝑐
2
)

135(1 + 𝛽𝑐)
5

𝑥
9/2

+

𝑀
8
𝑐
9
(1160 − 107𝛽𝑐 + 1116𝛽

2
𝑐
2
− 367𝛽

3
𝑐
3
)

22275(1 + 𝛽𝑐)
7

𝑥
6

+ ⋅ ⋅ ⋅ .

(56)

(d) Case 𝑛 = 3

𝜃 (𝑥)

= 𝑐 +
2𝑀
2
𝑐
4

3 (1 + 𝛽𝑐)
𝑥
3/2
+
2𝑀
4
𝑐
7
(8 + 3𝛽𝑐)

45(1 + 𝛽𝑐)
3
𝑥
3

+

4𝑀
6
𝑐
10
(23 + 17𝛽𝑐 + 9𝛽

2
𝑐
2
)

405(1 + 𝛽𝑐)
5

𝑥
9/2

+

2𝑀
8
𝑐
13
(5000+4868𝛽𝑐 + 4356𝛽

2
𝑐
2
+ 363𝛽

3
𝑐
3
)

66825(1 + 𝛽𝑐)
7

𝑥
6

+ ⋅ ⋅ ⋅ .

(57)

The constant 𝑐 may be obtained from the boundary
condition on the appropriate 𝜃(𝑥).The solutions in (54), (55),
(56) and (57) are depicted in Figure 7.
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Figure 7: Temperature profile in a longitudinal convex parabolic fin
with linear thermal conductivity and varying values of 𝑛. Here 𝛽 =
0.5 and𝑀 = 1.5 are fixed.

5.6. The Exponential Profile and LinearThermal Conductivity.
In this section, we present solutions for equation heat transfer
in a fin with convex parabolic profile and the thermal
conductivity depending linearly on temperature. That is, we
consider (4) with 𝑘(𝜃) = 1 + 𝛽𝜃 and 𝑓(𝑥) = e𝜎𝑥. Here 𝜎
is a constant. The analytical solutions for this problem for
different values of 𝑛 are given by

(a) Case 𝑛 = 0

𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐

2 (1 + 𝛽𝑐)
𝑥
2
−

𝜎𝑀
2
𝑐 (2 + 𝛽𝑐 + 𝛽

2
𝑐)

6(1 + 𝛽𝑐)
2
𝑥
3

+

𝑀
2
𝑐 (𝑀
2
(1 − 2𝛽

2
𝑐) + 𝜎

2
(3 +3𝛽𝑐+𝛽

3
𝑐
2
+𝛽
4
𝑐
2
+𝛽
2
𝑐 (3 + 𝑐)))

24(1 + 𝛽𝑐)
4

𝑥
4

+ ⋅ ⋅ ⋅ .

(58)

(b) Case 𝑛 = 1

𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐
2

2 (1 + 𝛽𝑐)
𝑥
2
−

𝜎𝑀
2
𝑐
2
(2 + 𝛽𝑐 + 𝛽

2
𝑐)

6(1 + 𝛽𝑐)
2
𝑥
3

+

𝑀
2
𝑐
2
(𝑀
2
𝑐 (2+𝛽𝑐−2𝛽

2
𝑐)+𝜎
2
(3+3𝛽𝑐+𝛽

3
𝑐
2
+𝛽
4
𝑐
2
+𝛽
2
𝑐 (3+𝑐)))

24(1 + 𝛽𝑐)
3

𝑥
4

+ ⋅ ⋅ ⋅ .

(59)
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Figure 8: Temperature profile in a longitudinal fin of exponential
profile with linear thermal conductivity and varying values of 𝑛.
Here 𝛽 = 0.5 and𝑀 = 1.5 are fixed.

(c) Case 𝑛 = 2
𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐
3

2 (1 + 𝛽𝑐)
𝑥
2
−

𝜎𝑀
2
𝑐
3
(2 + 𝛽𝑐 + 𝛽

2
𝑐)

6(1 + 𝛽𝑐)
2
𝑥
3

+

𝑀
2
𝑐
3
(𝑀
2
𝑐
2
(3+2𝛽𝑐−2𝛽

2
𝑐)+𝜎
2
(3+3𝛽𝑐+𝛽

3
𝑐
2
+𝛽
4
𝑐
2
+𝛽
2
𝑐 (3+𝑐)))

24(1 + 𝛽𝑐)
3

×𝑥
4
+ ⋅ ⋅ ⋅ .

(60)

(d) Case 𝑛 = 3
𝜃 (𝑥)

= 𝑐 +
𝑀
2
𝑐
4

2 (1 + 𝛽𝑐)
𝑥
2
−

𝜎𝑀
2
𝑐
4
(2 + 𝛽𝑐 + 𝛽

2
𝑐)

6(1 + 𝛽𝑐)
2
𝑥
3

+

𝑀
2
𝑐
4
(𝑀
2
𝑐
3
(4+3𝛽𝑐−2𝛽

2
𝑐)+𝜎
2
(3+3𝛽𝑐+𝛽

3
𝑐
2
+𝛽
4
𝑐
2
+𝛽
2
𝑐 (3+𝑐)))

24(1 + 𝛽𝑐)
3

×𝑥
4
+ ⋅ ⋅ ⋅ .

(61)

The constant 𝑐 may be obtained from the boundary
condition on the appropriate 𝜃(𝑥).The solutions in (58), (59),
(60), and (61) are depicted in Figure 8.

6. Fin Efficiency and Heat Flux

6.1. Fin Efficiency. Theheat transfer rate from a fin is given by
Newton’s second law of cooling:

𝑄 = ∫

𝐿

0

𝑃𝐻 (𝑇) (𝑇 − 𝑇
𝑎
) 𝑑𝑥. (62)
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Fin efficiency is defined as the ratio of the fin heat transfer
rate to the rate that would be if the entire fin were at the base
temperature and is given by (see e.g., [1])

𝜂
=

𝑄

𝑄ideal
=

∫
𝐿

0
𝑃𝐻 (𝑇) (𝑇 − 𝑇

𝑎
) 𝑑𝑋

𝑃ℎ
𝑏
𝐿 (𝑇
𝑏
− 𝑇
𝑎
)

. (63)

In dimensionless variables, we have

𝜂 = ∫

1

0

𝜃
𝑛+1
𝑑𝑥. (64)

We consider the solutions (50), (51), (52), and (53) and depict
the fin efficiency (63) in Figure 9.

6.2. Heat Flux. The fin base heat flux is given by the Fourier’s
law

𝑞
𝑏
= 𝐴
𝑐
𝐾 (𝑇)

𝑑𝑇

𝑑𝑥
. (65)

The total heat flux of the fin is given by [1]

𝑞 =
𝑞
𝑏

𝐴
𝑐
𝐻(𝑇) (𝑇

𝑏
− 𝑇
𝑎
)
. (66)

Introducing the dimensionless variable as described in
Section 2 implies

𝑞 =
1

𝐵𝑖

𝑘 (𝜃)

ℎ (𝜃)

𝑑𝜃

𝑑𝑥
, (67)

where the dimensionless parameter 𝐵𝑖 = ℎ
𝑏
𝐿/𝑘
𝑎
is the Biot

number. We consider a number of cases for the thermal
conductivity and the heat transfer coefficient.

6.2.1. Linear Thermal Conductivity and Power Law Heat
Transfer Coefficient. In this case (67) becomes

𝑞 =
1

𝐵𝑖
(1 + 𝛽𝜃) 𝜃

−𝑛 𝑑𝜃

𝑑𝑥
. (68)

The heat flux in (68) at the base of the fin is plotted in
Figure 10.

6.2.2. Power LawThermal Conductivity and Heat Transfer
Coefficient. In this case (67) becomes

𝑞 =
1

𝐵𝑖
𝜃
𝑚−𝑛 𝑑𝜃

𝑑𝑥
. (69)

Not surprisingly, heat flux in one-dimensional fins is higher
given values 𝐵𝑖 ≪ 1. The heat flux in (69) is plotted in
Figures 11(a), 11(b), and 11(c).

7. Some Discussions

The DTM has resulted in some interesting observations and
study. We have observed in Figures 2(a) and 2(b) an excellent
agreement between the analytical solutions generated by
DTM and the exact solution obtained in [2]. In particular, we
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Figure 9: Fin efficiency of a longitudinal rectangular fin. Here 𝛽 =
0.75.
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Figure 10: Base heat flux in a longitudinal rectangular finwith linear
thermal conductivity. Here 𝛽 = 0.1.

considered a fin problem in which both thermal conductivity
and heat transfer coefficient are given by the same power law.
Furthermore, we notice from Table 2 that an absolute error
of approximately 3.5𝑒 − 005 is produced by DTM of order
𝑂(15). In Table 3, an absolute error of approximately 6.5𝑒 −
006 is produced for the same order. This confirms that the
DTM converges faster and can provide accurate results with
a minimum computation. As such, a tremendous confidence
in the DTM in terms of the accuracy and effectiveness was
built, and thus we used this method to solve other problems
for which exact solutions are harder to construct.

In Figures 3(a), 3(b), 4(a), 4(b), 5(a), and 5(b), we
observe that the fin temperature increaseswith the decreasing
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values of the thermogeometric fin parameter. Here, the
values of the exponents are fixed. Also, we observe that fin
temperature is higher when 𝑛 − 𝑚 > 0, that is, when heat
transfer coefficient is higher than the thermal conductivity.
We observe in Figures 6, 7, and 8 that the fin temperature
increases with the increasing values of 𝑛. Furthermore,
it appears that the fin with exponential profile performs
the least in transferring the heat from the base, since the
temperature in such a fin is much higher than that of
the rectangular and the convex parabolic profiles. In other
words, heat dissipation to the fluid surrounding the extended
surface is much faster in longitudinal fins of rectangular and
convex parabolic profiles. In Figure 9, fin efficiency decreases
with increasing thermogeometric fin parameter. Also, fin
efficiency increases with increasing values of 𝑛. It is easy
to show that the thermogeometric fin parameter is directly
proportional to the aspect ratio (extension factor) with square
root of the Biot number being the proportionality constant.
As such, shorter fins are more efficient than longer ones.
Else, the increased Biot number results in less efficient fin
whenever the space is confined, that is, where the length of
the fin cannot be increased. Figure 10 depicts the heat flux
at the fin base. The amount of heat energy dissipated from
the fin base is of immense interest in engineering [28]. We
observe in Figure 10 that the base heat flux increases with
the thermogeometric fin parameter for considered values of
the exponent 𝑛 (see also [28]). Figures 11(a), 11(b), and 11(c)
display the heat flux across the fin length. We note that the
heat flux across the fin length increases with increasing values
of the thermogeometric fin parameter.

8. Concluding Remarks

In this study, we have successfully applied the DTM to highly
nonlinear problems arising in heat transfer through longitu-
dinal fins of various profiles. Both thermal conductivity and
heat transfer coefficient are given as functions of temperature.
The DTM agreed well with exact solutions when the thermal
conductivity and heat transfer coefficient are given by the
same power law. A rapid convergence to the exact solution
was observed. Following the confidence in DTM built by the
results mentioned, we then solved various exciting problems.
The exotic results have been shown in tables and figures listed
in this paper.

The results obtained in this paper are significant improve-
ments on the known results. In particular, both the heat
transfer coefficient and the thermal conductivity are allowed
to be given by the power law functions of temperature, and
alsowe considered a number of finprofiles.Wenote that exact
solutions are difficult if not impossible to construct when the
exponents of these properties are distinct.

Perhaps the notable advantage of the DTM is the general-
ization of the Taylor method to problems involving unusual
derivative procedures such as fractional, fuzzy, or q-derivative
[22]. Some generalizations have been made by Odibat et al.
[24], and they referred to their new method as the General-
ized Differential Transform Method (GDTM). This showed
great improvement compared to the Fractional Differential
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Figure 11: Heat flux across a longitudinal rectangular fin with linear
thermal conductivity. (a) 𝑛−𝑚 < 0, (b) 𝑛−𝑚 > 0, and (c) 𝑛−𝑚 = 0.
Here 𝐵𝑖 = 0.01.
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Transform Method (FDTM) introduced by Arikoglu and
Ozkol [23].

We have shown with the help of an example that DTM
may only be applied to fin problems involving heat transfer
through fins with convex parabolic profile. Note that given an
ODE such as (4) with a power law heat transfer coefficient of
a fractional exponent, then one can easily remove the fraction
by basic exponential rules and employment of the Binomial
expansion. However, using the DTM, one runs into difficulty
if the power law thermal conductivity in the same equation is
given by the fractional exponent. We do not know whether
these observations call for the “modified” DTM to solve
problems arising in heat flow through fins with other profiles,
such as longitudinal triangular and concave parabolic, and
also with fractional power law thermal conductivity.

The main results obtained in this paper give insight
into heat transfer in boiling liquids where the heat transfer
coefficient is temperature dependent and may be given by a
power law. The thermal conductivity of some materials such
as gallium nitride (GaN) and Aluminium Nitride (AlN) may
be modeled by power law temperature dependency [29, 30].
Thus, the solutions constructed here give a better comparison
of heat transfer in terms of material used since in many engi-
neering applications thermal conductivity is given as a linear
function of temperature. Furthermore, a good study in terms
of performance and efficiency of fin with different profiles is
undertaken. These finding could help in the design of fins. It
is claimed in [14] that DTM results are more accurate than
those constructed by Variational Iteration Methods (VIM)
and Homotopy Perturbation Methods (HPM). However, it
would be risky to use the DTM approximate solutions as
benchmarks for the numerical schemes. Nevertheless, we
have also shown that DTM converges rapidly in just fifteen
terms to the exact solution.
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Corns, fruits, and vegetables are usually used as porous medium in drying process. But in fact, it must be considered as the cortex
effect on mass transfer because the mass transfer of cortex is very difficult than inner medium. Based on the theory of heat and
mass transfer, a coupled model for the porous medium vacuum drying process with cortex effect is constructed. The model is
implemented and solved using COMSOL software.The water evaporation rate is determined using a nonequilibriummethod with
the rate constant parameter 𝐾

𝑟
that has been studied. The effects of different vapor pressures (1000, 5000, and 9000 Pa), initial

moisture contents (0.3, 0.4, and 0.5 water saturation), drying temperatures (323, 333, and 343K), and intrinsic permeability for
cortex part (10−13, 10−14, 10−15m2) on vacuum drying process were studied. The results facilitate a better understanding of the
porous medium vacuum drying process that nearer to the reality.

1. Introduction

Scientists and engineers in China are currently studying
vacuum drying equipment that could be used in corn drying
[1–3]. However, the corn vacuum drying theory remains
unclear. Hypothesized that corn is a porous medium, the
vacuum drying of corn is a complicated heat and mass
transfer process that has been the subject of intensive research
[4–7]. All vacuum drying models have to address the water
phase change during numerical solving. In one method,
the vapor pressure is equal to its equilibrium value [8–11].
Another method is nonequilibrium method [12–16]. As the
porousmedium, the heat andmass transfer in vacuumdrying
process has been studied by nonequilibriummethod [17].The
water evaporation rate is determined using a nonequilibrium
methodwith the rate constant parameter𝐾

𝑟
.𝐾
𝑟
values of 1, 10,

1000, and 10000 are simulated. The effects of different vapor
pressures (1000, 5000, and 9000 Pa), initial moisture contents
(0.4, 0.5, and 0.6 water saturation), drying temperatures
(323, 333, and 343K), and intrinsic permeability (10−13, 10−14,
10−15m2) are studied. It was observed that the temperature
increased quickly at the start of drying and then lowered
gradually. As the drying process continued, the temperature
increased slowly. In the absence of free water, temperature

increased rapidly. As the drying process concluded, the tem-
perature remained unchanged. The water evaporation rate
could not be obtained during the porous medium vacuum
drying process.The rate constant parameter is essential to the
nonequilibriummethod. When𝐾

𝑟
≥ 1000, the simulation of

the drying process was not evidently affected. Vapor pressure
and heat transfer affected the transfer ofmass. A similar effect
was found in the initial moisture and the heat temperature.
Intrinsic permeability had a greater effect on the drying
process. In the study above, it is as the uniform porous
medium. But in fact, it must be considered as the cortex effect
on mass transfer because the mass transfer of cortex is more
difficult than inner medium.The study of about cortex effect
is very few.

In this paper, heat and mass transfer of porous medium
with cortex in the vacuum drying process is implemented by
using a nonequilibrium method. The effects of vapor pres-
sure, initial moisture, heat temperature, and cortex intrinsic
permeability on the drying process were then examined.

2. Physical Model

A physical one-dimensional (1D) model that explains the
drying process is shown in Figure 1. The heat and mass
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𝑦

Surface (cortex)

Symmetry

Figure 1: 1D model of porous medium with cortex.

transfer is considered only in the 𝑦 direction. Because
consider the cortex effect. The heat and mass transfer is
through the surface ofmedium that is the cortex position.The
total height of the porous medium is 1.05 cm, and the cortex
height is 0.05 cm.

3. Mathematical Model

The porous medium consists of a continuous rigid solid
phase, an incompressible liquid phase (free water), and a
continuous gas phase that is assumed to be a perfect mixture
of vapor and dry air, considered as ideal gases. For a mathe-
matical description of the transport phenomenon in a porous
medium, we adopt a continuum approach, wherein macro-
scopic partial differential equations are achieved through the
volume averaging of the microscopic conservation laws. The
value of any physical quantity at a point in space is given by its
average value on the averaging volume centered at this point.

The moisture movement of the inner porous medium is
liquid water and vapor movement; that is, the liquid water
could become vapor, and the vapor and liquid water are
moved by the pressure gradient. The heat and mass transfer
theory could be found in everywhere [8].

The compressibility effects of the liquid phase are negligi-
ble, and the phase is homogeneous:

𝜌
𝑙
= constant. (1)

The solid phase is rigid and homogeneous:

𝜌
𝑠
= constant. (2)

The gaseous phase is considered an ideal gas. This phase
ensures that

𝜌
𝑎
=
𝑚
𝑎
𝑃
𝑎

𝑅𝑇

,

𝜌V =
𝑚V𝑃V

𝑅𝑇

,

𝑃
𝑔
= 𝑃
𝑎
+ 𝑃V,

𝜌
𝑔
= 𝜌
𝑎
+ 𝜌V.

(3)

The assumption of the local thermal equilibrium between
the solid, gas, and liquid phases involves

𝑇
𝑠
= 𝑇
𝑔
= 𝑇
𝑙
= 𝑇. (4)

Mass conservation equations are written for each compo-
nent in each phase. Given that the solid phase is rigid, the
following is given:

𝜕𝜌
𝑠

𝜕𝑡
= 0. (5)

The averaged mass conservation of the dry air yields

𝜕 (𝜀 ⋅ 𝑆
𝑔
𝜌
𝑎
)

𝜕𝑡
+ ∇ ⋅ (𝜌

𝑎
𝑉
𝑎
) = 0. (6)

For vapor,

𝜕 (𝜀 ⋅ 𝑆
𝑔
𝜌V)

𝜕𝑡
+ ∇ ⋅ (𝜌V𝑉V) =

̇𝐼. (7)

For free water,

𝜕 (𝜀 ⋅ 𝑆
𝑤
𝜌
𝑙
)

𝜕𝑡
+ ∇ ⋅ (𝜌

𝑙
𝑉
𝑙
) = − ̇𝐼. (8)

For water, the general equation of mass conservation is
obtained from the sumof the conservation equations of vapor
(V) and free water (𝑙). The general equation is written as
follows:

𝜕𝑊

𝜕𝑡
+ ∇ ⋅ {

1

𝜌
𝑠

(𝜌
𝑙
𝑉
𝑙
+ 𝜌V𝑉V)} = 0, (9)

𝑊 =

𝜀 ⋅ 𝑆
𝑤
𝜌
𝑙
+ 𝜀 ⋅ 𝑆

𝑔
𝜌V

(1 − 𝜀) 𝜌
𝑠

. (10)

For the Darcy flow of vapor,

𝜌V𝑉V = 𝜌V𝑉𝑔 − 𝜌𝑔𝐷eff ⋅ ∇𝜔. (11)

For the Darcy flow of air,

𝜌
𝑎
𝑉
𝑎
= 𝜌
𝑎
𝑉
𝑔
− 𝜌
𝑔
𝐷eff ⋅ ∇𝜔, (12)

where the gas and free water velocity is given by

𝑉
𝑔
=

𝑘 ⋅ 𝑘
𝑟𝑔

𝜇
𝑔

⋅ (∇𝑃
𝑔
− 𝜌
𝑔
⃗𝑔) ,

𝑉
𝑙
=
𝑘 ⋅ 𝑘
𝑟𝑙

𝜇
𝑙

⋅ (∇𝑃
𝑙
− 𝜌
𝑙
⃗𝑔) .

(13)

The effective diffusion coefficient [8] is given by

𝐷eff = 𝐷𝐵
=
. (14)

The vapor fraction in mixed gas is given by

𝜔 =
𝜌V

𝜌
𝑔

. (15)
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Table 1: Parameters used in the simulation process.

Parameter Symbol Value Unit
Rate constant parameter 𝐾

𝑟
1000 s−1

Intrinsic permeability of inner medium 𝑘in 10−13 m2

Intrinsic permeability of cortex 𝑘cor 10−13, 10−14, 10−15 m2

Initial water saturation 𝑆
𝑙0

0.5, 0.4, 0.3
Vapor pressure of vacuum drying chamber 𝑃V𝑏 1000, 5000, 9000 Pa
Heat temperature 𝑇

ℎ
323, 333, 343 K

Porosity 𝜀 0.615
Solid density 𝜌

𝑠
476 kgm−3

Air pressure of vacuum drying chamber 𝑃
𝑎𝑏

0.001 Pa

The pressure moving the free water is given by

𝑃
𝑙
= 𝑃
𝑔
− 𝑃
𝑐
. (16)

For capillary pressure,

𝑃
𝑐
= 56.75 × 10

3
(1 − 𝑆

𝑙
) exp(1.062

𝑆
𝑙

) . (17)

The saturation of free water and gas is

𝑆
𝑔
+ 𝑆
𝑙
= 1. (18)

Free water relative permeability is given by

𝑘
𝑟𝑙
=

{{

{{

{

(
𝑆
𝑙
− 𝑆
𝑐𝑟

1 − 𝑆
𝑐𝑟

)

3

𝑆
𝑤
> 𝑆
𝑐𝑟

0 𝑆
𝑤
≤ 𝑆
𝑐𝑟
.

(19)

Gas relative permeability is given by

𝑘
𝑟𝑔
= 𝑆
𝑔
. (20)

The water phase change rate is expressed as

̇𝐼 = 𝐾
𝑟

𝑚V (𝑎𝜔𝑃sat − 𝑃V) 𝑆𝑔𝜀

𝑅𝑇
. (21)

Water saturation vapor pressure is given by

𝑃sat =
101325

760
× 10
(8.07131−(1730.63/(233.426+(𝑇−273))))

. (22)

By considering the hypothesis of the local thermal equi-
librium, the energy conservation is reduced to a unique
equation:

𝜕𝜌ℎ

𝜕𝑡
+ ∇ ⋅ {(𝜌

𝑎
𝑉
𝑎
ℎ
𝑎
+ 𝜌V𝑉VℎV

+𝜌
𝑙
𝑉
𝑙
ℎ
𝑙
− 𝜆
𝑒
⋅ ∇𝑇 − Δ𝐻 ⋅ ̇𝐼)} = 0,

𝜆
𝑒
= (1 − 𝜀) 𝜆

𝑠
+ 𝜀 (𝑆

𝑙
+ 𝑆
𝑔
(𝜔𝜆V + (1 − 𝜔) 𝜆𝑎)) ,

𝜌ℎ = 𝜌
𝑠
ℎ
𝑠
+ 𝜀 ⋅ 𝑆

𝑔
𝜌
𝑎
ℎ
𝑎
+ 𝜀 ⋅ 𝑆

𝑔
𝜌VℎV + 𝜀 ⋅ 𝑆𝑙𝜌𝑙ℎ𝑙.

(23)

4. Boundary Condition and Parameters

Theair pressure on the external surface of the porousmedium
is fixed, and the boundary condition for air is given by

𝑃
𝑎
= 𝑃
𝑎V. (24)

The boundary condition for vapor at the surface of the
porous medium is given by

𝑃V = 𝑃V𝑏. (25)

To simulate the vapor pressure of the vacuum drying
chamber effect on the drying process, four different vapor
pressure boundary values are used.

The boundary condition for free water at the top of the
porous medium is

𝑛 ⋅ (−𝐷∇𝑆
𝑤
) = 0. (26)

The boundary condition at the surface of the porous
medium is

𝑇 = 𝑇
ℎ
. (27)

Three different 𝑇
ℎ
values are used in the simulation.

The initial moisture of the porous medium is repre-
sented by the liquid water saturation; different initial water
saturation values are used. To compare the effects, drying
base moisture content (d.b.) was also used, as shown in (9).
The water phase change rate is used as 1000 that has been
studied before [17]. Intrinsic permeability of inner medium
is 10−13m2. Intrinsic permeability of cortex is 10−14, 10−15m2.
In order to compare the results, the intrinsic permeability of
cortex 10−13, that is no cortex effect is simulated. In order to
easily converge in, the parameter changer is used a smooth
method. The modeling parameters are shown in Table 1.

5. Numerical Solution

COMSOL Multiphysics 3.5a was used to solve the set of
equations. COMSOL is an advanced software used formodel-
ing and simulating any physical process described by partial
derivative equations. The set of equations introduced above
was solved using the relative initial and boundary conditions
of each. COMSOL offers three possibilities for writing the
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equations: (1) using a template (the Fick law and the Fourier
law), (2) using the coefficient form (for mildly nonlinear
problems), and (3) using the general form (formost nonlinear
problems). Differential equations in the coefficient formwere
written using an unsymmetric-pattern multifrontal method.
We used a direct solver for sparse matrices (UMFPACK),
which involves significantly more complicated algorithms
than solvers used for dense matrices. The main complication
is the need to handle the fill-in in factors 𝐿 and 𝑈 efficiently.

A two-dimensional (2D) grid was used to solve the equa-
tions using COMSOLMultiphysics 3.5a. Given the symmetry
condition setting at the left and the right sides, The 2D is
applied to the the 1D model shown in Figure 1. The mesh
consists of 2×200 elements (2D), and time stepping is 1 (from
0 s to 100 s of solution), 5 (from 100 s to 200 s of solution),
20 (from 200 s to 1000 s of solution), 30 (from 1000 s to
2000 s of solution), 40 (from 2000 s to 4000 s of solution), 50
(from 4000 s to 20000 s of solution), and 100 (from 20000 s
to 50000 s of solution). Several grid sensitivity tests were con-
ducted to determine the sufficiency of the mesh scheme and
to ensure that the results are grid independent.Themaximum
element size was established as 1𝑒−4. A backward differen-
tiation formula was used to solve time-dependent variables.
Relative tolerance was set to 1𝑒−3, whereas absolute tolerance
was set to 1𝑒

−4. The simulations were performed using a
Tongfang PC with Intel Core 2 Duo processor with 3.0GHz
processing speed, and 4096MB of RAM runningWindows 7.

6. Results and Discussion

6.1. Effect of Boundary Condition. In the study before [17], the
heat and mass transfer direction is the same. That is, the heat
boundary is on the bottom of the medium. The heat transfer
is from the bottom to top. The mass transfer boundary is on
the top of bottom. The mass transfer is from the bottom to
top by the pressure driving. But in this study, the cortex is
considered. And the heat transfer andmass transfer are on the
reversed direction as Figure 1.Theheat andmass transfer with
dryer is on the surface of the medium. The both condition
was simulated to be compared as Figure 2. The simulation
parameters are 𝑆

𝑙0
= 0.5, 𝐾

𝑟
= 1000, 𝑇

ℎ
= 323K, 𝑃V𝑏 =

1000Pa, 𝑘in = 10
−13m2, and no cortex.Themoisture curve is

just little different.The drying rate is little larger at the drying
initial stage for same direction heat and mass transfer, and
then it is little lower. The other condition is just reversed.
The drying rate is little lower at the initial stage for reversed
direction heat and mass transfer, and then it is little larger.
The drying time for both is 6 hours.

6.2. Effect of Cortex Resistance. Intrinsic permeability of
porous medium is an inherent property and cannot be
changed, and measuring it is difficult. Intrinsic permeability
has a greater effect because the transfer of free water and
vapor is affected by (13). Usually, the cortex intrinsic perme-
ability is less than inner medium. Figure 3 is the moisture
curves of no cortex (𝑘in and 𝑘cor = 10

−13, 10−14, and 10−15m2,
resp.), with cortex (𝑘in = 10

−13 and 𝑘cor = 10
−14 and 10−15m2

resp.). The other simulation parameters are 𝑆
𝑙0
= 0.5, 𝐾

𝑟
=
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Figure 2: The effect of boundary condition, heat, and mass transfer
is same and is reverse direction.
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Cortex, 𝑘𝑑 = 10
−14 m2

Cortex, 𝑘𝑑 = 10
−15 m2

No cortex, 𝑘𝑑 = 10
−14 m2

No cortex, 𝑘𝑑 = 10
−14 m2

Figure 3: Moisture curves of no cortex (𝑘in = 10
−13, 𝑘cor = 10

−13,
10
−14, and 10−15m2), (𝑘cor = 10

−14, 10−15, 𝑘in = 10
−13m2).

1000,𝑇
ℎ
= 323K, and𝑃V𝑏 = 1000Pa.Thedrying time became

evidently longer as the intrinsic permeability was reduced
because the moisture movement velocity was lowered at the
samepressure gradient.Thedifferent is not so obviously as the
𝑘cor = 10

−14m2, that is lower 10-fold than inner medium. But
when 𝑘cor = 10

−15m2, the drying time is increased to 2-fold
nearly. In order to compare, the no cortex, 𝑘cor = 10

−14m2,
and 10−15m2 was shown. Because the numerical calculation
is not convergence, the cortex 𝑘cor = 10

−16m2, 𝑘in = 10
−13m2

result not gotten. The reason is that the material parameter
changer is too big.

6.3. Effect of Vapor Pressure in Vacuum Drying Chamber.
The pressure of a vacuum drying chamber, especially vapor
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Figure 4: Moisture curves of different 𝑃V𝑏 = 1000, 5000, 9000 Pa,
𝑘cor = 10

−15m2, 𝑘in = 10
−13m2.
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Figure 5: Moisture curves of different 𝑃V𝑏 = 1000, 5000, 9000 Pa,
𝑘cor = 10

−14m2, 𝑘in = 10
−13m2.

pressure, plays an important role in the vacuum drying
process and is also linked to the drying cost. The moisture
curves of 𝑃V𝑏 = 1000, 5000, and 9000 Pa are shown in Figures
4, 5, and 6 with different cortex intrinsic permeability. The
other simulation parameters are 𝑆

𝑙0
= 0.5, 𝐾

𝑟
= 1000,

and 𝑇
ℎ
= 323K. The vapor pressure has a greater effect on

the drying process; a lower vapor pressure results in greater
pressure degradation.Themovements of freewater and vapor
as well as the free water evaporation rate are quicker, as given
by (13) and (21), respectively. But the pressure effect is lower
by the cortex intrinsic permeability reduced.

6.4. Effect of Initial Moisture Content. The effect of initial
moisture content on themoisture curve is shown in Figures 7,
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𝑃� = 5000Pa
𝑃� = 9000Pa
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Figure 6: Moisture curves of different 𝑃V𝑏 = 1000, 5000, 9000 Pa,
no cortex, 𝑘in = 10

−13m2.
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Figure 7: Moisture curves at different 𝑆
𝑙0
= 0.5, 0.4, 0.3, 𝑘cor =

10
−15m2, 𝑘in = 10

−13m2.

8, and 9 for 𝑆
𝑙0
= 0.5, 0.4, 0.3 with different cortex intrinsic

permeability. To compare the results, moisture is represented
by the moisture ratio𝑀/𝑀

0
. The other parameters are 𝐾

𝑟
=

1000, 𝑃V𝑏 = 1000Pa, and 𝑇
ℎ
= 323K. The drying time is

about 10 hours, 6.5 hours, and 6 hours for 𝑆
𝑙0
= 0.5, 0.4, 0.3,

respectively. In the same intrinsic permeability, the drying
time is almost the same. The initial moisture has a less effect
when initial moisture is 0.4 and 0.3, especially cortex intrinsic
permeability 𝑘cor = 10

−15m2. The drying rate is little larger
for 𝑆
𝑙0

= 0.5, and the drying rate is almost the same for
𝑆
𝑙0
= 0.4, 0.3.

6.5. Effect ofHeat Temperature. Theeffect of heat temperature
on moisture is shown in Figures 10, 11, and 12 for the heat
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Figure 8: Moisture curves at different 𝑆
𝑙0
= 0.5, 0.4, 0.3, 𝑘cor =

10
−14m2, 𝑘in = 10

−13m2.
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Figure 9: Moisture curves at different 𝑆
𝑙0
= 0.5, 0.4, 0.3, no cortex,

𝑘in = 10
−13m2.

temperature 𝑇
ℎ
= 323, 333, and 343K. The other parameters

are 𝑆
𝑙0
= 0.5, 𝐾

𝑟
= 1000, and 𝑃V = 1000Pa. The effect of heat

temperature is obviously in all simulation.The drying time is
more than 14 hours for𝑇

ℎ
= 323K, 𝑘cor = 10

−15m2, and 𝑘in =
10
−13m2. And it is about 10 hours and 8 hours for 𝑇

ℎ
= 333,

343 K, 𝑘cor = 10
−15m2, and 𝑘in = 10

−13m2. The drying time
is more than 9 hours for 𝑇

ℎ
= 333K, 𝑘cor = 10

−15m2, and
𝑘in = 10

−13m2. It is about 7 hours and 6 hours for 𝑇
ℎ
= 333,

343 K, 𝑘cor = 10
−15m2, and 𝑘in = 10

−13m2. The drying time
is more than 7 hours for 𝑇

ℎ
= 333K, 𝑘cor = 10

−15m2, and
𝑘in = 10

−13m2. It is about 6 hours and 5 hours for 𝑇
ℎ
= 333,

343 K, 𝑘cor = 10
−15m2, and 𝑘in = 10

−13m2.
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Figure 10: Moisture curves at different 𝑇
ℎ
= 323, 333, 343K, 𝑘cor =

10
−15m2, 𝑘in = 10

−13m2.
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Figure 11: Moisture curves at different 𝑇
ℎ
= 323, 333, 343K, 𝑘cor =

10
−14m2, 𝑘in = 10

−13m2.

7. Conclusion

A coupled model of porous medium vacuum drying with
cortex effect based on the theory of heat andmass transferwas
implemented in this paper. The drying rate is little higher at
the drying initial stage for the same direction of heat andmass
transfer, and then it is little lower. The drying time became
evidently longer as the intrinsic permeability was reduced
because the moisture movement velocity was lowered at the
same pressure gradient. The difference is not so obvious as
the 𝑘cor = 10

−14m2, that is lower 10-fold than inner medium.
But when 𝑘cor = 10

−15m2, the drying time is increased
to 200% nearly. The vapor pressure has a greater effect on
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Figure 12: Moisture curves at different 𝑇
ℎ
= 323, 333, 343K, no

cortex, 𝑘in = 10
−13m2.

the drying process; a lower vapor pressure results in greater
pressure degradation. But the pressure effect is lower by
the reduction of the cortex intrinsic permeability. For initial
moisture effect, in the same intrinsic permeability, the drying
time is almost the same. The initial moisture is a less effect
when initial moisture is 0.4 and 0.3, especially cortex intrinsic
permeability 𝑘cor = 10

−15m2. The drying rate is little larger
for 𝑆
𝑙0

= 0.5, and the drying rate is almost the same for
𝑆
𝑙0
= 0.4, 0.3. The effect of heat temperature is obviously in

all simulation.

Nomenclature

𝐵: Diagonal tensor
𝐷: Diffusivity (m2 s−1)
𝐷eff: Diffusion tensor (m2 s−1)
𝑔: Gravity vector (m s−2)
ℎ: Intrinsic averaged enthalpy (Jkg−1)
𝐼: Water phase rate (kg s−1m−3)
𝑘: Intrinsic permeability (m2)
𝑘
𝑟
: Relative permeability

𝑚: Mass (kg)
𝑛: Outer unit normal to the product
𝑃: Pressure (Pa)
𝑃
𝑐
: Capillary pressure (Pa)

𝑅: Universal Gas constant (J kmol−1 K−1)
𝑆: Saturation
𝑡: Time (s)
𝑇: Temperature (K)
𝑊: Moisture content (in dry basis).

Greek Letters
Δ𝐻: Latent of phase change (Jkg−1)
𝜆ef: Effective thermal conductivity tensor (Wm−1k−1)

𝜇: Viscosity (kgm−1s−1)
𝜌: Density (kgm−3)
𝜔: Vapor fraction.

Subscripts

𝑎: Dry air
𝑔: Gas
𝑙: Liquid
𝑠: Solid
V: Vapor
sat: Vapor saturation
in: Inner medium
cor: Cortex.

Mathematical Operators

Δ: Gradient operator
∇⋅: Divergence operator.
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In order to investigate effects of apex angle (𝛼) on chemically reacting turbulent flow and thermal fields in a channel with a
bluff body V-gutter flame holder, a numerical study has been carried out in this paper. With a basic geometry used in a previous
experimental study, the apex angle was varied from 45∘ to 150∘. Eddy dissipation concept (EDC) combustion model was used for
air and propane premixed flame. LES-Smagorinsky model was selected for turbulence.The gird-dependent learning and numerical
model verification were done. Both nonreactive and reactive conditions were analyzed and compared. The results show that as 𝛼
increases, recirculation zone becomes bigger, and Strouhal number increases a little in nonreactive cases while decreases a little in
reactive cases, and the increase of 𝛼 makes the flame shape wider, which will increase the chamber volume heat release ratio and
enhance the flame stability.

1. Introduction

Flames can only be stabilized in high-velocity reactant
streams over a certain range of conditions, while a variety
of approaches are used to stabilize flames in a combustor,
for example, bluff body flame holders such that V gutters
are widely used in many modern combustion devices, such
as augmenters or after burners in turbojet/turbofan engines
and ramjet engines [1]. Combustors with bluff-body flame
holders are characterized by a shear layer where vortices are
shed due to Kelvin-Helmholtz instability [2], and this shear
layer separates the region of high-speed fresh mixtures from
the wake region of lower-speed hot products, and due to the
boundary layer separation, a V-gutter bluff body creates a
recirculation zone that acts as an ignition source for incoming
fuel/air mixture by recycling hot products and radicals from
the burned mixture.

Both experimental and numerical studies on bluff body
flame have been done over years. Fujii et al. [3] and Yue et al.
[4] carried out experiments to study nonreactive flowwithout
reaction characteristics behind a flame stabilizer. Nakamura

[5] studied vortex-shedding frequency of bluff bodies with
different after-body shape, his study showed that Strouhal
number increases as the ratio of afterbody length to cross-
flow dimension of the bluff body is increased. Sanquer et al.
[6] investigated the chemically reacting flow characteristics
behind V gutters. Cuppoletti et al. [6] measured the high-
frequency combustion instabilities with a radial V gutter.
Sjunnesson et al. [7, 8] used LDA and CARS measuring the
velocities and turbulence in a bluff body stabilized flame and
describe the rig in detail and report preliminary computa-
tions of the flow field using a two-step global mechanism
solved onlinewithArrhenius expressions in conjunctionwith
the Magnusen-Hjerthager combustion model. Siewert [9]
studied the methane/air premixed flames at high pressure
using PIV and OH PILF. In numerical field, Eriksson [10]
carried out numerical study of different RANS turbulence
models efferent on rig VR-1 flame using CFD software CFX
based on Zimont Turbulent Flame Closure (TFC) model, but
they did not discuss LES model and vortex shedding. Engdar
et al. [11] apply the Level-Set Flamelet Library approach
in conjunction with varying 2-equation turbulence models,
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Figure 1: Geometry structure and boundary condition of bluff-
body.

flame speed models, and flame thickness models. 50 species
and 402 elementary reactions were used to build the flamelet
library. Giacomazzi et al. [12] used the fractal model as
SGS model of LES for turbulence and EDC combustion
model to compare experiment dates of VR-1 with LES-FM,
RANS k-𝜀, and LES-Smagorinsky model. Wang [13], Fureby
[14], and Porumbel and Menon[15] had also performed LES
computations on VR-1. Erickson and Soteriou [16] carried
out numerical study on reactant temperature effect of a two-
dimensional triangular bluff body flame. Park and Ko [17]
introduced a G equation to Les subgrid scale combustion
model for turbulent premixed flame stabilized by the bluff
body.

Although direct numerical simulation (DNS) is able
to resolve all turbulence scales, its computational resource
requirements are prohibited for practical applications. In
recent year, LES and hybrid RANS/LES approaches received
great attentions among researchers as it can capture more
transient turbulence structures than RANS for flame holder
studies as discussed above. In order to investigate the bluff
apex angle effects on flow field, 2D numerical study has been
carried out using CFD software FLUENT 6.3.26 in this paper,
EDC flame model which assumes that chemical reactions
take place only at the dissipative scales of turbulence is used
for premixed flame simulation. In turbulence, Smagorinsky
subgrid LES model is applied.

2. Theoretical Fundamentals of the EDC Model

Most fuels are fast burning, and the overall rate of reaction
is controlled by turbulent mixing. In premixed flames, the
turbulence slowly convects/mixes cold reactants and hot
products into the reaction zones, where reaction occurs
rapidly. In such cases, the combustion is said to be mixing
limited, and the complex chemical kinetic rates can be
safely neglected. Both physical and chemical processes are
important in simulating combustion systems. The formation
of turbulent structures is a physical process, for which the
concept of the eddy cascademodel is the basis [19].The largest
turbulent structures have a size, which is of the magnitude
of the system’s dimensions. By interaction among themselves,
eddies dissipate to smaller ones. The smallest eddies have an
extension:

𝜂 ⋅ (
𝜐
3

𝜀
) , (1)

where 𝜂 is the Kolmogorov length scale. At these scales,
dissipation of turbulent kinetic energy 𝑘 takes place with a

Case 1
Case 2
Case 3

Experiment date
3D LES
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)

Temperature (K)
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Figure 2: Temperature distribution at different grid sizes (𝑋 =

15 cm) and reaction experiment date.

rate 𝜀 where 𝜐 is the kinematic viscosity. At a size smaller
than 𝜂 no turbulent structures exist, because in those regions
molecular diffusion is faster than turbulent transport. From
this thought the conception of the EDCwas developed.There
is a range in which the reactions can be regarded as ideally
mixed.Thus, chemical reaction kinetics determines the speed
of the process. while outside this range the reactants are not
mixed and do not react, it assumes that reaction occurs in
small turbulent structures, called the fine scales. The length
fraction of the fine scales is modeled as

𝛾 = 𝐶
𝛾
(
𝜐𝜀

𝑘2
)

1/4

with 𝐶
𝛾
= 2.1377. (2)

The volume fraction of the fine scales is calculated as 𝛾3.
Species are assumed to react in the fine structures over a time
scale:

𝜏 = 𝐶
𝜏
(
𝜐

𝜀
)

1/2

(3)

with 𝐶
𝛾
= 0.4082.

The species transport equation (conservation equation) is
written as

𝜕

𝜕𝑡
(𝜌𝑌
𝑖
) + ∇ ⋅ (𝜌V⃗𝑌

𝑖
)

= −∇ ⋅ 𝐽
𝑖
+ 𝑅
𝑖

with 𝑅
𝑖
=

𝜌𝛾
2

𝜏 (1 − 𝛾3)
(𝑌
∗

𝑖
− 𝑌
𝑖
) .

(4)

The computation of the reaction rate source terms
is accelerated with the in-situ adaptive tabulation (ISAT)
algorithm [19] embodied in the solver. For simplicity, the
propane-air combustion was simulated using a one-step
irreversible chemical reaction:

C
3
H
8
+ 5O
2
→ 3CO

2
+ 4H
2
O. (5)
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Figure 3: Comparison of streamwise velocity profiles with experimental data (𝑋 = 6.1 cm).
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Figure 4: Mean streamwise velocity distribution along the center
line for nonreactive case.

3. Test Case Description and
Computational Details

3.1. Case Geometry and Boundary Conditions. Volvo Aero
Corporation (VAC) Triangular Bluff Body Stabilized Com-
bustion rig VR-1 [8] has been extensively researched both
in terms of experiments and theoretical treatment, and one
case of VR-1 has been used in this paper. The flow field
size is shown in Figure 1. The air and propane mixture is
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Figure 5: Mean streamwise velocity profiles at𝑋 = 1.5 cm.

introduced at an equivalence ratio Φ = 0.65, the air mass
flow rate is 0.6 kg/s, the inlet temperature is 288K, and
the mixture velocity at channel inlet is about 17.2m/s. The
nominal pressure is 1 atm.TheReynolds number based on the
bluff-body dimension and the inlet velocity is nearly 50.000.

The governing equations are solved using CFD software
ANSYS FLUENT 6.3.2.6. The mass flow inlet and pressure
outlet boundary conditions are used. The mass flow rate,
total temperature, and species mass fractions are assumed
fixed while pressure was extrapolated at inlet. Outlet pressure
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Figure 6: Time average streamline and streamwise velocity distri-
bution at different 𝛼.
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Figure 7: Time average streamline and streamwise velocity distri-
bution at two limit conditions.

was 1 atm. No slip and zero normal velocity conditions are
imposed at the side and bluff body wall. The flow field of
different apex angle is solved in 2D and also been compared
with 3D result at 𝛼 = 60

∘. The finite-volume scheme is
implicit, second order in time, and second order upwind in
space. The integration time step of LES nonreactive field is
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Figure 8: Strouhal number against apex angle for nonreactive and
reactive case.
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Figure 9: Comparison of the time average streamline distribution
of = 60∘.

set to 1e-04s, and 8e-05s for reactive field. In this paper LES-
Smagorinsky model has been used. Both nonreactive and
reactive flowfields have been calculated and compared.When
staring the reactive calculation, the nonreactive result is used
as an initialization value. In LES simulation when the flow
filed becomes stable, 20 characteristic periods of the flow are
sampled for plotting time-mean results.

3.2. Grid-Dependent Learning and Verification. It is impor-
tant and necessary to carry out grid-dependent study for
determining the optimal gridwith a good balance of accuracy
and speed; on the other hand, LES model needs more grid
than RANS model, especially near the walls. The hexahedral
grids ranged from approximately 30.950 cells to 71.267 cells
are created by ICEM 11.0; the grids near bluff wall are refined
which ensures the 𝑦+ values no larger than 2. Three grid
size options are shown in Table 1, and the temperature
distribution of different grid size cases at𝑋 = 15 cm is shown
in Figure 2. After examining the results with different grid
sizes, it is found that the optimal grid size is approximately
71.267 cells.
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Figure 10: Time average temperature distribution at different location.

Although there are many studies on flow field using 2D
LES problem such as flow past a cylinder or premixed bluff
body flame, and 2D LES method could also provide impor-
tant results as 3D model for basic research, it is important
to find out dissimilarity between 2D and 3D models in order
to understand difference between numerical simulation and
actual result better. So the comparison between 2D and 3D
(about 800.000 cells) model has been carried out in this
section. From Figure 2 it can be seen that, at low temperature
zone, the numerical result agrees well with experiment date,
but both 2D and 3D maximum temperatures are little higher
than experiment result; this is mainly because endothermic
radicals reactions are missing when using one-step reaction
and subgrid scale model for LES as discussed in [12]. Figure 3

shows 𝑈
𝑥
comparisons in recirculation region (𝑋 = 6.1 cm);

it can be seen that the 𝑈
𝑥
distributions agree well with

experiment dates both in nonreactive and reactive case, but
the reverse flow velocity is little higher using 2D model both
nonreactive and reactive case. In reactive case, the curve
shape is narrower than 3D model and experimental result.

4. Results and Analysis

4.1. Nonreactive Case. Figure 4 shows the mean streamwise
velocity (𝑈

𝑥
) distribution along the center line. It is known

that a recirculation region is formed because of vortex
shedding; themean recirculation zone is defined as the region
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where the mean streamwise velocity is negative (𝑈
𝑥
< 0).

From Figure 4 it is found that as 𝛼 is increased, the mean
length of recirculation zone increases, so does the backflow
velocity magnitude. Figure 5 shows the 𝑈

𝑥
distribution at

𝑋 = 1.5 cm (this location is in recirculation region), and as 𝛼
is increased, the width of curve shape is increased within 𝑌 =

−0.02m∼0.02m; this means that the width of recirculation
zone is increased. So according to Figures 4 and 5, it can be
concluded that when 𝛼 is increased, the recirculation zone
area is increased and the backflow strength is enhanced.

From Figure 4, it can be seen that there are two critical
points near 𝑋 = 10mm and 𝑋 = 22 cm (marked by dash
line), which divide𝑈

𝑥
distribution into two parts: before𝑋 =

10mmit is recirculation zone, and as𝛼 increases the backflow
velocity is increased after𝑋 = 10mm and before𝑋 = 22 cm,

Table 1: Grid dependence-learning cases.

Grid size 𝑥 nodes Node bluff
Maximum
mean

temperature
% Difference

(1) 30,950 250 40 1902.5 —
(2) 47,627 300 50 1860.4 2.2129
(3) 71267 350 60 1850.8 0.51609

as 𝛼 increases; the 𝑈
𝑥
of 150∘ is bigger than other cases, but

when 𝑋 > 22 cm, 𝑈
𝑥
is decreased as the flow develops, and

150∘ is lower than other cases, this is because the recirculation
zone will make the transverse flow losses increase.The bigger
recirculation zone, the more flow losses, and the flow losses
will affect the streamwise velocity and make𝑈

𝑥
of 150∘ that is

the lowest case after𝑋 < 22 cm.
Figure 6 shows the time-average streamlines after the

bluff body, and it can be seen that when 𝛼 is increased, the
recirculation area increases. The increases of 𝛼 (decrease of
base angle) mean that the angle between flow direction and
base edge of bluff is increased; two limit conditions can be
assumed: 𝛼 tends to 0∘ and 𝛼 tends to 180∘; when 𝛼 tends to
0∘, the flow mechanism near bluff base edge may correspond
to the flow around a long square with angle of attack (AOA)
close to 0∘, and when 𝛼 tends to 180∘, the flow mechanism
near bluff base edgemay correspond to the flow around a very
thin platewithAOAclose to 0∘; when the fluid flowpast a thin
plate, the rebound effects of wall are much stronger than long
square, so the recirculation zone becomes bigger as Figure 7
shows.

In Figure 8 Strouhal number results in nonreactive and
reactive are given. The Strouhal number is defined as

St = 𝑓 ⋅ ℎ

𝑈in
, (6)

where ℎ = 4 cm, 𝑈in = 17m/s, and 𝑓 is the vortex
shedding frequency, which is calculated through fast Fourier
transform. For nonreactive case (𝛼 = 60

∘), St-2D is 0.252
and 3D is 0.249 (experiment result is 0.25 [12]); for reactive
case, St-2D is 0.37 and 3D is 0.364. It can be found that as
𝛼 increases, St increases in nonreactive cases but is almost
unchanged in reactive cases. According to many scholars
results about flow past body [20, 21] that St will be increased
when Re is higher, higher Re means a bigger recirculation
zone, so it can be learned that if Re is unchanged, a bluff
body which has a bigger recirculation zone that will have a
higher St. As Figure 6(a) shows when 𝛼 is increased from 60∘
to 90∘, the recirculation zone length increases more than 45∘
to 60∘, so the sudden increase of St of nonreactive case is easily
explicable.

4.2. Reactive Case. The reacting simulations were carried out
using the same numerical methodology andmesh utilized for
the nonreacting simulation. Therefore, any changes in fluid
dynamics can be attributed to the heat release from the com-
bustionmodel described earlier.The dynamics of the reactive
flow can be interpreted as due to coupling between vortex
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Figure 13: Time sequence of instantaneous temperature fields at the lean blow-out condition carried out by [18].

shedding and excitation of acoustic oscillations produced by
heat release [18]. Comparing the nonreacting case and the
reactive case, it is evident that combustion extended the recir-
culation region further downstream as Figure 9 shows. It was
observed that in the instantaneous flow fields the asymmetric
von shedding of coherent vortices no longer exists in the
reacting case. Therefore, the reacting case does not possess
any large-scale mixing mechanisms which typically reduce
the recirculation zone length [18]. Mehta and Soteriou [22]
attributed this absence of asymmetric von Karman shedding
for reacting conditions to the dilatation effect of the heat
release. They also found that baroclinic vorticity augments
the impact of dilatation, but its effect is secondary. The
recirculation zone is longer and broader in the reactive case,
meaning a more gradual dissipation of momentum in the
wake region with respect to the nonreactive case, and St is
higher than nonreactive as Figure 8 shows.

Three typical locations are selected in order to discuss the
temperature distribution against 𝑌 coordinate after the bluff;
the three typical locations are 𝑋 = 7 cm (in the recirculation
zone), 15 cm (after recirculation zone), and 35 cm (near
the outlet). Figure 10(a) shows the temperature distribution
along the centerline at different 𝛼, it is found that case 90∘
has a large temperature fluctuation, the minimum mean
temperature is about 1780K, and the maximum temperature
is close to 2050K. Figures 10(b)–10(d) show the temperature
distribution of three typical locations at different location.

It can be found from Figure 10(b) that as 𝛼 increases,
the maximum temperature is almost unchanged, but the
temperature distribution curve becomes wider and 150∘ is
wider than other cases in recirculation zone; the wither curve
means that the reaction area in Y directions is more bigger.
This is because the recirculation zone becomes bigger as 𝛼
increases, the turbulence and flow pulsation are enhanced
(see Section 4.1) which will make the combustion more
efficiently. As the flow and reaction develop towards outlet,
150∘ is also the widest case (Figures 10(c) and 10(d)). When
near the outlet the maximum temperature of 150∘ is little
lower than other cases, this is because the streamwise velocity
becomes lower whichmakes the turbulence fluctuationweak,
and the flame temperature decreases near the outlet as 𝛼 is
increased.

The curve shape difference means different flame shape.
Figure 11 gives the mean static temperature contour at dif-
ferent 𝛼, and Figure 12 summarizes the comparison between
three typical conditions of flame shape (𝑇 = 1400K).There is
a minimum width position of the flame shape, and it can be
seen that𝛼has a strong effect on temperature distribution and
flame shape: as 𝛼 is increased, the minimum width of flame
shape increases and the heat release increases. This means
that, at the same inlet condition, the bigger𝛼, the higher com-
bustion chamber volume heat release rate (VHRR). VHRR is
equal to the total release heat to burning chamber volume. A
higher VHRR indicates that, to release the equal heat, smaller
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combustion chamber is needed, which is very important
for shortening the length of chamber in aircraft using a
bluff body to stable the flame [23]. On the other hand, the
effects of the turbulence are generally advantageous for the
efficiency of the combustion since turbulence enhances the
mixing of component chemical species and heat, but adverse
effects upon combustion can also occur if the turbulence
level is sufficiently high to create flame extinction. In turn,
combustion may enhance the turbulence through dilatation
and buoyancy effects caused by the heat release; the flame
temperature is lower, the heat release is reduced which will
make the flame unstable. According to Kim et al. [18] ’s study,
in a flame lean blow-out process the temperature distribution
discontinuity first happens at the position where the flame is
narrowest as Figure 13 shows, so it can be conjectured that the
wider flame is more stable than narrow flame, so 𝛼 = 150

∘ is
more stable than lower 𝛼 cases.

5. Conclusions

LES simulation based on Smagorinsky subgrid scale and
EDC combustion model of a premixed bluff body flame is
carried out in this paper; different apex angle effects on both
nonreactive and reactive flow field have been discussed. The
results obtained may be summarized as follows.

(1) The recirculation zone area increases as apex angle is
increased.

(2) Combustion of the fluid could extend the recircula-
tion region length. When apex angle is increased, St
increases in nonreactive case, but decreases a little
in reactive case. St of reactive case is higher than
nonreactive case.

(3) A bigger apex angle makes the flame shape wider,
increases chamber volume heat release, and enhances
the flame stability.
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This paper focuses on the operation principles of the double-skin facade (DSF) in winter of severe cold area. The paper discussed
the main influence factors of building energy consumption, including the heat storage cavity spacing, the air circulation mode, the
building envelope, and the building orientation. First, we studied the relationship among the thermal storage cavity spacing, the
temperature distribution in the cavity of the DSF, and the indoor temperature. Then, we discussed the influence on the ambient
temperature in the building exerted by the air circulation system of the double-skin facade. Finally, we analyzed the influence on the
whole building energy consumption of the DSF buildings under the situation of different building envelopes and different building
orientations. Based on the results of the numerical simulation, the paper put forward an operation strategy analysis of the DSF
buildings in severe cold area, in order to achieve the purpose of building energy saving.

1. Introduction

Modern architecture is dominated by transparent buildings.
The large glazed areas result in high building heating and
cooling loads, leading to high levels of energy consumption
and therefore significant financial and environmental bur-
dens. The double-skin facade is one potential response to
these problems. On the other hand, in both developed and
developing countries, building energy consumption accounts
a large part in the total world energy consumption. All the
countries around the world put the building energy-saving as
the focus of their work [1]. Architects have long been hoping
to decrease the building energy consumption and make the
shape of the building more beautiful and unique through
the application of glass curtain wall in the meanwhile. Thus
research on the thermophysical properties of the glass curtain
wall has become a hot spot. The paper studied the energy-
saving properties of the DSF in severe cold area based on the
winter weather conditions of Shenyang, respectively, using
the flow field simulation software FLUENT and the building
energy simulation software DEST to analyze temperature
characteristics and building energy consumption of the
double-skin facade.

2. Thermal Properties of the Double
Skin Facade

The structure of the DSF is shown in Figure 1. The main
factors driving airflow within the cavity are buoyancy and
wind pressure [2]. The pressure differences resulting from
these forces can be determined with the equations below,
respectively:

Δ𝑝buoyancy = 𝜌o𝑔𝐻(
𝑇cav
𝑇
𝑒

− 1) (𝑃𝑎) , (1)

where 𝜌
𝑜
is the outdoor air density (kg/m3), 𝑔 is gravitational

acceleration (9.8m/s2), H is the cavity height (m), 𝑇cav is
the average cavity temperature, and 𝑇

𝑒
is the outdoor air

temperature;

Δ𝑃wind =
𝜌
𝑜
𝑈
2

met
ℎmet
(
𝛿met
ℎmet
)

2𝑎met

[ℎ
2𝑎
− (ℎ + 𝐻)

2𝑎
] (𝑝𝑎) , (2)

where 𝑈met is the measured wind speed at height ℎmet, 𝛿met
is the wind boundary layer thickness, 𝑎 is the ASHRAE local
terrain exponent, ℎ is the height of the lower cavity opening,
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Figure 1: The structure of DSF.

and𝐻 is the distance between inlet and outlet openings. The
airflow rate through the cavity can be determined by

𝑉 = 𝑎Δ𝑃
𝑏 m3/hr, (3)

where 𝑎 and 𝑏 are pressure loss characteristics of the cavity
and openings. In a summer condition, theDSF can exploit the
chimney effect formed in the cavity—taking away the indoor
heat through natural ventilation and reducing the indoor
temperature. In winter condition, the DSF needs to exploit
as much solar radiation as possible to form the greenhouse
effect in the cavity which will improve the insulation effect of
the cavity and reduce the heating energy consumption.

The DSF is a special 3-layer glass curtain wall system.
Under the condition of no ventilation in winter, the forms
of heat transfer in the air layer between heating storage of
the glass curtain include convective heat transfer, radiation
heat transfer and thermal conductivity [3]. The calculation
formula for heat transfer coefficient 𝐾 of common glass
curtain wall is

𝐾 = (
1

ℎ
𝑒

+
𝛿

𝜆
+
1

ℎ
𝑚

)

−1

, (4)

where 𝐾 is the heat transfer coefficient 𝐾 of common glass
curtainwall; ℎ

𝑒
and ℎ
𝑚
the surface heat transfer coefficients of

the outdoor side and the indoor side, w/(m2⋅K); 𝜆 the thermal
conductivity of the glass, w/(m2⋅K); 𝛿 the thickness of the
glass.

The calculation formula for surface heat transfer coeffi-
cient of the outdoor side ℎ

𝑒
is

ℎ
𝑒
= 10.0 + 4.1V, (5)

where V is the outdoor wind speed (m/s).
In accordance with the standard above, when comparing

the heat transfer of the glass, we set ℎ
𝑒
as 23w/(m2⋅K) when

the outdoor wind speed is 3m/s. And the calculation formula
for surface heat transfer coefficient of the indoor side ℎin is

ℎin = 3.6 +
4.4𝜀

0.83
, (6)

where 𝜀 is the Emission rate of the indoor side and the indoor
side of the DSF is ordinary transparent glass, which will
be taken as 0.83, ℎin = 8.0. Thermal conductivity of the
ordinary toughened glass is 0.76w/(m2⋅K), when the thick-
ness of the glass is 6mm, and the glass thermal resistance is
0.008w/(m2⋅K). According to the calculation formula above,
we can get heat transfer coefficient of 6mm thick ordinary
toughened glass is 6.16 w/(m2⋅K). Similarly we can compute
out that heat transfer coefficient of the 24mm thick Low-e
insulating glass is 1.76w/(m2⋅K). In the setting of FLUENT
material properties, all the glasses are set to translucent
transmission medium [4].

3. CFD Numerical Simulations

Building indoor thermal environment in severe cold area
is mainly influenced by the combined effect of thermal
environment, wet environment, the air environment of
the microclimate, and the atmospheric environment. These
effects either directly or indirectly cause a certain degree of
influence on the building indoor environment [5]. In severe
cold area, the design of the building envelope, especially the
thermal design for adaptive glass curtain wall, has its own
characteristics [6], which is different from the other thermal
design areas in China. The severe cold area mainly controls
the indicator of envelope insulation and generally does not
take summer heat insulation into consideration. We will use
the software FLUENT to explore the relationship among
different spacing values of the heat storage cavity, different
gas circulation systems, the temperature in the cavity of the
double-skin facade, and the indoor temperature.

3.1. Simulation about Influence of the Heat Storage Cavity
Spacing on Thermal Performance of the DSF

3.1.1. Selection of the CFD Model. The model of the double-
skin facade uses the single outer layer of 6mm thick tough-
ened glass and the inner layer of 6mm+ 12mm+ 6mmLow-
e hollow glass. This model consists of DSF and indoor room.
The structure size (length × height) of the DSF is 3m × 4m,
and indoor room (length × width × height) is 2.4m × 3m ×
4m.Themodel, respectively, takes 0.2m, 0.4m, and 0.6m, as
the cavity spacing value. Figure 2 shows the geometric model
established by GAMBIT when the cavity spacing is 0.4m.

This subject is mainly to simulate the flow state of the
airflow inside the DSF and the influence on airflow in the
room which is exerted by curtain wall. The airflow inside
the channel of DSF is a heat and mass transfer problem, so
we adopt RNG 𝑘 − 𝜀 turbulent model and DO radiation
model in the research. Hypothesis Boussinesq is used to
make the processing of the buoyancy lift items produced by
temperature differ easier [7]. Select the climate characteristic
of Shenyang prefecture as the research object, Shenyang:
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Figure 2: The geometric model.

northern latitude 41.8∘ and east longitude 123.38∘, in the
east eighth zone. According to the Heating and Ventilation
Design Specification. The designed indoor comfort condi-
tions are as follows: temperature: 18∼ 22∘C; relative humidity:
40% ∼ 60%; wind speed should not be more than 0.2m/s; the
solar radiation of winter solstice in Shenyang was shown in
Table 1.

3.1.2. Simulation Results Analysis. In winter condition, the
DSF generally uses a closed and no-cyclic form, in order to
form greenhouse effect and to improve the indoor temper-
ature [8]. The subject selects the main time on the winter
solstice to have the simulation, for on the day, we can accept
solar radiation of shortest duration during the daytime.
Under this condition and when thermal channel spacing,
respectively, choose 200mm, 400mm, 600mm, simulate
the temperature in the thermal channels and the changes of
indoor temperature. We use FLUENT to stimulate these 27
examples, respectively, and the simulation results are shown
in Figures 4 and 5.With reference to the change curve of solar
radiation in the winter solstice day (Figure 3), solar radiation
is an important parameter which affects the temperature of
the cavity and the indoor temperature, and the changes of
cavity temperature and indoor temperature are in proportion
to changes of the solar radiation.

Figure 4 shows that during the daytime in the winter the
temperature of DSF with three different spacing value in the
cavity is obviously higher than that of the outdoor temper-
ature; exactly the maximum temperature difference between
temperature in the cavity and the outdoor temperature can
be up to 26∘C. Visibly the effect of the greenhouse is very
significant, which can play a role in improving the cavity
temperature.Meanwhile during the daytime in the winter the
larger cavity spacing will be conducive to gain more solar
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Figure 3: The solar radiation of the winter solstice.
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Figure 4: The interior temperature distributions when the cavity
spacing of DSF is different.

radiation heat, which will come out with a positive effect on
improving the cavity temperature.

As shown in Figure 5, similar to the change rules of
cavity temperature, the changes of indoor temperature are
consistent with changes of solar radiation. When the solar
radiation arrives at maximum value, the indoor temperature
gets to the maximum; when the solar radiation gradually
decreases, the cavity temperature reduces gradually. But
double-skin facade of short cavity spacing is conducive to
extend the exothermic time from the interior and cavity to
the outside. So in a short period of time, solar radiation can
play the role of thermal insulation.

4. Simulation about the Influence of
Gas Circulation Mode on the Thermal
Performance of the Double-Skin Facade

In severe cold area, it is usual to adopt the double-skin facade
of external cycle in the summer [9]. To make full use of
solar radiation to reach the greenhouse effect in winter, we
generally close the air inlet and outlet on the inner side of the
south DSF. Under the action of direct sunlight, there will be
a closed greenhouse in the cavity with a high temperature so
that the heat dissipation from interior to outer environment
will be reduced. But generally the north double-skin facade
cannot get enough direct sunlight. In order to increase
the thermal resistance of heat storage cavity effectively and
reduce the indoor heat loss, the general approach is sending
the indoor exhaust through the delivery outlet which is
on the indoor side to the cavity, and then discharging the
exhaust from the air outlet on the upper side of the cavity
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Figure 5: The room temperature distributions when the cavity
spacing of DSF is different.
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Figure 6:The schematic diagram of exhaust air in the north of DSF.

to outdoor environment (as shown in Figure 6). The exhaust
whose temperature is close to the indoor temperature has
a preheating effect on the ventilated cavity, and so to some
degree, the effect reduces the heat loss through DSF to the
outside and decreases the indoor air conditioning load which
causess the decrease of air conditioning energy consumption
through DSF [10].

4.1. Scheme Design of Gas Circulation Way Simulation. From
the analysis above, it is known that orientation and air distri-
butionmode have an important influence on the thermal per-
formance of the DSF. In the case of different orientations, the
operational mode of the DSF will be different because of the
solar radiation; while in the case of the same orientation, it is
apparent that there are large distinctions between the thermal
performances of theDSFwith no air circulation and that with
air circulation. Meanwhile the amount of air circulation to
some degree influences the thermal performance of the DSF.
The scheme design of the simulation is shown in Table 2.

4.2. The Numerical Simulation and Comparative Analysis
about the DSF Air circulation in Winter. This section is the
first experimental comparison of the gas cycle simulation
program. Choose the climatic characteristics of Shenyang as
a simulated external conditions at the moment of the winter
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Indoor side
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59
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Figure 7: The inner loop of DSF.

solstice: we simulate south-facing DSF hourly from 7:00 am
to 15:00 am. We calculate the cavity of DSF and the indoor
temperature in order to increase the air circulation inside the
south-facing DSF in winter.
(1) Geometric Model. This group of simulations is whether
there is a simulation for air circulation. So when the sim-
ulation is going on, we need to build two sets of physical
models. One group is no air circulation double-skin facade
model, also known as a closed the DSF. It has already been
built under the influence of regenerative cavity spacing on the
thermal performance of the DSF construction, as shown in
Figure 2. Another group is a model of the DSF with a group
of air circulation, also known as the inner loop the DSF, as
shown in Figure 7.

The simulation of two models using regenerative cavity
spacing of 0.4m glass curtain wall makes use of the geometry
model cycle with a set of the DSF which is created by
GAMBIT, as shown in Figure 8. The model and boundary
conditions are selected as previously mentioned.
(2) The Analysis of Simulation Results. We still choose hourly
simulation of major moment of the winter solstice, select the
comparison of the hot channel spacing 0.4m inner loop and
airless cycle of the double skin-facde temperature and totally
simulate 18 examples.

The simulation results are shown in Figures 9 and 10. By
comparing, we can see that the DSF with the inner loop is
more conducive to improving the indoor air temperature in
the winter during the day, but during smaller solar radiation
time or at night, the room temperature will lost quickly
from the inside out. However, in the winter night, no air
circulation double-skin glass curtain wall is more conducive
to the holding of the indoor temperature. Double-skin glass
curtain wall with an inner loop is virtually equivalent to an
increase of the spacing of the heat storage cavity, which is
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Table 1: The South solar radiation of winter solstice in Shenyang.

Time
Dry-bulb

temperature
(∘C)

Wet bulb
temperature

(∘C)

Horizontal
radiation

intensity (w/m2)

South radiation
intensity (w/m2)

7 am −2.6 −5.4 132.99 370.73
8 am −2.1 −5.2 280.12 524.48
9 am −1.4 −4.7 403.44 643.98
10 am −0.6 −4.3 219.05 109.53
11 am 0.0 −4.0 220.19 110.10
12 am 0.2 −4.0 410.32 650.53
1 pm −0.2 −4.4 133.74 66.87
2 pm −1.4 −5.2 66.12 33.06
3 pm −3.0 −6.4 3.48 36.83

Table 2: The simulation program of airflow movement.

The first group: contrast
simulation with and
without air circulation

DSF without air circulation

Group 1 of double-skin façade
with air circulation

The second group:
contrast simulation with
and without air
circulation

Group 1 of double-skin façade
with air circulation

Group 2 of double-skin façade
with air circulation

Outer layer of glass

Outdoor

The inside vent
0.6 m × 1 m

Indoor space
(length × width × height :

2.4 m × 3 m× 4 m)

Figure 8: The structure of DSF which has one pair of inner loops.

not conducive to indoor delay insulation, which corroborated
analog conclusions of the previous section from the side
again. At night or solar radiation small moment, the small
regenerative cavity spacing of the DSF is more conducive to
hold the indoor temperature [11].

4.3. The Numerical Simulation and Comparative Analysis
of the Amount of the DSF Air Circulation in Winter. The
simulation of this section needs to build a geometricmodel of
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Figure 9: The contrast of interior temperature of DSF when the
inner loop is set or not.
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Figure 10: The contrast of indoor temperature when the inner loop
is set or not.

two groups, one for a group of the air circulation mode of the
DSF; this model has been constructed in a simulate analysis
in the last section. For two sets of the air circulation mode a
DSF geometry model is shown in Figure 11.

The choice of a model and the boundary conditions set as
previously indicated, based on the simulation results shown
in Figures 12 and 13, the analysis shows that the larger period
of radiation in the winter sun, the set of air circulation is
conducive to raise the average temperature in the room, with
the increase in the amount of air circulation, the indoor
temperature will be more improved. However, in a small
period of solar radiation or at night, the air circulation does
not have good insulation effect. It will speed up the heat
transmission from the indoor to the outdoor, resulting in the
decrease of room temperature rapidly.Thegreater the amount
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Figure 11: The structure of DSF which has two pairs of inner loop.
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Figure 12: The contrast of interior temperature of DSF when the
amount of airflow is changed.

Table 3: The heat transfer coefficient of DSF.

Cavity spacing (mm) 200 400 600
Heat transfer coefficient w/m2 ⋅ k 1.13 1.14 1.12

of air circulation, the faster heat loss will be. So when solar
radiation is small or at night, it is better to use the closed
no-loop DSF [12], in order to facilitate the preservation room
temperature and reduce indoor heat loss.

5. DEST Numerical Simulations

This section mainly uses the DEST energy analysis tool
to simulate the energy consumption of the DSF in the
case of different external structures and different building
orientations [13]. Using front FLUENT simulation results, we
can see that the major moment of the winter solstice, the
temperature of the glass surface of the inner and outer layers
of the DSF, Here first calculate the cavity width of 200mm,
400mm, 600mm South to the DSF [14], Substituting into
the previously described heat transfer coefficient calculation
formula. When the outdoor temperature is 2.1∘C, the solar
radiation is 650w/m2; the calculated results are shown in
Table 3.
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Figure 13: The contrast of indoor temperature when the amount of
airflow is changed.

Table 4: The performance of wall.

External structure
coefficient type

Heat transfer
(w/m2 ⋅ k) Remark

Concrete walls-Jane-85 0.486

20mm cement mortar +
200mm reinforced
concrete + 85mm
expanded perlite + 20mm
no cement fiberboard

Plating Low-e film
insulating glass curtain
wall

2.1

6 (Low-e) + 9mm hollow
+ 6, the solar
transmittance of 33%, and
the reflectance 26%

Double-skin glass
curtain wall 1.14

Outer layer of 8mm
tempered + 400mm
cavity + inner plated
Low-e membrane 24mm
hollow glass

We can see from the table above that the cavity spacing
has 200mm∼600mm range, the heat transfer coefficient of
the DSF does not cause too much influence, and the cavity
changes to only 0.8%. Therefore, the effect of cavity spacing
can be roughly ignored in the energy simulation.

5.1. Establishing the Model. By using the DEST energy analy-
sis tool, we canmake it more accurately on the office building
energy simulation. The typical office building is a five-
story office building; main room types are ordinary office,
reception room, office, leading the rest room, the bathroom,
and the exhibition rooms. The established model shown
in Figure 14 is three-dimensional model of the building
generated by the DEST.

In order to investigate the power saving features of the
DSF in cold regions, the DSF model is set as a typical
office building with plated Low-e membrane hollow glass
curtainwall, concretewall-Jane-85 for energy simulation.The
characteristics of these a three-envelope structure are shown
in Table 4, respectively.

The DSF in winter with no shade measures the hot
channel is closed, no external circulation ventilationmode; to
the external structure plated of Low-emembrane hollow glass
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Table 5: Building energy consumption when the external wall is changed.

External structure type Concrete-
perlites-85

Low-e hollow
glass curtain

wall
The DSF

Total annual heat load (kw ⋅ h) 411844.3 514763 439217.6
Total annual cooling (kw ⋅ h) 183457.6 409413.4 369627.6
Total annual load statistics (kw ⋅ h) 595301.9 924176.4 808845.2
Heating season heat load indicators (w/m2) 27.5 34.3 29.3
Air conditioning season’s cold load indicators
(w/m2) 17.65 31.4 24.6

Figure 14: The building model generated by DEST.
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Figure 15:The contrast of energy consumption of the three kinds of
external wall.

curtain wall and concrete wall plus steel outsider window,
winter also using the no shading form [15].

5.2. External Structure of the Different Types of the DSF
to the Influence of Building Energy Consumption. Doing
DEST simulation for these three different external structure
building models generates a load summary table about the
building energy consumption as shown in Table 5.

Table 5 shows that the DSF has a better energy-saving
effect than Low-e hollow glass curtain wall, about 17.2%
energy saving higher than Low-e hollow glass curtain wall,
and 6.2% higher than concrete-perlites-85 energy consump-
tion; the heating indicator is 29.3w/m2 [16–18]. In summer
cooling load, the DSF has 26.4% more energy consumption
than the commonly used concrete-Perlites-85 exterior wall
more and 12.5% energy saving than plated Low-e hollow glass
curtain wall [19].

Thus, the DSF will not play an outstanding energy-
saving role in the summer.The summer air conditioning cold
indicators also showed a similar rule with the cooling load.
This reflected that the energy-saving effect of the DSF is more
suitable for the cold climate region; cold region has a short-
term summer with little requirements for air conditioning
and a cold long winter with higher heating requirements
[20, 21]. Figure 15 obviously reflected the energy consumption
of the DSF compared to other building envelopes in each
season.

5.3. Low-e Hollow Glass Curtain Wall of Different Building
toward to the Influence of Building Energy Consumption.
Different building orientation has a great impact on the
thermal performance of the DSF. In this paper, a typical
five-story office building in cold regions is using for the
construction of instance, simulate three external structure
column in Table 5 respectively by the use of DEST, each
toward of the DSF adopts closed without internal circulation
of the DSF, a total of nine examples. Due to the area of
the DSF and indoor space of the architecture model in
the southward, northward, eastward and westward are all
different, directly compare of annual cumulative load have
no practical significance, therefore choose the plated Low-
e hollow glass curtain wall and concrete-perlites-85 as [22–
24] the reference, compare the cumulative load. The specific
simulation results are shown in Table 6.

Basis on the DSF, with reference to cooling and heating
loads and annual cumulative load of the low-e hollow glass
curtain wall and concrete-perlites-85 exterior wall, each
toward lower energy efficiency ratio were calculated, the
energy saving ratio tables are shown in Table 7.

Figures 16 and 17 were in the case of a different building
toward the DSF total annual heating load being compared
and the annual heating energy saving rate comparison.
Normative provisions of the cold regions must consider the
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Table 6: The heat and cold load of the building when the building orientation is changed.

Building orientation External structure
(total annual kw ⋅ h) The DSF Low-e hollow glass

curtain wall Concrete-perlites-85

Northward
Heat load 448910 484823 411844

Cooling load 332721 422651 183458
Load statistics 781632 907474 595302

Westward
Heat load 441909 483890 411844

Cooling load 290313 404294 183458
Load statistics 732222 888185 595302

Southward
Heat load 453853 482445 411844

Cooling load 325993 442176 183458
Load statistics 779846 904621 595302

Eastward
Heat load 437379 481554 411844

Cooling load 315083 413133 183458
Load statistics 752462 894677 595302

Table 7: The contrast of the ratio of energy conversion when the building orientation is changed.

Building orientation The energy saving ratio of the DSF (%)
Reference to Low-e
hollow glass curtain

wall

Reference to
concrete-perlites-85

Northward
Heat energy saving rate 8.0 −9.0
Air conditioning energy saving rate 21.3 −44.9
Annual energy saving rate 16.1 −31.3

Westward
Heat energy saving rate 9.5 −7.3
Air conditioning energy saving rate 28.2 −36.8
Annual energy saving rate 21.3 −23.0

Southward
Heat energy saving rate 6.3 −10.2
Air conditioning energy saving rate 26.3 −43.7
Annual energy saving rate 16.0 −31.0

Eastward
Heat energy saving rate 10.1 −6.2
Air conditioning energy saving rate 23.7 −41.8
Annual energy saving rate 18.9 −26.4

heating; air conditioning requirements generally may not be
considered [25], and in this topic do comparative analysis
mainly for winter heating energy consumption. Shown in
Figure 16, the concrete-perlites-85 facades shows the energy-
saving sexual insulation exterior good performance; its
energy consumption of winter heating is significantly lower
than the DSF and Low-e hollow glass curtain wall regardless
of the facing choice.

The DSF is lower than the low-e hollow glass curtain wall
in the construction winter heating energy consumption in
each toward, in the case of similar material; the DSF reveals
strong advantage regarding the structure and function
[26, 27]. Refering to Figure 17 histogram, the energy saving
rate descends from eastward, westward, and northward to
southward.

6. Conclusion

This subject starting from climatic characteristic of the cold
regions, combined the operation principle in the winter,
getting the conclusion of the energy-saving design of the DSF
adapting to cold regions.

(1) We simulate the different cavity spacing of the DSF by
using the CFD software, found that during the solar
radiation during the hot cavity spacing a large DSF
with higher indoor temperature as well as empty cav-
ity temperature in the winter daytime, solar radiation
is small or at night time, the smaller cavity spacing of
DSF has the better thermal insulation properties.
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Figure 16: The contrast of heating load in one year when the
building orientation is changed.
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Figure 17: The contrast of the ratio of heating in winter when the
building orientation is changed.

(2) In general winter conditions use the circulation of the
DSF, but the simulation found that winter daytime
with air circulation of the DSF will get more favorable
indoor environment.With the increase in the amount
of air circulation, this phenomenon became more
apparent. Closing the DSF could maintain indoor
temperatures favor at night.

(3) Building energy simulation analysis, respectively,
for the DSF, Low-e hollow glass curtain wall, and
concrete-perlites-85, the simulation found that the
double-skin glass curtain wall with a good energy
saving effect in winter has a good energy saving effect
in winter but in summer it cannot show outstand-
ing energy-saving features; such energy-saving effect
decides that it is suitable for the climate characteristics
in cold regions with long cold winter and short
summer.

(4) Total annual heating load calculation through four
different buildings orientations shows that the energy
saving rate of the DSF ranging from high to low is
eastward, westward, northward, and southward.
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This paper examines the process of instability of natural convection in an inclined cavity based onnumerical simulations.The energy
gradient method is employed to analyze the physics of the flow instability in natural convection. It is found that the maximum
value of the energy gradient function in the flow field correlates well with the location where flow instability occurs. Meanwhile,
the effects of the flow time, the plate length, and the inclination angle on the instability have also been discussed. It is observed
that the locations of instabilities migrate right as the flow time increased. With the increase of plate length, the onset time of the
instability on the top wall of the cavity decreases gradually and the locations of instabilities move to the right side. Furthermore, the
locations of instability move left with the increase of the inclination angle in a certain range. However, these positions move right
as the accumulation of the heat flux is restrained in the lower left corner of the cavity once the inclination angle exceeds a certain
range.

1. Introduction

Transient natural convection flows in a cavity are common
in industrial applications such as in heat exchangers, solar
collectors, and nuclear reactors and in our daily life such
as in light emitting diode (LED) street lights, computers,
and mobile phones. Actually, some engineering problems
are related to the cases with an inclined cavity. Yet, natural
convection adjacent to an inclined plate has received less
attention than the classic cases of vertical and horizontal
plates. Natural convection heat transfer is regarded as one of
the three basic forms of heat transfer, and there exists some
difference of heat transfer efficiency between different man-
ners of natural convection. The achieved results suggested
that turbulent flowhas amore powerful ability to transfer heat
in natural convection compared to laminar flow.

Patterson and Imberger [1] carried out extensive investi-
gations on the transient behavior of natural convection of a
two-dimensional rectangular cavity in which the two oppos-
ing vertical sidewalls are simultaneously heated and cooled by
an equal amount. The authors present several flow regimes

of the flow development of the boundary layer which were
named as “conduction regime,” “stable convection regime,”
and “unstable convection regime,” respectively. These studies
are based on the relative values of the Rayleigh number Ra,
the Prandtl number Pr, and the aspect ratio of the cavity. It
was found that the flow of natural convection in an inclined
cavity loses its stability by forming longitudinal vortices.
Sparrow and Husar [2] made experiments on inclined plates
to reveal the presence of cellular secondary flows superposed
upon the natural convection main flow and believed that
these longitudinal vortices were the first stage of the laminar-
turbulent transition process. Haaland and Sparrow [3] tried
to use linear stability theory to predict a critical angle (or
range of angles) at which the disturbances change their
character from travelling waves to longitudinal vortices.They
finally found that it is difficult to predict the critical angle
theoretically by treating each type of disturbance separately.

Lloyd and Sparrow [4]made some investigations with the
aim of establishing the relationship between the inclination
angle and the nature of the instability.They tried to determine
accurate quantitative information on the angular dependence
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of the Rayleigh number for instability.They found that waves
were the mode of instability for inclination angles of less than
14 deg (relative to the vertical). Further, when the inclination
angle is beyond 17 deg, the instability was characterized by
longitudinal vortices. The range between 14 deg and 17 deg
was a zone of continuous transition, with the two modes of
instability coexisting.

Ganesan and Palani [5] proposed to study the natural
convection effects on impulsively started inclined plate with
heat and mass transfer by an implicit finite difference scheme
of the Crank-Nicolson type. In order to access the accuracy
of the numerical results, they compared their study with
available exact solution of Moutsoglou and Chen [6] and
achieved a good agreement. In addition, they observed that
local wall shear stress decreases as the angle of inclination
decreases.

Xu et al. [7] researched transient natural convection flows
around a thin fin on the sidewall of differentially heated
cavity, which illustrated that the fluid boundary layer adjacent
to a vertical thermal wall included three sublayers, and these
sublayers were determined by different dynamic and energy
balances. When the initial time 𝑡

1
is sufficiently small, the

balance was determined by viscous term and buoyancy term
which yields the inner viscous layer. Subsequently, as the
flow time increases to 𝑡

2
, the balance is still determined by

viscous term and buoyancy term, which yields a viscous layer
within the thermal boundary layer but outside the inner
viscous layer. At the same time, with the formation of inner
viscous layer and viscous layer, there is a balance between
the conduction term and the unsteady term which yields
the thermal boundary layer. Saha et al. [8] studied natural
convection of an inclined flat plate under a sudden cooling
condition, and they found that the cold boundary layer
adjacent to the plate is potentially unstable, if the Rayleigh
number Ra exceeded a critical value. In other words, the
boundary layer would be always stable if Ra was below a
threshold.

Said et al. [9] made some numerical investigations on
turbulent natural convection in a parallel-walled channel
which is inclined with respect to gravity. They found that
the channel overall average Nusselt number was reduced as
the inclination angle was increased. The rate of reduction
in the overall Nusselt number decreases as the Rayleigh
number increases. Additionally, they observed that the local
Nusselt number was much higher along the lower wall of the
horizontal channel where cold air entered in comparison to
the upperwall where hot air existed at both channel openings.

Lin [10] presented a numerical experiment for the onset
and its linear development of longitudinal vortices in natural
convection over inclined plates. It was observed that the
critical Grashof number increases with the increase of the
inclination angle while the effect of inclination angle on the
Nusselt number is less pronounced when the value of the
inclined angle increases.

Iyer and Kelly [11] did not agree with the conclusions
made by Haaland and Sparrow [3]. They found that these
experiments in [3] were not sensitive enough to detect
the first instabilities predicted by theoretical analysis. Iyer
and Kelly used a spatial linear stability analysis with the

parallel flow assumption to examine the formation and
growth of both wave instabilities and longitudinal vortices
and attempted to find a correlation between experimental and
theoretical results by finding the total amplification between
the earliest disturbances and the observed disturbances.

Thus, there are many factors to affect the natural con-
vection heat transfer efficiency, in particular, the difference
of laminar flow and turbulence. In order to achieve a flow
field where the flow is in turbulent state, it is helpful to
ascertain the locations where instabilities could occur and
where instability would occur firstly.

After almost 20 years of work, Dou and co-authors [12–
18] suggested a new approach to analyze flow instability and
turbulence transition based on “energy gradient method.”
This approach is different from the linear stability theory,
the weak nonlinear stability theory, the secondary instability
theory, and the energy method. This approach explains the
mechanism of flow instability from physics and derives the
criteria of turbulence transition.The theoretical results are in
agreement with the experimental data of the pipe Poiseuille
flow, plane Poiseuille flow, planeCouette flow, Taylor-Couette
flow, boundary layer flow, and so on.

In this study, numerical simulation is used to obtain
the flow field at various geometrical and flow parameters.
Then, the energy gradient method is used to investigate the
physical mechanism of flow instability in natural convection.
The paper is divided into two sections. In the first section,
the same computational geometries and numerical scheme
of Saha et al. [8] are used to validate the numerical method
used in this study. In the second section, energy gradient
method is briefly introduced to calculate the value of 𝐾 in
the whole flow field and make some further investigations on
the effects of the flow time, plate length, and the inclination
angle on flow instability of natural convection.This is the first
time for the energy gradient method to be used in natural
convection.

2. Computational Geometry and
Numerical Procedures

2.1. Computational Geometry. The computational geometry
is shown in Figure 1. We consider the top wall as a cooled
inclined flat plate where the temperature is fixed at 𝑇

𝑐
.

Initially, the fluid temperature in the domain is 𝑇
0
which is

higher than𝑇
𝑐
.The four sidewalls of the domain are rigid and

nonslip. Except for the top plate, all the three otherwalls of the
rectangle cavity are assumed to be insulated. The length and
the width of the cavity are defined as L and W, respectively.
The inclination angle of the cavity is expressed with 𝜃.

2.2. Numerical Procedures

2.2.1. Governing Equations. The development of natural
convection adjacent to an inclined cavity is governed by
the following two-dimensional Navier-Stokes and energy
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Figure 1: Schematic of the inclined cavity.

equations, and these equations are based on the Boussinesq
approximation:
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(1)

where𝑥 and𝑦 are the horizontal and vertical coordinateswith
origin at the lower left corner of the cavity, 𝑡 is the time, 𝑇 is
the temperature, 𝑝 is the pressure, 𝑢 and V are the velocity
components in the 𝑥 and 𝑦 directions, 𝑔 is the acceleration
due to gravity, 𝛽 is the coefficient of thermal expansion, 𝜌
is the fluid density, 𝑘 is the thermal diffusivity, and 𝜐 is the
kinematic viscosity.

2.2.2. Numerical Scheme. The governing equations (1) are
implicitly solved using a finite-volume SIMPLE scheme, with
the QUICK scheme approximating the advection term. The
diffusion terms are discretized using central differencingwith
second-order accurate. A second-order implicit time-march-
ing schemewill be used for the unsteady term.Thediscretized
equations are iterated with specified underrelaxation factors.
The boundary condition of the left wall and the right wall
is 𝜕𝑇/𝜕𝑥 = 0, 𝑢 = V = 0; the boundary condition of the
bottom is: 𝜕𝑇/𝜕𝑦 = 0, 𝑢 = V = 0. In addition, we should note
that the flow is unsteady, and all the plots depend on the time.

3. Criteria of Instability Based on
the Rayleigh Number

The natural convection boundary layer adjacent to an
inclined cavity is subjected to sudden cooling boundary
condition which yields a thermal boundary layer along the
wall. At the same time with the formation of the thermal
boundary layer, the viscous boundary layer is formed which
is determined by the balance between viscous term and
inertial term. Meanwhile, the velocity inside the boundary
layer develops, governed by the balance of viscous and inertial
terms with the buoyancy term. It is known from [7, 19] that
the thickness of thermal boundary layer, the velocity inside
the thermal boundary layer, and the thickness of the viscous
boundary layer are related to the balance between conduction
and advection terms.

We can find in [8] that, when the balance between
conduction and advection terms plays a leading role in
exchange of momentum and energy, the steady-state scales
of the boundary layer (𝑡

𝑠
) can be achieved:

𝑡
𝑠
∼

(1 + Pr)1/2(1 + tan2𝜃)
1/2

tan 𝜃 ⋅ Ra1/2Pr1/2
(
𝐿
2sin2𝜃
𝑘
) , (2)

where Ra is the Rayleigh number, Ra = 𝑔𝛽Δ𝑇(𝐿 sin 𝜃)3/𝜐𝑘
and Pr is the Prandtl number, Pr = 𝜐/𝑘. In the present case,
the thermal boundary layer is bounded by a rigid surface
of the plate and a cold air layer, which is equivalent to the
free-rigid boundary configuration [20–24], in which there is
a critical Rayleigh number Ra

𝑐
= 1106.5. Also, there exists a

critical time scale 𝑡
𝐵
for the onset of thermal layer instability

at a given Ra. If 𝑡 > 𝑡
𝐵
, the instability will set in before

the growth of the thermal boundary layer completes. On the
other hand, if 𝑡 < 𝑡

𝐵
, the instability will never occur no

matter how much time it iterates. The critical time scale 𝑡
𝐵

is described as follows [8]:

𝑡
𝐵
= (

Ra
𝑐

Ra
)

2/3
𝐿
2sin2𝜃
𝑘
. (3)

The ratio between the growth time of thermal boundary layer
𝑡
𝑠
and the critical time scale 𝑡

𝐵
described as follows [8],

𝑡
𝑠

𝑡
𝐵

= [
(1 + Pr)3(1 + tan2𝜃)3Ra

Pr3tan6𝜃 ∙ Ra4
𝑐

]

1/6

. (4)

Absolutely, if Ra > Pr3tan6𝜃 ∙ Ra4
𝑐
/(1 + Pr)3(1 + tan2𝜃)3, that

is, 𝑡
𝑠
> 𝑡
𝐵
, the instability will set in before the growth of the

thermal boundary layer completes, or else, if Ra < Pr3tan6𝜃 ∙
Ra4
𝑐
/(1 + Pr)3(1 + tan2𝜃)3, that is, 𝑡

𝑠
< 𝑡
𝐵
, the instability will

never occur.

4. Validation of Numerical Methods

4.1. Numerical Scheme Test. In order to verify the accuracy of
the numerical scheme used in this study, the computational
geometry of Saha et al. [8] is considered. In the following
numerical simulations, the condition Pr < 1 should be
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Table 1: Values of configuration dimensions, Ra, 𝑡
𝑠
, and 𝑡

𝐵
shown in

Figure 6.

Runs Configuration dimension Ra 𝑡
𝑠

𝑡
𝐵

(a1) 𝑊(0.5m) × 𝐿 (5m) 5.33 × 10
4 815.6 s 915.5 s

(b1) 𝑊(0.5m) × 𝐿 (5m) 5.33 × 10
5 257.9 s 197.2 s

(c1) 𝑊(0.5m) × 𝐿 (2m) 6.83 × 10
3 364.7 s 576.8 s

(d1) 𝑊(0.5m) × 𝐿 (15m) 2.88 × 10
6 998.9 s 576.8 s

satisfied. If Pr > 1, Pr3tan6𝜃∙Ra4
𝑐
/(1+Pr)3(1+ tan2𝜃)3 is very

large. Thus, it is difficult to observe instability if the value of
Ra is low.

Figure 2 shows the simulated temperature contours with
three different cavity dimensions at 1000 s, which is taken
from Saha et al. [8].The lengths are 5.4m, 10.8m, and 16.2m,
respectively, and the width is 0.6m.

Figure 3 presents the current results of numerical simu-
lations at 1000 s for the cavity sizes in Figure 2. Comparing
Figure 3 with Figure 2, it can be found that the present
simulations are in agreementwith those in [8], which demon-
strates that the numerical scheme is reliable and accurate.

4.2. Grid Independence Test. Grid independence will be
examined with three different mesh sizes for the same
domain. The three mesh sizes are as follows (Figure 4): (a)
100× 300with 30000 cells, 60400 faces, and 30401 nodes; (b)
150×450with 67500 cells, 135600 faces, and 60801 nodes; (c)
200 × 600 with 120000 cells, 240800 faces, and 120801 nodes.

The simulation results of temperature contours at 300 s
with these three meshes are shown in Figure 4. The temper-
ature versus time with three different mesh sizes is shown in
Figure 5, which is recorded at the samemonitor point (2, 1). It
can be seen from Figures 4 and 5 that mesh convergence has
been achieved with these meshes.

4.3. Test of Simulation Results. Four different configurations
are listed in Table 1, and substituting these corresponding
data into (2) and (3), we will get 𝑡

𝑠
and 𝑡
𝐵
, respectively. All the

numericalmodels in Figure 5 satisfy the following conditions:
Pr = 0.72, 𝜃 = 5.71∘, and 𝑘 = 2.04×10−5. Figures 6(a2), 6(b2),
6(c2), and 6(d2) are partial enlarged drawings of the middle
portion of the plate in Figures 6(a1), 6(b1), 6(c1), and 6(d1),
respectively.

By comparing these four groups of pictures in Figure 6,
some conclusions may be written as follows.

(1) It is observed that there is an “end effect” at the
top right corner of the enclosure in each case, and
this phenomenon is affected by the configuration and
inclination angle of the cavity.

(2) The iterative time reaches 𝑡 = 𝑡
𝑠
both in Figures 6(a1)

and 6(c1), and it is very clear that the flow is still stable
which can be seen from the partial enlarger of the
middle portion of the plate.

(3) The oscillation of the curves from the isotherms
in Figures 6(b1) and 6(d1) indicates the onset of
instability. It is clearly seen that the thermal boundary

layer travels in waveform rather than in a smooth
manner.

(4) It can be found that 𝑡
𝑠
< 𝑡
𝐵
is satisfied for the

simulated results shown in Figures 6(a1) and 6(c1),
and it is observed that the thermal boundary layer is
stable at these cases.While, in Figures 6(b1) and 6(d1),
𝑡
𝑠
> 𝑡
𝐵
, the stability criterion is violated. Thus, the

flow instability occurs at a proper time. These results
are in good agreement with the predictions of criteria
of instability based on Ra.

Nevertheless, we observe some unique phenomena from
these previous instability cases. Firstly, instabilities do not
occur in the whole flow field. Secondly, there exists a distinc-
tive time difference of instabilities at different locations. In
other words, it is expected to employ a theory to predict the
locations where instabilities could occur and positions where
instability would take place firstly. In the following study, we
will briefly introduce the energy gradient method to analyze
the above phenomena observed.

5. Application of Energy Gradient Method

5.1. Energy Gradient Method. From the classical theory of
the Brownian motion, the fluid particles exchange energy
and momentum all the time via collisions. The fluid particle
will collide with other particles in transverse directions as
it flows along its streamline, and this particle would obtain
energy expressed as Δ𝐸 after many cycles; at the same time,
the particle would drop energy due to viscosity along the
streamline; with the same periods, the energy loss expressed
as Δ𝐻 would be considerable. Consequently, there exists a
critical value of the ratio of Δ𝐸 and Δ𝐻, above which the
particle would leave its equilibrium by moving to a new
streamline with higher energy or lower energy and below
which the particle would not leave its streamline for its
oscillation would be balanced by the viscosity along the
streamline. Making reference to [13–18], we can express the
criteria of instability as follows:

𝐹 =
Δ𝐸

Δ𝐻
=

((𝜕𝐸/𝜕𝑛) (2𝐴/𝜋))

((𝜕𝐻/𝜕𝑠) (𝜋/𝜔
𝑑
) 𝑢)

=
2

𝜋2
𝐾
𝐴𝜔
𝑑

𝑢
=
2

𝜋2
𝐾
V
𝑚

𝑢
< Const,

(5)

where

𝐾 =
𝜕𝐸/𝜕𝑛

𝜕𝐻/𝜕𝑠
. (6)

Here, 𝐹 is a function of coordinates which expresses the
ratio of the energy gained in a half period by the particle
and the energy loss due to viscosity in the half period. 𝐾 is
a dimensionless field variable (function) and expresses the
ratio of transversal energy gradient and the rate of the energy
loss along the streamline.𝐸 = 𝑝+1/2𝜌𝑉2 is the kinetic energy
per unit volumetric fluid, 𝑠 is along the streamwise direction,
and 𝑛 is along the transverse direction. 𝐻 is the loss of the
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(a) Length = 5.4m (b) Length = 10.8m

(c) Length = 16.2m

Figure 2: Temperature contours of three different geometries in [8].

(a) L = 5.4m (b) L = 10.8m

(c) L = 16.2m

Figure 3: Temperature contours of three different geometries (present calculation).

total mechanical energy per unit volumetric fluid along the
streamline for finite length, which can be calculated from the
Navier-Stokes equations. Further, 𝜌 is the fluid density, 𝑢 is
the streamwise velocity ofmain flow,𝐴 is the amplitude of the
disturbance distance, 𝜔

𝑑
is the frequency of the disturbance,

and V
𝑚
= 𝐴𝜔
𝑑
is the amplitude of the disturbance of velocity.

Equation (5) represents the criteria of instability; that is,
if 𝐹 exceeds its threshold, the fluid particle would lose its
stability or the instability would never set in. Equation (6)
represents characteristic of instability; that is, it shows the
most dangerous positions in a flow field, and it indicates
that instability would occur firstly at the position with the
maximum value of𝐾 once instability sets in.

5.2. Criterion of Instability Based on Energy Gradient in
Natural Convection. Dou and Phan-Thien [25] proposed an
energy gradient theory which describes the rules of fluid
material stability from the viewpoint of energy field and can
be considered as a supplement to the Newtonian mechanics.
They claimed that the instability of natural convection could
not be resolved by Newton’s three laws, for the reason that
a material system moving in some cases is not simply due
to the role of forces. This method does not attribute the
Rayleigh-Benard problem to forces, but to energy gradient. It
postulates that when the fluid is placed on a horizontal plate
and it is heated from below, the fluid density in the bottom
becomes low which leads to energy gradient 𝜕𝐸/𝜕𝑦 > 0
along 𝑦-coordinate. Only when 𝜕𝐸/𝜕𝑦 is larger than a critical
value, will the flow become unstable, and then fluid cells of
vorticities will be formed. This conclusion is in accordance
with the former criteria of instability.

When the fluid is placed on an inclined plate or a box, the
criterion of natural convection can be written as (Figure 7)

𝐾 = √(
𝜕𝐸

𝜕𝑥
)

2

+ (
𝜕𝐸

𝜕𝑦
)

2

. (7)

In present study, neglecting the influence of the gravity, we
get 𝐸 ∼ 𝑝

0
.

Besides the ability to predict whether instability could
occur in natural convection [25], energy gradient method
has another two functions in natural convection when
instabilities had occurred. It can predict the locations where
instabilities could occur and the position where instability
would take place firstly via the value of 𝐾. In the proposed
method, the flow is expected to be more unstable in the area
with high value of 𝐾 than that in the area with low value of
𝐾. This is the distinctive difference between energy gradient
theory and the criteria of instability based on the Rayleigh
number and is also the focus of investigation in this paper.

We should clarify that the value of𝐾 derived from energy
gradient method can only be applied in situations where
instabilities could occur. Thus, all the subsequent numerical
simulations should satisfy the condition that Ra is larger than
Pr3tan6𝜃∙Ra4

𝑐
/(1+Pr)3(1+tan2𝜃)3, in order to study the cases

of instability occurrence.

6. Results and Discussions

6.1. Results with New Geometries. We will use the same
numerical scheme as that described previously to simulate
the natural convection in a cavity. The numerical results
and analysis are discussed as follows. In order to avoid the
influence of “end effect” on numerical results, we choose
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(a) 100 ∗ 300 𝑡 = 300 s (b) 150 ∗ 450 𝑡 = 300 s

(c) 200 ∗ 600 𝑡 = 300 s

Figure 4: Comparison of the calculated results with three different mesh sizes: (a) Δ𝑥 = 0.054, (b) Δ𝑥 = 0.036, and (c) Δ𝑥 = 0.027.
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Figure 5: Temperature profile calculated with three different grid
sizes.

another computational domain as shown in Figure 8. The
aspect ratio of the domain is as L (16.2m) × W (2m). The
calculated results at Ra = 2.1 × 108 are shown in Figure 8.
According to the criterion based on the Rayleigh number,
the flow is unstable. Figure 8(a) shows the total pressure con-
tours. It is found from this picture that there are two areas of
unstable region in the domain.This phenomenon is explained
as follows. As the boundary conditions are defined, the
temperature on the top wall is lower than the temperature of
the fluid, which leads the fluid with higher temperature in the
cavity to move upwards and gather together. Consequently,
pressure difference develops gradually due to the movement
of the fluid in the cavity, and the irregular phenomena of the

total pressure contours indicate that the flow of the fluid is
unstable.

Figure 8(b) shows the velocity contours along 𝑥-
coordinate, the straight line m-m splits the cavity into a
left region and a right region, and the minus symbol of
velocity means particles move along negative direction of
𝑥-coordinate. It is noticeable that the velocity is distinctive
in the left area, while the velocity in the right area tends to
be 0. However, we attribute this phenomenon to inclination
of the cavity. For a horizontal plate, the velocity profile is
symmetrical in the whole domain. Furthermore, we observe
that the negative speed appears mainly close to the top wall.
When the heated fluid expands and moves upwards to the
top wall, it can be seen from Figure 8(a) that the pressure
close to the top wall is much higher than any other area,
and this higher pressure would drive the fluid near the top
wall to travel to the left side; therefore, the negative velocity
is formed. At the same time, we notice that there exists
a continuous area above the top wall where the value of
𝑥-velocity (𝑢) is large. In [26], we obtain that the thermal
boundary layer, containing lots of heat flux, travels along the
bottom wall in the process of natural convection; hence, the
flow, we observed, is actually the heat flux; furthermore, the
movement direction of the heat flux accords well with the
value of 𝑥-velocity (𝑢).

Figure 8(c) shows the velocity contours along 𝑦-
coordinate; the straight line m-m splits the cavity into a
left region and a right region. Similar to Figure 8(b), speed
is fierce in the left district and is faint in the right district.
Here, we get some new discoveries. Firstly, in comparison to
Figure 8(b), we can find that the district with high value of
𝑦-velocity (V) is in good accordance with the district with
high value of 𝑥-velocity (𝑢); however, the areas with high
value of V are obviously much larger than the areas with the
high value of 𝑢; this phenomenon confirms that lots of fluid
particles move upwards in this cavity, while, at the same time
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Partial enlargement

(a1)

(a2)

Partial enlargement

(a1)

(a2)

Partial enlargement

(b1)

(b2)

Partial enlargement

(b1)

(b2)

Partial enlargement

(c1)

(c2)

Partial enlargement

(d1)

(d2)

(a) (b)

(c) (d)

Figure 6: Four groups of geometries with different Ra: (a1) Ra = 5.335𝑒4, (b1) Ra = 5.335𝑒5, (c1) Ra = 6.83𝑒3, and (d1) Ra = 2.88𝑒6.

𝜕𝑝0/𝜕𝑥
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𝐾
𝜕𝑝0/𝜕𝑦

Figure 7: Calculation of the value of 𝐾.

with the fluid moving upwards, the fluid also travels along
the horizontal direction. Secondly, we find that the minus
velocity along the negative vertical direction still exists in
this cavity. For the temperature on the top wall is lower
than that in the cavity, which leads to a large density of fluid
near the top wall, then the fluid with large density moves
downwards due to the buoyancy. Meanwhile, it is known
from Figure 8(a) that the pressure near the top wall is much
larger than that of the bottom, and the pressure difference
would drive the fluid to move downwards. Consequently,
the negative speed is produced under the action both of the
buoyancy and the pressure difference.

Figure 8(d) shows the temperature contours in this cavity;
the straight line m-m splits the cavity into a left region and
a right region. Firstly, it is surveyed that the locations of
instabilities concentrate mainly in the left region close to
the top wall, while instabilities seldom occur in the right
region of this cavity, and this is due to the inclination of
the cavity resulting in lots of heat flux concentrated on the
top wall in the left region. In addition, we find a unique
location of instability above the bottom. It is known from [26]
that the movement of thermal boundary layer leads to the
accumulation of heat flux above the bottom; with reference
to Figure 8(a), we know that there exists an obvious pressure
difference at the location where heat flux is accumulated
which leads to the fact that the fluid loses its stability and
moves upwards. At last, we observe that the locations of
instabilities accord well with the locations with high value
of velocity. This illustrates that the instabilities result in the
dramatic change of velocity.

Figure 8(e) shows the contours of the value of 𝐾; the
straight line m-m splits the cavity into a left region and a
right region. It is easy to get some similar and new discoveries
by comparing Figure 8(d) to Figure 8(e). First, the area with
high value of 𝐾 is mainly concentrated in the left side of this
cavity, and this is similar to the previous discoveries. Second,
the area with high value of 𝐾 is in excellent agreement
with the locations of instabilities. This result can verify the
accurate prediction of energy gradient method. Third, the
manifestation of instability is the formation of vorticity, and
positions with the formation of vorticities accord well with
the locations with high value of 𝐾; however, there exists a
region with low value of 𝐾 inside the vorticity, as the blue
area shows in the contours of the value of 𝐾 in Figure 8(e).
Fourth, there exists an area with high value of 𝐾 on the
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(e) Value of𝐾

Figure 8: Calculated results of various parameters: (a) total pressure contours, (b) 𝑥-velocity contours, (c) 𝑦-velocity contours, (d)
temperature contours, and (e)𝐾 contours.

left wall, yet no vorticity is formed. We can observe from
the partial enlargement of isotherms in Figure 8(d) that the
thermal boundary layer has lost its stability for it travels in
a waveform. The reason why it does not form a vorticity is
that the thermal boundary travels along the wall, and the
heat flux is accumulated above the bottom which leads to
the onset of instability. Except for the above discoveries, there
exit two problems to be solved: the first one is that we cannot
determine the critical value of 𝐾 which can predict whether
instability could occur in natural convection.The other is that
we do not comprehend so far why the area with high value of
𝐾 and the area with the low value of𝐾 coexist at the locations
of instabilities.

6.2. Effect of Flow Time and Discussions. In order to investi-
gate the effect of the flow time, we choose the same geometry

and numerical scheme to achieve some numerical simula-
tions. Figures 9 and 10 show the contours of temperature
and the value of 𝐾 at 270 s and 300 s, respectively. The basic
parameters are showed in the corresponding figures. Com-
paring Figures 9 and 10 with Figures 8(d) and 8(e), we can
observe the following characteristics. First, the regions with
high value of 𝐾 coincide with the locations of instabilities.
Second, with the flow time accumulated, the positions and
areas of instabilities are increasing. Third, the area with high
value of 𝐾 and the area with the low value of 𝐾 coexist at
the locations of instabilities, and the reason is still unknown
till now. Fourth, the locations of instabilities spread right
along the top wall with the increase of the flow time. This is
because the accumulation of heat flux above the bottom wall
is restricted; in other words, the movement of the thermal
boundary layer on the top wall is restrained. Thus, lots of
heat flux is accumulated on the top wall near the right
side which leads to the occurrence of instabilities. Fifth, the
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fluid in the cavity tends to flow in a turbulent manner. It is
suggested in energy gradient method that the amplification
of local turbulence phenomenonwould lead to that the whole
domain loses its stability. In the current case, the natural
convection cannot be restricted so that the fluid tends to be
turbulence, and this phenomenon is in good agreement with
energy gradient method.

In summary, the flow time affects numerical results to a
considerable degree. Two features are distinctive particularly:
the locations of instabilities migrate right on the top wall and
the fluid in the whole domain tends to flow in a turbulent
manner as the flow time increases.

6.3. Effect of Plate Length and Discussions. Figure 11 shows
the contours of temperature and the value of 𝐾, respectively,
with a plate length of 24.3m.Thebasic parameters are showed
in the corresponding figures. Comparing Figures 8(d) and
8(e) with Figures 11(a) and 11(b), we can also make some
conclusions. First, the regions with high value of 𝐾 coincide
with the locations of instabilities. Second, the area with high
value of 𝐾 and the area with the low value of 𝐾 coexist at
the locations of instabilities. The above two viewpoints are
similar to the former conclusions. Third, the onset time of
instability is inversely proportional to the length of the plate;
that is, the onset time of instability decreaseswith the increase
of 𝐿. Corcione [27] stated that the heat transfer rate from any
heated or cooled boundary surface of the enclosure increases
as the Rayleigh number increases. This phenomenon is in
good accordance with the results in [27]. In all the related

cases, Ra is actually proportional to the length of the cavity
𝐿. Consequently, when we substitute the larger parameter of
𝐿 into (2), it is easy to get a shorter time of 𝑡

𝑠
which means

that the flow is easier to lose its stability. Fourth, the locations
of instabilities migrate right as the plate length increases.
Because themigration length of the thermal boundary on the
top wall is prolonged, the heat flux transfer would be limited
as long as the instabilities set in, which in turn leads to the
accumulation of heat flux on the top wall near the right side,
and the heat flux loses its stability.

In summary, the length of the cavity has an obvious
effect on numerical simulation. Two features are distinctive
particularly: the onset time of instabilities will get shorter and
the locations of instabilities on the top wall will migrate right
with the increase of the plate length.

6.4. Effect of InclinationAngle andDiscussions. Figures 12 and
13 show the contours of temperature and the value of 𝐾 with
inclination angle 𝜃 = 10∘ and 𝜃 = 15∘, respectively. The basic
parameters are showed in the corresponding figures. Kurian
et al. [28] studied laminar natural convection inside inclined
cylinders of unity aspect ratio and demonstrated that there
exits a threshold of inclination angle. As the inclination angle
increased from 0 deg to its threshold, convection increased
to a maximum. However, when the inclination angle was
greater than its critical value, the convection effects and the
dimensionless axial temperature gradient decreased relatively
small with the increase of inclination angle. Comparing these
figures with Figures 8(d) and 8(e), we can obtain some
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Figure 12: Calculated results with 10 degrees of angle: (a) temperature contours and (b)𝐾 contours.

similar and different observations. First, the regionswith high
value of 𝐾 still coincide with the locations of instabilities.
Second, the area with high value of 𝐾 and the area with the
low value of 𝐾 coexist at the locations of instabilities. The
above two observations are similar to the former conclusions,
while the following three conclusions are different. Third,
the intensity of flow instability in the left region is much
stronger than that in the right region as the inclination angle
increases. Upton and Watt [29] made experimental study in
an inclined rectangular enclosure, and the results showed
that the angle of inclination has a significant effect on the
flow and heat transfer in natural convection in an enclosure.
Buoyancy in the intrusion layer was found to be the main
factor determining the character of these flows. When the
angle of the inclined plate increases, more components of
buoyancy will be imposed on the top wall which leads to
that more heat flux will be accumulated in the left region.
Hence, it is easy to observe that the intensity of flow instability
is much stronger in the left region. This result is in good
accordance with the conclusion stated by Upton and Watt
[29]. Fourth, the locations of instabilities would spread left
along the top wall with the increase of inclination angle in
a certain range. Due to the same reason as stated previously,
more heat flux will be accumulated in the left region; thus,
it is easy to observe that more instabilities would occur in
the left region as the inclination angle increases in a certain
range which in turn hinders the movement of the heat flux.
Fifth, the locations of instabilities would migrate right once
the inclination angle exceeds a certain range. Although the
increased component of buoyancy along the top wall can
accelerate themovement of heat flux to the left side, the width
of the cavity and the higher pressure difference will restrict

the accumulation of heat transfer severely in the lower left
corner. As a result, more heat flux will be accumulated on
the top wall near the right side, and it is easy to observe
lots of instabilities on the right side of the top wall. At the
same time, we are surprised to find that the fourth and fifth
viewpoints accord well with the results of Kurian et al. [28] to
some extent.

In summary, the inclination angle of the cavity has a
distinctive affection on numerical simulations.Three features
are distinctive particularly. First, the intensity of flow insta-
bility in the left region is much stronger than that in the right
region with the increase of inclination angle. In addition, the
locations of instabilities will migrate left with the increase
of inclination angle in a certain range. At last, the locations
of instabilities will migrate right once the inclination angle
exceeds a certain range.

7. Conclusions

Numerical simulations on natural convection in an inclined
cavity have been carried out using the unsteadyNavier-Stokes
equations for various parameters such as the domain length
and the inclined angle. The main conclusions are as follows.

(1) The energy gradient method is successfully employed
to study the instability of the thermal boundary layer.
It is found that instability occurs firstly at the position
where the energy gradient function gets its maximum
𝐾max. The regions with high value of 𝐾 coincide
with the locations of instabilities. These observations
accord well with the energy gradient theory.
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(2) The fluid within the whole domain tends to flow in a
turbulent state with the increase of flow time if Ra is
larger than its critical value.

(3) With the increase of plate length, the onset time of
instability decreases and the locations of instabilities
migrate right along the top wall.

(4) The intensity of instabilities in the left region of the
studied inclined cavity is much stronger than that in
the right region.When the inclined angle increases in
a certain range, the locations of instabilities along the
top wall migrate left.

(5) Once the inclined angle exceeds a certain range, the
positions of instabilities would move right since the
accumulation of the heat flux in the lower left corner
of the cavity is restrained.

Nomenclature

Ra: Rayleigh number
Pr: Prandtl number
𝑡: Time
𝑡
𝑠
: Steady-state time scale
𝑡
𝐵
: Critical time scale
𝑇: Temperature
𝑇
𝑐
: Temperature of the top wall
𝑇
0
: Temperature of the fluid
𝐿: Length of the cavity
𝑊: Width of the cavity
𝑥, 𝑦: Coordinatescavity
𝑝: Pressure
𝑝
0
: Total pressure
𝑢, V: Velocity components in 𝑥, 𝑦 directions,

respectively
𝑔: Gravity acceleration
𝑘: Thermal diffusivity
Ra
𝑐
: Critical Rayleigh number

𝑛: Transverse direction
𝑠: Streamwise direction
𝐾: Dimensionless function expresses the ratio

of transversal energy gradient and
streamwise energy gradient

𝐴: Amplitude of the disturbance distance
𝜔
𝑑
: Frequency of the disturbance

V
𝑚
: Amplitude of the disturbance of velocity.

Greek Symbols

𝜃: Inclination angle
𝛽: Coefficient of thermal expansion
𝜌: Fluid density
𝜐: Kinematic viscosity
Δ𝐸: Energy difference along transverse direction
Δ𝐻: Energy difference along streamwise direction
Δ𝑇: Temperature difference.
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Supersonic steam ejector is widely used in steam energy systems such as refrigeration, wood drying equipment, papermaking
machine, and steam turbine. In this paper the Computational Fluids Dynamics (CFD) method was employed to simulate a
supersonic steam ejector, SST k-w turbulence model was adopted, and both real gas model and ideal gas model for fluid property
were considered and compared. The mixing chamber angle, throat length, and nozzle exit position (NXP) primary pressure and
temperature effects on entrainment ratio were investigated. The results show that performance of the ejector is underestimated
using ideal gas model, and the entrainment ratio is 20%–40% lower than that when using real gas model. There is an optimum
mixing chamber angel and NXP makes the entrainment ratio achieve its maximum; as throat length is decreased within a range,
the entrainment ratio remains unchanged. Primary fluid pressure has a critical value, and the entrainment ratio reaches its peak at
working critical pressure; when working steam superheat degree increases, the entrainment ratio is increased.

1. Introduction

The supersonic steam ejector (SSE) is widely used in many
industry fields which are steam powered such as oil, ther-
moelectric, and refrigeration [1–3]. A steam jet refrigeration
can be considered as one of the most suitable refrigeration
systems for the present energy and environment situations,
because of simplemode of function, lack ofmoving parts, and
capability of driving a refrigeration device primarily through
the use ofwaste heat or solar energymaking themparticularly
attractive in this energy-conscious era. In addition, using
waste heat or solar energy to power a refrigeration system
will reduce the electrical energy consumption used to power
vapour-compression refrigeration systems, potentially reduc-
ing the emissions of greenhouse gasses that are associated
with the production of electricity from fossil fuel burning
power plants. In view of the numerous publications available
on this subject, it is perhaps one of the most important
application areas for ejectors. A good overviewof the different
applications in this field may be found in the review article
by Sun and Eames (1995) [4]. So a lot of studies of SSE per-
formance with various types of working fluid in refrigeration

field could be found; for example, Eames et al. [5] provided
the results of 1D model theoretical and experimental study
of a steam jet refrigerator. Huang [6] carried out a 1D model
on ejector performance at critical-mode operation; Ouzzane
and Aidoun (2003) [7] proposed a 1D model allowing to
track flow conditions along the ejector. In their study, fluid
properties were evaluated by using NIST (1980) subroutines
for equations of state of refrigerants. CFD tools have been
proved to be valuable tools for understanding and solving
complex fluid flow problems, such as the entrainment and
mixing processes in ejectors. Bartosiewicz et al. [8] compared
the pressure distribution by using different turbulence mod-
els for the simulation of an ejector with experimental data. It
was concluded that, for certain conditions, simulated results
were in excellent agreement with measured data. However,
the choice of air as a working fluid and other test conditions
was not very fortunate, especially when a cooling cycle is
concerned. Later they extended their work using R142b as
the working fluid. Rusly et al. [9] presented CFD results
compared to published experimental data and 1D model
predictions, using R141b.The effect of ejector geometry on the
flow field was investigated. It was pointed out that according
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Table 1: Summary of ejector research using CFD software compared with experimental results.

Auto Working fluids State equation Numerical method Inlet pressure
(range) Error range

Eames et al. [5] Water steam Ideal gas model 1D model 0.3615MPa 22.6∼32.25%
Huang et al. [6] R141b Ideal gas model 1D model 0.4–0.6MPa 0.56∼22.9%
Rusly et al. [9] R141b Ideal gas model FLUENT 0.4–0.6MPa −5.82∼5.11%
Pietrowicz and
Kasperski [10] Water steam IAPWS-IF97 CFX 0.474KPa 1.3∼8.2%

Sriveerakul et al. [11] Water steam Ideal gas model FLUENT 0.27Mpa −1.89∼12.9%
Pianthong et al. [12] Water steam Ideal gas model FLUENT 0.3615MPa 1% ∼13.4%
Scott et al. [13] R245fa NIST PHOENICS 0.4–0.6MPa −4.9∼10.6%

to CFD model results, 1D model assumptions were not met
under test conditions. In this work, evaporator temperatures
were very high for a simple ejector cooling cycle. T. Pietrowicz
andKasperski [10] used a commercial CFDpackage to predict
performance of a steam ejector, and the maximum errors of
many different working conditions such as effect of primary
nozzle, throat diameter, and throat length are 12.9%. A pithy
review is listed in Table 1.

In this paper, the SSE used in steam turbine system
has been calculated using CFD package CFX 11.0; applying
the SSE to steam turbine system could hold the vacuum; it
could also pump the noncondensable gas and enhance the
efficiency of Rankine cycle indirectly [3]. According to the
review of ejector studies above, it could be found that the
ejector working pressure is less than 1MPa; water vapour,
used as the working fluid of the model, was treated as the
assumption of an ideal gas, for the ejector application where
the operating pressure is relatively low; it was proved by
some researchers [10] that it provided similar results to a
real gas model, but the SSE investigated in this paper is
working at 1.6MPa or even higher, so the ideal gas model
does not apply at all to water vapour; on the other hand,
it can be found from Table 1 that, in the literature review,
the CFD and experiment works of SSE primary pressure are
almost lower than 1MPa, so the SSE working at a higher
primary pressure should be investigated in order to learn the
performance of the SSE used in steam turbine system and
provide some theoretical foundations for designing the SSE
with high primary pressure. The previous part of this paper,
both Laval nozzle and ejector results of different equations of
state have been compared; then the geometry and operation
condition effects on SSE entrainment ratio (EM = mass flow
rate of secondary inlet/mass flow rate of primary inlet) are
discussed. This paper could provide the theory basis for the
high primary SSE design.

2. Ejector Geometry

The ejector simulated in this paper is shown in Figure 1
and the original geometry detail is shown in Table 2. The
mixing chamber angle 𝛼, throat length 𝐿, and nozzle exit
position (NXP) effects on ejector entrainment ratio have been
considered, 𝛼 is changed from 4.5∘ to 13.25∘, which means
that the mixing chamber length is changed from 75mm to

225mm, and the throat length is changed from 2D to 6D.
When considering one parameter effect, the other remains
unchanged at original or optimal value.

3. CFD Model

The calculation area is meshed with structural mesh
hexahedral-type elements using ICEM 11.0 (Figure 2); 1/4
model is considered for saving calculation time; if the apex
angle between two symmetry faces is small, the mesh quality
becomes very poor, so a 1/4 geometry model with apex angle
90∘ was used. CFD software CFX 11.0 is used to solve the
governing equations. The pressure inlet type is taken into
primary and secondary inlet, for primary inlets; the total
pressure 1.6MPa and total temperature 556.85 K are given;
for secondary inlet, the total pressure 0.01MPa and total
temperature 315 K are given. The pressure outlet boundary
with a known mean value of absolute pressure at 33170 Pa
is adopted for ejector outlet. No-slip and adiabatic wall type
have been used on the ejector wall. Automatic near-wall
treatment has been applied.The SST k-wmodel is utilized for
simulating turbulence flow.

The gird-dependent learning is done using 𝑑 = 40mm
geometry as shown inTable 1, and four options are considered
as shown in Table 3; it can be seen that the entrainment ratio
is changed within 3.88%; the scheme 3 is used in this paper.

The fluid property is important for simulation steam flow
problem, especially when the steam is far away from critical
region, so the IAPWS IF97 model is used as equation of state.
The IAPWS-IF97 database represents an accurate equation of
state for water and steam properties. The IAPWS-IF97 [15]
database uses formulations for five distinct thermodynamic
regions (Figure 3) for water and steam, namely, (1) subcooled
water, (2) supercritical water/steam, (3) superheated steam,
(4) saturation data, and (5) high temperature steam. When
developing the IAPWS database for ANSYS CFX, therefore,
properties must be evaluated as functions of pressure and
temperature. For the most part, this involves a straight-
forward implementation of the equations described in the
IAPWS theory. Region 4 involves saturation data that uses
only pressure or temperature information. However, when
evaluating the properties around Region 3 (near the critical
point), where the EOS is defined explicitly in terms of
density and temperature. In this region, the density must be
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Figure 1: Schematic diagram of steam ejector (not in scale).

Table 2: The original geometry details of the ejector.

Mixing chamber angle 𝛼 (∘) 9.55
Throat length 𝐿 (mm) 485
Diffuser length 𝐿

𝑑
(mm) 305

Diameter of throat 𝐷
𝑡
(mm) 77

Diameter of diffuser outlet 𝐷
𝑑
(mm) 141.5

Distance between primary nozzle
and mixing chamber 𝑑 (mm) 10

Table 3: Grid-dependent results.

Scheme Total elements 𝐿 𝐿
𝑑

𝐸
𝑚

1 124136 63 51 0.670
2 332668 90 72 0.691
3 519486 104 84 0.693
4 608685 155 94 0.697

evaluated using Newton-Raphson iteration. This algorithm
is further complicated in that the EOS is applicable on both
the subcooled liquid and superheated vapor side leading up
to critical conditions. Therefore, depending on the pressure-
temperature state, one may be evaluating a subcooled liq-
uid or a superheated vapor with the same EOS. To apply
the Newton-Raphson scheme in a reliable way, one must
detect on which side of the saturation dome the pressure-
temperature state applies, and apply an appropriate initial
guess. Such an iteration scheme, including logic for an initial
guess, has been implemented in ANSYS CFX so that table
generation around the critical region is possible.

4. Numerical Results

4.1. Numerical Validation. In order to verify the reliability
of the theoretical model, a converging-diverging nozzle flow
field has been calculated. The geometry and inlet conditions
of the nozzlewere taken to be the same as theNozzle B used in
the experiment of Moore and Walters (1973) [14], which was

Figure 2: Mesh of flow region.
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Figure 3: Regions of IAPWS-IF97.

very classic and had been quoted by other scholars [16, 17];
also a quarter of the geometry with symmetry boundary
conditions was used. At the nozzle inflow, subsonic flow
was specified using total pressure (25KPa), total temperature
(354.6 K), and the outflow is supersonic. With comparison to
the IAWPS-IF97 model and the experiment value as Figure 4
shows, it can be seen that IF97 model has a good agreement
with the experimental values and is better than ideal gas
model.
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Figure 5: Mass flow rate of nozzle B at different inlet pressure.

4.2. Comparison Results of Different Equations of State. The
mass flow rate results of nozzle B at different inlet pressures
have been obtained, in order to see howmuch difference there
is between ideal gas model and real gas model. From Figures
5 and 6 it can be seen clearly that when the inlet pressure is
lower, for example 0.025MPa, the mass flow rate of real gas
model is about 4% higher than that of ideal gas model, but as
the inlet pressure is increased, the difference becomes higher;
for example, when inlet pressure is 1.6MPa, the difference is
increased to 8.9%, which cannot be ignored.

Figures 7–12 show comparison results of SSE using
different EOS. Entrainment ratio is highly underestimated
while using ideal gas model, as shown in Figure 7; the
entrainment ratio is 40% lower than real gas model at
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Figure 6: Percent difference of mass flow rate using different EOS.
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Figure 7: Entrainment ratio of the steam ejector at different NXP.

𝑑 = 40mm; this means that when calculating steam ejector
flow field, the performance of ejector (entrainment ratio)
will be underestimated if using ideal gas model. As Figure 8
shows, the static pressure in mixing chamber is different;
when using ideal gasmodel, static pressure is higher than real
gas model.

The working mechanism of the steam ejector could be
understood at two aspects: one is viscous drag effect between
working and secondary fluid; the other is that with the
supersonic expansion of primary fluid, the static pressure
in mixing chamber decreases lower than secondary fluid
pressure, so the secondary steam will flow into the mixing
chamber and will mix with primary fluid (working steam),
complete exchange of momentum and energy, so if mixing
chamber pressure is higher, the entrainment ratio will be
lower; on the other hand, the mass flow rate of ideal gas
model is lower than real gas model in a converging-diverging
nozzle (Figures 5 and 6); this means that the working fluid
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momentum of ideal gas model is lower, so its dragging ability
is poor.

Figure 9 gives the temperature field distribution atmiddle
line; the temperature drops sharply because of the supersonic
expansion, and it rises in diffuser.Whenusing ideal gasmodel
the temperature is lower than real gas model; this is because
the phase transition phenomenon occurs in the ejector when
using the real gas model, the maximum mass fraction of
saturated water is larger than 20% (Figure 10). There are
two reasons for phase transition: one is that temperature
drops caused by supersonic expansion and shock waves;
the other is the secondary fluid’s temperature is lower than
the primary fluid, latent heat is released when the phase
transition phenomenon occur, and the temperature will go
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Figure 10: Liquid mass fraction distribution along the centerline
using IF97.
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Figure 11: Density distribution along the centerline using different
EOS.

up. The so-ercalled condensation shock makes the shock
waves of real gas model stronger than ideal gas. As the
temperature field is underestimated using ideal gas, the mach
number and fluid density is also different from IF97model as
Figures 11 and 12 show.

4.3. Geometry Effects on Ejector Entrainment Ratio. As
Figure 13 shows, there is an optimum value of 𝛼which makes
the entrainment ratio bemaximum; Figure 14 gives themarch
number distribution along the axis; if 𝛼 is smaller than the
optimum value, the mixing chamber cannot mix the fluid
verywell, the choking flow is formed, and a strong shockwave
appears in mixing chamber. When 𝛼 is bigger than optimum
value, shock wave attenuation is stronger, and the moment
loss in mixing chamber becomes bigger.
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The throat length effects on ejector could be understood
as shock waves move toward to mixing chamber when 𝐿
is decreases. As shown in Figure 15 there are three obvious
shock waves when 𝐿 = 485mm. The third shock wave has
a slight attenuation when 𝐿 = 385mm; this is because as 𝐿
decreases, the high-pressure position in throat exit will move
towards mixing chamber; the position of shock wave moves
towards mixing chamber; if the choking flow happens in
mixing chamber, the entrainment ratio will decrease sharply.
For example, the third shock wave in throat disappears when
𝐿 = 308mm, and the second shock wave has an apparent
attenuation when 𝐿 = 231; there is only one shock wave
when 𝐿 = 154mm. The performance of the ejector is almost
unchanged as 𝐿 = 485mm, 385mm, and 308mm, but
as 𝐿 decreases to 231mm, 154mm, the entrainment ratio
decreases as shown in Figure 16; the shock waves will move
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Figure 15: Mach distribution along the centerline at different 𝐿.

towards mixing chamber, leading to static pressure in mixing
chamber increased, and make the entrainment decrease.

The primary fluid will be compressed when it is mixed
with the second fluid. The distance between primary nozzle
and mixing chamber (𝑑) will influence the performance of
ejector, but the effects of 𝑑 on the different ejectors are
different. As Figure 4 shows, the optimumvalue of this ejector
is 40mm, when 𝑑 is smaller than 40mm; themaxim pressure
in mixing chamber and throat becomes higher, which makes
the flow developely inadequate; when 𝑑 is larger than 40mm,
the speed of fluid reaching mixing chamber droops, and
the entrainment ratio decreases a little. It can be seen from
Figures 17 and 18 that 𝑑 does not affect the shock waves
distribution in throat and diffuser very much.
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different NXP.

4.4. Working Fluid Condition Effects on Ejector Entrainment
Ratio. In practice, we alwayswant to eject the secondary fluid
using lower primary pressure, which makes better energy
saving effect and the entrainment be ratio maximum. It can
be found in Figure 19 that when the primary pressure is equal
to 1.56MPa, the entrainment ratio reaches its maximum
value. When 𝑃

𝑃
is higher than 1.56MPa, the choking flow

is formed in the mixing chamber area; the block wave will
move towards to diffuser when the primary pressure rises
as Figure 20 shows. It can be found that when the primary
pressure is higher than its critical value, the entrainment is
almost unchanged, and the ejector will waste primary steam
energy.

The primary fluid often works at saturation state, but
this ejector working fluid is superheated; when working
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Figure 18: Filled contours of mach number at different NXP.
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steam superheat degree increases, the entrainment ratio is
increased; a higher temperature means higher energy and
will enhance the ejector performance as Figure 21 shows.
The static temperature distribution in mixing chamber and
throat is almost the same, but in diffuser it is obvious
that a higher primary temperature makes a higher static
temperature (Figure 22).

5. Conclusion

Thispaper calculates the flowfield of supersonic steamejector
using steam turbine system. The real gas model has been
used and compared with ideal gas model first, the water
liquid mass fraction in steam ejector has been simulated
successfully using IAPWS IF97 real gas model, and the
maximum mass fraction of saturated water is higher than
20%. Mixing chamber angel, throat length, and nozzle exist
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position effects on ejector performance have been discussed.
The other conclusions are summarized as follows.

(1) The verification calculation result of converging-
diverging nozzle shows that if the inlet pressure is
higher, the ideal gas model is no longer fit for steam
flow problems.

(2) The mass flow rate and static pressure are the main
causes of difference between two equations of state;
for the ejector in this paper, the performance of the
ejector will be underestimated and the temperature
field is distorted using ideal gas model; the entrain-
ment ratio of ideal gas is maximum 40% lower than
IF97 model.

(3) There are an optimum mixing chamber angle and
NXP makes the entrainment ratio achieves its max-
imum. As throat length decreased within a range (3D
length in this paper), the entrainment ratio remains
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unchanged.The influencemechanism to entrainment
ratio could be understood as choking flow exists in
mixing chamber, and if chocking flow happens in
mixing chamber, the performance of ejector will be
reduced.

(4) The primary pressure has a critical value at a certain
primary temperature; when it is higher than critical
value, the entrainment ratio decreases a little. The
entrainment ratio increases as the superheat degree of
primary steam increases.
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In order to investigate H2 rich blowout limit at different blockage ratios and flow velocities,
a CFD software FLUENT was used to simulate H2 burning flow field in bluff-body burner,
and the software CHEMKIN was adopted to analyze the sensitivity of each elementary
reaction. Composition Probability Density Function (C-PDF) model was adopted to simulate H2
combustion field in turbulence flame. The numerical results show that reactions R2 and R9 possess
the largest positive and negative temperature sensitivity. Temperature has a very important
influence on these two reactions. When equivalence ratio is 1, the mixture is most ignitable, and
the critical ignition temperature is 1550 K. There should be an optimal blockage ratio which can
stabilize the flame best. When the blockage ratio remains unchanged, the relationship between H2
RBL and flow velocity is a logarithmic function. When the flow velocity remains unchanged, the
relationship between H2 RBL and blockage ratio is a parabolic function. A complete extinction
requires three phases: the temperature sudden decline in the main stream, the energy dissipation
from the recirculation zone to the main stream, and the complete extinction of the flame.

1. Introduction

Bluff-body stabilized combustion with triangular or cone stabilizers is common in after-
burners of military aircraft. A central recirculation zone (CRZ) will form in the wake of the
bluff-body burner [1]. The heat will diffuse to the main stream from the flame frontier. The
entrainment of hot gases will improve the combustion stabilization. If the fuel concentration
is ultralean or ultrarich, the heat released from the flame frontier cannot compensate that of
dissipation to the main stream, and then the temperature will decrease gradually, finally
inducing extinction.

Lots of researches on flame stabilized mechanism in a bluff-body burner have been
carried out both in terms of experiment and theoretical treatment. Experimental researches
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on this problem are extremely important, but a large-scale systematic mechanism analysis
via experiments is both expensive and time consuming. The Volvo Aero Corp. [2] carried out
a lot of experiments on triangular bluff-body stabilized combustion rig. Shanbhogue et al.
[1] found that the flame instability is dominated by the lower intensity and the convective
instability of the shear layer. He put forward that blow off will occur in multiple steps: local
extinction along the flame sheer, large-scale wake disruption, and a final blow off. Frolov
et al. [3] formulated a flame stabilization criterion called Michelson Criterion, according to
this criterion, a flame will be blown off from the flameholder when Michelson number is <1;
his result shows that there will be an optimal flame-holder size at which the best stabilization
parameters were achieved. Wright [4] performed lots of experiments to define the influence
of blockage on flame stabilization by bluff-bodies in ducted flow. His experiments indicated
that the length of the recirculation zone varies inversely as the square root of the blockage and
the flow speed past the wake increases almost linearly with blockage. He found that while the
combustion was taking place, the flow speeds and flame geometry depended on the blockage
ratio. However, at the flame blow off, the characteristic mechanical time is independent of
that. The most important conclusion gained by Wright is that the maximum blow off speed
occurs at a relatively low blockage ratio. Dawson et al. [5] found that blow off is approached
by increasing the bulk velocity or decreasing the equivalence ratio. Griebel et al. [6] and
Schefer [7] found that the maximum blowout velocity occurred at stoichiometric conditions.
Barlow et al. [8] made use of an experimental method to study the importance of molecule
diffusion and turbulence transport on flame structure. His study showed that there will be
an evolution in those flames from a scalar structure dominated by molecular diffusion to one
dominated by turbulent transport with Re increasing.

On the other hand, computational fluid dynamics (CFD) has been widely used to
study the turbulent reacting flows, fluid machinery, and combustion systems to predict
device performance and optimize their structures. Many experiment studies are used
to validate the simulation accuracy and to explain the flame extinction mechanism. For
example, Giacomazzi et al. [9] tested the applicability of a sub grid scale Fractal Model
for LES (FM-LES) simulation of turbulent combustion by simulating a bluff-body premixed
flame anchored in a straight channel. Eugenio found that 3D vortex structures periodically
shortening the recirculation zone downstream of the bluff-body and entraining fresh mixture
into the hot zone, this physical mechanism is involved in flame anchoring. Eriksson [2]
investigated Zimont Turbulent Flame Closure Model (TFC) in conjunction with different
turbulent models in simulating premixed bluff-body stabilized flame. And he found that the
TFC model combined with k−ω model accurately captures the recirculation zone length and
overall turbulent flame speed, the combined effect is not captured well in steady state RANS.
Lin and Holder [10] studied the effects of inlet turbulent intensity and angle of attack on the
chemically reacting turbulent flow and thermal fields in a channel with an inclined bluff-body
flame holder. Sjunnesson [2] reported the computation of the triangular bluff-body stabilized
combustion using a two-step reaction solved with Arrhenius Expression in conjunction with
the Magnusen-Hjerthager combustion model and k-epsilon turbulent model. Kim et al. [11]
found that LES modeling approach can reproduce the variation of recirculation zone length
while the equivalence ratio changed. This approach was successfully used to assess the lean
blowout condition and evaluate its behavior and physics of combustion instability. Jones
and Prasad [12] adopted C-PDF/LES model to exhibit the local extinction and re-ignition
in turbulent combusting and to describe the interaction between turbulence and combustion.
His numerical result was in good agreement with American Sandia Flame experiment data.
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Figure 1: Geometry structure of bluff-body burner.

Even though there is a recirculation region in a bluff-body burner, the extinction will
still occur if the stabilized ignition point was blown to the outside of CRZ. CRZ takes a very
important effect on flammability. So the aim of the present work is to study the influence of
flow velocity and blockage ratio on H2 Rich Blowout Limit (RBL) and finally summarize a
formula for H2 RBL.

2. Geometry and Mathematical Model

Figure 1 shows the geometry of the burner with cone bluff-body and straight channel. To
save the calculation expend, 2-dimension axis-symmetry model was used. Figure 2 shows
the mesh adopted for the calculation domain, and the total grid number is 6.0e + 04.

Boundary conditions: mixture inlet temperature is 293 K, inlet pressure is 1 atm and
inlet velocities are shown in Table 1. The mixture is made up of H2 and air, and the concen-
tration of H2 is shown in Table 5.

Outlet: pressure outlet.

Wall: adiabatic boundary.

The computations are repeated for different combinations of gas velocity and blockage
ratio. The definition of Reynolds number based on the channel width has been given out as
follows:

ReD =
ρuD

μ
, (2.1)

where ρ is mixture density, u is mixture velocity, D is Channel width, μ-mixture viscosity.
The blockage ratio B is defined as

B =
d

D
. (2.2)

In combustion flows, conservation equations for mass, momentum, energy, and spe-
cies are solved. The standard k−ε and LES models were adopted, respectively, to simulate the
turbulence flow in conjunction with C-PDF and Eddy-Dissipation-Concept (EDC) combus-
tion mode.
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Figure 2: The calculation mesh.

Table 1: Blockage ratio and gas flow velocities (1 atm, 293 K).

Bluff-body diameter d/mm 20 30 40 50 60 70
Blockage ratio B 0.2 0.3 0.4 0.5 0.6 0.7
Gas velocity V/(m/s) 1 2 5 10 20 50
ReD 4.0e + 3 8.3e + 3 2.2e + 4 4.4e + 4 9.1e + 4 2.4e + 5

Composition PDF Transport Equation (C-PDF) is as follows:

∂

∂t

(
ρP

)
+

∂

∂xi

(
ρuiP

)
+

∂

∂ψk

(
ρωkP

)
= − ∂

∂xi

[
ρ
〈
u′′i | ψ

〉
P
]
+

∂

∂ψk

[
ρ

〈
1
ρ

∂Ji,k
∂xi

| ψ
〉
P

]
. (2.3)

The two terms on the right-hand side represent the PDF change due to scalar
convection by turbulent scalar fluxal and molecular mixing/diffusion, respectively.

The flow field researched in this paper is turbulence refer is to ReD as shown in Table 1.
Because the reaction rate highly nonlinear, modeling the mean reaction rate in a turbulent
flow is extremely difficult. C-PDF is an alternative effective method to solve the premixed
combustion in a turbulent flow. The principal strength of C-PDF transport approach is
that the highly nonlinear reaction term is completely closed and requires no modeling.
The turbulent scalar flux term is modeled by gradient-diffusion assumption. The molecular
mixing/diffusion is modeled by MC, IEM, or EMST models [13]. C-PDF transport model
adopts a detailed chemical mechanism for modeling the reaction rate in a turbulent flame.
With an appropriate chemical mechanism, kinetically controlled species such as CO and NOx,
as well as flame ignition and extinction, can be predicted by C-PDF model. Bisetti and Chen
[14] adopted Join-PDF/LES approach to research Sandia Flame D, and their result showed
that the prediction by EMST is quite accurate near stoichiometric, but overall trend remains
unpredicted at other conditions. While Lindstedt et al. [15] found that the numerical result
is in good agreement with the experiment data by MC molecular mixing model, if it turns to
IEM model, it cannot capture extinction and reignition. Finally, MC molecular mixing model
was used in this paper.

C-PDF transport equation cannot be solved by finite volume method; a Lagrangian
Monte Carlo [13] method has been used to solve it. Because time scales of some reactions are
very fast, while others are very slow, disparity of time scales results in numerical stiffness
problem. It means that extensive computational load is required to integrate the chemical
source term. To solve the numerical stiffness problem, in-situ adaptive tabulation (ISAT) has
been employed to dynamically accelerate the chemistry calculations. Correa and Pope [16]
made use of this method to calculate the burning process for one bluff-body burner, and the
numerical result was in coincidence with the experiment data.

Table 2 gives out the detailed chemical mechanism of hydrogen adopted in this paper.
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Table 2: Hydrogen chemistry reaction.

No. Reaction Ai βi Ei

1 O2 + H ⇒ OH + O 2.000E + 14 0.00 70.30
2 OH + O ⇒ O2 + H 1.568E + 13 0.00 3.52
3 H2 + O ⇒ OH + H 5.060E + 04 2.67 26.30
4 OH + H ⇒ H2 + O 2.222E + 04 2.67 18.29
5 H2 + OH ⇒ H2O + H 1.000E + 08 1.60 13.80
6 H2O + H ⇒ H2 + OH 4.312E + 08 1.60 76.46
7 OH + OH ⇒ H2O + O 1.500E + 09 1.14 0.42
8 H2O + O ⇒ OH + OH 1.473E + 10 1.14 71.09
9 O2 + H + M ⇒ HO2 + M 2.300E + 18 −0.80 0.00
10 HO2 + M ⇒ O2 + H + M 3.190E + 18 −0.80 95.39
11 HO2 + H ⇒ OH + OH 1.500E + 14 0.00 4.20
12 HO2 + H ⇒ H2 + O2 2.500E + 13 0.00 2.90
13 HO2 + OH ⇒ H2O + O2 6.000E + 13 0.00 0.00
14 HO2 + H ⇒ H2O + O 3.000E + 13 0.00 7.20
15 HO2 + O ⇒ OH + O2 1.800E + 13 0.00 −1.70
16 H + H + M ⇒ H2 + M 1.800E + 18 −1.00 0.00
17 OH + H + M ⇒ H2O + M 2.200E + 22 −2.00 0.00
18 O + O + M ⇒ O2 + M 2.900E + 17 −1.00 0.00
M H2O/6.5 O2/0.4 N2/0.4/ Third body efficiency
Unit Ai-cm · mole · s · K, βi − 1, Ei-kJ/mole.

3. Validations of Mathematical Model

3.1. Validations of Independence of Grid Size and Time Step

The studies on grid size and time step independence have been performed to determine the
optimal grid and time step with a good accuracy for the simulation. Also, the k-epsilon-C-
PDF model was used.

Table 3 gives out the grid size range which changes from 0.5 mm to 2.0 mm (the grid
number varies from 1.0e + 05 to 1.6e + 04). The time step is, respectively, 0.05 ms, 0.10 ms,
0.20 ms, and 0.50 ms, as shown in Table 4. The average temperatures on section x = 150 mm
and x = 350 mm were adopted to verify the accuracy of grid size and time step. Table 3 shows
that on section x = 150 mm, the average temperature at grid size Δ = 1.0 mm is only 1◦C
higher than that at grid size Δ = 0.5 mm. On section x = 350 mm, the average temperature
at grid size Δ = 1.0 mm is 13◦C higher than that at grid size Δ = 0.5 mm. So, the numerical
simulation is independent when grid size is Δ = 1.0 mm (the grid number is 6.0e + 04). Table 4
shows that on section x = 350 mm, the maximum temperature error is only 20◦C between time
step 0.1 ms and 0.05 ms. So, when the time step is 0.1 ms, the numerical result does not rely
on it.

Figure 3 shows the temperature curves at different grid size and time step. It indicates
that when the grid size is 1.0 mm and the time step is 0.1 ms, the temperature error between
the numerical result and the experiment data is extremely small. So, it can be included from
the results that the optimal grid size is Δ = 1.0 mm and the optimal time step is Δt = 0.1 ms.
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Table 3: Grid size independence validation with time step 0.1 ms.

Grid size/mm Tx= 150/K ΔT/K Tx= 350/K ΔT/K Grid amount
0.5 419 — 768 — 1.0e + 05
0.8 420 1 760 8 9.2e + 04
1.0 420 1 755 13 6.0e + 04
1.5 415 4 707 61 2.8e + 04
2.0 414 5 666 102 1.6e + 04

Table 4: Time step independence validation with grid size 1.0 mm.

Time step/ms Tx= 150/K ΔT/K Tx = 350/K ΔT/K Remark
0.05 424 — 775 — —
0.10 419 5 755 20 Independent
0.20 405 14 707 68 Worse
0.50 402 22 604 171 Worse

3.2. Experiment Validation for Model Accuracy

Figure 4 shows the combustion device of Volvo Aero Corp. triangular bluff-body which has
been widely used to research the flame stabilization mechanism both in terms of experiments
and theoretical data. Over the years, many CFD researches relied on the experiment data
of this device have been carried out to investigate its stabilized mechanism [2]. In order
to validate the accuracy of the mathematical model, this combustion rig was used with
Smagorinsky-Lily-LES-EDC (SL-LES-EDC) model, k-epsilon-EDC model, and k-epsilon-C-
PDF model.

Geometry model and boundary conditions are as follows:

Length × width × height = 660 × 240 × 120 mm;

Side length of bluff-body with the equilateral triangular cross-section: 40 mm;

Inlet condition of mixture of air and propane: T = 288 K, V = 17 m/s, p = 1 atm,
mass flow rate is 0.6 kg/s, equivalence ratio is φ = 0.65;

Outlet: pressure outlet;

Wall: adiabatic boundary;

Fuel oxidation was modeled by one-step global reaction:

C3H8 + 5O2 ⇒ 3CO2 + 4H2O (3.1)

The reaction rate is that proposed by Fluent Database according to Arrhenius Law [9].

ω̇ =
d[C3H8]

dt
= −4.836 × 10−9e−15100/T × [C3H8]0.1[O2]1.65. (3.2)

The Reynolds number based on the bluff-body burner device and on the velocity
at the bluff-body location is about 105. The flow field is simulated using compressible N-S
equations.
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Figure 3: Profiles of temperature on section x = 150 mm at different grid size and time step.

Figures 5, 6, and 7 show the comparison between numerical results and the experiment
data. The results indicate that SL-LES-EDC model will overpredict the recirculation length
and underestimate its width. Giacomazzi et al. [9] found that FM-LES-EDC model can
accurately predict the recirculation zone position, but in combustion flow field, it will
underestimate the velocity nearby the channel wall, and it may be because of the
disadvantage of the FM-LES-EDC in dealing with the turbulent viscosity nearby the channel
wall. Relatively, the k-epsilon-C-PDF, k-epsilon-EDC, and SL-LES-EDC models can predict
the velocity better than FM-LES nearby the channel wall.
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Figure 4: Validation rig and calculation zone geometry.

Figures 7 and 8(b) show that in reacting case, SL-LES-EDC model will overestimate the
flame width and the temperature in the flame zone. The maximal temperature of the flame
from SL-LES-EDC is 400 K higher than that of the experiment data. The k-epsilon-EDC model
will also overestimate the temperature in the flame center, but it will underestimate the flame
temperature at the outside of the flame zone (see Figures 7 and 8(c)). Figure 7 shows that
FM-LES-EDC can relatively accurately predict the flame temperature, except for the maximal
temperature, and it will overestimate its value about 100 K. In spite of this situation, it can
reproduce the flame vortex structures and the flame periodic fluctuation. Compared with
FM-LES-EDC model, k-epsilon-C-PDF can predict the flame temperature more accurately
but it cannot capture the flame vortex shell accurately.

In a word, the agreement observed between k-epsilon-C-PDF model result and
published classics experiment data is acceptable. The k-epsilon-C-PDF combustion model can
accurately predict the flame temperature, while SL-LES-EDC model can accurately predict
the vortex structures and explain the extinction mechanism.

Figure 9 shows the comparison of recirculation zone between cold field and
combustion field based on k-epsilon-C-PDF model. The figures indicate that the performance
of recirculation zone of combustion field is apparently different from that of the cold flow.
The recirculation length of combustion field is about two times more than that of the cold
flow. This should be attributed to the flame fluctuation and the dramatic heat releasing from
chemistry reaction. The flame propagation extends the axis momentum of the velocity and
lengthens the recirculation zone further downstream from the bluff-body.

Figure 10 shows the streamlines of cold field and combustion field from SL-LES-EDC
model and k-epsilon-CPDF model. The results show that, in the cold field, SL-LES-EDC
model can capture the asymmetric von Karman vortex street at the wake zone of the bluff-
body. The period of the vortex shedding is 110 Hz, in agreement with the measurements
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Figure 5: Profile of Ux of cold field at sections (a) x = 15 mm, (b) x = 61 mm.

(105 Hz) [9]. The asymmetric von Karman shedding of coherent vortices no longer exists
in the reacting case. Shanbhogue et al. [1] attributed this absence of Karman vortex street for
reacting case to the dilatation effect of the heat release. However, what can be concluded from
the numerical simulation is that the asymmetric Karman Vortex Street does not disappear
in the reacting case, it just converges with the downstream nearby the bluff-body, and the
direction of the vortex at the wake zone is still also changed periodically.

Figure 10 shows that k-epsilon turbulent model cannot capture the asymmetric von
Karman vortex street shedding, while the model can just capture the central recirculation
zone after the flameholder. Also, in the cold field, k-epsilon model can predict the velocity
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Figure 6: Profile of Ux of combustion field at sections (a) x = 15 mm, (b) x = 61 mm.

fluctuation like “a polliwog tail” alternation periodically. That is because the dilatation effect
of the heat releases possessing the dominant influence than the fluctuation of Karman Vortex
Street. Figure 11 gives out an image of a combustion experiment based on a triangular bluff-
body [1].

Figure 12 shows the extinction process of the triangular bluff-body combustion field.
What can be included from the numerical is that the entire extinction process experiences
three phases: (1) the appearance of discontinuous flame; (2) the flame local extinction and
reignition in the recirculation zone; (3) global extinction.
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Figure 7: Profiles of temperature at sections (a) x = 150 mm, (b) x = 350 mm.

(1) Discontinuous flame: when the equivalence ration is close to blow off, the flame
temperature would decline rapidly, chemistry reaction would be slower, and the
heat transfer and dissipation to the flame sheet can ignite the fresh mixture and,
finally, induce the discontinuous flame. The first discontinuous position presents at
the recirculation zone stagnant point.

(2) Local extinction and reignition: if the cold mixture is heated up and reignited by
flame kernel exactly, the flame is at critical blowout limit state of being acute and
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Figure 8: Comparison of temperature field by different mathematical model.
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Figure 9: Comparison of recirculation zone between cold flow and combustion field.

unstable. The local extinction and reignition will alternately appear in the recircu-
lation zone. During the blow off, significant fragmentation of the flame occurred,
with branches of flame remaining anchored in the bluff-body wake zone.
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Figure 10: Streamline of cold flow field and combustion field.

Figure 11: Image of combustion experiment [1].
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Figure 12: Extinction process.
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(3) Global extinction: the fame pockets moved to the downstream of the recirculation
and finally induced the global extinction. Overall blow off occurred with the
gradual elimination of these flame fragments and local extinction [1].

4. Result and Analysis

4.1. Hydrogen Rich Blowout Limit

H2 RBL is defined as the mole fraction of H2 in the mixture. It is the H2 mole concentration
limit beyond which the extinction will occur. So, it is dimensionless (%) consider

RBL =
nH2

nmixture
, (4.1)

where, nH2 -mole flow rate of H2 in mixture, nmixture-mole flow rate of mixture. Because the
higher H2 RBL means the wider operation range and the mixture species can change in a
wider range. And it is beneficial for the bluff-body burner, so it is interesting to find a way to
improve H2 RBL.

Table 5 and Figure 13 show the numerical results of H2 RBL at different blockage
ratio and gas velocities. It can be found that when blockage ratio remains unchanged, H2

RBL decreases as gas flow velocity is increased. The increasing of the gas velocity will
enhance the flow fluctuation and the turbulence intensity, at the same time, the convection
and conduction between reactant and product will be improved, and the burning will
be enhanced. But when the gas velocity is too large, the flame is close to blowout limit,
the turbulence fluctuation will affect the flame’s propagation greatly near blowout flames.
There will be more and more burning mass which will penetrate into the cooling mixture,
at the same time, fresh reactants will penetrate through the CRZ from the flame forward
region and abundant of flame fragments will occur, then the separate flame fragments will
move randomly inside the CRZ or cooling mixture. When the heat released from chemical
reaction is not sufficient to maintain its burning, the flame local extinction will occur. In
a word, the main reason of flame blow-out is the generation and elimination of the flame
fragments caused by gas velocity increase. So the flame blow out will be approached by
increasing the gas velocity, and increasing the mainstream velocity has an adverse effect on
flame flammability. This conclusion is accordance with that of EL-feky and Penninger [17]
and Dawson’s [5] experiment result. Shanbhogue [1] also found that temporally localized
extinction occurred sporadically on near blow off flames. Under certain conditions the flame
cannot persist indefinitely when Re is too large. The number of local extinction per unit time
increase as blow off is approached, and the ultimate blow off event results from more and
more local extinction. His conclusion does also support the conclusion summarized in this
paper, and the numerical results from the present work are in accordance with his conclusion.

Table 5 and Figure 13 also show that when the gas velocity remains unchanged, the H2

RBL will rise first and decline later as the blockage ratio is increased. It means that there will
be an optimal blockage ratio (in the present work, the optimal blockage ratio is B = 0.5, as
shown in Figure 13(b)) which can stabilize the flame best. Also at the optimal blockage ratio,
the H2 RBL will reach the largest value. Blockage ratio has a very important effect on the
flame geometry, flow speeds, and CRZ length which will influence the flame stability greatly.
When the blockage ratio is increased, both the length of CRZ and the gas velocity at the bluff-
body channel will increase rapidly. However, they have an opposite effect on H2 RBL; for
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Table 5: H2 RBL (volume concentration).

V B
0.2 0.3 0.4 0.5 0.6 0.7

1 0.775 0.782 0.783 0.786 0.779 0.777
2 0.765 0.775 0.774 0.776 0.770 0.767
5 0.753 0.763 0.763 0.765 0.757 0.754
10 0.745 0.755 0.753 0.754 0.749 0.746
20 0.735 0.743 0.743 0.745 0.740 0.737
50 0.723 0.728 0.728 0.731 0.725 0.724

example, the H2 RBL will rise as the length of CRZ is increased, while it will decrease as the
gas velocity is increasing. As a result, there would be an optimal blockage ratio. So, the curves
in Figure 13(b) are concave. Frolov et al. [3] have carried out the same conclusion about the
optimal bluff body diameter by numerical simulation and experiment. Wright [4] found that
the maximum blow off speed will occur at B = 0.35 for flat-plate flame-holders. He found
that the blockage ratio has a very important effect on the flame geometry, flow speeds, and
CRZ length which will influence the flame stability greatly.

In a word, the H2 RBL will be improved by decreasing the gas velocity, or by increasing
the blockage ratio before the optimal value. But if the blockage ratio increases when it has
exceeded the optimal value, the H2 RBL will decline. So, when the surroundings remain
unchanged in bluff-body burner, the H2 RBL is a function of gas flow velocity and blockage
ratio. To investigate the relationship between gas flow velocity, blockage ratio, and H2 RBL,
the gas velocity has been denoted by logarithmic coordinates (named, logarithmic velocity-
lgV) as shown in Figure 14(a). It can be seen that the function relationship between H2 RBL
and lgV is nearly linear. The H2 RBL will linearly decline with the increase of lgV, so the H2

RBL fitting formula could be assumed as follows:

Y = algV + b (a, b-undetermined coefficient). (4.2)

Linear fitting of the numerical data results by Least Square Method, and the value of
a, b can be gained as shown in Table 6. Figure 14(b) shows the numerical results and the
fitting curve originated from fitting formula when B = 0.3. It can be concluded that the
errors between the numerical results and fitting curve are very small, which means that the
assumption of H2 RBL is acceptable.

Figure 15 shows the relationship between a or b and B. Table 6 and Figure 15 show
that as the blockage ratio increases, the slope a will increase first and decrease later, while
the intercept b will decrease first and increase later. The relationship between a or b and B is
approximately a quadratic function, so the formula for a, b and B can be assumed as follows:

a = m0 +m1B +m2B
2,

b = n0 + n1B + n2B
2.

(4.3)
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(b) Curves of H2 RBL versus blockage ratio

Figure 13: H2 RBL versus gas flow velocity and blockage ratio.

Fitting the curve with a quadratic function by Least Square Method, then a formula
for a, b and B can be summarized as follows (V ≤ 50 m/s):

a = −0.02646 − 0.025088B + 0.027977B2,

b = 0.75327 + 0.145B − 0.1625B2.
(4.4)
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Figure 14: Curves of H2 RBL versus gas flow velocity and fitting curve (the symbols are numerical results
and the lines originate from the fitting formula).

Figure 16 shows that the distance from the bluff-body to the recirculation center will
increase as the blockage ratio increases, and so does the recirculation length. But while the
blockage ratio remains unchanged, the position and length of the recirculation region is
unchanged, no matter how large the flow velocity is. It means that blockage ratio significantly
influences the recirculation region length. Wright [4] found that when the situation is
approaching to blow off, the residual flame occupies just the recirculation zone region, and
the recirculation-zone length remains unchanged. Only the blockage has a strong influence
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Table 6: Fitting formulas about H2 RBL and gas flow velocity.

B RBL fitting formula/100%
0.2 Y = −0.03035 lgV + 0.77462
0.3 Y = −0.03147 lgV + 0.78372
0.4 Y = −0.03205 lgV + 0.78404
0.5 Y = −0.03212 lgV + 0.78627
0.6 Y = −0.03125 lgV + 0.77937
0.7 Y = −0.03080 lgV + 0.77650

on recirculation-zone length. For a given blockage ration, the wake with after the bluff-body
is virtually constant, independent of mixture ratio and flow speed. So, people cannot judge
the blowout limit just by recirculation length.

4.2. Ignition Process Analysis

The simulation of ignition process is done in the condition of d = 30 mm, V = 2 m/s, and
equivalence ratio φ = 0.5. A small zone is patched with high temperature, so the burning
will begin. With the development of ignition process, the flame flied becomes stable after
t = 200 ms, and the calculation of ignition process continues to t = 500 ms for ensuring the
stability of the flow field. When t = 500 ms, reduce the H2 volume concentration to 0.095
(φ = 0.25, below the H2 RBL) to simulate the extinction process.

Start ignition: t = 0 ms (equivalence ratio is φ = 0.5);

Ignition process: t = 0–500 ms;

Extinction process: t = 500–1400 ms (equivalence ratio is φ = 0.25).

First half parts of Figure 17 (before the vertical dash line) and Figure 18(a) show the
species mass fraction and temperature distribution of section x = 40 mm in ignition process.
When t = 100 ms, the average temperature of section x = 40 will increase sharply, so does
the mass fraction of H2O, OH, O, H, while the mass fraction of hydrogen and oxygen will
decrease greatly, these phenomena mean that the flame has been ignited at this time. In
the period of 100 ms to 200 ms, the average temperature of section x = 40 mm will decrease
suddenly, and meanwhile, the mass fraction of H2O, OH, O, and H will also decrease, and
then remain unchanged. The concentration of H2 and O2 would rebound after t = 100 ms,
and this means that the flame is not stable until t = 200 ms, so it can be seen that the ignition
sequence is not successful until t = 200 ms.

Figure 18(a) shows the temperature field of whole ignition process. There is a
fluctuation of the flame during ignition process as shown in Figures 17 and 18(a) This is
mainly because when the burning has just taken place first in CRZ, a large amount of
combustion and intermediate products generated with heat releasing from chemical reaction,
but the heat and the intermediate products cannot spread to the main stream immediately,
and they would accumulate rapidly at this time. While t = 100 ms, the remainder reactants
and the accumulated intermediate products have almost been consumed completely. In order
to maintain burning, fresh reactants are required, and at this moment, the heat which spread
to the main stream from recirculation zone is more than the heat released from burning, so the
temperature and the chemical reaction in the recirculation zone will decline. When t = 200 ms,
the heat released from fresh burning in the recirculation zone is adequate to compensate for
the heat taken away by the main stream, and up to now, the combustion is steady.
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Figure 15: Slope and intercept of fitting function of H2 RBL versus blockage ratio B.

It can be concluded that a successful ignition sequence in a bluff-body burner requires
three phases: (1) the startup of ignition in the recirculation zone; (2) the energy accumulation
in the recirculation zone; (3) the flame propagation from the recirculation zone to the main
stream.

4.3. Extinction Process Analysis

When t = 500 ms, in order to investigate the flame extinction process, hydrogen concentration
was reduced to 0.095 (lower than the flammable limit), and the extinction will happen.
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Figure 16: Streamlines of recirculation zone.

Latter half parts of Figure 17 (after the vertical dash line) show that it takes about
100 ms for the whole combustion field to reduce H2 mass fraction to the new value 0.095.
It can be seen from Figure 17 that the whole extinction process takes about 600 ms, which is
longer than ignition. When t = 600 ms, the fresh mixture has reached the CRZ completely, and
the gas concentration in the recirculation is below the flammable limit, but the flame does not
extinguish immediately, this is because the energy dissipation from the recirculation zone to
the main stream is slow, so the temperature in the recirculation zone is still high enough to
maintain the burning for a while, and the flame will not extinguish until the energy in the
recirculation totally diffuse to the main flow after the temperature in the recirculation zone
reduces to the extinguish level, and the flame goes out totally as Figure 18(b) shows.

During t = 600–800 ms, the temperature attenuation rate would reach a new value,
meaning that the burning is still going on below H2 RBL, and the flame length would
reduce gradually. When t = 800–1400 ms, the average temperature will slowly decrease to
the cold field level, this process is the burning of remaining gas in the recirculation. So far, the
flame has extinguished completely. Figure 18(b) shows that the flame will take an “M” shape
with reaction fronts inside the CRZ near the blow off condition. This flame shape is in well
agreement with that gained by Dawson et al. [5] in their experiment measurement.

In a word, C-PDF model is accurate enough to capture the flame extinction. In terms
of control of marine power, it can be concluded that the flame will extinguish as soon as the
average temperature is lower than that at 800 ms. Feedback should be provided to fuel and
air control system promptly to regulate fuel supply in order to avoid extinction.

So, a complete flame extinction process requires three phases: (1) the sudden decline
of temperature in the burner because of the decline of fuel concentration; (2) the energy
dissipation from the recirculation zone to the main stream; (3) the flame complete extinction.
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Figure 17: Profiles of species average mass fraction and average temperature on section x = 40 mm versus
time from ignition (0–500 ms) to extinction (500–1400 ms).

4.4. Sensitivity Analysis for Chemistry Reaction

The sensitivity analysis is a powerful tool in interpreting the results of computational simula-
tions, and it can be used to research the influence of temperature, species concentration, and
equivalence ratio on each elementary reaction [18, 19]. Rate-of-production analysis provides
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Figure 18: Temperature distribution from ignition process to extinction process.

complementary information on the direct contributions of individual reactions to species net
production rates.

To investigate the contribution of each elementary reaction to H2 burning, the software
CHEMKIN [18] was used to analyze the first-order sensitivity coefficient of temperature and
species according to the H2 18 steps reaction mentioned earlier in the paper. Finally, make
use of sensitivity coefficient to investigate the ignition and extinction process. CHEMKIN
assumes a variable Z as

dZ

dt
= F

(
Z, t,

⇀
a
)
, (4.5)

where Z = (Y1, Y2, . . . , Yk)
T are standards for mass fraction of each species,

⇀
a = (A1, A2,

. . . , AN)-preexponential factor of each species, and the first-order sensitivity coefficient is
defined as

wl,i =
∂Z

∂ai
,

dwl,i

dt
=
∂Fl
∂Z

·wl,i +
∂Fl
∂ai

.

(4.6)

For heat-of-formation sensitivity,
⇀
a represents the vector of heats of formation for all

the species in the system. The change of
⇀
a will bring in the species concentration variety. The

bigger sensitivity coefficient means the more significant influence caused by
⇀
a.

The equivalence ratio for calculation case in Figure 19 to Figure 23 was 1. Figure 19
shows that reaction R2 possesses the largest positive temperature sensitivity coefficient other
than all the other elementary reactions. The sensitivity coefficient reaches the peak value
at 1550 K. It indicates that at T = 1550 K, a little temperature variation will induce a large
chemistry reaction rate change for R2 and R9. So, temperature has a very important influence
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on reactions R2 and R9. According to formula (4.8), R2 is an exothermic reaction, so in ignition
process, if we can improve the mixture temperature to 1550 K by a spark in a short time,
the exothermic reaction R2 will occur immediately, and the heat will be released from R2
rapidly. So R2 is very important to ignition process. In contrast, reaction R9 possesses the
largest negative temperature sensitivity coefficient in all the elementary reactions. It means
that increasing its rate will lead to a lower temperature. So, reactions R2 and R9 dominate
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the ignition and extinction processes. R9 ought to be the first reaction taking place in ignition
process, and R2 ought to be the last one consider

OH + O =⇒ O2 + H (4.7)

Δh = [h(O2) + h(H)] − [h(O) + h(OH)] = −70(kJ/mole) (4.8)

To investigate the influence of species concentration on chemistry reaction, the species
sensitivity of intermediate species (H, O, and OH), reactants, and production were carried
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out. Figure 20 shows that to R2, the species sensitivity (O, OH) would decrease first and
rise up later as temperature increases. When the temperature reaches 1550 K, the species
sensitivity reaches the lowest value. It means that the species change rate reaches the
maximum value. The H sensitivity of R9 reaches to the lowest value at 1120 K which is earlier
than species O and OH, which indicates that reaction R9 ought to be taking place earlier
than R2. Because in ignition process the fresh mixture must obtain heat from igniter source,
the ignition will not be successful until the flame core accumulates enough heat. Figures 21
and 22 show that before 1550 K, the reactant (H2, O2) mole fraction will decline rapidly and
the intermediate species and production concentration will rise greatly. It means that the
endothermic reactions R1, R3, R5, and R9 take place immediately when the temperature rises
from 1000 K to 1550 K. When the temperature exceeds 1550 K, the decreasing rate of species
H2 and O2 is lower than that before 1550 K, which indicates that the flame was not ignited
until T = 1550 K.

Figure 23 shows that the consumed rate of the reactant (O2, H2) increases rapidly
before 1550 K and changes a little when the temperature reaches to 1850 K then remains
unchanged. The same is done to intermediate species (O, OH, H) and production. It indicates
that the ignition is successful after T = 1550 K, and the flame comes into being homeostasis
after 1850 K.

Figure 24 shows the relationship between temperature sensitivity and equivalence
ratio (Φ = 0.1 ∼ 10.0). It can be seen that the temperature sensitivity of reaction R2 will rise
first and decrease later as equivalence ratio increases. The temperature sensitivity reaches to
the peak value when equivalence ratio rises to 2. When equivalence ratio is lower than 0.1
or higher than 10, the chemistry reaction will not take place because it has exceeded the
combustibility limit. Figure 25 shows that the temperature sensitivity of R9 will decrease
first and increase later with the increasing equivalence ratio, and it will reach the lowest
value when equivalence ratio reaches 1. It means that when equivalence ratio is 1, the
mixture is most ignitable. In a word, people can control the chemistry reaction process, flame
temperature, or ignition process by adjusting the mixture equivalence ratio.
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5. Conclusion

The numerical simulation on H2 premixed flame in a bluff-body burner has been carried
out. The H2 flame ignition and extinction process is analyzed, and a function formula is
summarized for H2 RBL. The results showed that k-epsilon-C-PDF model is a reasonable
method to capture H2 RBL. There should be an optimal blockage ratio, which can stabilize
the flame best. The flame will take an “M” shape with reaction fronts inside the CRZ
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near the blow off condition. This research can provide theoretical instruction for bluff-
body burner design, gas flow velocity control, fuel concentration matching, and the flame
stability research. To systematically analyze the role of each elementary chemistry reaction
taking place in the global combustion, CHEMKIN software was adopted to investigate the
sensitivity of each elementary reaction. Other conclusions are as follows.

(1) When the blockage ratio remains unchanged, H2 rich blowout limit is gas flow
velocity’s logarithmic function.

(2) When the gas flow velocity remains unchanged, H2 rich blowout limit is blockage
ratio’s quadratic function.

(3) The fitting formula of H2 rich blowout limit is Y = algV + b (V ≤ 50 m/s), where, B
is blockage ratio, a = −0.02646 − 0.025088B + 0.027977B2, and b = 0.75327 + 0.145B −
0.1625B2.

(4) A complete extinction process in a bluff-body burner requires three phases, the
suddenly decline of the temperature in the main stream, the energy dissipation
from the recirculation zone to the main stream, and the flame complete extinction.

(5) Reactions R2 and R9 possess the largest positive and negative temperature sensi-
tivity. Increasing the rate of R2 will lead to a higher temperature, and increasing
the rate of R9 will lead to a lower temperature. When equivalence ratio is 1, the
mixture is most ignitable. The critical ignition temperature is 1550 K. Temperature
has a very important influence on reactions R2 and R9.
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