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With recent advancements in the field of wearable devices
based on Internet of Things (IoT), the concept of flexible
and stretchable electronic systems has become increasingly
significant. Although decades of dimensional scaling have
led to the miniaturization of the traditional complementary
metal oxide semiconductor- (CMOS-) based electronic com-
ponents, they still remain mechanically rigid and brittle.
These rigid devices can be mounted on flexible PCB sub-
strates to obtain a certain degree of flexibility; however, this
technique cannot lead to truly body conformal electronic
systems. Thus, research teams around the world have been
looking at various ways of obtaining completely flexible elec-
tronic components at the device level itself. These efforts
include various processes to thin down silicon chips to make
them flexible or development and use of flexible and stretch-
able substrate materials to fabricate electronic devices.

The thinning down process for traditional silicon-based
electronic chips can be performed before or after the com-
plete transistor fabrication process [1]. These approaches
are referred to as “device first” approach or “device last”
approach. In case of the device last approach, thin films of
single crystal silicon are transfer printed to a flexible substrate
and processed further to fabricate CMOS circuitry [2, 3].
However, in this approach, many high-temperature steps
have to be avoided due to the limited thermal stability of
the flexible substrate, leading to a suboptimal circuit. In case
of the device first approach, the circuits are made on the sil-
icon substrate using state-of-the-art CMOS processes as

usual. After completion of the process, some additional pro-
cess steps are employed to thin down the silicon chip to make
it flexible. These include the controlled spalling process [4, 5],
the trench-protect-etch-release (TPER) process [6, 7], and
the soft-etch-back (SEB) process [8, 9].

Complementing the efforts to fabricate conformal silicon
chips, efforts have been made to make other components of
an electronic system flexible and stretchable. These include
the use of novel processes to fabricate flexible and stretchable
sensor systems [10, 11], actuator systems [12, 13], communi-
cation systems [14, 15], memory modules [16, 17], and batte-
ries [18–20]. Having flexible and stretchable versions of these
systems is particularly important because body conformal
end gadgets generally have applications in the IoT segment
where sensing, actuation, storage, and communication are
key processes. The impact of successful fabrication of confor-
mal systems ranges from advanced healthcare and wearable
diagnostics to military and aerospace applications. Indeed,
several key challenges such as material selection, scalable fab-
rication, reliability, and cost need to be solved to ascertain
ubiquitous adoption of such systems.

The call for papers for this special issue focused on pub-
lishing high-quality, high-impact, and original research arti-
cles and review articles focusing on flexible and stretchable
sensor devices, sensor drive circuitry, and overall systems.
In response to the call, papers were submitted from research
teams across the world. These papers were reviewed for nov-
elty and quality of research. Because of the complexity of
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real-life deployment of flexible and stretchable systems, spe-
cial attention was given to the papers including experimental
data and field data. After a rigorous peer-review process, 4
papers were accepted for publication in this special issue.

The paper by G. Prats-Boluda et al. presents a wearable
textile ECG sensor electrode. Two sizes of textile concentric
ring electrodes (TCREs) are fabricated and tested for moni-
toring cardiac activity. The electrodes are fabricated using
multilayer thick film serigraphic technology. The devices
are found to be low-cost and easy to implement, while having
the advantages of textiles for being lightweight, stretchable,
adjustable, washable, and long-lasting.

The paper by H. Nakamoto et al. presents a wearable
lumbar-motion monitoring device using stretchable strain
sensors. The strain sensors are fabricated using urethane
elastomer and carbon nanotube membranes. Six of these
strain sensors form a parallel-sensor mechanism that mea-
sures rotation angles of lumbar motion in three axes. The
parallel-sensor mechanism calculates rotation angles from
the lengths of the strain sensors iteratively.

The paper by M. Li et al. presents an underwater wireless
sensor network (UWSN) routing algorithm based on simpli-
fied harmony search (SHS).

The paper by Y. C. Manie et al. presents a Fiber Bragg
Grating (FBG) sensor using intensity and wavelength divi-
sion multiplexing (IWDM), Raman amplifier, and extreme
learning machine (ELM).
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With the development of wireless networks and increasingly interest of people in underwater resources and environment, UWSNs
are being paid more and more attention. Because of the characteristics of underwater channel and acoustic signal, the protocols
used in the terrestrial networks cannot be directly used in UWSNs. In this paper, a reliable and energy-efficient routing protocol
based on SHS and coding, called RSHSC, is proposed. Firstly, regular nodes are assigned to cluster heads according to simplified
harmony search algorithm. Secondly, partial network encoding is introduced and the next two-hop information is considered
when data packets are transmitted to sink nodes from the source node. Only the best next-hop forwards data packets. All data
packets from neighbor nodes are used for decoding. Thirdly, two schemes of updating routing are designed and compared.
Lastly, extensive simulations prove RSHSC is effective in improving reliability and decreasing energy consumption.

1. Introduction

In recent years, UWSNs (underwater wireless sensor
networks) attracted more and more attentions because of
the wide application such as marine source exploration and
pollution monitor [1–3]. Like other wireless networks, it is
necessary to improve the communication performance for
UWSNs. However, UWSN is different from other wireless
networks. UWSN has some characteristics that other wireless
networks have not. Firstly, UWSN is provided energy by bat-
teries. Once the battery is exhausted, the node is considered as
dead [4]. Meanwhile, the acoustic communication consumes
more energy than radio signal and optical signal. Secondly,
underwater channel is complex because of shipping, marine
organisms, and so on [5]. Besides, the communication quality
is affected by multipath resulting from the reflections, water
salinity, temperature, and so on [6]. Thirdly, mobile topology
[7]. The position of the node is forced to changewith thewater
currents and marine biological activities [8]. Fourthly, the
propagation delay is longer than terrestrial networks. The
propagation speed of acoustic signal under water is just

1500m/s, which is five magnitude lower than radio signal on
land (3× 108m/s) [9]. Because of those factors of UWSNs,
the protocols used on the land cannot be directly applied in
UWSNs, especially for routing protocols. Therefore, designing
a routing protocol special for UWSNs is necessary [10–12].

Like most wireless networks, the performances of delay,
energy consumption, reliability, and throughput and band-
width utilization are important in UWSNs [13]. In recent
years, more and more routing protocols are proposed. Some
of them are to decrease energy consumption, some of them
are to shorten delay. They are effective in certain scenarios
but cannot take into account multiple performance.

The contributions of this paper are showed as follows:

(1) The regular nodes are assigned to the cluster heads
based on simplified harmony search algorithm
(SHS). Two schemes are designed

(2) Partial network coding is introduced when routing
data from source cluster head to the sink node.
Meanwhile, the data from all neighbor nodes are used
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for decoding, which makes full use of the broadcast
characteristics of UWSNs

(3) Two schemes are compared for maintaining routing
timely: when the speed of water flow is constant,
scheme 1 is adopted; otherwise, the scheme 2 is used

(4) Through simulations, the best SHS and routing
maintaining algorithm are determined and the per-
formance of RSHSC is evaluated

2. Relative Works

Researchers have designed some routing protocols for
UWSNs in recent years. In 2008, Yan et al. proposed DBR
routing algorithm [14]. In DBR, neighbors with less depth
need to wait a certain time to forward data packets. The
lengths of waiting time of neighbors are set according to the
depth. The more depth, the shorter waiting time. The neigh-
bor will cease to forward if hearing the same data packets
during waiting time. DBR has some defects. Therefore, some
improved protocols are provided. Residual energy is intro-
duced to select next-hop in EEDBR [15]. DBR-NC uses the
coding technique [16]. To avoid selecting next-hop in the void
area, next-hop of the next-hop is considered in WDFAD-
DBR [17].Meanwhile, the forwarding area is adjusted accord-
ing to node dense. LMPC is proposed in [18]. In LMPC, a data
packet is delivered along multiple paths according to binary
tree. FLMPC improved LMPC in [19]. Nodes are classified
into cross nodes and regular nodes. Only the cross nodes gen-
erate binary tree. Hao et al. proposed GPNC algorithm [20].
Data packets are forwarded to sink greedily using the sensor
nodes’ location information. GPNC incorporates partial net-
work coding. In L2-ABF, the sender selects next-hop by calcu-
lating the forwarding angle. CoUWSN uses cost function of
distance and SNR of the link to decide the next-hop [21]. Sink
mobility pattern is given in DEADs [22]. AEDG is proposed
in [23]. In AEDG, AUV is used to collect data. To prevent
gateway overloading, the number of associated node with
the gateway node is limited. The residual energy and num-
ber of neighbors are considered. Hubcode is proposed in
[24]. Hubcode is an algorithm based on cluster. Hubcode
exchanges coefficient matrix and gets initial data via calculat-
ing inverse matrix. In BLOAD [25], the weight of nodes is
calculated according to the distance among nodes, the more
overlap area in the coverage range of the node, the less
importance for the node. In TSBNC, the coding is intro-
duced into the time-slot algorithm [26]. Network coding
and cross-layer are used in NCRP [27]. The node with
the least weight is selected as the cluster head. In QDAR
[28], end-to-end delay and residual energy are introduced
into the Q-Learning algorithm. In LB-AGR, the best next-
hop is determined based on density, available energy,
location, and level difference between neighbor nodes [29].
The characteristics of these protocols are showed as Table 1.

3. Model Analysis

In this sector, network model, energy and propagation model
are analyzed.

3.1. Network Model. The network model is showed in
Figure 1. In our network, nodes are deployed in the 3D
underwater environment and divided into three types: regular
nodes, advanced nodes, and sink nodes. The first two nodes
are defined as follows:

(i) Regular nodes: the nodes have ordinary amount
of initial energy, which can communicate with
advanced nodes and sink nodes

(ii) Advanced nodes: the nodes have more initial energy
than regular nodes. Advanced nodes can communi-
cate with each other, regular nodes and sink nodes.
The advanced node is also called as the cluster head
(CH). The advanced nodes with almost depth are
divided into the same levels

In the network, each sink node is equipped with both
acoustic modem and RF modem, which are responsible for
communicating with underwater nodes (regular nodes and
advanced nodes) and data centers, respectively. Each under-
water node is equipped with an acoustic modem, which is
responsible for communicating with each other and sink
nodes. All nodes mobile with water flow. Each node can get
the location information of itself.

3.2. Channel Model. To design a routing algorithm with high
bandwidth utilization, energy efficient and reliable for
UWSNs, we must learn about the channel model. In UWSNs,
channel is affected by absorption loss and spreading loss. The
attenuation A d, f is showed as (1) [21].

A d, f = A0d
kα f d 1

Here, k is the spreading factor, and the value is 1.5 for
practical applications. d is the spreading distance. A0 is a
normalization constant. α f is presented as (2).

10 log α f =
0 11f 2

1 + f 2
+

44f 2

4100 + f 2
+
2 75f 2

104
+ 0 003 dB/km

2

There are great many types of noise under water. The
main noise include turbulence (N t), shipping (Ns), waves
(Nw), and thermal noise (N th). These noises can be modeled
by the power spectral and Gaussian statistics as (3), (4), (5),
(6), and (7) [22].

N f =N t f +Ns f +Nw f +N th f , 3

10 log N t f = 17 − 30 log f , 4

10 log Ns f = 40 + 20 s − 0 5 + 26 log f − 60 log f + 0 03 ,
5

10 log Nw f = 50 + 7 5 w + 20 log f − 40 log f + 0 4 ,
6

10 log N th f = −15 + 20 log f 7
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Here, s is the shipping factor (varies from 0 to 1),W is the
wind velocity (varies from 0 to 10m/s), and f denotes the
carrier frequency.

Therefore, the signal to noise (SNR) is showed as (8),
which is related to the propagation distance (d) and the car-
rier frequency (f ). B is the bandwidth.

SNR d, f =
P

A d, f N f B
8

According to Shannon theory, channel capacity is calcu-
lated as (9) [21].

C d, f = Blog2 1 + SNR d, f 9

4. Protocol Design

The implementation of RSHSC consists of four steps: initiali-
zation, cluster construction, intercluster routing, and routing

Table 1: Protocols characteristics.

Protocol name Characteristics Advantage Disadvantage

DBR Select next-hop only based on depth
Independent location information,

decrease part of redundant
forwarding

Long delay, high energy
consumption

EEDBR Residual energy is considered Prolong network life Long delay, redundant forwarding

DBR-NC Coding is introduced Reliable Long delay, energy is not considered

WDFAD-DBR

Next two-hop information is
considered. Adaptively adjust the
forwarding area according to

node dense

Avoid selecting the node in the void
area as the next-hop

Long delay in sparse network
delivery ratio is low

iAMCTD Courier node is used
Courier node decreases delay,
optimized threshold decreases

redundant forwarding
Energy unbalance

LMPC Establish binary tree Reliable, high delivery ratio
High energy consumption, void

node is not considered

FLMPC
Establish binary tree from the sensor
nodes which reside near the layer

Copies in the cross node increase the
delivery ratio, decrease the

retransmission

Routing update is not considered,
multiple routing wastes energy

GPNC
Network coding is used based on
geographic location information

Reliable, decrease energy
consumption, shorten delay

Void node is not considered, energy
unbalance

CoUWSN Uses multiple input multiple output
Save transmit power, increase data
rate, extend the communication

range
Consume more energy, long delay

DEADs
Cooperative routing is joined with

sink mobility
High throughput, prolong network

life
Waste energy, energy unbalance

AEDG
Use shortest path tree to assign

nodes to gate way
Network lifetime prolongation,

throughput maximization
Long delay

Hubcode
Use hubs as relay and encode

multiple messages address to the
same destination

Reducing the forwarding overheads,
increasing the delivery ratio

Energy balance long delay

BLOAD

Addressing energy hole, mixed
routing scheme (including directly
and multiple hop communication)

is used

Balance energy, avoid energy hole
The node with longer distance to

sink dies quickly

TSBNC
Theory of network coding is

introduced into time-slot based
routing algorithm

Decrease energy consumption and
collisions

Energy unbalance, long delay

NCRP
Network coding and cross-layer

design are used
High delivery ratio, save energy

Void node is not considered, energy
unbalance

QDAR Q-learning algorithm is introduced
Extending network lifetime and

short delay

In the mobile network, energy
consumption is high. Link quality is

not considered

LB-AGR

Nodes are divided into different
levels, upstream and downstream
are considered when selecting the

best-next-hop

Comprehensive factors are
considered

The void node is not considered,
greedy routing
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maintaining. In initialization phase, sink nodes broadcast bea-
con signal with the location information of themselves to
underwater nodes. Cluster heads broadcast hello packets.
Regular nodes broadcast information packets. The details of
initialization phase are showed in Section 4.1. In cluster con-
struction phase, regular nodes are assigned to the cluster head
based on SHS algorithm, which is detailed in Section 4.2. In
the interclusters routing phase, the cluster head encodes orig-
inal packets and selects the best next-hop according to the
information of neighbors and next two hop, which is detailed
in Section 4.3. Because nodes mobile with the water flow, the
routing needs to be updated timely. In routing maintaining
phase, two algorithms are provided to decrease the energy
consumption and collision results from sending too many
nondata packets, which is detailed in Section 5.

4.1. Initialization. Sink nodes broadcast beacon signal
including location and ID of themselves. After receiving bea-
con signal, each cluster head calculates and saves the distance
between itself and sink nodes. Then, the cluster head broad-
casts hello packet, whose format is showed in Table 2. “ID” is
the source node ID of the hello packet. Seq number is the
sequence number of the hello packet. “ID1,” “ID2,” and
“ID3” are the ID of member nodes. Initially, the field of
“ID1”, “ID2,” and “ID3” are filled with “0.” Address is the
location information of the cluster head. “RE_ENERGY” is
the residual energy of the cluster head. The regular node
sends information packets after receiving a hello packet.
The format of information packet is showed in Table 3.
“ID1” is the ID number of the cluster head with the highest
priority that the regular node joins in. “Distance 1” is the

distance to the cluster head with ID1. “ID2” and “Distance
2” are as the ID1 and Distance1. Before receiving less than
three information packets from different regular nodes, the
corresponding ID is filled with “0.” Analogously, the ID2
and Distance2 are filled with “0”when receiving hello packets
with only ID address.

In this phase, on one hand, regular nodes and cluster
heads get information from each other; on the other hand,
cluster heads get the information of neighbor cluster heads.

4.2. Cluster Constructing. In the process of cluster construct-
ing, the harmony search algorithm is introduced.

4.2.1. Harmony Search (HS) Algorithm. HS is a heuristic
global search algorithm. The I instruments (I = 1, 2,… ,m)
are analogous as the I variables to solve optimization prob-
lems, and the harmonic Rj of each musical instrument tone
(j = 1, 2,… ,m) is equivalent to the j solution vectors of the
optimization problem, and the evolution is analogous to the
objective function.

The procedure of HS is as follows:

(1) The algorithm generates m initial solutions into the
harmony memory (HM) and searches for new solu-
tions in HM with a probability HR

Advanced
node

Sink
node

Acoustic link

RF link
Data

center
Regular

node

Figure 1: Network model.

Table 2: Format of hello packet.

ID Seq number ID1 ID2 ID3 Reserve RE_ENERGY Address

Table 3: Format of information packet.

ID ID1 Distance1 ID2 Distance 2
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(2) The algorithm generates local perturbations to the
new solution with probability Pr . If the new solution
objective function value is better than the worst solu-
tion in HM, replace it

(3) Iterate iteratively until the expected number of itera-
tions is Tmax

(4) As above, by introducing HR and Pr , HS algorithm is
expected to the balance of exploration ability of the
solution space, but there is no the recital basis for
how to choose the value

4.2.2. Simplified HS. According to the characteristics of
UWSNs, the average number of regular nodes managed by
each cluster head is small, and it is difficult to get the global
information of the whole networks. Therefore, the simplified
HS algorithm is proposed for UWSNs.

(A) Taking regular nodes as research objects, the assign-
ment is determined by regular nodes. We simplify
the HS (HSA) as follows:

(1) The objective function is

F1 = α 〠
CHi

i=1

dni−CHi

R
+ β〠

i=N

i=1

CHi −N

N
10

Here, α + β = 1. dni−CHi
presents the distance

between the regular node ni and the cluster head
CHi. CHi presents the number of members for
cluster headCHi. R is the communication radius.
When CHi is constant, the less F1, the better
assignment. The first part reflects the balance
among regular nodes, and the second part
reflects the balance among cluster heads.

(2) Because any regular node is assigned to only the
cluster head in its communication range, we use
the local selection of regular nodes being
assigned to the cluster head to replace the global
assignment. So the Xi = xi,1, xi,2 … xi,k … xi,n .
n is the number ofmember nodes of cluster heads
CHi and adjacent to CHi. Xi is the HM, xi,k is the
ID of the cluster head the regular node ni joining
in. For example, in Figure 2, the regular nodes are
R = n1, n2, n3, n5, n6, n7 , X1 = 1, 2, 2, 2, 1, 1 .

While R = n1, n2, n3, n4, n5, n6, n7, n8 , X2 =
1, 2, 2, 2, 3, 2, 1, 1, 3

(3) According to the information of cluster heads
recorded in the regular nodes, the HM is
adjusted at probability P. P is calculated by

(11). Here, pi′ = 1/di, p′ =∑i=niˇ 1/d1 1/d1
i=1 , ni

ˇ is
the number of cluster head in the communica-
tion range of regular node ni, di is the distance
between the node ni and the cluster head. If
the adjusted objective function is bigger than
the value before, replace it. Otherwise, the HM
is kept

P =
pi′
p′

11

(B) Taking cluster heads as research objects, the assign-
ment is determined by cluster heads. We simplify
the HS (HSB) as follows:

(1) The objective function is the same as HSA

(2) Similar to HSA, Xi = xi,1, xi,2 … xi,k … xi,n .
xi,k is the aggregate of member nodes in the
cluster head CHi. As is showed in Figure 2,
R = CH1, CH2, CH3 , then Xi = n1, n6, n7 ,
n2, n3, n5, , n3, n4, n8

(3) According to the information of regular nodes
recorded in the cluster heads, the HM is adjusted
at probability P. P is calculated by (12), p−i is the
probability each member ni having only one
cluster head, and pi′ is the probability ni being
adjusted into another cluster head. pi′ can be got-
ten from (13). Ri and Rj denote the residual
energy of the cluster heads in a regular node
communication range, CHi and CHj are the
number of members in a cluster, respectively,
γ1 + γ2 = 1

P = 1 −
i=CHi

i=1
1 − 1 − p−i pi′ , 12

pi′ = γ1
Ri

Ri + Rj
+ γ2

1/CHi

1/CHi + 1/CHj

13

4.3. Routing Construction. How are data packets transmitted
from a source node to the sink node? In this section, the pro-
cedure is analyzed.

4.3.1. Review of Routing. According to the initialization pro-
cedure, each CH saves the information of neighbor CHs as
showed in Table 4. After receiving a hello packet, the CH

n1 n2

n3

n4n5n6

n7 n8 CH3CH2
CH1

Figure 2: Regular node assignment.
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firstly checks the “address” field and calculates the distance
between the source node of hello packet and the sink node.
Only the cluster head with shorter distance to the sink node
has opportunity to be the next-hop. The priority of neighbors
is calculated by formula (14). d t is the advanced distance to
the sink node. As showed in Figure 3, CH2 is the source
cluster head, CH1 is the neighbor of CH2, S is the sink
node. The CH2D is the advanced distance to node S. We set
the coordinate of CH2, CH1, and S is (x0, y0, z0), (x1, y1, z1),
and (0,0,0), respectively. From the coordinate, we can get

CH2S = x t 2
0 + y t 2

0 + z t 2
0, CH1S = x t 2

1 + y t 2
1 + z t 2

1,

CH2CH1 = x t 0 − x t 1
2 + y t 0 − y t 1

2 + z t 0 − z t 1
2,

cos θ = CH2CH1
2 + CH2S

2 − CH1S
2/2CH2CH1 × CH1S. So d t

= CH2CH1 cos θ. The more p t , the higher priority. Only
the neighbor cluster head with the highest priority forwards
the data packet.

p t = k1
ER t
EI t

+ k2
d t
R

14

As above, the node with bigger advanced distance to sink
and more residual energy is selected as the best next-hop.
Therefore, the selected next-hop may have far distance to
the previous hop, which leads to the big probability of failing
to deliver. To enhance the reliability of the network, in our
algorithm, coding is introduced.

4.3.2. Network Coding. In most of conventional routing algo-
rithms, the forwarder is responsible for relaying data without
any processing. However, in UWSNs, like other wireless
communications, broadcast is adopted. Meanwhile, the
bandwidth is limited and delay is long. In order to make full
use of the characteristics of broadcast and limited bandwidth,
network coding is an efficient measure. The basic procedure
of network coding is showed in Figure 4.

The data packet a is from node A. The data packet b is
from node B. The node C is a relay.

In the network without coding as Figure 4(a), the neces-
sary number of time slots to exchange data packets a and b
is 4. While in Figure 4(b), the number is 3.

Furthermore, we compare the partial network coding
with the full network coding. In Figure 5, the data packets
d1, d2, and d3 are sent from the node A to node B. Here,
we make

d =

d1

d2

d3

15

Node A encode data packets d into d′ .

d′ =

γ11 γ12 γ13

γ21 γ22 γ23

γ31 γ32 γ33

d 16

To decode the encoded packets into original data
packets, node B needs all data packets. So, the delay to
transmit these three data packets is 3T (T is one slot
time). In Figure 5(b), the partial network coding is
showed. Here, d1′ = γ1d1, d2′ = γ2d1 + γ3d2, and d3′ = γ4d1 +
γ5d2 + γ6d3. So, in the partial network coding, recovering
d1′, d2′, and d3′ into original packets needs T, 2T, and 3T,
respectively. The average delay to transmit these three
packets is T + 2T + 3T /3 = 2T. Comparing the partial
network coding with full network coding, we can get the
partial network coding is better than full network coding.

In our algorithm, partial network coding is adopted. Each
relay receives the encoded packets and decodes them. Then
the next-hop of relay continues to encode the original data
packets until the sink node receives the packets. If the sink
node is in the communication range of the relay, the decoded
packets are directly forwarded to the sink node.

As showed in Figure 6, during the routing procedure, the
CH receives original data packets from member nodes and
encodes the original data packets. The CH hears the data
packets from regular nodes which are not its member node,
drops them. When it hears a data packet from the neighbor
with longer distance to the sink node, the CH checks weather
it is helpful to decode if the next-hop of data packets is not
the current ID. If received encoded packet have been
decoded, CH drops it. If there is no association with the
encoded packets saved, CH saves them and broadcasts data
packets for a certain time. Otherwise, the received data
packet is used to decode. For example, CH1 successively hears
encoded packets P1, P2, P3 and P4, P1 = d1 ⊕ d2, P2 = d2 ⊕ d3,
P3 = d1 ⊕ d3, and P4 = d4 ⊕ d5. We assume d1 have been
decoded in CH1, then d2 is decoded using P1, d3 is decoded
by P2, however, P3 is helpless for decoding any new original

Table 4: Neighbors’ information table of cluster head.

ID Address Residual energy Address of next-hop Next-hop residual energy Priority

S

CH1

CH2

90º
D

�휃

Figure 3: Advanced distance.
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packet, CH1 will drop P3. While there is no association
between data packets are encoded into P4 and the encoded
packets saved in CH1, so CH1 saves P4 and broadcasts P4 after
a certain time.

The procedure of encoding algorithm is showed in
Figure 6.

4.3.3. Routing Procedure. The detailed routing procedure is
showed in Figure 7. After receiving a hello packet, cluster
head checks three conditions including: (1) the hello packet
is from a neighbor nearer to the sink node. (2) The residual
energy is more than a preset value Re−th. (3) The source node
of D exits next-hop. When these three conditions meet
requirements, the node calculates the priority p t of the
neighbor as (14). If the p t is bigger than the priority value
P0 of the next-hop saved before, p t replaces P0. Otherwise,
drop the hello packet.

5. Routing Maintained and Update

Because of the topology is mobile as the time goes by, routing
needs to be updated timely. Here, there are two schemes to
update route.

5.1. Scheme 1. In our protocol, data is transmitted block by
block [27]. In scheme 1, control packets are introduced.
After receiving the last packets in a block, the next-hop
node reply ACK packets including the number and ID of
recovered packets and unrecovered packets. When the
ratio of recovered packets to transmitted packets is lower
than 70%, the previous hop resends the unrecovered orig-
inal packets. Meanwhile, the cluster head sends request
packets to update routing. The neighbor nodes send reply
packets after receiving hello packets according to the
requirements in Figure 7. The node calculates the priority
and updates the best next-hop.

A B Ca
b a

b

(a) Without coding

A B Ca b
a ⊕ b a ⊕ b

(b) Coding

Figure 4: Coding theory.

[d] [d’]

γ1d1'

γ2d2'

γ3d3'

A B

(a) Full network coding

[d] [d’]

d1'

d2'

d3'

(b) Partial network coding

Figure 5: Full network coding and partial network coding.

CH hear
packet D

Source of DIs
member of itself

Encode D
into D’YES

NO

Source of Disregular
node YES Drop

NO

Next-hop ID of
D=ID

NO

YES
Save
and

decode

Recode Transmit

The second
Next-hop ID of

D=ID
YES Is helpful

to decode YES
Save
and

decode

Transmit

NO

Drop

NO

Drop

Figure 6: Encoding algorithm flow chart.
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The scheme 1 is simple to realize, and period broadcast-
ing control packets is avoided. Extra control packets are
decreased compared with the previous routing update algo-
rithms, which decreases the collisions and energy consump-
tion. Meanwhile, only the next-hop with lower delivery
ratio is updated, and other nodes are not affected.

However, the back and forth time of the control packets is
too long because of the long propagation delay in UWSNs.
The unstable stage results in the failing to deliver data
packets. Therefore, the scheme 2 of updating routing is
proposed.

5.2. Scheme 2.We know, in our algorithm, the location infor-
mation of nodes can be gotten. The updating algorithm can
be designed according to the location information. As
Figure 8, CH1 is the sender and CH2 and CH3 are the neigh-
bors of CH1 with the shorter distance to the sink node. With
the water flow by, CH2 and CH3 may run out of the com-
munication range of CH1 in some time. Because of the
distance between CH1 and its neighbors is different, the
time varies. To get the average time of running out of
the current cluster head for each neighbor, the expected
value of time is calculated.

Comparing with the horizontal movement, the motion of
vertical direction has a small range and can be ignored. The
neighbors with shorter distance to the sink node are set as
uniform distribution. The expected distance, E d , running
out of communication range is showed as (17). The expected

time is E t as showed in (18). Here, v is the water flow speed.
The period of updating routing is set as E t .

E d =
R

0

R

0
R2 − y2 − x dxdy, 17

E t =
E d
v

18

6. Performance Evaluation

6.1. Theoretical Analysis

6.1.1. The Size of a Block. To get the information of recovered
data packets in next-hop, an ACK packet is necessary from
the next-hop. To decrease the number of ACK packets, an
ACK packet is sent for a block. The bigger the block, the less
ACK to transmit constant data packets. However, because of
the harsh environment under water, the bigger the block, the
less probability of a successful delivery, which leads to too
many re-transmission of original data packets. We know,
the more original packets being transmission, the more
energy consumption.

For the size of block is nb packets and the packets is l bits,
we assume the probability failing to deliver one bit is p. The
probability of a block successfully delivery to next-hop is
P as (19).

P = 1 − p l nb = 1 − p nbl 19

Therefore, we should select moderate block size to
balance the delivery ratio and energy consumption.

6.1.2. The Number of Encoded Packets. From the basic theory
of coding, we know the number of sending encoded packets
should be more than original packets to decode them into
initial packets. In fact, the more linearly independent
encoded packets are sent, the easier they are to decode. How-
ever, too many packets being transmitted wastes energy and
results in collision. The effective transmission is defined as
(20). μ can be adjusted according to ACK from the next-
hop. When the ratio recovered packets to total transmitted
original packets is lower than α0, the number of sending
encoded packets must be adjusted according to (21). α t is

P>P0

CH A Hear hello
packet D

The distance between
sender of D and sink

node is longer
NO Drop

YES

Residual energy
>Re_th

NO Drop

YES

Is there next-hop? NO Drop

YES

Calculate priority P NO Drop

YES
Replace the next-hop node

saved

Figure 7: Routing algorithm flow chart.

X

Y

S

CH1

CH2
CH3

Figure 8: Expected time.
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the number ratio of recovered packets to total transmitted
original packets at time t.

μ =
number of sending encoded packets
number of original data packets

, 20

μ t + 1 = μ t + μ t α0 − α t 21

6.1.3. The Energy Consumption.We assume the total number
of original packets is n0 and the average ratio sending
encoded packets to original packets is μ0. Because the num-
ber ratio of recovered packets to total transmitted original
packets fluctuates near α0, the average value is set as α0.
The average hop is nh. Therefore, the total number of sending
data packets N′ is showed as (22).

N′ = n0 1 + μ0 + n0 1 − α0 22

In addition, the ACK packets are sent, and the number of
ACK packets is relative with the size of block. So, the number
of ACK packets na is showed in (23)

na =
n0
nb

23

During initial phase and routing updating phase, the con-
trol packets are sent. The number of control packets is
increased as the number of nodes. We assume the value is
constant nc. During routing update phase, in scheme 1, only
the recovered ratio is lowered than 70%, the node sends
request packet, and the neighbor sends reply packets. We
set the number of control packets as ncu. In scheme 2, the
node update routing according to E t . The number of send-
ing control packets is nu = Tl/E t nc.

In our algorithm, for simplicity, the energy consumption
of receiving packets is ignored, the energy consumption of
sending a data packets and a control packet is set as ed and
ec. Therefore, the energy consumption E in scheme 1 and
scheme 2 are showed, respectively, as (24) and (25).

E =N′ed + nc + ncu ec, 24

E =N′ed + nc +
Tl

E t
nc ec 25

6.2. Simulation Analysis. Because the cost of arranging the
UWSNs is too high, simulations are adopted to evaluate the
performance of the designed protocol. NS3 is a popular sim-
ulator to simulate UWSNs. NS3 offers some characteristics
that other simulators have not, such as underpinning to
discrete-event-driven networks, simulation of high-fidelity
UWSNs channels, complete protocol stack, and mobile 3D
networks. Firstly, the schemes of constructing cluster and
updating routing are evaluated. Secondly, the influence of
the node density and the number ratio of regular nodes to
cluster heads on the performance of the system is tested.
Lastly, we compare RSHSC with NCRP and VBF. NCRP uses
network coding to greedily forward data packets to the sink.

VBF constructs a vector pipe from the source node to the
sink node. Only the nodes in the pipe forward data.

In our simulations, the nodes are deployed in a 3D area
with 3000m∗3000m∗2000m. The number of data packets
is set as 60 in a block. When a node energy is exhausted,
the simulation of this round is over. We show the average
value of 50 runs. The detailed parameters are set as follows:

The data rate is 10 kbps. The center frequency is 12KHZ.
The bandwidth is 10KHZ. Packet error rate model is ns3:
UanPhyPerNoCode. Mode type is FSK. Signal noise model
is ns3 :: Uan Phy Calc Sinr Default. Acoustic propagation
speed is 1500m/s. UAN Propagation model is ns3 :: Uan
Prop Model Thorp. Energy model is acoustic modem energy
model. MAC model is CWMAC. The mobility model is ran-
dom walk 2Dmobility model (speed: 2∼ 4m/s, directions are
chosen randomly). The payload of DATA is 64 bytes, and the
number of data packets in each block is 60. Deployment
region is 3D region of 3× 3× 2 km3. Node number is 20–75.
The initial energy of advanced nodes is set as 100 J, and
regular nodes is set as 25 J.

6.2.1. Performance at Different Cases. In our design, the ways
of constructing clusters include SHSA and SHSB. Maintain-
ing routing includes scheme 1 and scheme 2. Here, the
number ratio of regular nodes to advanced node is 2 : 1. To
evaluate the performance of each scheme, four cases are
studied as Table 4. Delivery ratio and network life are two
important parameters to evaluate the performance of the
protocol. Delivery ratio is the ratio of number of sink nodes
received data packets to the number of regular nodes sent
data packets. Network life is total performing time until the
first node drains its energy. For simplicity, we replace network
life with the ratio of network life to evaluate the performance
of the protocol.

From Figure 9(a) (Supplementary material (available
here)), the delivery ratio of SHSA is almost the same with
SHSB. The SHSA is based on regular based during construct-
ing cluster, which can make each regular node assigned to a
cluster head. Some regular nodes are kicked out by all cluster
heads in its coverage in SHSB, which leads to the data packets
collected by these nodes cannot be delivered to the sink node.
The delivery ratio of scheme 2 is lower than scheme 1. On the
one hand, a large number of control packets cause collisions.
On the other hand, the instability of the whole network leads
to the failure of delivery. The instable stage in scheme 1 also
leads to failure of delivery. However, the successful reception
of an original packet may increase the delivery rate. Because
the reception of an original packet can help to decode multi-
ple encoding packets. The different cases are showed in
Table 5. In Figure 9(b), the network life ratio is not almost
affected by the SHSA and SHSB (Supplementary material).
The network life of case 1 and case 2 is longer than case 3 and
case 4. Because scheme 2 produces many control packets,
whichwastes energy. Combining the above simulation results,
we continue to study the performance of the protocol based
on case 1.

6.2.2. The Affection of Number Ratio of Regular Nodes to
Advanced Nodes (RRTA). In Figure 10 (Supplementary
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material), N presents the layer numbers of advanced node
being layout along vertical direction. We can see that the net-
work life ratio decreases with the RRTA increasing, which is
because the node first drains energy is regular node when
the ratio is small. The regular nodes are in charge of only col-
lecting data. The lifetime of regular nodes is related with the
frequency of producing data packets and the initial energy.
Meanwhile, the network life ratio decreases with the layer
numbers increasing, because of the more layers, upper cluster
heads consuming more energy than below nodes. In our sim-
ulation, the deliver ratio is about 60% when the communica-
tion range of nodes is 1000m [27], and the vertical depth of
the research area is 2000m. Therefore, we select N = 3 and R
RTA = 3.

6.2.3. Comparation with NCRP and VBF. NCRP is a cross-
layer routing protocol based on network coding (NCRP) for
UWSNs, which utilizes network coding and cross-layer
design to greedily forward data packets to sink nodes effi-
ciently [27]. We set 60 data packets in each transmission
block. The degree distribution is degree value = [1 4 6], degree
probability distribution= [0.500 0.075 0.425], and average
degree = 3.35. In VBF, a vector pipe is created from the source
to the sink node [30]. Only the node in the pipe is qualified to
be the next-hop. To limit the number of forwarding nodes,
the delay time of forwarding data for each node is set. In sim-
ulations, the routing pipe radius is set as 300m, the time
interval of forwarding a packet is set as Tadaption = α ×

Tdelay + R − d/v0 , α is calculated according to [30], Tdelay

is set as 0 02 d, d is the average distance among all nodes.
R is the transmission radius. d is the distance between the
current node and the forwarder. The other simulation
parameters of VBF and NCRP are the same with the RSHSC.

From Figure 11(a) (Supplementary material), the delivery
ratio of RSHSC is higher than VBF. Because in VBF, only the
nodes in the pipe can forward data packets. However, in the
sparse network, there may be no nodes in the pipeline, which
leads to the failure of delivery. The delivery ratio of RSHSC
is higher than NCRP. Although both the two protocols use
coding techniques, the information of the next two hop is
considered in RSHSC and avoids selecting void node as
the next-hop. Figure 11(b) shows the comparation of
energy consumption (Supplementary material). The energy
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Figure 10: Affection of RRTA.
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Figure 9: Affection of different schemes.

Table 5: Four cases.

Case number Constructing cluster Maintaining routing

Case 1 SHSA Scheme 1

Case 2 SHSB Scheme 1

Case 3 SHSA Scheme 2

Case 4 SHSB Scheme 2
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consumption of VBF is higher than others, because VBF
needs to send a large number of control packets. In addi-
tion, redundant forwarding exists in VBF. The energy con-
sumption of RSHSC is lower than NCRP. In NCRP, the
secondary nodes join to forward data packets, which wastes
energy. While in RSHSC, only the best next-hop forwards
data packets, and the data packets from other neighbors
just join to decode. In addition, simplified harmony search
algorithm is helpful to save energy of regular nodes and
balance the energy among cluster heads. Figure 11(c) indi-
cates the end-to-end delay of RSHSC is almost equal to
NCRP and lower than VBF. Because VBF needs to wait
to forward data packets, while NCRP and RSHSC transmit
data block by block, the node immediately forward once

received a data packet. After transmitting a block, the
acknowledgement is sent, which shortens waiting time.

7. Conclusion

In this paper, RSHSC, an energy effective and reliable routing
protocol based on harmony search algorithm and coding, is
proposed for UWSNs. The process of RSHSC can be mainly
divided into four parts: initialization, constructing clusters,
intercluster routing and routing maintenance. In the initiali-
zation phase, the control packets are sent and nodes got the
information of each other. In the process of constructing
routing, each regular node is assigned to a cluster head
according to simplified harmony search algorithm. The
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energy balance between cluster heads and the energy between
ordinary nodes are taken into account when assigning.
During the process of constructing routing, data packets are
encoded. The best next-hop is responsible for forwarding
data packets. The data packets from other neighbors is used
to decode. The utilization of data packets from other neigh-
bors increases the channel utilization. Meanwhile, the next
two-hop is considered when selecting the best next-hop,
which avoids the void node being selected as the next-hop.
Two schemes are compared in the phase of maintaining
routing. We get that scheme 1 is effective to save energy via
theoretical analysis. Lastly, extensive simulations are con-
ducted based NS-3. The results show that RSHSC is more
effective than VBF and NCRP in decreasing energy con-
sumption and increasing delivery ratio. In the future work,
we will explore the implement of RSHSC and the better
topology for improving the performance of UWSNs.
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Low-back pain is a common affliction. Epidemiological analyses have reported that periodic cycles of lumbar flexion and rotation
are major risk factors for low-back pain. To prevent low-back pain, a lumbar-motion monitoring device could help diagnosticians
assess patients’ risk for low-back pain. This study proposes such a device that uses lightweight stretchable strain sensors. Six of
these strain sensors form a parallel-sensor mechanism that measures rotation angles of lumbar motion in three axes. The
parallel-sensor mechanism calculates rotation angles from the lengths of the strain sensors iteratively. Experimental results
reveal that the prototype device is effective for lumbar-motion measurement and significantly improves in terms of wearability
over comparable devices.

1. Introduction

Low-back pain (LBP) is a common affliction in contempo-
rary life. Globally, two-thirds of adults experience LBP to
the extent that treatment is required [1, 2]. Hoy et al.
reported that the point prevalence of LBP is as much as
10%, and the 1-month prevalence is over 20% [3]. LBP suf-
ferers often have difficulty maintaining healthy living habits
and steady work.

Although the prevalence of LBP is not limited to a partic-
ular job category, industrial workers, nurses, and healthcare
workers tend to experience a relatively high prevalence of
LBP [4–11]. These workers frequently use their back muscles
and spines in lumbar motions of flexion, rotation, and side
bending. With epidemiological analysis, Hoogendoorn et al.
revealed that periodic lumbar flexion and rotation is a major
risk factor for LBP [12]. Overall, LBP risk is assessed in terms
of accumulated lumbar motions and loads, and patients
can benefit from alerts of excess lumbar motions to prevent
the onset or worsening of LBP. Waters et al. estimated the

risk for LBP in manual lifting tasks with calculations [13].
Norman et al. assessed the risk for LBP in automotive indus-
tries using peak motion and cumulative lumbar motions as
risk factors [14]. These methods are difficult to compare with
each other, as they use different metrics for understanding
lumbar risk. A measurement system that can continuously
record time-series data during lumbar motions of flexion,
rotation, and side bending could provide comparable lumbar
data for a range of industries and subject groups.

To obtain time-series measurements of the pressure
between lumbar bones, Lisi et al. obtained in vivo measure-
ments with a load sensor inserted between lumbar vertebrae
[15]. Wilke et al. measured the pressure between lumbar
vertebrae during various motions such as lying, sitting,
walking, and lifting and verified the results of Nachemson’s
study using EMG signals [16, 17]. Although these sensors
directly provide the loads on lumbar vertebrae for various
motions, such an invasive procedure cannot be used to
continuously monitor movements for workers in practical
environments. For less-invasive applications, camera-based
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motion-capture systems are generally used to record human
motions. Motion-capture systems require expensive cameras
and markers on the bodies to be measured, and the measured
subjects must remain within a small area. Wearable sensors
could dramatically reduce costs and allow workers to move
unimpeded while monitoring their movements.

Milea measured joint motion with lightweight and
inexpensive bend sensors [18]. Though the materials used
were simple and inexpensive, the three-axis motions possi-
ble at the lumbar joints cannot be measured with bend
sensors alone.

Inertial measurement unit (IMU) systems have also been
used to measure body motions. Since IMUs can estimate
three-axis angles using accelerometers and gyroscopes, the
measured values will include errors [19]. Marras et al. devel-
oped a lumbar-motion monitoring device that uses a three-
axis electrogoniometer [20]. With this apparatus, Marras
et al. monitored lumbar motion for industrial workers [21]
and health care workers [22]. This lumbar-motion monitor
effectively recorded time-series data about lumbar motions.
However, the device covered the subjects’ low back and
may have been heavy for the subjects to work with over the
course of a full shift. The weight of such a device must be
reduced significantly if workers’ low backs are to be moni-
tored continuously.

We therefore propose a novel lightweight lumbar-motion
measurement device (LMMD). The key component of the
device is a flexible and stretchable strain sensor. This strain
sensor is lightweight and features low elasticity, high durabil-
ity, and good repeatability [23]. The strain sensor we use has
been applied to measurements of wrist and elbow motions
[24] and rapid prototyping human interfaces [25]. These
joints rotate in one or two axes and can be modeled with a
simple equation. Since lumbar motion includes flexion, rota-
tion, and side bending, lumbar motion must be modeled with
three degrees of freedom. To solve this problem, we designed
a parallel-sensor device with six strain sensors. This device is
lighter than comparable devices, and tests reported in this
paper show that it can effectively measure lumbar motion
over time.

2. Methods

The stretchable strain sensor we chose is flexible and thin.
The main material of the strain sensor is urethane elastomer.
Three elastomer sheets sandwich two carbon-nanotube
membranes. These carbon-nanotube membranes work as
electrodes in the strain sensor and are flexible enough to
expand or contract along with the elastomer sheets. The
sandwiched carbon-nanotube membranes are effectively a
parallel-plate capacitor, the capacitance of which changes as
the strain sensor expands and contracts. Hence, the strain
sensor works as a variable capacitor, accurate to within 5%
of its range [23]. The elastomer sheets are 70mm long and
15mm wide. The electrodes are 50mm long and 10mm
wide. The whole strain sensor is approx. 150μm thick [23].
The strain sensors we used have protective fabric on both
sides, as shown in Figure 1. Snap buttons on both terminals
are used to anchor terminals of the strain sensor. The strain

sensor shown in Figure 1 is 110mm long and 20mm wide
and weighs 4.1 g.

The proposed measurement device is built around a
parallel-sensor mechanism. The parallel-sensor mechanism
is based on the Stewart platform [26]. A diagram of the
parallel-sensor mechanism is shown in Figure 2. Two bars
are connected by six links. The terminals of each link are
attached to the lower and upper bars. When the links are
actuators, the mechanism is a positional control device with
six degrees of freedom [27]. If the links are linear encoders,
the mechanism can function as a measurement system [28].
In this study, as in our previous work, the strain sensors serve
as links and the device measures their lengths. When the
upper bar moves or tilts relative to the lower bar, the strain
sensors expand or contract. In that case, the relative three-
dimensional position and rotation of the upper bar can be
calculated based on the lengths of the strain sensor.

The terminals of the links in the parallel-sensor model
are labeled from A1 to A6 and from B1 to B6. The coordinate
systems of the lower bar and upper bar are Σa and Σb,

Eletrode membrane
(black part under fabric)

Space for snap burron Protective fabric

Figure 1: Stretchable strain sensor with protective fabric and snap
buttons.

Upper bar

Σa

Lower bar
At

L1

L2

L3

B2

B1 B3 B4

B5

B6

L4

L5
L6

A2 Oa

Ob

A5
A4A3

A6

x

yz

x

yz

Σb

Figure 2: Model of the parallel-sensor mechanism. The origins
of the coordinate systems of the lower and upper bars, Σa and
Σb, are coincident with the center points of the bars, Oa and
Ob, respectively.
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respectively. The origin Ob of Σb is represented as aOb =
aObx

aOby
aObz

T in the coordinate system Σa. In coordination
system Σa, the rotation angles of the upper bar around the x,
y, and z axes are represented as θx, θy, and θz , respectively.
The position and rotation of the origin of the upper bar are
written as P = aObx

aOby
aObz θx θy θz

T . Coordi-

nates from B1 to B6 in Σb are represented as bBi =
bBix

bBiy
bBiz

T
, where i is the index number of the sen-

sor and ranges from 1 to 6. Similarly, the coordinates from B1
to B6 in Σa are represented as aBi = aBix

aBiy
aBiz

T ,
which is calculated from P. The coordinates from A1 to A6
in Σa are

aAi = aAix
aAiy

aAiz
T . bBi and

aAi are prede-
fined constants. The lengths of the strain sensors are repre-
sented as Lsi. Li is obtained by the following equation.

Li = aBi −
aAi = Lix Liy Liz

T 1

The equation expresses the relation between Li and P. If
we consider the difference between Lsi and Li as the length
Li changes

Li = Lsi − Li, 2

the following equation can be derived using the Jacobian
determinant J .

P = J−1Li 3

From the difference between Li and Lsi, the change in
position and rotation of the upper bar P is determined itera-
tively by Newton’s method. The position and rotational

orientation of the upper bar P is calculated by adding P to
the previous P.

The prototype parallel-sensor mechanism we con-
structed is pictured in Figure 3. The parallel-sensor mecha-
nism is built from two rectangular bars and six strain
sensors, as shown in Figure 3. The dimensions of the upper
and lower rectangular bars are 20× 200× 20mm and
20× 260× 20mm, respectively. One terminal of each strain
sensor is fixed on the upper bar, and the other terminal is
fixed on the lower bar. Although the length between the
two bars is about 100mm in this picture, the default length
is 80mm. The prototype weighs 235 g.

The upper and lower bars are worn on the back over the
first lumbar vertebra and the fifth lumbar vertebra with
shoulder straps and a waist belt, as pictured in Figure 4.
The overall weight of the sensor mechanism with straps is

x

y
z

(−60, −10, 100)

(−85, 10, 100)

(−40, 10, 100) (40, 10, 100) (60, −10, 100)

Upper bar

Lower bar
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(−70, 10, 0)

Figure 3: Parallel-sensor mechanism prototype. The origin of the coordinate system of the lower bar is at the center of the bar. The position of
each terminal of the strain sensor in terms of the coordinate system is marked in units of mm.

Shoulder belt

Waist belt

Strain sensors

Lower bar

Upper bar

Figure 4: Prototype of LMMD on the low back of mannequin.
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480 g. The weight of the LMMD is lighter than that of the
lumbar-motion monitor in [20]. This configuration assumes
that the relative position and twist of the upper and lower
bars change along with the motions of the first and fifth
lumbar spines. As the relative position of the two bars
changes, the capacitances of the strain sensors change. A
capacitance-to-voltage converter processes the signals into
voltages that are recorded by an analog-to-digital converter
running on a desktop computer. The computer translates
voltages into lengths of the strain sensors and iteratively cal-
culates the relative position and rotation of the upper bar.

3. Results and Discussion

3.1. Parallel-Sensor Mechanism. First, a preliminary experi-
ment was conducted to confirm the accuracy of the
parallel-sensor mechanism. The lower bar was fixed on a
table. The bend angle and rotation of the upper bar were
manipulated by a hand. The computer sampled the lengths
of the strain sensors at 20Hz and calculated the displacement
and rotation in three dimensions. An optical motion-capture
system (Optitrack, NaturalPoint, USA) simultaneously mea-
sured the displacement and rotation of the upper bar from
markers attached to the bar, as pictured in Figure 3. The
motion-capture data were used as reference data. Overall,
ten trials were performed to compare data from the parallel-
sensor mechanism and motion-capture system. Each trial
lasted for about 25 s. Typical results from these tests are
shown in Figure 5. We calculated the cross-correlation values
between the motion-capture data and the parallel-sensor
mechanism data. The cross-correlation values of x, y, z, flex-
ion-extension, side bending, and rotation were 0.84, 0.93,
0.83, 0.84, 0.94, and 0.93, respectively. The parallel-sensor
mechanism data agreed well with those from the motion-
capture system, with some error that we assume to be caused
by errors in the individual length measurements.

The accuracy of the parallel-sensor mechanism was
quantified using the residual errors between the parallel-
sensor mechanism and the motion-capture data. The mean
and standard deviation (SD) of each dataset are listed in
Table 1. Table 1 also lists the ranges of motion (ROM). The
means for side bending and rotation were within 2° and were
small. Compared to the data for these motions, the difference
in the mean of the flexion-extension data was large. The
means of the displacement data were nearly a function of
the measured ROM. The ROM in the x-axis was limited by
the maximum length of the sensors and was smaller than that
of the other axes.

3.2. Lumbar-Motion Monitoring Device. We also tested
LMMD with human subjects. Our study protocol complied
with the Declaration of Helsinki. All participants were fully
informed and provided written informed consent before par-
ticipating in the study. The study and all procedures were
approved by the Ethical Committee of Graduate School of
System Informatics, Kobe University (Permission number:
28-03). The human subjects were ten volunteers of average
dimensions: female :male = 1 : 1, mean age: 19.8± 1.0 years,
height: 164.9± 11.9 cm, and weight: 58.1± 18.2 kg. The

human subjects wore the LMMD and adjusted the tension
of the straps to fit it to their low backs. Subjects were
instructed to perform a motion typically encountered by
nursing professionals, i.e., the transfer of a patient from bed
to a wheelchair. Each subject performed the motion twice.
The motion-capture system was used to obtain reference data
as it was in the preliminary test. A selection of typical results
is shown in Figure 6. The motion-capture data for flexion and
extension had missing values due to a marker that was not
detected by the motion-capture system. Excluding the miss-
ing data, the cross-correlation values of flexion-extension,
side bending, and rotation were 0.78, 0.89, and 0.79, respec-
tively. Although the results differ somewhat, the LMMD data
still agree reasonably with the reference data. Table 2 lists the
mean and SD of the residual errors between the LMMD and
the motion capture and the ROM of the LMMD. The mean
for the side bending angle was relatively small, and flexion-
extension motions had more than double the error of the
other motions.

3.3. Discussion. The comparison of data from the parallel-
sensor mechanism and motion-capture system demonstrates
the validity of the proposed measurement device. The cross-
correlation values showed strong positive correlations. The
difference in the means of the measurement and reference
angles was less than 4.5°, which is less than 8.3% of the
ROM of the device. These results show that the parallel-
sensor mechanism with strain sensors can measure rotation
in three dimensions with reasonable accuracy.

In the tests with human subjects, the cross-correlation
values also showed strong positive correlations. The ROMs
of the side bending and rotation motion were small com-
pared to that of flexion-extension and were less than 35°.
The ROM of the flexion-extension was greater than 50°.
Although these ROMs are expected for the single motion
we tested, the device must measure rotation around all three
axes to be effective. The differences in the means of the side
bending and rotation measurements were less than 5°. In
contrast, measurements of the flexion-extension motion
returned errors greater than 10°. Two explanations of these
errors seem likely. First, we note that arrangement of the sen-
sors will lead to some error due to geometry. The Stewart
platform has circular plates and places links at dispersed
positions on those plates; however, the LMMD terminals
are attached to sensors linked to a smaller range of positions
on the upper and lower bars. In this arrangement, the sensor
lengths change less as the upper bar moves than they would
in the Stewart platform. The other cause is that the sensors
are stretched along the curve of the low back so they do not
remain straight as they move. The Jacobian matrix calcula-
tion then generates errors in the angle calculations; therefore,
the length of the sensor is not accurately recorded as it bends.
Improved bars and belts are required to prevent these errors.
Sensors could be distributed evenly around the waist, and
they could be kept straight. These limitations decrease the
latitude of the design of bars and belts. For example,
extremely downsizing the device is difficult. The errors
yielded by this LMMD are acceptable for practical purposes,
though, because the device is more wearable than similar
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devices that have been proposed. The device could be effec-
tive for rough measurements and monitoring of multiaxis
lumbar motion such as the transfer of a patient.

4. Conclusion

We developed a lumbar-motion monitoring device that uses
flexible and stretchable strain sensors. The LMMDmeasured
three-axis lumbar motion using a parallel-sensor mechanism
with six strain sensors. The accuracy of the parallel-sensor
mechanism was evaluated as the residual errors within 4.5°,
and this may be sufficient for a wearable lumbar-motion

Table 1: Range of motion values and means and SDs of residual
errors between measured and reference displacements and
rotation angles in preliminary tests with the parallel-sensor
mechanism on a bench.

Axis
Displacement (mm) Angle (°)

x y z
Flexion-
extension

Side
bending

Rotation

ROM 56.69 131.97 84.56 51.24 22.13 67.35

Mean 3.23 5.42 2.79 4.22 1.04 1.52

SD 3.24 5.43 2.36 3.43 1.02 2.17
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Figure 5: Typical time-series data for displacements and rotation angles when moving the parallel-sensor mechanism alone.
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monitoring device. The accuracy of the LMMD for tracking
low-back movements of human subjects was evaluated
against reference data from a motion-capture system. The
accuracy of the LMMD was slightly inferior when worn by
human subjects.

In future work, we plan to implement an arc-shaped
bar that fits the user’s waist better. If the sensors are
evenly distributed to the arc-shaped bar, the LMMD could
have high accuracy. We also plan to improve the device as
a wireless device and to adapt the measurement device for
continuous monitoring to make it practical for preventing
LBP in the workplace.
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A fiber Bragg grating (FBG) sensor is a favorable sensor in measuring strain, pressure, vibration, and temperature in different
applications, such as in smart structures, wind turbines, aerospace, industry, military, medical centers, and civil engineering.
FBG sensors have the following advantages: immune to electromagnetic interference, light weight, small size, flexible,
stretchable, highly accurate, longer stability, and capable in measuring ultra-high-speed events. In this paper, we propose and
demonstrate an intensity and wavelength division multiplexing (IWDM) FBG sensor system using a Raman amplifier and
extreme learning machine (ELM). We use an IWDM technique to increase the number of FBG sensors. As the number of FBG
sensors increases and the spectra of two or more FBGs are overlapped, a conventional peak detection (CPD) method is
unappropriate to detect the central Bragg wavelength of each FBG sensor. To solve this problem, we use ELM techniques. An
ELM is used to accurately detect the central Bragg wavelength of each FBG sensor even when the spectra of FBGs are partially
or fully overlapped. Moreover, a Raman amplifier is added to a fiber span to generate a gain medium within the transmission
fiber, which amplifies the signal and compensates for the signal losses. The transmission distance and the sensing signal quality
increase when the Raman pump power increases. The experimental results revealed that a Raman amplifier compensates for the
signal losses and provides a stable sensing output even beyond a 45 km transmission distance. We achieve a remote sensing of
strain measurement using a 45 km single-mode fiber (SMF). Furthermore, the well-trained ELM wavelength detection methods
accurately detect the central Bragg wavelengths of FBG sensors when the two FBG spectra are fully overlapped.

1. Introduction

Fiber optic sensors are important in smart structures, mostly
as a transmission line, as a sensing medium, or a combination
of both. Fiber Bragg grating (FBG) is a favorable fiber optic
sensor to measure strain, pressure, vibration, and tempera-
ture in different applications, such as in smart structures,
wind turbines, aerospace, industry, military, medical cen-
ters, and civil engineering. In addition, applications of
FBG sensors related to bridge monitoring, damage detec-
tion, structural health monitoring, railway transportation
applications, and other harsh environment applications
[1–3]. FBG sensors have the advantages of being immune
to electromagnetic interference, light weight, small size,

highly accurate, longer stability, and capable in measuring
ultra-high-speed events. The sensing characteristics of FBG
sensors involve identifying the variation of the central Bragg
wavelength when it is subjected to physical parameters like
vibration, strain, temperature, and other changes in the prop-
erties of the sensor [4–6]. Multiplexing of FBG sensors is an
effective technology to deliver multipoint measurement
along a single-fiber cable. Multiplexing reduces the operation
and installation costs for quasidistributive strain measure-
ments [7]. Among the various multiplexing techniques,
wavelength division multiplexing (WDM) is an essential
mechanism to recognize the exact central wavelength of each
FBG sensor within the sensor network [7, 8]. In WDM, each
FBG sensor needs a different Bragg wavelength and no
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spectral overlap is allowed. However, the number of multi-
plexed sensors is restricted by both the broadband source
bandwidth and the operating wavelength range required for
each FBG sensor [9].

Recently, researchers have proposed intensity and wave-
length division multiplexing (IWDM) techniques to increase
the number of FBG sensors to be multiplexed [8–10]. IWDM
has the advantage of low complexity. The IWDM scheme
proposed in [9] used tunable fiber ring laser as a light source
and a Fabry–Perot filter to select different wavelengths. How-
ever, this scheme is inappropriate for long-distance environ-
ment sensing, as it does not amplify the FBG signal. In [10],
the authors proposed capacity and capability enhancement of
the FBG sensor system using IWDM technique. However,
IWDM has a problem of unmeasurable gap when two or
more FBG spectra are partially or fully overlapped. Overlap-
ping spectra cause crosstalk among the sensors and induce
errors in central Bragg wavelength detection. Moreover,
IWDM have a restriction on long-distance transmission
when the number of FBG sensors increases. Nowadays, in
addition to increasing the number of FBG sensors using
IWDM, increasing the signal transmission distance is a very
important issue.

In FBG sensor systems, the maximum signal transmis-
sion distance is commonly limited to 25 km due to signal loss
in fiber link and Rayleigh scattering [11–16]. Moreover, sig-
nal loss and Rayleigh scattering induce optical noise and
degrade the transmitted signal quality. Signal amplification
is very important for long-distance transmission and remote
sensing functionality. Among different optical signal amplifi-
cation techniques, Raman amplification is the best amplifier
to increase the transmission distance. Raman amplification
entails generating a gain medium within the transmission
fiber, which amplifies the signal before it reaches the optical
receiver. Raman amplification has the capacity to amplify sig-
nals in any wavelength band using an appropriate pumping
scheme [13–15]. By adding a Raman amplifier to a fiber span,
signal power loss is decreased and it highly improves the
signal-spontaneous beat noise performance. In order to real-
ize a long-distance FBG sensor system, several approaches
are proposed [13–17]. In [13], Raman laser for long-
distance sensing has been demonstrated. However, FBGs
are grouped together in the direction of the end of a long
fiber, and consequently, the dynamic range of the interroga-
tor is not possible to extend as it affects the response time of
the system. Scheme [17] proposed linear-cavity fiber Raman
laser for a long-distance FBG sensor system. The cavity con-
sists of two FBGs connected to a fiber loop mirror. However,
a fiber loop mirror has a limiting factor in system stability
and configuration complexity. In addition, when strain is
applied, the spectra of two FBGs might be overlapped and
cannot address the sensing information of each FBG.
Recently, besides increasing the number of FBG sensors
and increasing the maximum transmission distance, much
attention was focused on wavelength detection of spectrally
overlapped FBG sensors.

In IWDM, central Bragg wavelength detection technique
is a very important issue to detect each FBG central wave-
length even when two or more FBG spectra are partially or

fully overlapped [18]. Previous researchers have proposed
several central wavelength detection methods, such as tabu-
gradient search algorithm [18], filters [19, 20], conventional
peak detection (CPD) [21], radial basis function network
[22], and ADALINE network [23]. In [19], the sensing accu-
racy of FBG sensors was improved using a digital low-pass
filter. However, the filter affects the measurement accuracy
due to noise within the filter. CPD uses a tunable optical filter
to detect the central wavelength of each FBG sensor [21].
However, this technique is inappropriate if the spectra of
two or more FBGs are overlapped because it cannot address
the sensing information of each FBG. All the above central
wavelength detection methods have limitations on increasing
the number of FBG sensors and detecting the central Bragg
wavelength of FBGs when FBG spectra are overlapped.

This paper proposes a novel extreme learning machine
(ELM) based central Bragg wavelength detection scheme
for spectrally overlapped FBG sensors. An ELM accurately
determines the central Bragg wavelengths. Compared to
CPD machine learning methods, such as a neural network
(NN) or support vector machine (SVM) [24], an ELM has
the importance of good generalization and fast learning and
requires less human intervention. An ELM is effective in
real-time applications because it automatically determines
all network parameters [25, 26]. Moreover, we propose
IWDM to increase the number of FBG sensors and we
employ a Raman amplifier to increase the sensing signal
transmission distance and to improve the signal quality.

The rest of this paper is organized as follows. In Section 2,
a brief discussion about operational principles with a mathe-
matical expression is presented. Section 3 presents about an
ELM. In Section 4, the experimental and simulation results
are presented. Finally, we summarize the conclusion part of
this paper in Section 5.

2. Operational Principles and Methods

The schematic diagram of applying IWDM and ELM tech-
niques to a FBG sensor system is explained by using three
FBG sensors as shown in Figure 1. A broadband light source
is emitted from EDFA. The light emitted from the broadband
light sources is injected into FBG sensors through a 2× 2 cou-
pler (50 : 50) and split into two branches (50 : 50). The one
branch of a 50 : 50 coupler comprised a 1× 2 coupler
(30 : 70). The two FBG sensors (i.e., FBG1 and FBG2) are
employed after a 30% and 70% output power ratio of a
1× 2 coupler, respectively. FBG3 is employed after a 50% out-
put power ratio of a 50 : 50 coupler. FBG3 is deployed after a
45 km SMF in order to have a gain medium. The back-
reflected light from each FBG is propagated through the
other arm of a 2× 2 coupler and passes into the Raman
amplifier. The Raman output power can be pumped to the
SMF via a WDM coupler. The Raman amplifier consists of
two laser diodes (LDs) with wavelengths of 1420nm and
1450nm. The polarization beam combiner (PBC) combines
the outputs from the two LDs. The combined outputs from
the two laser diodes are inserted into the Raman pump
through the WDM coupler and the combined light is fed into
a 45 km SMF. The output signal from the Raman amplifier is
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fed into the optical spectrum analyzer (OSA) to show the
back-reflected wavelengths and to measure the central Bragg
wavelengths. Finally, the measured reflected spectra of FBGs
from OSA are sent to a personal computer (PC) for addi-
tional data processing.

The traditional WDM requires that each FBG sensor
should have a unique spectral region, which limits the multi-
plexing capability of the sensor system [9]. The proposed
method allows the reflection spectra of two FBGs which are
overlapped when entering into the overlapping region. When
a bandwidth of the full width at half maximum (FHWM) is
larger than the distance between two FBG central wave-
lengths, it is difficult to identify each FBG central Bragg wave-
length [24]. Hence, in our study, the central wavelength
detection of overlapped spectra is converted to a regression
problem. We assume that R λ is the reflected spectra of
FBGs from the OSA and λBi i = 1, 2, 3 are the central Bragg
wavelengths of the ith FBG. The measured spectra from the
OSA are expressed as

R λ, λB = 〠
n

i

Rigi λ, λBi + noise λ , 1

where λB = λB1, λB2, λB3 are the central Bragg wave-
lengths of FBGs, Rigi λ, λBi is the peak reflectivity of

the ith FBG, n is the number of FBG sensors, and noise
λ is a random noise.

If the spectra of FBGs are overlapped, it is very difficult
to determine the central Bragg wavelengths (λBi) from the
spectra R λ, λB using CPD methods. Hence, we use ELM
techniques to detect (identify) the central Bragg wavelength
of each FBG sensor. The proposed ELM is employed to do
multiple-input-multiple-output regression as shown in
Figure 2. ELM is a supervised learning algorithm which
has two different phases, that is, the training phase (offline
phase) and testing phase (online phase). During the train-
ing phase, a number of training data are provided to train
the ELM.

Data = x1, y1 ,… , xk, yk1 ,… , xn, yn , 2

where xk = R λ ∈ Rn is the sampling data from the FBG
reflection spectra generated using (1), yk = λB ∈ Rm are
the corresponding target outputs, n is the number of
wavelengths in the spectra, and m is the number of FBG
sensors in the system.

During the testing phase, only the new measured FBG
reflection spectra from the OSA are fed into the well-
trained ELM model. The well-trained ELM model quickly
detects (identify) the central Bragg wavelengths of each FBG.

OC

WDMOSA

EDFA 

FBG 2

70%

30%

FBG 1

FBG 3

50% 50%

50%

LD1 LD2

PBC

Raman pump

OC

45 km SMF

PC

50%

Figure 1: The schematic diagram of the proposed system (EDFA: erbium-doped fiber amplifier; OSA: optical spectrum analyzer; OC: optical
coupler; FBG: fiber Bragg grating; SMF: single-mode fiber; WDM: wavelength division multiplexing; PBC: polarization beam combiner; LD:
laser diode; PC: personal computer).
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Figure 2: The architecture of ELM-based wavelength detection.
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3. Extreme Learning Machine (ELM)

This paper proposes an ELM-based central Bragg wavelength
detection to address the issue of a nonlinear relationship
between FBG and strain factors. Scheme [24] proposed an
ELM for single-hidden layer feedforward networks (SLFNs).
A SLFN structure contains three layers, such as the input
layer, hidden layer, and output layer, which are connected
by neurons, as shown in Figure 3.This method is limited to
feedforward neural networks with a single nonlinear hidden
layer, as this type of network is capable of making a random
close approximation of any continuous nonlinear mapping
[27]. Instead of using traditional gradient-based learning
methods which require several iterations, an ELM has its
input weights randomly generated and uses simple matrix
computations between hidden layers and output layers to
determine the output weights. Solving the regularized least
squares in ELM is faster than solving the quadratic program-
ming problem in the SVM method [25, 26].

The ELM approach considers the wavelength detection
problem as a regression problem. During the training pro-
cess, the ELM randomly generates input weights wi and bias
values bi. The prediction can be computed only by determin-
ing the activation function and the number of neurons in the
hidden layer. Given the training data by (2), the standard
SLFN for an arbitrary N different samples (xj, t j), where
xj = x1, x2,… , xn T ∈ Rn is the input wavelength spectra

and t j = t1, t2,… , tm T ∈ Rm is the target Bragg wavelength
of FBGs. Standard SLFNs with activation function g x and
N hidden neurons are mathematically expressed as follows:

〠
N

i=1
βig wi ⋅ xj + bi = t j, i = 1, 2,… ,N , 3

where βi = β1, β2,… , βm
T is the output weights con-

necting the ith hidden neuron and output neurons, wi =
w1,w2,… ,wn

T is the randomly chosen input weights con-
necting the input neurons and the ith hidden neurons, N is
hidden neuron number, bj is the random bias connecting

the input layers and the ith hidden layer, and t j is the actual
outputs of input xj .

According to [24], (3) can be rewritten into a matrix form
as follows:

Hβ = T, 4

where

H =
g w1 ⋅ x1 + b1 … g wN ⋅ x1 + bN

⋮ ⋯ ⋮

g w1 ⋅ xN + b1 … g wN ⋅ xN + bN

N ×N ,

β =
βT
1

⋮

βT
N

N ×m,

T =
tT1

⋮

tTN

N ×m,

5

whereH is the output matrix of hidden layers, βi is the output
weight matrix, and T is the target output. In backpropagation
learning algorithm, a user requires specifying the value of the
learning rate and the total error function will not be found.
Backpropagation learning algorithm may overtrain and can
have local minima [28]. To overcome this problem, scheme
[28] proposed the smallest norm least squares solution of H
β = T. Thus, the output weight β can be calculated by the
inner product of the matrix ofH and T as the following [24].

β =H+T, 6

where β is the output weight matrix, H+ is the Moore-
Penrose pseudoinverse (MPPI) of matrix H [29], and T is
the target output. Equation (6) provides the best generaliza-
tion performance with a minimum training error [28].
Finally, once β is obtained, the well-trained ELM can be used
for regression task. When we obtain newly measured
reflected overlap spectra of FBGs from the OSA as a testing
sample data zi, the equivalent outputs of the well-trained
ELM can be mathematically calculated as

Oi = 〠
N

i=1
βig wi ⋅ zi + bi , i = 1, 2,… ,N , 7

where Oi is the output of the ELM which is the detected
(estimated) central Bragg wavelength of each FBG. There-
fore, the well-trained ELM can detect or estimate the cen-
tral wavelengths of the testing sample. Generally, the
algorithm of the ELM network is a learning algorithm
which is given a training set: D = xj, t j ∣ xj ∈ Rnt j ∈ Rmj =
1…N , activation function g w, b, x , and the number of

X1

X2

Xj

W1 𝛽1
o1

o2

oi

Input layer
Hidden layer

Output layer

b2

bj

b1

𝛽i
Wi

Figure 3: Structure of a single-hidden layer feedforward neural
network (SLFN).
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hidden nodes N . The ELM-based learning procedure can be
summarized as follows:

(1) Determine the number of hidden layer neurons, ran-
domly set bias bi, and set weights wi between the
input layer and the hidden layer.

(2) Choose distinguishable activation function and then
calculate output matrix H of the hidden layer for all
the training samples.

(3) The weights bi and the output weight β β =H+T are
calculated, where H+ is the MPPI of the hidden layer
output matrix H.

4. Experimental and Simulation Results

Figure 1 shows the experimental setup of the IWDM-FBG
sensor system using a Raman amplifier and ELM. A broad-
band light source emitted from EDFA is injected into three
FBG sensors. The measured reflection spectra of FBGs are
sampled into 1001 points within a wavelength range from
1545.71 nm to 1550.71 nm. The span width of OSA is set to
be 4 nm and the minimum resolution of the OSA is
0.03 nm. The measured reflection spectra of FBGs from the
OSA are passed to a PC for further data processing. The cen-
tral wavelengths of FBG1, FBG2, and FBG3 are 1547.54 nm,
1547.83 nm, and 1548.21 nm, respectively. The 3 dB band-
widths of the FBG1, FBG2, and FBG3 sensors are 0.24 nm,
0.226 nm and 0.24 nm, respectively. The reflectivity as well
as bandwidth of the FBG sensors changes under different
grating lengths and refractive index changes. We assumed
that the reflection spectra of three FBGs are Gaussian shaped
given by

R λ, λBi = Ipeak exp −4 ln 2 ∗ λ − λBi
ΔλBi

2
, 8

where λ is the wavelength, Ipeak is the FBG maximum peak
reflectivity, λBi is the peak wavelength of FBGs, and ΔλBi is
the full width at half maximum. Typically, when the distance
between three central Bragg wavelengths is smaller than the
bandwidth of the full-width half maxima (FWHM), it is hard
to directly distinguish each peak wavelength. The peak reflec-
tivity of each FBGmust be different to identify each FBG cen-
tral Bragg wavelength from the overlapping spectra.

In the FBG sensor system, the maximum signal transmis-
sion distance is commonly limited to 25 km due to signal loss
in fiber link and Rayleigh scattering. Signal loss and Rayleigh
scattering induces optical noise and degrade the transmitted
signal quality [11–16]. Therefore, we use a Raman amplifier
to increase the transmission distance (long-distance sensing)
and to compensate for the signal losses in long-distance
transmission. As shown in Figure 1, FBG3 is deployed after
45 km SMF for long-distance signal transmission or for
remote sensing up to 45 km. Figure 4(a) shows the measured
spectra of three FBGs when the Raman pump is turned off.
As shown in the figure, the power of FBG3 wavelength is very
small and even disappears when the Raman pump is turned
off. Hence, after 45 km transmission, it is very challenging
to detect the central Bragg wavelength of FBG3 without
employing a Raman amplifier. Therefore, by adding a Raman
amplifier to a fiber span (FBG3), signal power loss is
decreased and it highly improves the signal-spontaneous beat
noise performance. Signal propagating along the fiber will be
attenuated, but as it moves toward the fiber end where the
Raman pump is located, it will start to experience some
gain from the Raman pump wavelength. The higher power
in the signal thus increases the signal-to-noise ratio (SNR),
which enables longer fiber span, higher capacity and spec-
tral efficiency, and longer distance. On the other hand,
FBG1 and FBG2 have not been positioned in long distance
compared to FBG3 as shown in Figure 1. Hence, FBG1
and FBG2 can sense signals below 25km. As shown in
Figure 4(a), the measured spectra of FBG1 and FBG2 are
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Figure 4: The measured spectra of three FBGs (a) before the Raman pump (b) after the Raman pump.
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visible and can detect the central Bragg wavelength even
when the Raman pump is turned off. Because of this, we
do not need any Raman amplification in the FBG1 and
FBG2 sensors. Figure 4(b) shows the measured spectra when
the Raman pump is turned on. As shown in the figure, the
sensing signal quality of FBG1 and FBG2 is the same with
when the Raman pump is turned off. But, the sensing signal
of FBG3 is significantly improved when the Raman pump is
turned on because the Raman pump compensates for the sig-
nal loss of a long-distance fiber. After 45 km SMF transmis-
sion, the gain medium value of FBG3 before and after the
Raman amplifier is 4 dB, which is adequate to compensate
for the signal losses.

IWDM technique can increase the number of FBG sen-
sors to be multiplexed by keeping the same dynamic range
for each FBG sensor [8]. However, as the number of FBG
sensors increases, the spectra of two or more FBGs are par-
tially or fully overlapped. Hence, we use ELM to accurately
determine the central Bragg wavelengths of each FGB when
the spectra of two FBGs are overlapped. We develop a sim-
ulation environment using MATLAB to verify ELM-based
central Bragg wavelength detection techniques when the
spectra of FBGs are overlapped. The simulation runs on a
PC, which has Intel Core i7-4790 3.60GHz CPU and
20.48GB RAM. The simulation of ELM-based central
wavelength detection is conducted with three FBG sensors.
Assume that the reflected spectra of three FBGs are Gauss-
ian shaped [30]. The reflected spectra of three FBGs are
added with random noise using (1) to simulate in a bad
environment. During the simulation, the central Bragg wave-
length of FBG1 is shifted from 1547.54 nm to 1548.662nm by
applying a changing strain to FBG1, while the Bragg wave-
lengths of FBG2 and FBG3 are fixed at 1547.83 nm and
1548.21 nm, respectively. The strain applied to FBG1 is
increased by ~75μɛ at each step. If a strain is applied to
FBG1, the central Bragg wavelength will shift because the
refractive index changes. Hence, the detected wavelength

of FBG1 also shifts. The center Bragg wavelength shift of
FBG1 according to the axial strain applied to a fiber grating
is described as

ΔλB = λB 1 – Pe ε, 9

where ΔλB is the central Bragg wavelength shift, λB is the
central Bragg wavelength, Pe is the elastic-optical constant
(Pe≈ 0.22), and ε is the applied strain to FBG1. If we
know the central Bragg wavelength shift of FBG1 at each
applied strain value, we can calculate the central Bragg
wavelength of FBG1 at each applied strain value by using
the following equation:

λB = ΔλB
1 – Pe ε

10

Therefore, we can change the central wavelength of FBG1
at each applied strain value using (1) and then the reflection
spectra of FBGs are calculated by (1) using MATLAB simula-
tion. The measurements are repeated for 14 different strain
values (steps). Figure 5 shows the reflected spectra of three
FBGs when a strain is applied to FBG1 corresponding to
strain steps 0, 2, 4, 6, 8, 10, 12, and 14. As shown in the figure,
it can be seen that the spectra of three FBGs are distinct at
strain step 0, step 12, and step 14. But, the spectra of
FBG1 and FBG2 are partially overlapped at strain step 2
and fully overlapped at strain step 4. Similarly, the spectra
of FBG1 and FBG3 are partially overlapped at strain step 6
and step 10 and fully overlapped at strain step 8. As shown
in Figure 6, the overlapping FBG spectra causes crosstalk
and unmeasurable gaps between FBG sensors, which is
why it is difficult to determine the exact central (peak)
wavelength using the traditional CPD technique (without
using ELM techniques).
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Figure 5: The reflected spectra of three FBG sensors using simulation when strain is applied to FBG1 corresponding to strain steps 0, 2, 4, 6, 8,
10, 12, and 14.
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Figure 6 shows the unmeasurable gaps of three FBG sen-
sors when the spectra of two FBGs are overlapped. We apply
a strain within the range from 0με to 1052με to FBG1, and
this causes its central wavelength to shift from 1547.54 nm
to 1548.662nm. When the applied strain to FBG1 is between
150με and 450με, the spectra of FBG1 and FBG2 are over-
lapped and we cannot detect the central wavelengths of the
two FBG sensors using CPD technique. The range that can-
not detect the central wavelength of FBGs is called unmea-
surable gaps. When the applied strain to FBG1 is greater
than 450με, the spectra of FBG1 and FBG2 are separated
but the spectra of FBG1 are overlapped with FBG3. Applying
a strain to FBG1 within the range of 450με–900με will create
unmeasurable gaps for both FBG1 and FBG3. Hence, we can-
not detect the central wavelengths of FBG1 and FBG3 using
CPD techniques. We can directly detect all the three FBG
central Bragg wavelengths using CPD technique only if the
applied strain is less than 150με or greater than 900με.
When the applied strain is between 150με and 900με,
unmeasurable gaps will be created for at least in the two
FBG sensors. Because of this, we have proposed ELM to solve
the overlapping or unmeasurable gap problem subsequently.
For each applied strain value, the well-trained ELM can accu-
rately detect the central Bragg wavelengths of three FBGs
using (8) even when the spectra of FBGs are within the over-
lapping or unmeasurable gap range.

The proposed ELM techniques is demonstrated and
tested by using MATLAB simulation to verify the feasibility
of an ELM for wavelength detection mechanisms. In order
to train an ELM, the training dataset are generated using
(1), which is the reflection spectra of three FBGs by applying
a changing strain to FBG1. The measurements are repeated
for 14 different strain values (steps), and the reflection
spectra of FBGs are calculated by (1) using MATLAB simula-
tion. Figure 5 shows the reflection spectra of three FBGs
when we apply different strains to FBG1.The training dataset
has inputs and corresponding targets. The inputs are the
reflection spectra of three FBGs at each applied strain value
to FBG1, and the corresponding targets are the central

wavelength of each FBG at each applied strain value to
FBG1. The generated training data can be preprocessed and
prepared to be used for training an ELM based on (2). The
sample size of training data is 15000. ELM is trained for 30
times with the training datasets using feedforward neural
network algorithms. During the training phase, we have
adjusted the number of neurons, number of epochs, and
the number of hidden layers to get the best generalization
performance of the ELM. The best performance of the well-
trained ELM is obtained when the number of neurons is
2000 and the number of epochs is 1000. The training and
testing accuracy increases when the number of neurons
increases. The test dataset is generated from the reflection
spectra of three FBGs measured by an OSA using an
experimental method. During the experiment, strain is
applied to FBG1 to shift the central Bragg wavelength from
1547.54 nm to 1548.662 nm, while the central Bragg wave-
lengths of FBG2 and FBG3 are fixed. To apply a strain to
FBG1, FBG1 is mounted on a translation stage (TS). Then,
by manually tuning the TS, a strain is applied to FBG1. This
manual tuning of the TS in the fiber grating leads to a shift in
the central Bragg wavelength of FBG1. When the central
Bragg wavelength of FBG1 shifts, an overlap occurs between
FBG1 and FBG2 and between FBG1 and FBG3 at a different
time. The shift in the central Bragg wavelength of FBG1 is
observed and obtained from an OSA. The applied strain to
FBG1 at each step is ~75μɛ. The strain (ε) is related to the
displacement (ΔL) of the translation stage by ε=ΔL/L, where
L is the total fiber length under strain. After the strain is
applied to FBG1, the reflection spectra of three FBGs are
measured by using an OSA. The measurements are repeated
for 14 different strain values (steps). For each applied strain
value, three measurements are carried out within a period
of 3 minutes. The sample size of testing data is 2000.
Figures 7(a) and 7(b) show the reflection spectra of three
FBGs generated by the OSA for some typical applied strain
values (steps) to FBG1 corresponding to strain steps 4 and
8, respectively. During the test phase, we have taken new fully
overlapped spectra from the OSA, as shown in Figures 7(a)
and 7(b), to test the well-trained ELM model. The well-
trained ELM model can accurately detect or determine the
central Bragg wavelengths of FBG1, FBG2, and FBG3 by (8).

Figures 7(a) and 7(b) show the reflected spectra of three
FBGs measured by an OSA by applying a strain to FBG1 cor-
responding to strain steps 4 and step 8, respectively. As
shown in the figure, the two FBG sensor spectra are over-
lapped, which is why it is difficult to identify the central Bragg
wavelength of each FBG using traditional CPD techniques.
Therefore, we use ELM techniques to solve this problem.
For each applied strain, an ELM achieved to obtain the exact
central Bragg wavelengths of FBG1, FBG2, and FBG3 in all
independent test runs. Figure 8 shows the simulation output
of the detected central Bragg wavelengths of three FBGs
using the well-trained ELM model when the spectra of
FBG1 and FBG2 are fully overlapped at strain step 4 (see
Figure 7(a)). The absolute value of the difference between
the predicted central wavelength value and actual central
wavelength values is calculated as the detection error,
expressed as detection error = |predicted central wavelength

0 200 400 600
Strain (𝜇𝜀)

800 1000
1547.4

1547.6

1547.8

1548.0

1548.2

W
av

el
en

gt
h 

(n
m

) 1548.4

1548.6

1548.8

Unmeasurable gap
between FBG1 and FBG3

Unmeasurable
gap between

FBG1 and FBG2

FBG3

FBG2

FBG1

Without an ELM model

Figure 6: Unmeasurable gaps when the spectra of two FBG sensors
are overlapped (i.e., without using an ELM model).

7Journal of Sensors



value− actual central wavelength values|. The detection error
of the proposed ELM model when FBG1 and FBG2 spectra
are overlapped is 0.018, which is a very small error. This indi-
cates that we can accurately identify the central Bragg wave-
lengths of FBG1 and FBG2 even though the input spectra of
the two FBG sensors are fully overlapped. Similarly, Figure 9
shows the simulation output of the detected central Bragg
wavelengths of three FBGs using the well-trained ELM when
the spectra of FBG1 and FBG3 are fully overlapped at strain
step 8 (see Figure 7(b)). The detection error of the proposed
method when FBG1 and FBG3 spectra are overlapped is
0.021, which is a very small error. Because the central wave-
lengths of FBG2 and FBG3 are fixed (constant), we can easily

identify which central wavelength is for FBG1, FBG2, and
FBG3 when the well-trained ELM detects (identify) the cen-
tral wavelengths of three FBGs (see Figures 8 or 9). Only the
FBG1 central wavelength varies during wavelength shift or
overlap. Therefore, Figures 8 and 9 indicate that the well-
trained ELM model can accurately detect the central Bragg
wavelengths of FBG1, FBG2, and FBG3 even though the
input spectra of the two FBG sensors are fully overlapped.

Figure 10 shows the output of the well-trained ELM
model, which is the detected central Bragg wavelengths of
three FBGs at each strain value (steps). When the central
Bragg wavelengths of two FBGs are partially or fully over-
lapped (from strain step 2 to step 12), the proposed ELM
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can determine the central Bragg wavelengths of three FBGs
even in the overlapping wavelength range. The performance
of the ELMmodel can be described in terms of training time,
testing time, and root-mean-square error (RMSE) values of
the testing result. An ELM has an enormous advantage in
training time and learning speed. When the number of hid-
den neurons is 2000, the training time of the ELM is 12 s
and the testing time of the ELM is 0.10 s. Both the training
time and testing time increase when the number of hidden
neurons increases. Since an ELM model can directly deter-
mine the central Bragg wavelengths of FBG sensors, an
ELM is much simpler and greatly reduces the training time
and testing time than CPD techniques. RMSE can evaluate
the central Bragg wavelength detection performance of the
well-trained ELM when two or more FBG spectra are par-
tially or fully overlapped. RMSE values can be calculated by
the following equation:

RMSE = ∑n
i=1 Pi − Ai

2

n
, 11

where Ai is the actual central Bragg wavelength, Pi is the pre-
dicted (detected) central Bragg wavelength, and n is the num-
ber of test data. The central Bragg wavelength detection
accuracy of the well-trained ELM model in terms of RMSE
throughout the operation strain range (from 0 to 1052με)
is 0.3 pm.

Figure 11 shows the well-trained ELM central Bragg
wavelength detection errors (i.e., RMSE) against 14 strain
steps. As shown in the figure, the RMS error is very high
when the two FBG spectra is fully overlapped (when strain
step =4 and step=8) which means that the detection accu-
racy decreases when the two wavelength spectra are over-
lapped. When the two central Bragg wavelengths fully
overlapped (at strain step= 4 and step= 8), an ELM can
identify the central Bragg wavelengths of three FBGs.
The RMS error in strain step 4 and step 8 is 1.25 pm
and 1.28 pm, respectively. Figure 12 shows the RMS errors

with epochs. The detection performance of an ELM is sta-
ble when the number of epoch increases, but it tends to
become worse when too few epochs are used. As shown
in the figure when the epoch number is 1000, the RMS
error becomes around 0.25 pm which is very small. There-
fore, experimental and simulation results show, using the
well-trained ELM, that the central Bragg wavelengths of
FBGs are identified with definite accuracy, even if the
reflected spectra of FBGs are fully overlapped. The central
Bragg wavelength detection accuracy achieved by an ELM is
0.3 pm, which has better generalization performance than
CPD techniques [19–23].

5. Conclusion

This paper introduces an IWDM-FBG sensor system using a
Raman amplifier and ELM. FBGs are favorable sensors in dif-
ferent applications and have the advantages of being immune
to electromagnetic interference, light weight, flexible, stretch-
able, small size, highly accurate, longer stability, and capable
in measuring ultra-high-speed events. A Raman amplifier is
used to increase the sensing signal transmission distance
and optimize the quality of the signal. Increasing the Raman
pump power increases the transmission distance and the
sensing signal quality. The experimental result revealed that
a Raman amplifier can compensate for the signal losses and
can provide a stable sensing output even beyond a 45 km
transmission distance. Moreover, we achieve a remote sens-
ing of strain measurement at a remote location of 45 km.
We employed IWDM to increase the number of FBG sen-
sors and to allow FBG spectra to overlap. The proposed
ELM can address the problem of the unmeasurable gaps
that have been faced in IWDM techniques. ELM is much
simpler, greatly reduces the training time and testing time,
and improves the detection accuracy than convolutional
wavelength detection techniques. The RMSE of the pro-
posed system is 0.3 pm which is possible to accurately
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detect the central Bragg wavelengths of each FBG even if
the spectra of FBGs are fully overlapped.
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Continuous ECGmonitoring can play an important role in the rapid detection of pathological signatures and arrhythmias. Current
systems use electrodes with limitations in wearable long-term applications and spatial selectivity. In this work, two sizes of textile
concentric ring electrodes (TCRE42 and TCRE50) were developed and tested for monitoring cardiac activity. The low-cost devices
were found to be easy to implement and to potentially have the advantages of textile electrodes for being lightweight, stretchable,
adjustable, washable, and long-lasting. Both TCREs yielded similar signal detectability of different ECG waves. The optimal P wave
recording area (OPA) for detecting signals was on the upper right chest. Although the absolute signal amplitude of TCRE records
was smaller than that of lead II, normalized amplitude in the OPA is similar for T wave and higher for P wave. The TCREs also
allowed better analysis of P wave morphology and were able to detect more right and left atrial depolarization waves. TCRE48
showed slightly better detectability, normalized amplitude, and spatial selectivity than TCRE50 within the OPA. The authors
consider the TCRE suitable for use in ubiquitous mobile health care systems, especially for atrial activity monitoring and diagnosis.

1. Introduction

Measurement of electrophysiological signals is crucial for
monitoring bodily states and facilitating clinical diagnoses.
Of all the vital signs, the electrocardiogram (ECG) is the most
important, since it is the primary diagnostic tool for cardio-
vascular diseases, the first cause of death in developed coun-
tries. The analysis of the different cardiac waves in the ECG
signals is of major importance; the P wave represents the
depolarization wave that spreads from the sinoatrial node
throughout the atria; the QRS complex represents ventricular
depolarization, while the T wave represents ventricular repo-
larization. The ECG provides information on heart rate and
electrical conduction in the heart, which enables the diagno-
sis of a wide range of cardiac pathologies, such as sinus tachy-
cardia or bradycardia, bundle branch block, AV blocks, or

atrial/ventricular fibrillation, which can be dangerous or even
cause sudden death [1].

Diagnosis is usually by analyzing 12-lead ECG short-
term records in clinics with benchtop equipment and wet
disc electrodes. The most commonly used electrode for
ECGmonitoring is a gel-type silver/silver chloride (Ag/AgCl)
electrode. However, as some pathologies require extended
monitoring during the patient’s normal activities, interest
in mobile and long-termmonitoring has grown for diagnosis,
screening, risk assessment, prevention, and rehabilitation [2].
Wet electrodes are limited in their long-term use because
they can irritate the skin. A conductive gel is a significant
drawback as it can dry out over time, increasing contact
impedance and losing signal quality [3]. Dry ECG electrodes
have emerged as an alternative for long-term ECG monitor-
ing. They do not need gel but operate through natural body
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moisture and perspiration [4]. The simplest dry electrode is a
metal disc in direct contact with the skin, but its use is limited
due to its stiffness and the fact that it can cause skin irritation.
Dielectric materials between the electrode conductor and
skin make it possible to use noncontact dry electrodes based
on capacitive coupling. These are similar to dry contact elec-
trodes and are also sensitive to motion artifacts but show bet-
ter behavior in terms of less skin irritation [5]. One of the
newest electrodes is made of conductive textile, with the
advantage of being lightweight, flexible, stretchable, adjust-
able, washable, and long-lasting and does not cause skin irri-
tation [6]. These electrodes are now becoming more popular
because they are easy to use and cause minimal discomfort to
the wearer. A number of proposals to embed these electrodes
in normal clothing have produced promising results [7–9].

However, the standard 12-lead ECG also has limitations
in diagnosing pathologies related to regions of anomalous
local electrical activity, such as ventricular ischemia, atrial
hypertrophies, or atrial flutter, requiring invasive electro-
physiology, which involves significant risks for the patient
and lengthens the diagnosis time [10]. This is due to the poor
spatial resolution of conventional disc and rectangular elec-
trodes, which are affected by the blurring effects of the differ-
ent conductivities in the conductor. Spatial resolution is
associated with the ability to differentiate the activity of
dipole sources in different areas. Other configurations of
electrode layouts and shapes are needed for better spatial res-
olution. To deal with this issue, modified electrode designs
based on concentric ring electrodes (CREs) have been
applied to several bioelectric signal recording and analysis,
such as electrocardiographic (ECG) [11–15], electroentero-
graphic (EEnG) [16], and electrohysterographic (EHG)
signals [17]. The concentric ring design is a physical approx-
imation to the Laplacian filter, which is the second spatial
derivative of the measured potentials and essentially assigns
more weight to changes in bioelectric dipoles under measure-
ment points, to enable better differentiation between concur-
rent, closely spaced dipole sources [14]. CREs have been
shown to be more effective at increasing spatial resolution
than merely increasing the number of electrodes in an
array, as in conventional body surface potential mapping
[18]. This enhanced spatial resolution is of great interest
in studying atrial activity, since there are fewer cardiac cells
involved in atrial than ventricular activities. In fact, atrial
fibrillation is the typical example of an arrhythmia in which
a standard 12-lead ECG is insufficient to guide clinical
management [19].

So far, CREs have been built on rigid substrates [12, 20,
21] or flexible substrates such as polyester films [14, 16, 17]
or polydimethylsiloxane (PDMS) elastomer [22].We recently
produced a CRE on a textile that can potentially benefit from
the combination of long-term recording with high spatial res-
olution [23]. This initial experience showed it was possible to
pick up cardiac activity with textile CRE (TCRE) and that sil-
ver inks performed better than PEDOT:PSS inks. The aim of
the present work was to use this sensor to further explore
the possibility of detecting and studying the different cardiac
waves, with the emphasis on the P wave, and to analyze the
influence of the size and position of the TCRE on the results.

2. Materials and Methods

2.1. Textile Concentric Ring Electrodes (TCREs). Two sets of
TCREs of two different sizes were designed, developed, and
tested in the present work. The TCREs were integrated in
elastic strips for adaptation to the body surface. Each strip
had two TCREs of the same size with centers separated by
12 cm. The TCREs were made up of an inner disc and an
outer ring (Table 1). The TCRE’s external diameter was
similar to the distance between the surface of the chest
and the heart (between 3.5 and 5.0 cm) [19]. Compared to
other CRE developed onto plastic substrates and used for
picking up ECG signals in wet recordings (using electrolytic
gel) [14], TCRE recording areas were increased in order to
reduce the electrode impedance considering the signals
recorded by TCRE under dry conditions (without electro-
lytic gel) [23].

Applying conductive patterns to textiles can be achieved
by microcontact embedded electrodes, inkjet printing, and
screen printing [24]. Conductive patterns of thin stainless
steel, copper, or other metal wires are embroidered onto
textile fabrics [25]. Screen printing is a popular method due
to its relatively low cost and became possible by the devel-
opment of polymer-based inks, which allow low curing
temperatures compatible with textile substrates [26]. TCRE
electrodes were thus produced using multilayer thick film
serigraphic technology [23]. The screen for the conductors
was a 230-mesh polyester material (PET 1500 90/230-48,
Sefar, Thal, Switzerland), and the screen for the dielectric
layer was a 175-mesh polyester material (PET 1500 68/175-
64 PW, Sefar). An UV film Dirasol 132 (Fujifilm, Tokyo,
Japan) was used to transfer the stencil to the screen mesh.
The final screen thickness was 10μm for the conductor
screen and 15μm for the dielectric screen. The patterns were
transferred to the screen by aUV light source. As for themate-
rials: Mediatex TT ACQ 120μm textile (Junkers & Muellers
GmbH, Mönchengladbach, Germany) was chosen for the
substrate, C2131014D3 silver ink 59.75% (Gwent Group,
Pontypool, UK) as the conductive ink, and D2081009D6
polymer dielectric (Gwent Group, Pontypool, UK) as the
dielectric ink. The electrical connection of the CREs with
the measuring system was a snap fastener in each terminal
of the electrodes, as shown in Figure 1. Further physical
and electrical characterization, that is, final layer thickness,
magnitude and phase of the impedance, and skin-electrode
impedance, can be found at [23].

2.2. Recording Protocol. Nine recording sessions were per-
formed on healthy male subjects aged between 21 and 43
years of age, with body mass indexes between 19.6 and
27.47 kg/m2, thoracic contour between 81 and 119 cm, and
an internipple distance ranging from 19 to 29 cm. The study
was approved by the Universtitat Politècnica de València’s
Ethics Committee, and the Declaration of Helsinki was
adhered to. The volunteers were previously informed of the
nature of the study, briefed on the recording protocol, and
signed a consent form.

The recording sessions were carried out with the sub-
jects lying on a stretcher. They were asked to relax and
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remain motionless to avoid fluctuations on the body sur-
face electrocardiographic recordings due to changes in
the heart position. Firstly, to reduce skin-contact imped-
ance, the skin under the electrodes was previously exfoli-
ated (Nuprep, Weaver and Company, USA) and shaved
if necessary. Two disposable Ag/AgCl electrodes (Kendall
100 Series Foam Electrodes, Medtronic, USA) were posi-
tioned on the left ankle and right wrist to obtain a stan-
dard lead II ECG signal, with a ground electrode on the
right ankle.

To study the influence of the electrode position and to
determine the best area to capture atrial activity, signals were
recorded on a grid (see Figure 2) by two TCREs on elastic
strips on the right of the subject vertically aligned with the
right nipple, 8.5 cm above and 4.5 cm below it, respectively
(see Figure 2). We adjusted the elastic strip so as to apply a
light pressure to the dry TCRE and yield good electrode to
skin contact. Subsequently, four bipolar concentric ECG sig-
nals (BC-ECG) (one per TCRE) and the standard lead II ECG
signal were simultaneously recorded for 2 minutes with the
subject at rest. The bands were then horizontally moved in
steps of 2 cm, until the entire area between the nipples was
recorded, with between 6 and 8 recordings per subject per
strip. The same scan was repeated twice more with down-
ward vertical displacements of 2 cm each (see Figure 2). This
process yielded between 72 and 96 recording points per sub-
ject and was performed for both electrode sizes (TCRE50 and
TCRE42).

Commercial instrumentation amplifiers (Grass Tech-
nologies P511, AstroNova Inc., West Warwick, RI, USA)
performed the signal conditioning of the four simulta-
neous BC-ECGs and lead II ECG signals. Signals were
band-pass (0.1–100Hz) and power line (50Hz) filtered
and then acquired at a 1000Hz sampling frequency
(USB NI-6229 BNC National Instrument acquisition card,
Austin, TX).

2.3. ECG Analysis. The signals were digitally high-pass fil-
tered with a linear-phase FIR filter with a cutoff frequency
of 0.3Hz to diminish baseline drift, and notch filter at

100Hz to attenuate power line harmonics. The first step in
the ECG analysis was to obtain the ECG average beat for each
recording position and subject; the Pan-Tompkins algorithm
[27] was used for beat detection.

The electrocardiographic waves (P, QRS, T) were identi-
fied in the average beats. An experienced cardiologist deter-
mined if each wave was distinguishable (detected) or not.
To determine the optimal recording area for picking up atrial
activity with TCRE, the chest was divided into four areas, as
shown in Figure 2. These were the upper and lower right
areas (from the chest midline to the right above and below
the nipple, resp.) and the upper and lower left areas (from
the chest midline to the left above and below the nipple,
resp.). Subsequently, the recording site percentage detectabil-
ity (RSPD) for the different ECG waves (P, Q, R, S, and T) in
each area and the global recording area was worked out for
each subject. The area that provided the highest mean P wave
detectability was selected as the optimal P wave recording
area (OPA).

Absolute and normalized peak-to-peak amplitude of
cardiac waves at each recording site was also computed to
further characterize and compare BC-ECGs. Median and
interquartile values of absolute amplitude over all the
recorded positions on each subject were calculated to obtain
information on signal intensity and variability. The normal-
ized amplitude is relevant since it provides information on
the ability to analyze the morphology of each wave for clin-
ical diagnosis. Parameters related to normalized amplitudes
(or amplitude ratios) of the cardiac waves have been exten-
sively used in the literature for different aims, ranging from
biometric recognition systems to developing new diagnostic
algorithms [28, 29]. In the present work, peak-to-peak
amplitudes of P and T waves were normalized to those of
the whole average beat, that is, QRS in almost all cases.
The median and maximum normalized amplitudes of the
P and T waves were calculated over all the recorded posi-
tions on each subject. The absolute and normalized ampli-
tudes of cardiac waves from lead II were also computed to
compare the performance of TCREs with traditional cardiac
sensing methods.

The capacity of TCRE to provide additional information
on atrial activity to that from common disc electrodes was
studied, especially the possibility of discriminating the elec-
trical activity associated with the right and left atria in BC-
ECG and lead II signals.

In order to assess the spatial selectivity of TCRE50 and
TCRE42 in picking up cardiac activity, we used the SSw
parameter. This was worked out for each cardiac wave as
the average of the ratios of the absolute amplitude at one
recording site and the four neighboring sites, as follows [12]:

SSw x0, y0 = PP x0, y0 /PP x−1, y0 + PP x0, y0 /PP x+1, y0 + PP x0, y0 /PP x0, y−1 + PP x0, y0 /PP x0, y+1
4 ,

1

Table 1: Dimensions and distances of the TCREs.

Parameter TCRE50 TCRE42

Inner disc diameter (mm) 16 16

Ring internal diameter (mm) 36 28

Ring external diameter (mm) 50 42

Distance (between discs’ centers) (mm) 120 120
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where PP is the peak-to-peak amplitude of the P, QRS, or T
waves in the average beat at location x0, y0 and its four
adjacent average beats. Since the computation of this param-
eter requires records above and below the x0, y0 , it was only
computed for the central recording rows above and below the
nipples (see Figure 2). This could not be computed for the
first and last recording sites (columns) in this row. The aver-
age spatial selectivity was then computed for each subject.

3. Results and Discussion

Figure 3 shows the average beats of body surface BC-ECG
mapping obtained from one subject using TCRE50, depicted
with the same amplitude scale for all the recording positions.
It can be seen that the maximum amplitude of the BC-ECG
signals is usually found in the third and fourth rows, in the

(a) (b)

(c)

Figure 1: View of the elastic strip with silver concentric ring electrode TCRE42 (a) and silver concentric ring electrode TCRE50 (b). TCREs
incorporated in an adjustable belt (c).

Measures in cm

Right upper area

Right lower area Left lower area

Left upper area

Nipple

2

2

4.
5

4.
5

2

Figure 2: Grid of recording sites over the chest. Each dot represents a TCRE recording site. Horizontal and vertical distances between
recording sites are indicated.

0.5 mV
1 sec

Figure 3: Body surface BC-ECG mapping obtained from subject
number 1 using the TCRE50 electrode with the average beat at the
different recording positions depicted in the same scale.
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recording positions from the median line to the left nipple
(see Figure 3). The BC-ECG signals recorded at the first 5
points on the right in the sixth row tended to have a very
low amplitude. This could be expected since the TCRE was
quite far from the signal source and is in agreement with
the findings of other authors [12]. The bipolar TCRE far-
field rejection is proportional to the inverse fourth power of
the distance between the signal wavefront and the electrode
center [30]. Thus, the greater the distance from the ventricle,
the greater the attenuation of the QRS complex. Nonetheless,
the current signal conditioning and acquisition systems pro-
vide good quality signals for a wide range of input signal
amplitudes such as those used in this study.

In fact, as clinical devices usually represent ECGs on a
grid with adjustable vertical (and horizontal) scales for dif-
ferent traces, the use of autoscaled plots clinically makes
sense. Figure 4 shows signals of Figure 3 with autoscaled ver-
tical scales. It can be observed that, despite the low ampli-
tude of the raw signal, both the QRS complex and T wave
can be easily identified in all the recording positions. This
outperforms other systems that failed to detect ECG fiducial
points (P, QRS, T waves) using PEDOT:PSS rectangular-
shaped electrodes dip-coated in polyester substrate [31].
The authors claim that this failure was due to the lower
quantity of PEDOT:PSS absorbed by polyester and the high
contact impedance between the skin and the polyester elec-
trode [31]. In the present study, the screen-printed silver
electrode probably provided better skin-electrode imped-
ance, thus obtaining a high-quality ECG signal. The P wave
was only detected in the BC-ECG signal recorded at 38 of
the 84 recording positions on this subject (shaded green in
Figure 4), which are distributed in an area far removed from
the ventricle. It seems that in these areas, the proportional
attenuation of ventricular activity is higher than that of the
atrial activity, resulting in an area of enhanced P wave sens-
ing, probably due to the relatively longer distance from the
different cardiac signal sources.

The different ECG waves’ RSPD of all the BC-ECG
recording sites and each of the 4 predefined areas is shown
in Table 2. It can be seen that TCRE50 and TCRE42 pro-
vided similar RSPD values for the different ECG waves.
The QRS complex associated with ventricle depolarization
can easily be recorded in any position, with 100% detectabil-
ity for both TCREs. The T wave associated with the repolar-
ization of the ventricle was present in the ECG signal
acquired at almost all the recording points and was identifi-
able in 97% of the cases. However, the P wave associated
with atrial depolarization was only detected in 41% of the
recording sites by both TCREs. The detectability values of
cardiac waves obtained in the present work are slightly
higher than those obtained by other authors using CREs
[14]. This may be related to various factors; firstly, the textile
TCRE inherently provided better skin-electrode contact than
CREs implemented on Melinex ST506 (plastic substrate)
[14]. Furthermore, the adjustable belt used in the present
study may also exert additional pressure and so may further
improve skin-electrode contact, while the larger contact area
of the TCRE poles than the CRE [14] may also contribute to
better contact.

No significant differences were found for the QRS com-
plex and T wave detectability between the ECG wave RSPD
in the 4 predefined areas. However, P wave detection varied
widely in different areas. The RSPD results show a generali-
zation of what was observed in Figure 3. Detectability on
the left side was poor, almost null for the lower area and
slightly better in the upper area. In the right lower area, the
P wave was detected in about 50% of the sites, with better
performance in the right upper area (86% and 88% for
TCRE50 and TCRE42, resp.). This area was thus defined as
the optimal P wave recording area (OPA) for further analysis.
These results agree with a previous study that found BC-ECG
recorded at CMV1 had a superior performance at picking up
atrial activity when comparing the signal detectability at four
predetermined positions: CMV1 (position comparable to
V1), CMV2, CMV4R, and CMV5 [14].

Table 3 shows the absolute and normalized amplitude
statistics of the different ECG waves for both BC-ECG and
lead II records. In general, the BC-ECG signal amplitude
exhibited high variability, not only in the same position
among the different subjects but also among the different
recording points in the same subject (as can be seen in
Figure 3). This latter can be seen in the interquartile range

Figure 4: Body surface BC-ECG mapping obtained from subject
number 1 using the TCRE50 electrode with the average beat at the
different recording positions depicted in autoscale. The green
areas are the recording sites in which the P wave was detected in
this subject.

Table 2: Mean and standard deviation of the recording site
percentage detectability of the ECG waves of all the recording sites
(global) and for the 4 predefined areas when using both TCREs.

Electrode Wave
Global
(%)

Right
upper

area (%)

Left
upper
area
(%)

Right
lower

area (%)

Left
lower
area
(%)

TCRE50

P 41± 11 86± 14 17± 12 52± 29 2± 5
QRS 100± 0 100± 0 100± 0 100± 0 100± 0
T 97± 3 100± 0 99± 2 92± 11 98± 4

TCRE42

P 41± 12 88± 8 22± 10 41± 29 6± 13
QRS 100± 0 100± 0 100± 0 100± 0 100± 0
T 96± 3 98± 3 98± 4 95± 6 96± 6

5Journal of Sensors



value of the amplitude, which was of the same order of mag-
nitude or even greater than the median value. One cause of
the high variability in the BC-ECG signal amplitude can be
differences in the pressure exerted by the elastic strip used
to assure good electrode-skin contact [32]. In future studies,
we intend to carry out measures to control this factor. This
has been explored in other works in the literature either with
direct measures [33] or through the use of inflatable vests/
cuffs in which the electrodes are embedded, allowing the pre-
cise control of the pressure exerted [25]. Nevertheless, the
signal amplitude acquired using both TCREs was typically
much smaller than that of lead II for all the ECG waves. This
was to be expected, since the distance between the outer ring
and the central disc was much shorter than the distance
across the body between the lead II electrodes. This result
agrees with other authors who simultaneously recorded a
standard 12-lead ECG signal and BC-ECG signals using
CRE [15, 18, 12]. TCRE50 recorded a higher median signal
amplitude than TCRE42, confirming that signal amplitude
is dependent on interpole distance. The median amplitude
of different ECG waves obtained from the TCREs was similar
to that obtained by other authors that used CRE with outer
diameters ranging from 21.6 to 45.6mm [15]. As expected,
the P wave amplitude acquired using both TCREs was very
low (median value ~ 11μV), which can be a challenge for
the signal conditioning system. In the optimal recording area,
the median value of P wave amplitude was slightly higher,
with a lower interquartile range than that obtained from all
the tested recording points.

As for the normalized P and T wave amplitudes com-
puted from all the recording positions, TCREs generally
provide similar values to those of standard lead II, while the
maximum normalized BC-ECG amplitudes are at least twice
as large as those of lead II. This suggests that this ratio, and
thus the “contrast” with which the cardiac waves can be

observed, is highly dependent on the TCRE recording posi-
tion. In the P wave optimal recording area (POPA), the
median normalized amplitude value was almost double that
of all the recording sites and slightly higher than that of lead
II. This agrees with other authors who compared the normal-
ized amplitude of BC-ECG signals acquired by CRE and
standard 12-lead ECG recording and obtained the highest
normalized amplitude at position V1 [14]. Wang et al. also
found that signals obtained by CRE maintain good contrast
for identifying P waves associated with atrial activity, the nor-
malized P wave amplitude being 13% for lead I and 18% for
the BC-ECG signal acquired using CRE at V1 [22]. Regarding
the influence of electrode size, TCRE42 provided higher
median and maximum normalized amplitude for both the
P and T wave than TCRE50, which suggests that it is easier
to identify and assess the morphology of these cardiac waves
with the smaller electrode.

Regarding the possibility of discriminating the electrical
activity associated with the right and left atria in BC-ECG
and lead II signals, the associated P1 and P2 cardiac waves
were identified in all the subjects by both TCRE50 and
TCRE42, although they were observed in only 6 of the 9 sub-
jects in standard lead II (see Figure 5). This suggests that both
TCREs offered superior performance than standard lead II in
the identification of local activity, which could be of great
importance in the diagnosis of pathologies such as atrial
hypertrophies or atrial flutter [10].

The average spatial selectivity computed from individual
subjects ranged from 0.75 to 3.07, which was of the same
order of magnitude as that obtained by Besio and Chen
[12]. The mean and standard deviation of the average spatial
selectivity for each TCRE size and cardiac wave are shown in
Table 4. Similar spatial selectivity values were obtained for
different ECG waves. In general, TCRE42 offers better spatial
selectivity than TCRE50, regardless of the ECG wave. This

Table 3: Mean and standard deviation of the absolute signal amplitude statistics (median and interquartile range) and normalized amplitude
statistics (median and maximum value) obtained using TCREs and lead II∗ (POPA refers to the P wave characteristics detected in the optimal
P wave recording area).

Absolute amplitude Normalized amplitude
Electrode Wave Median (μV) Interquartile range (μV) Median Maximum

TCRE50

P 11.2± 2.9 14.7± 8.8 0.09± 0.03 0.29± 0.13
POPA 11.5± 4.9 10.2± 6.2 0.14± 0.05 0.26± 0.11
QRS 158.2± 38.8 296.3± 193.5 — —

T 38.7± 11.0 75.4± 47.4 0.28± 0.06 0.76± 0.14

TCRE42

P 8.1± 2.1 9.9± 5.8 0.09± 0.03 0.32± 0.19
POPA 8.8± 3.3 7.9± 3.1 0.16± 0.07 0.32± 0.19
QRS 118.2± 32.6 190.3± 87.9 — —

T 30.6± 8.3 59.9± 37.1 0.30± 0.07 0.89± 0.22

Lead II

P 116.0± 29.2 — 0.12± 0.09 —

QRS 1182.9± 467.1 — — —

T 316.3± 139.2 — 0.28± 0.14 —
∗The constant location of lead II electrodes means some statistics have no practical meaning; these are indicated with dashes to avoid misinterpretation.
Similarly, a double dash is used for the normalized QRS amplitude statistic, which is always 1.
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was as expected, since the bigger the electrode, the wider the
recording area, thus the more the mutual information
between adjacent recording points and the less the signal
amplitude variability between them.

The results obtained suggested that the TCRE is suitable
for high spatial resolution ECG long-term recordings in a
comfortable manner. However, the study is not exempt from
limitations; firstly, relatively few subjects were involved,
which means the results should be further corroborated by
a larger database. A study should also be carried out on TCRE
biocompatibility, long-term wearability, reusability after
cleaning, sensitivity to perspiration, motion artifact immu-
nity, and cytotoxicity so as to adapt TCREs for mobile health-
care applications [34].

Other limitation of the present study is that it has been
performed exclusively in male volunteers. Results derived
from the study could be different in the case of women.
Gender-dependent differences in breast tissue and in electri-
cal substrate of the human heart could provoke different
results [35, 36]. Indeed, slight differences were found
between healthy males and females in the limb-lead ampli-
tudes (P, Q, R, S, and T). QRS and P-R duration was signif-
icantly shorter in women, and amplitudes (R, S, and T) in
precordial leads were significantly smaller [37]. The BMI of
the subjects could also affect the measurements [38], as well
as the age [39, 40]. In the present study, ECG recordings
were carried out in men volunteers with normal BMI and
in a fairly narrow age range (young adults). In future works,
we would deal to overcome this limitation (gender, BMI, and
ECG) analyzing how ECG signals recorded with CRE are
influenced by these issues and checking if the optimal area
for P wave recording is modified.

4. Conclusions

This paper describes two new textile concentric ring elec-
trodes (TCRE42 and TCRE50) and the results of tests on
their ability to sense cardiac activity as compared to standard
lead II. The proposed TCREs are easy to implement, can be
produced at little cost, and potentially have the advantages
of textile electrodes in terms of lightness, flexibility, adjust-
ability, washability, and long life.

Similar signal detectability was obtained by both TCREs
for different ECG waves. Based on P wave detectability in
BC-ECG recordings, the optimal P wave recording area
(OPA) was found to be on the right upper chest. Although
the absolute signal amplitude of BC-ECG was smaller than
that of lead II, BC-ECG presented a similar normalized T
wave amplitude and even higher P wave amplitude in the
OPA, allowing better analysis of its morphology. The right
and left atrial depolarization waves (P1 and P2) could also
be observed in more subjects in the TCRE recordings than
in the standard lead II ECG signals. The smaller electrode
(TCRE42) yielded slightly better detectability results, nor-
malized amplitude, and spatial selectivity than the TCRE50
in the OPA.

The authors consider that the proposed TCRE could be
used in the near future in ubiquitous mobile health care sys-
tems, especially for atrial activity monitoring and diagnosis.
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