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�yroid nodule is one of the common life-threatening diseases, and it had an increasing trend over the last years. Ultrasound
imaging is a commonly used diagnostic method for detecting and characterizing thyroid nodules. However, assessing the entire
slide images is time-consuming and challenging for the experts. For assessing ultrasound images in a meaningful manner, there is
a need for automated, trustworthy, and objective approaches. �e recent advancements in deep learning have revolutionized
many aspects of computer-aided diagnosis (CAD) and image analysis tools that address the problem of diagnosing thyroid
nodules. In this study, we explained the objectives of deep learning in thyroid cancer imaging and conducted a literature review on
its potential, limits, and current application in this area. We gave an overview of recent progress in thyroid cancer diagnosis using
deep learning methods and discussed various challenges and practical problems that might limit the growth of deep learning and
its integration into clinical work�ow.

1. Introduction

�yroid cancer has been more common during the last three
decades [1]. �e most recent estimation for thyroid cancer
reported by the American Cancer Society for 2022 is ap-
proximately 43,800 new cases and about 2,230 deaths [2].
�yroid cancer is a solid tumor that usually shows up as a
nodule or mass at the front base of the throat in the thyroid
gland [3]. �yroid cancer happens when rogue cells re-
produce too rapidly for the immune system to control [4].
Generally, cancer results from gene mutation or changes to
genes are responsible for controlling the cell function.
�erefore, cells reproduce uncontrollably and spread into
surrounding tissues [5]. Several types of thyroid cancer exist,
but two types are by far the most common types that are
responsible for 95% of thyroid cancers. �ese types include
follicular and papillary thyroid cancer [6].

Treating early detected malignant thyroid nodules before
the thyroid gland’s cancerous cells spreading can result in
e�ective treatment and less harm [7]. �yroid cancer
screening is a procedure for the early detection of malignant
thyroid nodules [8]. �yroid cancer is detected using two
major methods: (1) palpation of the neck during a physical
examination and (2) ultrasonography, which can detect
palpable and nonpalpable nodules, especially those less than
1 cm in diameter [9]. Ultrasonography is used to identify the
characteristics of thyroid nodules as the primary diagnostic
tool. �ese identi�ed characteristics help to classify nodules
into benign or malignant type [10–12].

Over the last decades, computer-aided diagnosis (CAD) is
employed as a new technique for automatic thyroid nodules
diagnosis. Implementing arti�cial intelligence in CAD tools
makes them smarter and increases the accuracy and con-
sistency of the ultrasonography features interpretation,
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ultimately decreasing the unnecessary biopsy. Machine
learning and deep learning are the underlying techniques of
AI-based CAD systems that greatly impact the medical field
[13]. (ese methods rely on experts’ knowledge to choose the
essential features from a set of predefined specified charac-
teristics collected from the region of interest [14]. In thyroid
ultrasound images, features such as margin, shape, echoge-
nicity, calcifications, and composition and have been used in
many studies to develop CAD systems. (e efficiency of these
systems has been indicated previously [15–17]. Previous re-
search has indicated how the traditionalmachine learning and
deep learning algorithms, such as the support vector ma-
chines [18], GoogLeNet [19], and convolutional neural net-
work (CNN) [20, 21], have changed the thyroid nodule
diagnosis.(e development of machine learning and artificial
intelligence removed the constraints of employing CAD tools
in the everyday routine of physicians and experts have been
overcome significantly [22, 23].

(is paper presents a comprehensive review of the deep
learning approaches used for diagnosis of thyroid cancer.
Most of the papers were published after 2018, indicating that
the deep learning algorithm had a good performance for
thyroid nodules classification; therefore, it gained much
attention over the last years. In the following part of this
paper, a review of the deep learning methods that previously
have been applied for thyroid nodule classification is pre-
sented in Section 2. A comprehensive explanation of deep
learning methods such as CNNs, generative adversarial
networks (GANs), autocondors, long short-term memory
(LSTM), deep belief network (DBN), and recurrent neural
networks (RNNs) was provided, and the investigations that
applied these approaches for thyroid cancer classification
were introduced. (e rest of the paper provides discussion
and conclusion.

2. Deep Learning Methods Reviews

Deep learning is a part of artificial intelligence that uses
artificial neural networks. It is a machine learning technique
for extracting patterns and making predictions from large
datasets. (e growing deep learning model application in
health care, combined with the availability of well-charac-
terized cancer datasets, has pushed research into deep
learning’s utility in analyzing cancer cells. In the following, a
comprehensive review of deep learning models that are used
for thyroid cancer classification is provided.

2.1. Convolutional Neural Networks. Convolutional neural
network (CNN) is a type of neural network that has one or
more convolutional layers. (e use case of these layers is to
process images, classify data, segment data, etc [24]. CNN is
similar to traditional artificial neural networks and is made
up of neurons that learn to optimize themselves. Each
neuron receives data and performs an operation, forming
the foundation for many artificial neural networks. (e
complete network expresses a single perceptual scoring
function from the input raw image vectors through the final

output class score [25, 26]. CNN as a feed-forward neural
network uses a grid-like layout to evaluate visual images,
process data, and detect and categorize items in an image.
CNN does three steps to make image classification practical,
including the following:

(1) Reduce the number of input nodes
(2) Tolerate small shifts in where the pixels are in the

image
(3) Take advantage of the correlations observed in

complex images

Figure 1 indicates the simple architecture of CNN. (e
CNN architecture is made up of several layers (known as
multibuilding blocks). In the following, the description of
each layer and its functions are provided in detail:

(1) Convolutional layer: Convolutional layers are the
fundamental component of a CNN structure. It is
made up of several convolutional filters. (e output
feature map is generated by convolving the input
image (represented as N-dimensional matrices) with
these filters.

(2) Pooling layer: Pooling is a technique used in con-
volutional neural networks to enable the network to
recognize features regardless of their location in the
image by generalizing characteristics retrieved by
convolutional filters

(3) Fully connected layer: In a neural network, fully
connected layers are layers in which all of the inputs
from one layer are connected to each activation unit
of the next layer

CNN has been widely applied to ultrasound images to
classify thyroid cancer. CNN is proved to be efficient in
thyroid disease diagnosis based on medical imaging
[19, 27, 28]. CNN had the greatest accuracy rates among
other models for thyroid cancer diagnosis according to the
latest researchers. Table 1 lists the most recent 20 articles that
used CNN to diagnose thyroid cancer. (e specificity,
sensitivity, and accuracy rates are used to measure the
method’s functionality.

In this paper, we chose 20 articles out of 170 initial
selected publications. (ese publications proved remarkable
growth in implementing CNNs in the thyroid nodules’
assessment in the past years (Table 1). CNNs are mainly
focused on identifying suspicious nodules and diagnosing
diseases like cancerous cells by the classification of nodules
into malignant and benign types. (is characteristic led to
the growth of using CNNs over the last years. Lee et al.
introduced a CAD system that works based on a deep
learning approach for patients with thyroid cancer. Eight
different CNNmodels were used to compare the accuracy of
methods in classifying thyroid cancer tumors. As shown in
Table 1, the ResNet50 had a better performance with higher
accuracy, sensitivity, and specificity rate [29]. (e other
method that was proved to have a good performance is
VGG16. Lin et al. proposed a deep learning approach based
on VGG16 and used the whole slide images (WSIs) database
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for this purpose. (e result of the proposed approach in-
dicated 99% accuracy and 94% sensitivity [31]. Xception
neural network also demonstrated high accuracy in diag-
nosing brain tumors. Zhang et al. indicated the high ac-
curacy of this approach by applying Xception neural
network to CT images [38]. CascadeMaskR-CNN utilized
ultrasound images of thyroid cancer to diagnose benign
from malignant tumors [46]. (e experimental results in-
dicated 94% of accuracy.

2.2.GenerativeAdversarialNetworks. Generative adversarial
networks (GANs) were introduced as a type of generative
model and have gained much attention among artificial
intelligence researchers since their introduction. GANs are
inspired by the idea of two-player zero-sum games. (ese
models estimate the potential distribution of the given
dataset and then generate new samples from the estimated
distribution [48]. GANs techniques have been widely ap-
plied in various fields due to their exceptional capability for
dealing with a variety of types of problems, including image
processing, computer vision, speech processing, and lan-
guage processing [49]. Typically, GANs are made up of a
generator and a discriminator learning simultaneously. (e
generator has the role of recording the probability distri-
bution of the given datasets and then generating new data
samples based on that distribution [50]. (e discriminator is
responsible for distinguishing real data and fake data and
usually is a binary classifier. (e generator and the dis-
criminator can use a deep neural network structure. GAN
utilizes minimax game optimization with the goal of
reaching Nash equilibrium, where the generator is to capture
the distribution of given datasets [51]. Figure 2 indicates the
GANs model and its simple structure.

GANs generate fair data that are very close to the real
data [48]. (is method is the second most used approach
that has been used for thyroid nodules classification. For
example, Zhang et al. proposed an adversarial learning-
based approach for tissue recognition from medical images
by synthesizing medical images. (e synthetic model is
based on Wasserstein, deep convolutional GANs, and
boundary equilibrium GANs approaches. (e researchers

reported a 98.83% accuracy for tissue recognition synthetic
images [52]. In another paper written by Yang andQianqian,
a semisupervised learning model proposed integrated do-
main knowledge in training dual path conditional GANs.
Also, a semisupervised support vector machine is suggested
for classifying thyroid nodules. After putting the model to
the test, they found that it successfully avoids the mixed
outcomes that might arise when using a limited dataset [53].
Zhao et al. introduced a novel thyroid cancer classification
approach based on multimodal domain adaption. To deal
with visual discrepancies between modal data, the re-
searchers created semantic consistency GANs and used
adversarial learning between dual domains, which is based
on the self-attention mechanism.(e rate of accuracy of this
research for classifying benign and malignant nodules was
94.30 percent [54]. Shi et al. presented an adversarial aug-
mentation technique that is knowledge-guided to synthesize
medical images. (ey designed term and image encoders for
extracting domain knowledge based on radiologists’ ideas.
(en, for high-quality thyroid nodule images and to con-
strain the auxiliary classifier GANs, domain knowledge is
used as a condition. (e researchers tested the proposed
model on the classification of the ultrasonography thyroid
nodule. (e accuracy of the model is reported to be 91.46%
[55]. (e effectiveness of GANs for creating high-resolution
pathology images was investigated by Levine et al. (e re-
searchers looked at ten different forms of cancer histolog-
ically, including five cancer types from the five primary
histological subtypes of ovarian carcinoma and the Cancer
Genome Atlas. (ey showed that histotype-classified actual
and synthetic images had similar accuracies [56].

2.3. Other Deep Learning Approaches. (ere are other deep
learning approaches that have been applied to ultrasound
images for thyroid cancer diagnosis. In the following, a
review of deep learning applications is presented.

2.3.1. Autoencodors. Autoencoders (AE) are a subtype of
neural networks. (ey are primarily meant to encode the
input, i.e., represent the input in a compressed and mean-
ingful manner, then decode it, i.e., reconstruct the encoded

Feature Extraction Classification

Input

Convolution Pooling Output

Fully Connected

Figure 1: Simple structure of CNN.
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input with the maximum possible similarity to the original
input. Unsupervised learning and deep architectures rely
heavily on autoencoders for transfer learning and other
tasks. AE has been widely used in the medical field for tumor
classifications. However, this method has not been applied
widely for the classification of thyroid cancer. (ere are
several studies that applied this method for this purpose. For
example, Ferreira et al. applied six distinct AE types for
thyroid nodules classification, as well as two different
techniques to train the classificationmodel.With an F1 score
of 99.61%± 0.54, they conclude that combining a deeper
classification network with the reconstruction of the input

Table 1: Top 20 papers used convolutional neural networks for thyroid cancer.

No Reference Method Data Sensitivity Specificity Accuracy

1 [29]

ResNet50

CT images

90% 90% 90%
Inception v3 88% 90% 89%
Xception 86% 92% 89%
VGG19 89% 94% 92%

InceptionResNetV2 69% 94% 81%
DenseNet121 69% 98% 84%
DenseNet169 81% 98% 89%

VGG16 86% 83% 85%

2 [30]

Xception

CT images

80.2% 83.0% 82.8%
Inception v3 87% 73% 74%
ResNet50 86% 69% 70%
VGG19 85% 73% 74%

InceptionResNetV2 76% 78% 78%
DenseNet121 84% 81% 81%
DenseNet169 79% 77% 77%

VGG16 84% 67% 68%
3 [31] VGG16 Whole slide imaging 94% — 99%

4 [32] Deep convolutional neural network
(DCCN) Sonographic images 93% 86% 89%

5 [33] MFDN Post-ablation whole-body planar scans
(RxWBSs) — 85% 93%

6 [34] Multiprong CNN (MPCNN) Sonographic images 88% 73% —
7 [35] Multi-input CNN MRI 69% 97% 87%
8 [36] Multi-input CNN MRI 82% — 88%
9 [37] Inception v3 Ultrasound images 93.3% 87.4% ∼95%

10 [38] Xception neural network Ultrasound imaging and computed
tomography (CT) 94% — 98%

11 [39] (yNet Ultrasound images 94% 81% —
12 [40] R-CNN Ultrasound images 81% — —
13 [41] (yNet Ultrasound images 94% 81% 89%
14 [20] SVM+CNN Ultrasound images 96.4% 83.1% 92.5%
15 [42] VGG16 Ultrasound images 63% 80% 74%

16 [43]
Inception v3

Ultrasound images
83.7% 83.7% 76.5%

ResNet101 72.5% 81.4% 77.6%
VGG19 66.2% 76.9% 76.1%

17 [44] VGG16 Ultrasound images 70% 92% —
18 [45] Mask R-CNN Ultrasound images 79% — —
19 [46] CascadeMaskR-CNN Ultrasound images 93% 95% 94%
20 [47] Google inception v3 Histopathology images — — 95%

Discriminator

Generator

Training

Real image

Generated
image

Which one
is fake?

Figure 2: Simple structure of the GANS model.
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space outperformed previous studies [57]. In another study,
Ferreira et al. contributed to the literature by automatically
classifying tumor samples by analyzing their gene expres-
sions. (e researchers tried to develop a methodology for
distinguishing five different cancer types from RNA-Seq
datasets, including thyroid, skin, stomach, breast, and lung
cancers. In this research, they adopted autoencoders for
initializing weights on deep neural networks and compared
the performance of three different autoencoders. (e results
indicated an average F1 score of 99.03 for the RNA-Seq data
[58]. Also, to categorize thyroid nodules, Li et al. employed
the stacked denoising sparse autoencoder. (is study used
immune-related genes to build a classifier with a stacked
denoising sparse autoencoder using data of gene expression
from thyroid nodule tissues. (e experimental results on
distinguishing benign and malignant thyroid nodules
demonstrated an accuracy of 92.9% [59].

2.3.2. Long Short-Term Memory. Long short-term memory
(LSTM) is another deep learning approach that is able to
learn order dependency in sequence prediction issues and is
a kind of recurrent neural network (RNN). By default, these
algorithms are designed to avoid the problem of long-term
dependency and remember information for long periods of
time. In order to consider the application of LSTM, Chen
et al. proposed a new approach that divided the report into
two layers: a word vector layer and a sentence presentation
layer, with each layer employing the bidirectional long short-
term memory and attention mechanism. Finally, they
provided a model with good performance [60]. Wu et al.
applied ML algorithms such as Gradient Boosting trees,
k-nearest neighbor, decision trees, Näıve Bayes, logistic
regression, random forest, and long short-term memory
model using time-series tumor marker data on two large
asymptomatic cohorts, including 163,174 records. Com-
pared to the other ML models, the LSTM model proved the
best at handling erratic data [61].

2.3.3. Deep Belief Network. (e deep belief network or DBN
is a type of deep neural network but is not the same and it is
made up of multiple layers of restricted Boltzmann machines.
(ese algorithms provide solutions for the limitations of
training conventional neural networks in deep layered net-
works, including getting stuck in local minima due to poor
parameters, slow learning, and requiring big training datasets.
(e only paper that applied the DBN method for thyroid
nodule diagnosis is the research done by Pavithra and Par-
thiban. (ey presented a new pigeon inspired optimization
(PIO) problemwith theDBNmodel, named PIO-DBN, for the
classification and diagnosis of thyroid disease. (e PIO-DBN
model reached the maximum accuracy of 98.91% and 96.28%
on the two thyroid datasets used to evaluate the model [62].

2.3.4. Recurrent Neural Networks. Recurrent neural net-
works (RNNs) are a kind of artificial neural network used for
dealing with sequential or time-series data. (e dis-
tinguishing feature of these algorithms is their “memory.” In

RNNs, the information from prior inputs can influence the
current input and output. (ese deep learning algorithms
are commonly applied to ordinal or temporal problems. For
thyroid cancer nodule diagnosis, Begum et al. utilized
bBidirectional RNN to evaluate the risk of getting thyroid
illness in patients. (e result of applying the proposed ap-
proach was a 98.72% rate of accuracy [63]. Also, Santillan
et al. studied distinguishing malignant from benign thyroid
lesions by applying five neural network approaches, and the
results indicated that the RNN model performed better than
the rest, having an accuracy of 98% [64].

3. Discussion

Ultrasound imaging has become one of the primary tech-
nologies for analyzing thyroid nodules due to its safety, cost-
effectiveness, being noninvasive, and easily accessible.
However, it is a challenging task to interpret ultrasound
images, and the interpretation can be altered based on ra-
diologists’ prior medical knowledge and observational skills.
(erefore, the need for automated, reliable, and objective
technologies for the interpretation of ultrasound images is
significant. Progress in deep learning in recent years has
revolutionized various areas of machine learning, such as
computer vision and image processing. Although CAD
systems that are based on artificial intelligence are evolving
rapidly, there is no widespread adoption of any of these
systems, and there are still conflicting issues. (ere is a
significant need for AI-based CAD systems with better
designs and practicality that provide consistent nodule
management solutions in practice [65, 66]. In this paper, we
reviewed the recent studies that deployed deep learning-
based algorithms for analyzing medical images of thyroid
nodules. (e literature demonstrated that although CAD
systems provide similar sensitivity to experienced radiolo-
gists, they still cannot reach the level of specificity and ac-
curacy of experts [67]. (erefore, a probable option to
consider is to combine the specificity and accuracy of ra-
diologists with the sensitivity of CAD systems and use these
systems as assistants for operators with less experience at
primary care centers [7, 10–12]. Accordingly, it is necessary
to apply deep learning approaches and develop models with
high accuracy, specificity, and sensitivity [68, 69]. Future
research should scrutinize the effectiveness of these methods
and techniques. Moreover, developing more effective
techniques for preprocessing images is necessary as they can
alter the performance of deep learning models significantly.
Other challenges that need to be addressed in future research
include coping with data limitations, creating valid and
public datasets, and developing standard evaluation mea-
sures. Furthermore, all deep learning approaches, including
B-mode, Doppler, contrast-enhanced ultrasound, and SWE,
should be used on multimodal images to get a complete
picture of the lesions.(yroid nodule diagnosis accuracy can
be improved by registering, training, and evaluating thyroid
nodules’ multimodal images. Besides, the lack of standard
metrics for evaluating the suggested methods’ performance
makes it difficult to compare their outcomes. Based on the
recent publication, it can be concluded that among all deep
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learning techniques, CNNs have been widely applied in
order to diagnose thyroid cancer. (e results yielded high
sensitivity, specificity, and accuracy. However, other deep
learning methods have not been applied widely, and there
are not enough papers to make the comparison between
methods reasonable. (e second most used deep learning
method to diagnose thyroid nodules is GANs. (e high rate
of sensitivity, specificity, and accuracy indicates that the
application of this method on multimodal images can result
in finding models with a better performance. (e other
popular deep learning approaches like RNN, DBN, and
LSTM have not been used widely, and more research should
be done to find out the rate of accuracy.

4. Conclusion

As mentioned before, thyroid cancer begins when the cells
divide rapidly and spread uncontrollably into surrounding
tissues.(erefore, the early detection of cancerous nodules is
essential for effective management of the disease besides
reducing the number of deaths. (e AI-based CAD systems
development for processing thyroid images was very fast
over the last decades. (yroid nodule treatment will be
improved if these technologies are thoroughly verified. (is
paper gives a comprehensive review of deep learning ap-
plications in assessing thyroid nodules. (e overall con-
clusion of this study demonstrated that thyroid tumor
classification and analysis would considerably benefit from
the latest enhancements of deep learning approaches and
new systematic deep learning techniques with high speci-
ficity, sensitivity, and accuracy. Currently, in comparison
with the investigations that applied deep learning ap-
proaches for other cancer detection like breast cancer and
brain cancer, it can be concluded that it is essential to
conduct more investigations for developing systems with
high accuracy. Despite the empirical strengths and successes
of previous deep learning algorithms and methods in the
assessment of ultrasound thyroid images, there still exist
many deep learning methods that need to be applied to
ultrasound images to investigate their performance. Cur-
rently, the number of the public dataset for thyroid cancer
imaging is not enough. (erefore, the development of re-
liable and accessible datasets and the creation of uniform
assessment metrics are issues that need to be covered in next
researches. According to the results of specificity, sensitivity,
accuracy, and rate of previously proposed approaches, it can
be concluded that CNN is by far the most popular deep
learning method for thyroid cancer diagnosis. According to
Table 1, the VGG16 method is the technique that has been
widely used for thyroid nodule classification. Moreover,
GANs, RNNs, and LSTM methods have been utilized in
some research. However, the number of published papers is
not enough, and more investigations are required. Also,
developing better preprocessing approaches for improving
deep learning models’ performance is mandatory.
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Information-based pig detection and counting is the trend in smart animal husbandry development. Cameras can e�ciently
collect farm information and combine it with arti�cial intelligence technology to assist breeders in real-time monitoring and
analysis of farming. In order to improve the speed and accuracy of pig detection and counting, an advanced improved YOLO_v5
method for pig detection and counting based on the attention mechanism is proposed.  e model is named as YOLOV5_Plus.
 is article utilizes a series of data augmentation methods, including translation, color augmentation, rescaling, and mosaic.  e
proposed model performs feature extraction on the original image with a backbone network, detects pigs of di�erent sizes with
three detection heads, and counts the detected anchor frames. Di�erent versions of YOLOV5 are compared, and YOLOV5x is
selected as the baselinemodel for the best performance. Attentionmodules are smartly combined with themodel so that themodel
can better handle overlapping and misidenti�cation. YOLOV5_Plus can achieve an accuracy of 0.989, a recall of 0.996, mAP@.50
of 0.994, and mAP@.50:.95 of 0.796, which outperforms all competing models.  e inference time per image during detection is
only 24.1ms. YOLOV5_Plus model achieves real-time pig number and location detection, which is meaningful for promoting
smart animal husbandry and saving labor costs in farming enterprises.

1. Introduction

Pork is one of the most important food sources for humans.
According to the food and Agriculture Organization of the
United Nations (FAO) [1], pork is rich in proteins, amino
acids, and vitamins B6 and B12, which are the main in-
gredients of many traditional diets. In recent years, farm
breeding has been expanding, and more and more farms
want to monitor farm conditions through digital means
accurately. For instance, real-time and accurate monitoring
of the number of pigs can help farmers monitor the feeding
density scienti�cally and rationally. In addition, pig
counting can assist in accurate feeding, avoid feed waste,
improve feed conversion rate, and increase economic
e�ciency.

Pig counting is facing many di�culties in large-scale
agricultural production management.  e traditional pig
counting method relies on the visual observation of the
breeder. Due to the large size of pig herds and overlap,

manual counting of the number of pigs is easy to miss, which
is both time-consuming and costly. Pig counting based on
deep learning also faces several challenges. For instance, light
variations can have an impact on pig detection. Di�erent
conditions such as side light, strong light, and backlight can
cause more intraclass variance.  e varying postures of pigs
also make object detection more challenging. Besides, a large
scale of overlapping can easily result in low recall in the
detection process.

With the rapid development of computer hardware and
related theories, deep learning and deep neural networks
have signi�cantly improved in accuracy and speed in the
past few years. Among them, the progress of target detection
algorithms in deep learning is particularly impressive. It
mainly includes one-stage algorithms and two-stage algo-
rithms. One-stage algorithms include YOLOV1 [2], SSD [3],
YOLOV2 [4], YOLOV3 [5], YOLOV4 [6], YOLOV5, etc.
Two-stage algorithms include R-CNN [7], Fast R-CNN [8],
Faster R-CNN [9], Mask R-CNN [10], etc. Deep learning-
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based target detection algorithms have been widely used in
agriculture and animal husbandry. Many algorithms have
been designed to be applied to target counting, tracking, and
other upper-layer applications. For example, a two-route
convolutional neural network (CNN) was proposed by
Ramin et al. [11] to detect and classify COVID-19 infection
from CT images. To improve classification accuracy, fuzzy
c-means clustering and local directional pattern (LDN)
encoding methods were used to represent the input image,
respectively, to find more complex patterns in the image. In
the area of separation of breast cancer lesions, Jafarzadeh
Ghoushchi et al. [12] designed a well-designed CNN con-
sisting of an autoencoded stacking (SAE) model with a
logistic regression layer at the top of the network to monitor
the flow. *ey applied CNNs, VGGs, and residual networks,
respectively, to the Breast Cancer Database (BCDR-DM),
and the result showed that CNNs outperformed the other
two models. Yu et al. [13] proposed a deep learning network
model based on multi-modules and attention mechanism
(MAN) to realize the counting of cultured fish, which
consists of a feature extraction module, attention module,
and density map estimation module. Among them, the
feature extraction module was composed of three parallel
convolutional networks, which are used to extract the
general featuremap of the image and serve as the input of the
subsequent module. *e density map estimation module
represents the distribution and the number of fishes in the
image. *e experimental results for MAN showed that the
counting accuracy is about 97.12% and the deviation is 3.67.
In the point pattern analysis based on YOLO object de-
tection algorithms, Petso et al. [14] treated each animal as a
point and identified five animal species by the behavioral
pattern of those points. Animal features are harder to detect
at higher altitudes and in the presence of environmental
camouflage, animal occlusion, and shadows. *e point
pattern algorithms produced an F1-score above 96% across
all drone altitudes.

Pig detection and counting are essential for accurate and
fast counting of livestock. Ahrendt et al. [15] designed a
computer vision system based on support maps to track
loose housed pigs. It can achieve tracking of at least three
pigs at the same time. Tian et al. [16] proposed a new so-
lution for pig counting on the farm using deep learning. *e
network they designed was based on the combination of
counting CNN and ResNeXt model, which achieved an
improved high accuracy with low computational cost. *e
results demonstrated that in real-world data, this method got
a mean absolute error of 1.67. Riekert et al. [17] used a deep
learning system to detect the position and pose of pigs and
achieved 84% mAP@.50 for the day and 58% mAP@.50 for
the night. Although scholars have studied pig identification,
the accuracy and speed of detection for pig identification are
not satisfactory. In addition, pig detection is the basis of pig
behavior analysis. Based on the detection and tracking of the
pig’s location, it is possible to analyze its behavior. For
example, Kashiha et al. [18] proposed an ellipse fitting al-
gorithm based on image pattern recognition to detect the
position of a pig in a pen and analyze the specific behavior of
the pig. Pigs could be identified with an average accuracy of

88.7%. Although the abovementioned researchers have re-
ported studies on pig identification, the accuracy rate for pig
identification is still below 95%. *erefore, improving the
accuracy of pig identification is still relevant, especially in
highly overlapping pig breeding environments.

However, no researcher has yet used YOLO-based al-
gorithms for pig counting. YOLOV5, the latest generation of
the YOLO family, is an advanced, fast, and accurate detector.
Unlike density map-based counting methods, YOLOV5-
based counting can directly detect the location and size of
each target and then count the number of pigs based on the
identified targets. It allows counting the number of pigs and
annotating the pigs directly in the original image, which can
better visualize the behavior of the pigs and facilitate
movement detection. In recent studies, YOLOV5 has been
used in various target detection tasks. Wang and Yan [19]
used YOLOV5 for leaf detection and verified that the de-
tection speed of YOLOV5 was significantly higher than
Faster R-CNNwith no significant difference in mAPs. Wang
et al. [20] combined YOLOV5 and Siamrpn++ to propose a
high-precision fish detection and tracking algorithm that
achieves 76.7% accuracy and enables real-time tracking.
Dong et al. [21] proposed a novel lightweight YOLOV5
network designed for vehicle detection. A convolutional
block attention module (CBAM) was introduced to the
backbone network to improve the model performance to
select critical information, and CIoU_Loss was applied to
the bounding box regression loss function to accelerate the
bounding box regression rate. *e proposed model achieved
considerably better results compared to relevant methods.
Given the excellent performance of YOLOV5 in terms of
detection accuracy and speed, we decided to transfer
YOLOV5 to the field of pig detection.

*e rest of this article is organized as follows: Section 2
describes the data and algorithms used in the article, in-
cluding data enhancement, the YOLO series of target de-
tection algorithms, and the attention mechanism. Section 3
shows the model comparison results and validates the
performance of the improved algorithm-YOLOV5_Plus.
Section 4 discusses the advantages and limitations of the
model. Section 5 summarizes the whole article and provides
an outlook on prospects. *e main contributions of this
study are as follows:

(1) Color augmentation, translation, shear, rescaling,
and mosaic processing for images taken in a pig
feeding environment.

(2) To improve an improved YOLOV5 network archi-
tecture based on a convolutional block attention
module (CBAM) for the problem of pig aggregation,
which tends to lead to poor pig recognition accuracy.

2. Materials and Methods

2.1. Data Description. *e dataset used in this experiment is
public [22]. *e original data files include 700 images in JPG
format, and each photo contains multiple images of one
pigpen. *e annotation files include 700 files in JSON
format. *e annotation files and the photos are one-to-one
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correspondence. *e annotation information includes the
coordinates of each pig’s top left and bottom right corners of
the box rectangle in the picture and the corresponding
picture name. Figure 1 shows the samples of annotated
pictures. *e experiment randomly divided the dataset into
training and validation sets of 549 and 151 images, re-
spectively. *e test set contains 220 images without anno-
tation information. Compared with the training set, the test
set includes more objects than pigs, mainly feeders, troughs,
and light cords.

We convert the annotation information of the training
set from json format to txt format.*e converted annotation
format is <id>, <center x>, <center y>, <width>, and
<height>.

*ere are roughly 20 pigs in each image. All annotations
were carefully checked manually to mark all pigs in the
images.

2.2. ImageAugmentation. Data augmentation can artificially
expand the dataset, increase the diversity of the data, and
improve the robustness of the model [23]. In recent years, it
has been widely used in various research fields. Common
data augmentation methods include geometric transfor-
mations such as cropping [24, 25], flipping [24–26], rotating
[25, 26], scaling [24, 25], and warping [24, 25], as well as
pixel scrambling [27], adding noise [25], illumination ad-
justment [25, 26], and contrast adjustment [25, 26]. Mosaic
was first applied to YOLOV4 and can significantly improve
the average precision (mAP). It stitches four images into one
mosaic image, which can show more detection of target
objects, speed up the effect of training the model, and im-
prove the generalization of the model. Figure 2 shows the
results of some augmented images. During the training
process of this study, all data enhancement methods are
turned on probabilistically.

2.3. Detection Principle

2.3.1. &e Development of YOLO. YOLO was firstly pro-
posed in 2016. Before that, two-stage algorithms usually
consisted of two parts: (1) generating candidate regions and
(2) classifying the candidate regions using a classification
network. Although the two-stage algorithm can achieve high
accuracy, the model is often complicated and large with low
speed, which makes it hard to enable deployment on mobile
devices. *e YOLO algorithm transforms the target detec-
tion problem into a regression problem. *e images are first
divided into S × S grids, predicting B bounding boxes. Each
grid point predicts the target whose centroid lies at that grid
point, its confidence score, and C conditional category
probabilities pr(classi|object). *e confidence equation is as
follows:

Confidence � Pr classi|object( 􏼁 × Pr(object) × IOU
truth
pred

Pr(object) ∈ 0, 1{ }
,

(1)

where Pr(object) is equal to 1 only if the grid contains one
object.

*e loss function calculates the sum of the position,
width, height, and confidence errors of the prediction box
with respect to the ground truth using the mean square
error. *e non-maximum suppression (NMS) is used to
select the best bounding box if multiple bounding boxes
detect the same target when detection is performed.
YOLOV2 introduces the anchor mechanism, which uses
k-means clustering to generate the width and height of the
anchor to better match objects of different sizes. *e
backbone network of YOLOV2 is DarkNet-19, which is
quite fast with fewer parameters. YOLOV3 makes some
incremental improvements based on YOLOV2. It uses
DarkNet-53 as the backbone network, extracting the most
advanced techniques for target detection at that time, such as
ResNet, DenseNet, and FPN. Compared with ResNet-152,
DarkNet-53 has a faster speed (78 FPS compared to 37 FPS
in ImageNet) and similar accuracy. YOLOV3 sets nine
prediction boxes at each grid point and uses logistic re-
gression to calculate the object score for each bounding box,
ignoring the IOU samples more enormous than the
threshold but not the best, which can significantly reduce the
computational effort.

In YOLOV4, a new backbone network, CSPDarkNet53,
is adopted, and the Mish activation function is used instead
of LeakyReLU. In the neck network, PANet (path aggre-
gation network) is used for feature fusion instead of FPN.
Moreover, the spatial attention module (SAM), an attention
mechanism, is introduced. In terms of data augmentation.
YOLOV4 proposes the mosaic for the first time, where
several images are cropped and stitched together to form
new training set elements. *ese methods made YOLOV4
the state-of-the-art target detection algorithm at that time.

2.3.2. YOLOV5. *e structure of YOLOV5 is similar to that
of YOLOV4. It contains four main parts: input, backbone,
neck, and head.*e YOLOV5 used in this article is YOLOV5
v6.0, released on 12 October 2021. *e structure of
YOLOV5s is shown in Figure 3.

*e input end includes mosaic data enhancement, image
size processing, and adaptive anchor box calculation. Mosaic
data enhancement enriches the background and the number
of small objects in the dataset by combining four images.
Image size processing adaptively adds minimum black
borders to the original images of different lengths and widths
and uniformly scales them to a standard size. *e adaptive
anchor box calculation compares the output predicted boxes
with the real boxes based on the initial anchor boxes, cal-
culates the gap, and then updates it in reverse, continuously
iterating the parameters to obtain the most suitable anchor
box value.

*e backbone network of YOLOV5 mainly consists of
BottleneckCSP(C3), Focus, and SPP (SPPF) modules. *e
original CSPNet [28] (Cross Stage Partial Network) splits the
feature map into two parts. One part is convolved directly,
and the other part goes through the dense block. *en the
two parts are concatenated together. With CSPNet,
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Figure 1: Annotation of pigs in the images.

(a) (b) (c)

(d) (e)

Figure 2: Continued.
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(f )

Figure 2: Examples of image augmentation. (a) Translate. (b) Color augmentation. (c) Rescaling. (d) Flip up-down. (e) Flip right-left.
(f ) Mosaic augmentation.
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Figure 3: *e structure of YOLOV5s.
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computational costs can be greatly reduced, and accuracy can
be improved to a certain extent. In the latest YOLOV5, the C3
module is mainly applied instead of BottleneckCSP. Com-
pared with BottleneckCSP, C3 contains only three convo-
lutions except for the Bottleneck part. It is simpler, faster, and
lightweight with similar performance to BottleneckCSP. *e
bottleneck is one of the components of BottleneckCSP(C3).
YOLOV5 uses two different bottlenecks in the backbone and
neck: Bottleneck_1 and Bottleneck_2. *e structure of both
bottlenecks is shown in Figure 3. *e structure of Bot-
tleneckCSP and C3 is shown in Figures 4 and 5, respectively.

*e Focus module divides the input image data into four
pieces. *e four pieces are generated by changing the width
and height to 1/2 of the original input data and the number
of channels to four times, obtaining the two-fold down-
sampling feature map without information loss. *e Focus
module is usually located at the beginning of the backbone
network.*ese four pieces of data are spliced together in the
channel dimension and then convolved to obtain a binary
downsampled feature map without information loss. *e
Focus module realizes downsampling while increasing the
channel dimension, reducing FLOPs, and increasing speed.
*e operation of the focus slice is shown in Figure 6.

*e SPP module is located at the end of the backbone.
*e spatial pyramid pooling module executes the maximum
pooling with different kernel sizes and fuses the features by
concatenating them. It combines different resolutions into
the features by pooling the images with different sizes
(kernel size� 5, 9, 13). A more lightweight structure SPPF is
used in YOLOV5 v6.0 with all kernels of size 5.*e structure
of SPP and SPPF is shown in Figures 7 and 8, respectively.

YOLOV5 adopts the FPN and PAN structure in the
neck. FPN is top-down, passing down the strong semantic
features from the top layer to augment the pyramid.
However, FPN only enhances the semantic information, not
the localization information. PAN adds a bottom-up en-
hancement behind FPN.*e feature map at the top layer can
also enjoy the rich location information brought by the
bottom layer, which improves the accuracy of themodel.*e
structure of the neck is shown in Figure 9.

*e head end outputs a vector with the category
probability of the target object, the object score, and the
position of the bounding box for that object. *e detection
network consists of three detection layers with different size
feature maps used to detect target objects of different sizes.
Each detection layer outputs the corresponding vector and
finally generates the prediction bounding box and category
of the object in the original image and marks it.

YOLOV5 contains four network structures due to dif-
ferent widths and depths: YOLOV5s, YOLO V5m,
YOLOV5l, and YOLOV5x. YOLOV5s have the smallest
width and depth with the fastest speed; YOLOV5x has the
largest width and depth but runs relatively slower.

2.3.3. Convolutional Block Attention Module (CBAM).
CBAM [29] was proposed by Woo et al. in 2018, which
consists of two submodules: the channel attention module
and the spatial attention module.

(1) Channel Attention Module. Channel attention focuses on
exploring the relationship between feature maps of different
channels. To enhance the representational power of the
network, the channel attention module uses both average-
pooled and max-pooled features, which are fed into a shared
MLP with only one hidden layer to generate the channel
attention map MC ∈ RC×1×1. *e final output is obtained by
fusing the two feature vectors through element-wise sum-
mation. *e channel attention formulation is shown in
equation (2). Figure 10 shows the structure of the spatial
attention module

Mc(F) � σ(MLP(AvgPool(F)) + MLP(MaxPool(F)))

� σ W1W0F
c
avg􏼐 􏼑 + W1W0F

c
max( 􏼁􏼐 􏼑.

(2)

(2) Spatial Attention Module. Different from channel at-
tention, spatial attention is mainly concerned with where the
information is concentrated. *e algorithm first performs
the average-pooling and max-pooling operations on the
channel-refined feature in the extended channel direction to
obtain two feature maps with dimensions H × W × 1. *en
these two feature maps are stitched together and performed
a convolution operation to generate a spatial attention map
MS(F) ∈ RH×W.*e formula of spatial attention is presented
in Eq. (3). Figure 11 shows the structure of the spatial at-
tention module.

MS(F) � σ f
7×7

([AvgPool(F);MaxPool(F)])􏼐 􏼑

� σ f
7×7

F
S
avg; F

S
max􏽨 􏽩​􏼐 􏼑􏼐 􏼑.

(3)

(3) Arrangement of Attention Modules. Previous research
shows that sequential arrangement of channel attention and
spatial attention modules can perform better than parallel
arrangement. Figure 12 shows the overall structure of CBAM.

2.3.4. &e Improved YOLOV5_Plus. YOLOV5_Plus is an
improved model based on YOLOV5x. Previously, attention
mechanisms have been tried in other fields combined with
YOLOV5. For example, Yan et al. [30] combined the SE
module with YOLOV5 to improve the accuracy of coal-
gangue classification. Qi et al. [31] achieved high-accuracy
recognition of tomato virus disease and improved detection
speed based on a YOLOV5 and SE module model. However,
how the attentionmechanism can be applied to overlapping and
dense target recognition and how it performs in the counting
domain are unknown. Based on this, we combine the attention
mechanism with YOLOV5 and conduct a series of experiments
to find the best solution. YOLOV5_Plus can better extract
channel and spatial features in the feature map by utilizing the
attention mechanism.

*e attention mechanism has been used in various target
detection algorithms to obtain better results. Attention
mechanisms can make models more robust to objects of
different locations and sizes and avoid overfitting problems.
For example, Ranjbarzadeh et al. [32] combined cascaded
convolutional neural network and DWA (distance-wise
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attention) to develop a new brain tumor segmentation ar-
chitecture. *e attention mechanism greatly improved the
performance of the model by applying key location features
of the image to the fully connected layer. *is study carried
out a comprehensive and systematic investigation of how the
attention module was added. We experimented with dif-
ferent attention modules, including CBAM, SE [33], and

CoordAtt [34]. Different ways of adding attention modules
to the model have been investigated. One option is to replace
the CBL module in the backbone with an attention module.
It is also the way chosen by YOLOV5_Plus. Another way is
to replace the CBL module in BottleneckCSP (C3) with the
attention module. Figure 13 shows the improved network
structure. From Figure 13(a), it can be seen that the four

BottleneckCSP_X = CBL
Bottle
neckBottle
neck
Bottle
neck

Conv

Concat

Conv

BN Leaky 
ReLU CBLX * Bottleneck

Figure 4: *e structure of BottleneckCSP_X.
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Figure 5: *e structure of CSP2_X.
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CBLs in the backbone are replaced with attention modules
with no increase in the depth of the network. Figure 13(b)
shows our attempt to replace the CBL module in Bot-
tleneckCSP (C3) with an attention module, but this proposal
was not adopted in the end due to poor results. In addition,
the attention module is used to replace CBL modules in the
backbone, head, and the entire network, respectively, ulti-
mately choosing to replace only the CBL in the backbone.

2.3.5. Evaluation Indicators in &is Article. In this article,
the pig detection model uses precision (equation (4)), recall
(equation (5)), average precision (equations (6) and (7)), F1-
score (equation (8)), and mAP as evaluation metrics [35].
*e confusion matrix is introduced first in Table 1.

Among them, TP stands for true positive (there is a pig in
the image, and the algorithmmakes a correct prediction), FP
stands for false positive (there is no pig in the image, but the

Channel -refined
feature [MaxPool, AvgPool]

Conv
layer

σ

Spatial attention

Figure 11: Spatial attention module.

Input feature

Channel attention
module

Spatial attention
module

Refined feature

Figure 12: *e overview of CBAM.
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19×19

Figure 9: *e structure of FPN and PAN.

MaxPool

AvgPool
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feature
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Figure 10: Channel attention module.
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algorithm detects one), and FN stands for false negative (the
algorithm fails to detect the pig in the image). Objects whose
IOU with ground truth (e.g., IOU� 0.5) is greater than the
threshold are considered TP in the algorithm. Objects with
IOU less than the threshold are considered FP; those not
correctly identified are considered FN.

Precision represents the proportion of positive samples
to those predicted to be positive. *e recall represents the
proportion of detected positive samples to all positive
samples. Average–Precision (AP) refers to the Precision-
Recall (PR) curve area. It is relatively difficult to calculate AP
with integration, so the interpolation method is commonly
used as an alternative. AP@.50 represents the average pre-
cision when IOU� 0.5. Similarly, AP@.55 represents the
average precision when IOU� 0.55. AP@.50: 95 represents
the average of AP@.50, AP@.55, . . ., AP@.95. F1-score is the
harmonic mean of accuracy and recall. *e mAP is the
average AP of all classes of objects.

precision �
TP

TP + FP
, (4)

recall �
TP

TP + FN
, (5)

AP � 􏽚
1

0
P(R)dR, (6)

AP50:95 �
1
10

AP50 + AP55 + · · · + AP90 + AP95( 􏼁,

(7)

F1 − score � 2 ×
P × R

P + R
. (8)

3. Results

*e model is mainly trained on Google Colaboratory with a
Tesla P100 GPU, and the hyperparameters of the model are
based on scratch.yaml. Table 2 records some necessary
parameter settings of the model.

3.1. Experimental Configuration. In the model’s training
process, 541 images are used in the training set, and 149

images are used in the validation set. *e model parameters
are divided into three groups for optimization: weights, bias,
and batch-norm. *e optimizer uses stochastic gradient
descent (SGD) by default. One-cycle learning rate optimi-
zation strategy is used during training [36]. In the initial
three epochs, the algorithm performs warmup epochs with a
larger learning rate (0.01). *e learning rate becomes 1/10 of
the original one at the end of the warmup epochs.*e weight
decay ratio is 0.0005. In consideration of the limitedmemory
of the GPU, the batch size is set to 16 in most cases. All
algorithms are expected to execute 1000 epochs. However,
the algorithm will be stopped immediately if the mAP does
not rise within 100 rounds.*e formula for mAP calculation
here is given in equation (9). To avoid the influence of the
pretrained model on the results, the pretrained YOLOV5x
model on the MS COCO dataset was not used in the
experiments.

mAP � 0.1 × mAP50 + 0.9 × mAP50:95. (9)

3.2. Model Selection. *e model selection approach is taken
to explore the best solution. A suitable deep learning model
is selected from the alternatives. By comparing the perfor-
mance of different models, we choose the model with the
best performance in each metric as the final one.

CBL CBL C3 CBL C3 CBL C3 CBL C3 SPPF

Backbone

C3 C3 C3 C3 SPPF

Backbone

Attention
Modules

Attention
Modules

Attention
Modules

Attention
Modules

Attention
Modules

(a)

C3 = CBL

Concat

CBL

CBL

Bottle
neckBottle

neck
Bottle
neck

Bottle
neck

X * Bottleneck Concat

Bottle
neckBottle
neckBottle

neck
Bottle
neck

X * Bottleneck

Attention
Modules

Attention
Modules

Attention
Modules

(b)

Figure 13: Two methods of combining attention modules with YOLOV5. (a) CBLs in the backbone are replaced by attention modules (our
proposed model architecture.). (b) CBLs in BottleneckCSP (C3) are replaced by attention modules.

Table 1: Confusion matrix.

Labeled positive Labeled negative
Predicted positive TP FP
Predicted negative FN TN

Table 2: *e settings of hyperparameters in training.

Parameters Value
Optimization algorithm SGD
Epoch 1000
Patience 100
Learning rate 0.01
weight_decay 0.0005
Image size 640
Batch 16 for YOLOV5x and 32 for YOLOV5s
Loss function BCE loss
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In this section, we first compare different versions of
YOLOV5 and compare the effects of different hyper-
parameters, including data augmentation and learning rate,
on the performance of YOLOV5. *e best-performing
version of the YOLOV5 model is selected as the baseline
model, and it is combined with the attention mechanism to
design a new attention mechanism-based YOLOV5 model.
We name this model as YOLO_Plus and explore its
performance.

First, the four YOLOV5 models were compared.
Complex models are generally considered more effective for
feature extraction and more susceptible to overfitting.
Different versions of YOLOV5 have different depth-multiple
and width-multiple to control the width and depth of the
network. YOLOV5 has several versions, such as YOLOV5s,
YOLOV5l, YOLOV5x, and YOLOV5m. According to the
official figures, each model’s performance on MS COCO is
shown in Table 3.

Table 4 shows the results of YOLOV5s, YOLOV5l, and
YOLOV5x on the test images. All models are trained based
on scratch.yaml, using SGD as the optimizer and a batch
size of 16. It can be seen from the table that YOLOV5x
achieves an mAP@.50:.95 of 0.764, outperforming
YOLOV5s and YOLOV5l, which are 0.757 and 0.761, re-
spectively. Figure 14 shows the samples of YOLOV5s,
YOLOV5l, and YOLOV5x on the same data. All models
show good detection performance and can detect most pigs,
which confirms the effectiveness of YOLOV5. However,
there are still some misses in the detector. For example, in
Figure 14(a), YOLOV5s missed two pigs in the top left
corner of the image and two pigs in the bottom left corner
of the image; in Figure 14(b), one pig in the top left corner
of the image was missed by YOLOV5l. Overall, YOLOV5x
achieves the best results: it makes fewer mistakes and
achieves a high confidence score for the bounding box
produced by the same pig. In a nutshell, YOLOV5x can be
considered the best model and thus is chosen as the baseline
model. Although YOLOV5s have the fastest inference
speed of 5.5ms, their accuracy does not meet the appli-
cation requirements.

Proper hyperparameter settings are critical to the ef-
fectiveness of training. *ere are more than 30 hyper-
parameters in YOLOV5 for different training settings,
including learning rate, optimizer, loss function, data aug-
mentation, etc. YOLOV5 provides different hyper-
parameters such as hyp.scratch.yaml, hyp.finetune.yaml, and
hyp.finetune_objects365.yaml. hyp.scratch.yaml is the de-
fault parameter of YOLOV5 and is optimized for training
from scratch on the MS COCO dataset. hyp.finetune.yaml is
based on a genetic algorithm evolving 306 generations on the
COCO dataset. Table 5 shows the results of the model with
different hyperparameters of YOLOV5x. It can be seen from
the table that the model trained with hyp.scratch.yaml as
hyperparameter outperforms hyp.finetune.yaml in terms of
recall, precision, mAP@ .50, and mAP@ .50:.95. *ese
differences are significant. It verifies the great influence of
the choice of hyperparameters on the results of the exper-
iments. hyp.scratch.yaml is used for subsequent
experiments.

Although YOLOV5x has achieved a high level of pre-
cision and recall and can accurately identify pigs, there are
still some issues in dealing with specific situations. *ese
problems can be divided into three main categories, as
shown in Figure 15. Category A is overlapping, where
multiple pigs are not identified due to clustering and
stacking. Category B is missing detection mainly caused by
the diversity of light conditions and target size. Category C
detects backgrounds such as light ropes, feeders, and walls.
In general, categories A and C are the most common errors
in detection.

According to our conjecture, the primary reason for
errors A and B is that the model fails to extract sufficient
features with insufficient learning ability. For error C, the
main reason is that the model learns mostly color infor-
mation but not the shape of the pigs. *erefore, it is easy to
misidentify the troughs and feeders which share similar
colors. It is also challenging to deal with many pigs being
stacked together.

Different attention mechanisms have been combined
with YOLOV5x to address the above problems, including
CBAM, SE, and CoordAtt. Attention mechanisms can
emphasize the important information of the object and
suppress some irrelevant details, thus better handling the
stacking and misidentification cases. Table 6 shows the re-
sults of adding different attentions to the model. *e CBAM
attention module replaces the CBL module in the backbone
network. *e SE attention is added at the end of the
backbone, and the CoordAtt is located in front of the C3
module in the backbone network. As can be seen from the
table, in most cases model combined with the attention
mechanism can achieve better performance. *e best results
for all metrics are obtained using YOLOV5x+CBAM. *e
recall, precision, and mAP@.50:.95 are 0.4%, 0.7%, and 3.2%
higher than that of YOLOV5x, respectively.

We name the model as YOLOV5_Plus. Figure 16 shows
the changes in the relevant metrics during the training
process. To better compare the performance of
YOLOV5_Plus and YOLOV5x, the samples of detection
images obtained using YOLOV5_Plus and YOLOV5x are
visualized, as shown in Figure 17. It can be seen that
YOLOV5_Plus has made significant improvements in de-
tection capabilities, greatly reducing the number of missed
and false detections. *e default detection image size by
YOLOV5 is 640. However, during the detection process, we
found that resizing the image size to 960 can better avoid the
false detection of troughs at the edge of the image. Figure 18
shows the sample images after adjusting the image size. In
general, the performance of YOLOV5_Plusimg_size� 960 is
so impressive. Compared with YOLOV5x, YOLOV5_Plus
achieved higher accuracy and recall. By resizing the image to
960 at detection time, the resolution of the image is in-
creased, so it is more effective in detecting overlapping
objects and can better avoid false detection of troughs lo-
cated at the edge of the image. *e study attempted to use
larger or smaller resolutions for training or detection, but it
did not work well. One possible reason is that too large or too
small resolutions do not match the preset anchor sizes in
YOLOV5x.
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However, an interesting phenomenon can be found in
Table 6.*e combination of YOLOV5x +CoordAtt is shown
a decline in performance on almost all metrics. *e reason
may lie in the potential limitation that the design of the
attention mechanism changes with different data structures,
and it may be difficult to couple between two different types
of attention mechanisms [37].

Table 7 shows the experimental results when the CBAM
modules are added to different locations in the YOLOV5x.
*e attention module replaces the CBL module in the
backbone, head, and the whole network of YOLOV5x. *e
table shows that the best results are obtained when only the
CBAM module is applied to the backbone. After adding the
attention module to head and backbone + head, the mAP@
.50:.95 drops to 0.753 and 0.763, respectively.

We use the CBAMmodule to replace the CBL module in
the backbone and C3 module, respectively, for comparison.
*e results are shown in Table 8. It can be seen from the table
that using the CBAM module to replace the CBL module in
the backbone gives better performance and faster inference
speed.

Table 9 shows the experimental training results using
YOLOV5x pretrained on MS COCO. *e results indicate
that transfer datasets can significantly improve the per-
formance of the model, with 0.2%, 0.4%, and 3.1% im-
provement in recall, precision, and mAP@.50: 95,
respectively. *e results were only slightly lower than those
of the untrained YOLOV5_Plus. However, we could not
pretrain our model onMS COCO due to limited computing
power and time.

Table 3: Performance of YOLOV5s, YOLOV5m, YOLOV5l, and YOLOV5x.

Model Size (pixels) mAP(Val) 0.5:0.95 mAP(Val) 0.5 Speed V100 b32 (ms) Params (M) FLOPs @640(B)
YOLOV5s 640 37.2 56 0.9 7.2 16.5
YOLOV5m 640 45.2 63.9 1.7 21.2 49
YOLOV5l 640 48.8 67.2 2.7 46.5 109.1
YOLOV5x 640 50.7 68.9 4.8 86.7 205.7

Table 4: Performance metrics for the test images using YOLOV5s, YOLOV5x, and YOLOV5l.

Metric YOLOV5s YOLOV5x YOLOV5l
Recall 0.99 0.992 0.994
Precision 0.981 0.982 0.98
mAP .50 0.993 0.993 0.993
mAP .50:.95 0.757 0.764 0.761
F1-score 0.985 0.987 0.987
Inference speed (ms) 5.5 24.1 13

(a) (b) (c)

Figure 14: Examples of pig detection by YOLOV5s, V5l, and V5x with confidence threshold� 0.85. *e pigs detected are marked with red
boxes, and those not detected or incorrectly detected are marked with green boxes. (a) YOLOV5s. (b) YOLOV5l. (c) YOLOV5x.

Table 5: Performance metrics for the test images using hyp.scratch.yaml and hyp.finetune.yaml.

Metric hyp.scratch.yaml hyp.finetune.yaml
Recall 0.992 0.984
Precision 0.982 0.973
mAP .50 0.993 0.991
mAP .50:.95 0.764 0.704
F1-score 0.987 0.978
Inference speed 24.1ms 23.7ms
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Other methods, including focal loss and soft-NMS, have
been experimented with but have not yielded good results.

3.3. Comparison of Target Detection Algorithms. We compare
our YOLOV5_Plus model with YOLOV3 and YOLOV4.
Table 10 shows the performance of the above three algo-
rithms. From the table, we can see that YOLOV5_Plus
achieves the best results in all metrics. In particular, for the
mAP@.50: 95, YOLOV5_Plus achieves a result of 0.796,
which improves by 7.1% and 7.9% compared to YOLOV3
and YOLOV4, respectively. *ese improvements are mainly
attributed to innovative modules in YOLOV5, such as
Bottleneck_1, Bottleneck_2, Focus, and FPN+PAN for
better feature fusion. As a result, YOLOV5 can achieve more
efficient information extraction at a very fast speed.

4. Analysis and Discussion

4.1. Findings. Pig detection is an important part of smart
animal husbandry. Fast and accurate counting can help
farmers improve feeding efficiency and avoid feed waste.

However, lighting changes, shooting perspectives, large scale
of overlapping, and varying postures of pigs pose many
challenges for pig detection. Our results show that using
YOLOV5 combined with the attention mechanism can
improve accuracy and recall. Overlapping pigs can be better
detected, and misidentified backgrounds can be avoided as
much as possible.

Before deep learning, counting livestock usually relied
on traditional machine learning methods such as RF and
SVM. However, deep learning outperformed other methods
in most recent cases and showed great potential [38]. Few
papers have applied some of the current state-of-the-art
detectors to the field. *erefore, our study can be seen as a
new attempt at pig detection.

We chose YOLOV5x as the most suitable baseline model
for our task in model selection. It outperforms YOLOV5s
and YOLOV5l by 0.7% and 0.3%, respectively, in mAP@.50:
.95. It is shown that the scale and complexity of YOLOV5x
match the task.

Hyperparameters play an essential role in model per-
formance. Inappropriate hyperparameter selection can
cause up to 6% degradation in mAP. We suppose that the

(a) (b)

(c)

Figure 15: *ree typical errors in pig detection by YOLOV5x. (a) Overlap. (b) False negative. (c) False positive.

Table 6: Comparison of different attention modules combined with YOLOV5x.

Algorithms Recall Precision mAP@.50 mAP@.50: 95 F1-score Inference speed (ms)
YOLOV5x 0.992 0.982 0.993 0.764 0.987 24.1
YOLOV5x +CBAM (YOLOV5_Plus) 0.996 0.989 0.994 0.796 0.992 24.1
YOLOV5x + SE 0.996 0.985 0.994 0.779 0.99 21.6
YOLOV5x +CoordAtt 0.995 0.982 0.994 0.762 0.988 24.9
YOLOV5x +CBAM+SE 0.996 0.988 0.994 0.778 0.992 25.2
*e bold values indicate that the best results for all metrics are obtained using YOLOV5x +CBAM.
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degradation of mAP is mainly attributed to the difference in
data augmentation. *erefore, appropriate data augmenta-
tion is of great importance for the target detection task.

Attention mechanisms can improve the performance of
CNNs and YOLO [39].We tried popular attentionmechanisms,
including CBAM, SE, and CoordAtt.*e results show that most
of attention mechanisms can enhance the performance of the
model.*e experimental results show that themAP@.50:.95 can
be improved up to 3.2% by attention mechanisms.

Pretrainingmodels are widely used in NLP and other AI-
related fields. *e AI community has become a consensus to
use pretrained models instead of training models from
scratch [40]. We compared models pretrained onMS COCO
with models without pretraining. *e results show that
pretraining can substantially improve mAP by approxi-
mately +3%.

In addition, the inference speed of our model takes only
24.1ms per image, which means that we can achieve
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Figure 16: Changes in relevant metrics of training YOLOV5_Plus.

(a) (b) (c)

(d) (e) (f )

Figure 17: Examples of pig detection by YOLOV5x and YOLOV5_Plus.*e first row shows the pictures detected by YOLOV5x.*e second
row shows the pictures detected by YOLOV5_Plus.*e two pictures in the same column are the same.*e pigs detected aremarked with red
boxes, and those not detected or incorrectly detected are marked with green boxes. (a) YOLOV5x_1. (b) YOLOV5x_2. (c) YOLOV5x_3.
(d) YOLOV5_Plus_1. (e) YOLOV5_Plus_2. (f ) YOLOV5_Plus_3.
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detection speeds of over 40Fps, perfectly meeting the needs
of farm applications.

4.2. Limitations. Our work still has some limitations. First,
although our model combined with the attention mecha-
nism has significantly improved in handling overlap

situations, it still has difficulty handling test images where
types of objects are not presented in the training set, such as
feeders and troughs. However, since the objective frames
identified by YOLOV5_Plus generally have a higher con-
fidence score, we can screen out most of the troughs by
raising the confidence threshold and resizing the test images.

(a) (b) (c)

(d) (e) (f)

Figure 18: Examples of pig detection by YOLOV5x, YOLOV5_Plus, and YOLOV5_Plus img_size� 960 with a confidence threshold of 0.85.
*e pigs detected are marked with red boxes, and those not detected or incorrectly detected are marked with green boxes. Top row:
compared with YOLOV5x and YOLOV5_Plus, YOLOV5_Plus img_size� 960 has fewer false positive and false negative errors. Bottom row:
20 pigs are detected by YOLOV5x, 22 by YOLOV5_Plus, and 24 by YOLOV5_Plus img_size� 960. (a) YOLOV5x. (b) YOLOV5_Plus.
(c) YOLOV5_Plus img_size� 960. (d) YOLOV5x. (e) YOLOV5_Plus. (f ) YOLOV5_Plus img_size� 960.

Table 7: Comparison of adding CBAM in different parts of YOLOV5x.

Algorithms Recall Precision mAP@.50 mAP@.50:.95 F1-score Inference speed (ms)
YOLOV5x 0.992 0.982 0.993 0.764 0.987 24.1
YOLOV5x +CBAMbackbone (YOLOV5_Plus) 0.996 0.989 0.994 0.796 0.992 24.1
YOLOV5x +CBAMhead 0.993 0.98 0.993 0.753 0.986 24.4
YOLOV5x +CBAMbackbone + head 0.996 0.983 0.994 0.763 0.989 24.2

Table 8: Comparison of YOLOV5x with different modules replaced by CBAM.

Algorithms Recall Precision mAP@.50 mAP@.50: 95 F1-score Inference speed (ms)
YOLOV5x 0.992 0.982 0.993 0.764 0.987 24.1
YOLOV5x +CBAMCBL (YOLOV5_Plus) 0.996 0.989 0.994 0.796 0.992 24.1
YOLOV5x +CBAMC3 0.994 0.987 0.994 0.791 0.99 26.7

Table 9: Comparison of transfer models using MS COCO transfer dataset with original YOLOV5x.

Algorithms Recall Precision mAP@.50 mAP@.50:.95 F1-score Inference speed (ms)
YOLOV5x 0.992 0.982 0.993 0.764 0.987 24.1
YOLOV5x transfer models 0.994 0.986 0.994 0.795 0.99 23.0

Table 10: Comparison of recall, precision, mAP@.50, and mAP@.50:.95 in methods.

Algorithms Recall Precision mAP@.50 mAP@.50:.95 F1-score
YOLOV3 0.971 0.989 0.992 0.725 0.980
YOLOV4 0.988 0.835 0.992 0.717 0.905
YOLOV5x_Plus 0.996 0.989 0.994 0.796 0.992

14 Mathematical Problems in Engineering



However, there are still some troughs and feeders that
cannot be eliminated. We believe this is because the model
tends to emphasize the color of the target rather than the
shape. *e similar posture of pigs and feeders is also one of
the possible reasons.

Second, we failed to pretrain our model on MS COCO
due to limited computing power and time. *e prior
knowledge of the pretraining parameters could help our
model be trained better and faster. We demonstrated the
effectiveness of pretraining using the YOLOV5x model
pretrained on MS COCO provided by GitHub.

5. Conclusion

*is study presents a deep learning method for pig detection
on farms. *e YOLOV5_Plus model is a lightweight and
efficient model with high accuracy, which is mainly built by
combining YOLOV5 and the attention mechanism. *e
results show that the model can achieve 98.9% recall, 99.6%
accuracy, and 79.6%mAP@.50:.95, which are the best results
among the competing models. In addition, the size of the
detected image can be increased from 640 to 960, which is
very effective in avoiding the false detection of troughs. It is
worth mentioning that the attention mechanism enables
YOLOV5_Plus to improve a lot compared to other algo-
rithms when dealing with dense pigs and falling pigs.
Compared with YOLOV3 and YOLOV4, our proposed
model achieves higher precision, recall, and mAP. More data
augmentation methods will be explored in future research to
improve image quality. Meanwhile, detection heads of
different scales can be added to meet the difficulties caused
by different degrees of overlapping and relatively small
images, increasing the generalizability and robustness of the
model.
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[27] M. Demirtaş, “A new RGB color image encryption scheme
based on cross-channel pixel and bit scrambling using chaos,”
Optik, vol. 265, Article ID 169430, 2022.

[28] C. Y. Wang, H. Y. M. Liao, and Y. H. Wu, “CSPNet: A New
Backbone that Can Enhance Learning Capability of CNN,” in
Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern RecognitionWorkshops, pp. 390-391, Seattle, WA,
USA, November 2019.

[29] S. Woo, J. Park, J. Y. Lee, and S. Kweon, “Cbam: Convolu-
tional Block Attention module,” Computer Vision - ECCV
2018, Springer Cham, New York, NY, USA, 2018.

[30] P. Yan, Q. Sun, N. Yin, L. Hua, S. Shang, and C. Zhang,
“Detection of coal and gangue based on improved YOLOv5.1
which embedded scSE module,” Measurement, vol. 188, Ar-
ticle ID 110530, 2022.

[31] J. Qi, X. Liu, K. Liu et al., “An improved YOLOv5model based
on visual attention mechanism: application to recognition of
tomato virus disease,” Computers and Electronics in Agri-
culture, vol. 194, Article ID 106780, 2022.

[32] R. Ranjbarzadeh, A. Bagherian Kasgari, S. Jafarzadeh
Ghoushchi, S. Anari, M. Naseri, and M. Bendechache, “Brain
tumor segmentation based on deep learning and an attention
mechanism using MRI multi-modalities brain images,” Sci-
entific Reports, vol. 11, no. 1, Article ID 10930, 2021.

[33] J. Hu, L. Shen, and G. Sun, “Squeeze-and-excitation net-
works,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 7132–7141, Salt Lake City
UT, June 2018.

[34] Q. Hou, D. Zhou, and J. Feng, “Coordinate attention for
efficient mobile network design,” in Proceedings of the IEEE/
CVF Conference on Computer Vision and Pattern Recognition,
Article ID 13713, Nashville, TN, USA, June 2021.

[35] J. Wang, J. Wei, and S. Mei, “Improved YOLOv3 for small
object detection in remote sensing images,” Computer Engi-
neering and Applications, vol. 57, no. 20, pp. 133–141, 2021.

[36] T. He, Z. Zhang, H. Zhang, J. Xie, and M. Li, “Bag of tricks for
image classification with convolutional neural networks,” in
Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pp. 558–567, Long Beach CA, June
2019.

[37] J. Kim, S. Lee, E. Hwang et al., “Limitations of deep learning
attention mechanisms in clinical research: empirical case
study based on the Korean diabetic disease setting,” Journal of

Medical Internet Research, vol. 22, no. 12, Article ID e18418,
2020.

[38] A. Kamilaris and F. X. Prenafeta-Boldú, “Deep learning in
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In order to solve the problem that the urban rail transit network is a�ected by a large number of signals, resulting in poor control
e�ect, and improve the living comfort of residents near urban rail transit, a study on urban rail transit network planning based on
particle swarm optimization algorithm is proposed. �e learning factor is dynamically adjusted according to the inertia weight
parameters, and the particle swarm optimization parameters are selected in combination with the setting of the maximum velocity
parameters. �e individual optimal particle is selected by using the dominant relationship between the individual particles, and
the optimization of the optimal particle is completed by combining the selection requirements of the global optimal particle. We
design the v2x communication implementation scheme, obtain the tra�c �ow information of urban rail transit, build the signal
input and output model based on particle swarm optimization algorithm, obtain the output feedback signal, and determine the
planning scale of urban rail transit network, so as to build the urban rail transit network planning model and complete the urban
rail transit network planning. �e experimental results show that the proposed method can improve the utilization rate of urban
rail transit network planning, e�ectively control the change of network signal amplitude, and reduce the repetition rate of urban
rail transit network planning.

1. Introduction

�e layout of the rail transit network should be consistent
with the urban form, land use layout, and development
direction. �e planning and layout of the urban rail transit
network should comply with the needs of the future land
development of the city.�e two restrict and depend on each
other, and �nally form a coincidence [1, 2]. Urban rail transit
network planning is a special plan in urban comprehensive
transportation planning, which refers to a system to de-
termine the overall rationality and scienti�city of urban rail
transit system on the basis of urban overall planning and
urban comprehensive transportation planning. Its signi�-
cance and role are enormous. �e backbone system of urban
rail transit network shall conform to the dominant passenger
�ow direction of the city, form a complementary relation-
ship with the urban road system, and smoothly connect with
other urban public transport network systems to facilitate
their conversion. �e network planning shall re�ect the

unity of stability, �exibility, and continuity. �e network
planning of the central urban area should be relatively stable,
the urban fringe should leave room for development, and the
entire network should be able to expand and develop with
the adjustment and expansion of the city scale. �e choice of
urban rail transit mode should be based on local conditions,
and the composition of functional levels should be rea-
sonable and uni�ed [3]. Just as the urban road system
planning needs to de�ne the road functions at di�erent
levels, the rail transit network also needs to be divided into
di�erent functional levels. �e rail transit lines at this level
adopt di�erent standards and adopt �exible construction,
operation, and tra�c organization schemes to meet the
tra�c needs at all levels. �e planning and construction of
urban rail transit network should be combined with the
current situation, taking into account the economic and
social bene�ts and energy consumption, and should be based
on the network planning, implementation, and gradual
improvement [4–7]. Due to the nonrepeatability of
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construction and huge project investment, the construction
of each line must be based on the line network planning,
carefully considered and decided according to the urban
structure, urban function positioning, and construction
needs, so as to avoid waste.

Relevant scholars have studied this, and reference [8] put
forward the use of NetLogo to achieve the agent optimi-
zation matching of passenger demand and service supply of
urban rail transit network. Passenger demand and service
supply are one of the most important factors determining
the performance of urban rail transit system. In this paper,
the multi-agent dynamic interaction technology is used to
transform the multi-criteria problem into a distributed ar-
tificial intelligence optimization problem. In terms of de-
mand, the dynamic passenger transport demand with agent
is modeled from the perspective of bounded rational travel
decision. At the supply end, a train traffic dynamic service
supply model based on Agent is established. (e simulation
results emphasize the importance of jointly/interactively
representing the supply side and the demand side. (ese
results are of great significance for formulating effective
capacity utilization strategies of urban rail transit networks
and policies to provide passengers with a high level of
service. Reference [9] is put forward based on the influence
of rail transit station, sustainability overlap multi-objective
optimization of land use distribution, considering the
multiple rail transit site overlapping influence the charac-
teristic of land use, this article developed a new multi-ob-
jective land use allocation optimization model, to make sure
every undeveloped land area city land use type and intensity.
(e pareto optimal land development scheme with mini-
mum deviation is obtained by using non-dominated ranking
genetic algorithms and ranking technology similar to ideal
solution. (e areas of influence of the two sites in the study
area partially overlap, with many plots undeveloped. (e
results show that considering the comprehensive effect of
multiple rail transit stations, the newly developed optimal
land use allocation model can reasonably achieve the multi-
objective coordination of urban sustainable development to
the maximum extent.

Although some progress has been made in the above
research, the tracking interval of urban transport trains is
shortened significantly and the density of trains is increased
significantly. In this situation, the difficulty of urban rail
transit network planning and operation adjustment is fur-
ther increased. Because of the great urban rail transit project
investment, long construction period, especially the circuit
and layout of urban land use, development pattern, and
urbanization play an important role, so the research on
urban rail transit network planning is of great importance, is
proposed based on particle swarm optimization algorithm of
urban rail transit line network planning study. Compared
with other intelligent algorithms, particle swarm optimi-
zation algorithm has a simple algorithm principle, fast
optimization speed, strong global and local convergence
ability, and is very suitable for solving large-scale network
planning problems. (e experiment proves that the research
content has good effect and strong feasibility. Using the
dominant relationship between individual particles to select

the individual optimal particle, combined with the global
optimal particle selection requirements to complete the
optimization of the optimal particle; (e V2X communi-
cation implementation scheme was designed to obtain the
traffic flow information of urban rail, and the signal input
and output model based on particle swarm optimization
algorithm was constructed to obtain the output feedback
signal and determine the planning scale of urban rail transit
network, so as to complete the planning of urban rail transit
network. (e experimental results show that the proposed
method can reduce the repetition rate of urban rail transit
network planning.

2. Urban Rail Transit Network Planning
Based on Particle Swarm
Optimization Algorithm

2.1. Particle Swarm Optimization Algorithm. Particle swarm
optimization algorithm is also translated into particle swarm
optimization algorithm, particle swarm optimization algo-
rithm, or particle swarm optimization algorithm. It is a
stochastic programming algorithm based on group coop-
eration developed by simulating the foraging behavior of
birds [10]. It is generally considered as a kind of cluster
intelligence, which can be incorporated into multi-agent
optimization system. (e particle swarm optimization al-
gorithm is initialized as a group of random particles (ran-
dom solutions), and then the optimal solution is found
through iteration. In each iteration, the particles update
themselves by tracking two “extreme values” [11]. (e first is
the optimal solution found by the particle itself. (is so-
lution is called the individual extreme value pbest. (e other
extreme value is the optimal solution found by the whole
population. (is extreme value is the global extreme value
gbest. In addition, we cannot use the whole population but
only the neighbors of some of the optimal particles, so the
extremum in all neighbors is the local extremum.

2.1.1. Selecting Particle Swarm Optimization Parameters.
(e design of urban rail transit network planning under
particle swarm optimization algorithm needs to control
some parameters, such as particle swarm size, learning
factor, inertia weight, population topology, and maximum
speed [12]. How to select particle swarm optimization pa-
rameters will have a direct impact on the optimization effect
of urban rail transit network planning.

(1) Inertia Weight Parameters of Particle Swarm Optimiza-
tion. (e particle swarm inertia weight parameter Gc can
measure the planning performance of the particle swarm
optimization algorithm and make the algorithm distribute
reasonably in the planning process of the whole urban rail
transit network. As the inertia weight of particle swarm
increases, the planning ability of the algorithm will be en-
hanced. As the inertia weight of particle swarm decreases,
the algorithm will only have local planning ability [13].
Generally, the optimal range of particle swarm inertia weight
parameter is 0∼1.4, but the convergence speed of the
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algorithm will be accelerated when the value of particle
swarm inertia weight parameter is 0.8∼1.2.When the inertia
weight parameter of particle swarm optimization is set in the
range of 0.8∼1.2, the convergence speed of the algorithm
will be improved.(erefore, in order to enable the algorithm
to have the ability of global planning of urban rail transit
network at the initial stage of calculation and local planning
at the end of calculation, the inertia weight of particle swarm
optimization is set to decrease with the calculation of the
algorithm [14]. Because the algorithm has two factors of
calculation cost and effect, the linear reduction strategy of
inertia weight is adopted to reduce the inertia weight value to
about 0.4 as the optimal parameter of particle swarm inertia
weight.

Particle swarm optimization algorithm has many ad-
vantages, but it will make the particle swarm follow the
optimal particle to fly. After several iterations of the algorithm,
the particle swarmwill have a strong convergence, resulting in
the slow convergence of the algorithm [15]. In order to
overcome the shortcomings of the algorithm in iterative
calculation, and considering the influence of inertia weight
parameters on the algorithm performance, the inertia weight
value is set to 0.7, and the inertia weight parameters are
reduced to 0.4 with the increase of iterative calculation times.
(e change of inertia weight parameters is determined by

Gc �
Mmax − Mmin

Tmax
. (1)

In formula (1), Mmax represents the maximum weight
parameter, Mmin represents the minimum weight parame-
ter, and Tmax represents the longest calculation time.

(2) Learning Factors x1andx2. (e introduction of inertia
weight parameter can improve the retrieval performance of
the algorithm, but the learning factor also affects the planning
performance of particle swarm optimization algorithm. (e
selection of learning factors x1 and x2 is through the tra-
jectory of particle swarm, and x1 + x2 ≤ 4 must be met at the
same time. (e learning factors x1 and x2 are the factors that
control the particles to learn from the optimal individual, so as
to control the approach to the best advantage in the particle
swarm. If x1 � 0, the particles do not have their own expe-
rience, and the convergence speed of the algorithm is rela-
tively fast. However, when the algorithm is applied to
problems with high complexity, it will make the algorithm
very easy to enter the local optimal state. If x2 � 0, it means
that the particles only have their own experience, and there is
no information shared by the particle swarm. Because there is
no communication between the individual particles, the
probability of the algorithm getting the solution is very small.

(e two parameters of learning factor x1 and x2 have
their own adjustment functions, but the adjustment of the
two parameters is separated from each other, which weakens
the unity of the algorithm in the process of urban rail transit
network planning and is not conducive to the optimization
and retrieval performance of the algorithm. Select the
learning factor as the nonlinear function of the inertia weight
parameter, and the calculation formula is as follows:

x1 � G
2
c + Gc + 0.4,

x2 � 0.4 + x1.

⎧⎨

⎩ (2)

(e optimization algorithm of particle swarm optimi-
zation algorithm changes with the change of learning factors
x1 and x2, and the speed of particles will also change. When
optimizing the parameters of learning factors x1 and x2, x1 �

x2 is usually selected, and the range of parameters is set
between 0 and 4. In order to improve the unity of the al-
gorithm, it is generally used to dynamically adjust the
learning factor and set the maximum speed parameter
through the inertia weight parameters to complete the se-
lection of particle swarm optimization parameters.

2.1.2. Optimizing Optimal Particles. Particle Swarm Opti-
mization (PSO) algorithm often ignores the improvement of
updating the individual extremum of particles, and usually
uses the dominant relationship between particles to extract
the optimal individual of particles. During the evolution of
particle swarm, the extreme value of particles cannot be
updated. First, calculate the intensity Qd of a single particle
in the particle swarm, the fitness value Sy of a single particle,
and the intensity Qd of a single particle in the particle swarm
can be calculated according to

Qd �
mi

O × x1 + x2( 􏼁
. (3)

In formula (3), mi represents the number of individual
particles dominated by the ith particle in the particle swarm,
and O represents the size of the particle swarm.

In a particle swarm, the fitness value Sy of a single
particle is determined by the individual strength of all
particles dominated by the population. (e calculation
formula is

Sy �
Qd

Rab

. (4)

In formula (4), Rab represents the dominant relationship
between particle individual a and particle b.

In addition to the selection of individual particles, the
optimization of optimal particles also considers the selection
of global optimal particles. Generally, a solution is randomly
selected in the non-inferior solution set of particle swarm
optimization as the global optimal particle. In order to
improve the diversity of algorithm planning, the global
optimal particles are optimized by dynamic weighting
method. Calculate the fitness of each particle in the particle
swarm according to formula (5). (e calculation formula is

FH �
1

Vb × K
. (5)

In formula (5), Vb represents the position of the b th
particle, and K represents the final position of the particle.

Using the dominant relationship between individual
particles, combined with the selection requirements of in-
dividual optimal particles and global optimal particles, the
optimization of optimal particles is completed, so as to
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improve the update of individual extremum of particles; (e
specific process of optimizing optimal particles is shown in
Figure 1.

According to the optimized particle flow, the imple-
mentation steps of particle swarm optimization algorithm
are analyzed in detail:

Step 1: initialize the specific position of particles in
particle swarm;
Step 2: calculate the average optimal position of particle
swarm;
Step 3: calculate the fitness value of the current position
of the particle, compare the fitness value calculated in
the previous iteration, if it is less than the result of the
previous iteration, it will be updated to the current
position of the particle according to the historical
position of the particle, and calculate the current global
optimal position of the particle swarm;
Step 4: compare the results of the previous iteration
with the current global optimal position of the particle.
If the value of the current global optimal position of the
particle is better than that of the previous iteration, the
global optimal position of the particle swarm is used to
update the position of the particle;
Step 5: calculate the optimal position of each dimension
of the particle to obtain the random point position of a
particle; Calculate the latest position of the particle;
Step 6: output the results to complete the optimal
particle optimization.

To sum up, through the selection of parameters such as
the learning factor and inertia weight of the particle swarm,
the particle swarm optimization and the selection of the
individual particle optimal position and the global optimal
particle of the particle swarm are carried out to complete the
optimization of the optimal particle; Finally, by optimizing
the optimal particle flow design, the application of particle
swarm optimization algorithm in urban rail transit network
planning is realized.

2.2. Intelligent Control of Urban Rail Transit Signal Based on
V2X Communication Technology. (e intelligent control of
urban rail transit signals based on V2X (vehicle to every-
thing) network uses V2X technology to obtain vehicle op-
eration status information, and controls urban rail transit
signals according to the obtained information. Multiplexing
cellular network is the main means for V2X communication
system to realize information transmission. (e structure of
V2X communication system is shown in Figure 2.

When the data transmitter of a V2X system is in the
uplink transmissionmode, it will affect the fixed base station,
resulting in that the signals received by the base station are
all interference signals with the same source. At this time,
multiplexing problems are prone to occur in the network,
resulting in data disorder in the transmission process [16]. In
order to solve the above problems, the urban rail transit
signal intelligent control method calculates the signal to
interference ratio of the communication link, and analyzes

the multiplexing problem of the link in the communication
process according to the calculation results.

If the data link multiplexing phenomenon in the com-
munication network interferes with the signal transmission,
most communication links will take measures to improve the
signal reception quality, including reducing the bit error rate
and improving the signal-to-noise ratio, which will affect other
multiplexing terminals and interfere with the communication
of other links. At this time, the original multiplexing terminal
will receive the rebound interference, and such repetition will
have an adverse impact. In order to solve the above problems, a
communication implementation scheme is designed under the
V2X communication technology, as shown in Figure 3.

Start

Initialize particle swarm

Update particle position and velocity

Calculate objective function value

Update particle optimal position and particle swarm
optimal position

Calculate all particles?

Are the termination 
conditions met?

End

N

Y

Output results to complete optimal particle optimization

Figure 1: Flow chart of optimal particle optimization.
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According to Figure 3, the V2X communication
implementation scheme establishes a wireless multi hop
connection by combining the global positioning system and
wireless communication technologies, such as wireless LAN,
cellular network, to provide high-speed data access services
for vehicles in high-speed mobile state, so as to realize the
information interaction between V2X.

2.3. Research on Urban Rail Transit Network Planning

2.3.1. Determining the Planning Scale of Urban Rail Transit
Network. Before determining the planning scale of urban
rail transit network, it is necessary to establish the planning
scale index of urban rail transit network, including the total
length index of urban rail transit route, traffic density index,
and transportation capacity index [17]. (e total length of
urban rail transit lines is

Lz � 􏽘 Li × FH. (6)

In formula (6), Li represents the length of the i traffic
line, and Lz can indirectly describe the overall size of urban
rail transit planning scale, which is a key index to evaluate
the passenger flow transmission capacity and traffic
equipment demand of urban rail transit.

(e formula for calculating the transportation capacity
index of urban rail transit is

HJ � 􏽘
m

i�1
Mi × Lz. (7)

In formula (7), Mi represents the passenger flow
transmission capacity of the i traffic line, and the urban rail
transit transmission capacity index HJ can reflect the impact
of urban rail transit on the passenger transport system.

In the process of determining the total length Lz of urban
rail transit lines according to urban population size and land
resources, considering that there is a certain close correla-
tion between the scale of urban rail transit and land area and
total population [18], a signal input-output model based on
particle swarm optimization algorithm can be established as
shown in Figure 4, the model refers to the structure that
describes the characteristics of the system with the external
characteristics of the input and output variables of the
system.

It can be seen from Figure 4 that on this basis, the
asynchronous in-phase control method is adopted to limit
the control target parameters. When the output signal of the
model satisfies the Gaussian stationarity, the feedback result
at the output is consistent with the filter transmission result
of the model signal.

(e results of the signal input-output model based on
particle swarm optimization algorithm are used to calculate
the total amount of urban rail transit. (e calculation for-
mula is as follows:

Zl � Zz × Qcb × Bxc × HJ. (8)

In formula (8), Zz represents the total amount of urban
rail transit, Qcb represents the per capita travel rate, and Bxc

represents the expected value of the population.
(e planning scale of urban rail transit network is ob-

tained through the determination of three indicators,
namely, the total length indicator of urban rail transit route,
the transmission capacity indicator, and the total amount
indicator of urban rail transit, so as to eliminate the impact
of traffic structure on urban rail transit network planning
and determine the planning scale of urban rail transit
network.

2.3.2. Construction of the Urban Rail Transit Network
Planning Model. Just as previous studies on urban space
[19–23], the passenger flow distribution points shall be
marked on the urban rail transit lines, and the alternative
stations shall be marked one by one along the passenger flow
distribution points at the urban rail transit stations.(e final
planning scheme of the transportation network shall be
determined according to the passenger flow coverage of each
transportation station. If there are alternative stations in the
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Figure 3: V2X communication implementation scheme.
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Figure 2: V2X communication system structure.
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urban rail transit station set, if stations are selected from the
central city, the total number of stations can be expressed as

ZZD � ln
L

li
􏼠 􏼡 × Zl. (9)

In formula (9), ZZD represents the total number of
stations on the urban rail transit line, ln represents the
rounding function, and li represents the average length of
the distance between the optimal traffic stations.

Take the starting point of the urban rail transit line as the
center of the circle and dmin and dmax as the radius to make a
circle. When the urban rail transit line intersects at two
points, the traffic station between the two intersections is the
alternative station. If there is only one traffic alternative
station, the selection of this station is unique. If there are
multiple alternative stations, it indicates that there are
multiple urban rail transit network planning schemes. Each
alternative station is rounded in the above way until the last
traffic station, and then the alternative stations and multiple
alternative schemes are obtained, as shown in Figure 5.

Although urban rail transit stations can be selected in the
above steps, the determination of dmin and dmax are difficult,
and there is no fixed value between dmin and dmax. When
selecting urban rail transit stations, the distance difference
between dmin and dmax are very large, which increases the
number of options finally obtained.

Based on the passenger flow distribution range of urban
rail transit stations, the urban rail transit network planning
model is calculated as follows:

Eij � P ×(1 − r) × dmax − dmin( 􏼁. (10)

In formula (10), P represents a constant, and r represents
the weighted sum of population density and travel density.

According to the established model, the traffic station
coverage in urban rail transit network planning can be
obtained, so as to analyze the coverage of bus stations and
select the planning scheme with the largest traffic station
coverage. (erefore, the passenger flow coverage of urban
rail transit lines with the best planning scheme can be
obtained.

Here, the optimal planning scheme is found among the
planning schemes with the same number of transport sta-
tions, and the urban rail transit network planning is realized
by calculating the passenger flow coverage of urban rail
transit planning stations.

3. Experimental Analysis

In order to test the application performance of urban rail
transit network planning based on particle swarm optimi-
zation algorithm, the simulation experiment is carried out.
(e experiment is designed by Matlab, and a simulation
platform is established. (e signal acquisition frequency on
the platform is 25KHz, the sampling time is 1500 s, and the
baud interval width is 15 BPs. Set the node coverage of
particle swarm to 500× 500, the optimal number of sub
nodes is 64, the information communication coverage radius
of relay transmission node is R� 1.25, the total node size is
1000, the improvement duration is set to 60min (lasting for
15 sampling points), the time sampling interval of sampling
points is 10min, and the maximum iteration round is 1500.
See Table 1 for other parameter settings.

According to the above environment and the parameter
settings in Table 1, the urban rail transit network planning
test under the particle swarm optimization algorithm is
carried out. Taking a city rail train as the research object, the
city rail supports the interconnection between equipment of
different signal manufacturers. (e total length of the urban
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Figure 5: Schematic diagram of the formation of urban rail transit
stations.
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Figure 4: Signal input and output model based on particle swarm
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rail transit line is 16 kilometers, and the airport can be
reached through the railway station.

(e studied urban rail transit network planning method
based on particle swarm optimization algorithm, reference
[8] method and reference [9] method are used for com-
parison, and the comparison results of urban rail transit
network planning utilization are obtained, as shown in
Figure 6.

It can be seen from the experimental results in Figure 6
that when reference [9] method is used to plan the urban rail
transit network, the method does not know the overall scale
of the urban rail transit network planning in advance, which
makes the utilization rate of the urban rail transit network
planning low; Reference [8] method in the planning process,
the utilization rate of urban rail transit planning is higher
than that of the planning optimization method in reference
[9], and is relatively stable. With the increase of urban rail
transit network planning area, the utilization rate of urban
rail transit network planning tends to be stable, but the
utilization rate is still not ideal; When using the planning
optimization method in this paper to plan the urban rail
transit network, this method not only determines the net-
work planning scale but also establishes the urban rail transit
network planning model, which simplifies the calculation
process and effectively improves the utilization rate of urban
rail transit network planning. (e reason is that before the
planning scale of urban rail transit network is determined,
the planning scale index of urban rail transit network is
established, including the total length index of urban rail
transit route, traffic density index, and transport capacity
index, which is beneficial to improve the planning of urban
rail transit network line to a certain extent.

In this experimental case, the signal amplitude change of
the original integrated communication network of urban rail
transit network planning is shown in Figure 7.

It can be seen from Figure 7 that the signal amplitude
changes regularly under normal running conditions, and the
fluctuation range is [−1, 1]. Based on this, the urban rail
transit network planning method based on particle swarm
optimization algorithm is used to analyze whether the signal
amplitude change of urban rail transit dedicated commu-
nication integrated network is consistent with the normal
running of trains. (e results are shown in Figure 8.

It can be seen from Figure 8 that the network signal
amplitude changes regularly using the urban rail transit
network planning method based on particle swarm op-
timization algorithm, in which the change amplitude is
[−1, 1]. It is basically consistent with the signal amplitude
change of the original communication integrated net-
work, and it is more perfect at 1.2 s and 1.5 s. (e com-
parison results show that the research planning method

can effectively control the amplitude change of network
signal. (e reason is that the method in this paper adopts
V2X technology to obtain vehicle operating status in-
formation, and control urban rail transit signals based on
the obtained information, which is conducive to con-
trolling signal amplitude changes to a certain extent.

In order to further improve the feasibility of the research
method, the research method, reference [8] method, and
reference [9] method are, respectively, used to carry out the

Table 1: Experimental parameter settings.

Parameter name Parameter size Parameter name Parameter size
Iterations 30 Inertia weight 0.7298
Spatial dimension 6 Simulation area 200× 200
Routing and forwarding protocol IEE802.15.4 Penalty coefficient 2000
Smoothness weight 0.3 Traffic line weight 0.7
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comparison experiment on the repetition rate of urban rail
transit network planning. (e results are shown in Figure 9.

It can be seen from the experimental results in Figure 9
that when the planning optimization method in this paper is
adopted, the repetition rate of urban rail transit network
planning is far lower than that of the other two methods with
the change of urban rail transit network planning area. In
contrast, the planning methods in reference [8] and reference
[9] have high repetition rate in urban rail transit network
planning, resulting in poor planning effect of urban rail
transit network layout. (e reason is to mark the passenger
flow distribution points on the urban rail transit line, mark
the alternative stations along the passenger flow distribution
points one by one in the urban rail transit station, and de-
termine the final planning scheme of the transportation line
network according to the coverage of the passenger flow of
each traffic station, so as to benefit and reduce the planning
repetition rate of the transportation line network.

Based on the above experimental results, it can be seen that
the proposed method has a good effect on improving the
utilization rate of urban rail transit network planning and the
repetition rate of urban rail transit network planning, com-
prehensively improving the planning effect of urban rail transit
network, and the network signal amplitude changes regularly.

4. Conclusion and Prospect

4.1. Conclusion

(1) When using the planning optimization method in
this paper to plan the urban rail transit network, this
method not only determines the network planning
scale but also establishes the urban rail transit net-
work planning model, which simplifies the calcu-
lation process and effectively improves the utilization
rate of urban rail transit network planning.

(2) (e amplitude variation of network signal using the
method studied is regular, and the amplitude vari-
ation is [−1, 1]. It is basically consistent with the
signal amplitude change of the original communi-
cation integrated network. It is more perfect at 1.2 s
and 1.5 s to effectively control the signal amplitude
change of the network.

(3) When using the planning optimizationmethod in this
paper, with the change of urban rail transit network
planning area, the repetition rate of urban rail transit
network planning is low, which has a good effect.

4.2. Prospect. In the research of urban rail transit network
planning based on particle swarm optimization algorithm
studied in this paper, there are still the following problems to
be solved, which need to be further studied and improved:

(1) Considering the complexity of urban rail transit
network planning, some factors need to be simplified
in the modeling process, and a single objective op-
timization model is established. In the next study, all
factors and optimization indexes should be con-
sidered as much as possible to establish a more
accurate multi-objective optimization model for
urban rail transit network planning.

(2) (e train operation adjustment simulation system
mainly starts fromATS system. It needs to realize the
simulation function of urban rail transit network
planning based on particle swarm optimization al-
gorithm, and fully consider the information inter-
action with the planning system. In order to make it
practical, more perfect function modules should be
designed in combination with the actual situation
on-site.

(3) More practical applications are needed to prove that
it is feasible to solve the urban rail transit network
planning problem based on particle swarm optimi-
zation algorithm, and the performance comparison
with other intelligent methods will be realized in
further research.
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Evaluation of the carrying capacity of mineral resources is one of the important research content in the implementation of
sustainable development. Based on analyzing the metallogenic geological characteristics, distribution, and resource status of
mineral resources in southern Shaanxi, this paper establishes an analysis model of mineral resources andmineral advantages based
on the analytic hierarchy process and applies them to evaluate the advantages of mineral resources. To provide optimal and
e�cient results, an improved model of an arti�cial neural network based on the bat optimization algorithm has been utilized.
�rough model analysis, the potential value and carrying capacity of mineral resources in three major prefecture-level cities in
southern Shaanxi are comprehensively evaluated and analyzed. �e results show that the main dominant minerals in southern
Shaanxi are gold, lead zinc, and molybdenum ore. �ere are three grades of mineral resources carrying capacity: Shangluo City is
an excellent grade, Hanzhong City is a good grade, and Ankang City is a general grade.

1. Introduction

Mineral resources are a kind of important material basis for
human survival and social development and important
pillars of the national economy. �e sustainable utilization
of mineral resources plays a vital role in the sustainable
development strategy and high-quality development of the
entire national economy. �e mineral resources carrying
capacity refers to the carrying capacity of the economically
recoverable reserves of mineral resources (or their pro-
duction capacity) for social and economic development
under the prevailing scienti�c and technological natural
environment and social and economic conditions in a
foreseeable period. It is an important indicator to measure
the sustainable guarantee supply of mineral resources in a
country or region and the degree to which it meets the needs
of social and economic development and can also embody
and re�ect the guarantee and carrying capacity of its regional
mineral resources to a certain extent.

Southern Shaanxi is rich in mineral resources, charac-
terized by wide distribution, variety, and obvious regional

characteristics. It is a key area of mineral resources in
Shaanxi Province and even the whole country. Southern
Shaanxi is dominated by nonferrous metals, precious metals,
ferrous metals, and various nonmetallic minerals. Regional
economic development also mainly comes from the devel-
opment and utilization of mineral resources. �e rational
development and utilization of mineral resources is an
important foundation for the sustainable development of the
regional economy in southern Shaanxi. Due to environ-
mental protection and other reasons, some mining enter-
prises have stopped production, and the mining economy
has experienced a serious decline, a�ecting regional eco-
nomic development to a certain extent. �e contradiction
between the rapid economic and social development in
southern Shaanxi and the fragile mineral resources carrying
capacity and the contradiction between the extensive growth
mode and the shortage of resources are increasingly
prominent, and it is urgent to carry out research and
evaluation work on the mineral resources carrying capacity
[1]. Based on the current situation of resources in southern
Shaanxi, this paper puts forward a set of scienti�c mineral
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resources carrying capacity evaluation system and proposal
in order to improve the guarantee capacity of mineral re-
sources and scientifically and rationally develop and utilize
mineral resources, which will be of extremely great signif-
icance to promote the high-quality development of mining
economy in southern Shaanxi [2, 3]. To provide optimal and
efficient results, an improved model of an artificial neural
network based on the bat optimization algorithm has been
utilized. (e paper has been organized as follows: in Section
2, an overview of the mineral resources is explained in
southern Shaanxi. Section 3 describes the analysis of ad-
vantageous minerals for mineral resources in southern
Shaanxi. In section 4, the artificial neural network and its
optimization by the bat algorithm have been explained.
Section 5 represents a comprehensive analysis of the po-
tential value and carrying capacity of mineral resources in
southern Shaanxi. Finally, the paper has been concluded in
Section 6.

2. Overview of Mineral Resources in
Southern Shaanxi

2.1.Overview. Shaanxi Province is located in the inland area,
with a land area of about 205,600 square kilometers, about
870 kilometers long from north to south, and 200 to
500 kilometers wide from east to west.(e region is long and
narrow, with the topographical feature of the north-south
high and the middle-low. (e mountainous area such as
plateaus, mountains, and valleys accounts for about 81% of
the total area. From north to south, the area under the
jurisdiction is the Loess Plateau in northern Shaanxi, the
Weihe Plain in Guanzhong, and the Qinba Mountains in
southern Shaanxi. (e Qinba Mountains in southern
Shaanxi include the Qinling Mountains, Bashan Mountains,
and Hanjiang Valley, which constitute a diverse topography
of alpine canyons and alluvial plains. (e Hanjiang River
flows between the Qinling Mountains in the north and the
Bashan Mountains in the south, forming a unique topo-
graphical feature of “two mountains sandwiching one river.”
(e Qinling Mountains are about 400–500 kilometers long
from east to west and about 300 kilometers wide from north
to south in the province. Among them, the altitudes of
Zhongnan Mountain, Taibai Mountain, and Huashan
Mountain are 2,604 meters, 3,767 meters, and 2,160 meters,
respectively; Bashan Mountains are located in the south-
ernmost, with an altitude of 1,500–2,000 meters. (e
mountainous area of the region accounts for 82.25% of the
total area of southern Shaanxi.

Southern Shaanxi is located in the southern part of
Shaanxi Province, referring to the area south of the Qinling
Mountains, mainly including Hanzhong, Ankang, and
Shangluo cities, adjacent to Henan and Hubei in the east;
Gansu in the west; Sichuan, Chongqing, and Hubei in the
south; and connected to three cities of Baoji, Xi’an, and
Weinan in Guanzhong in the north of Shaanxi Province. In
2020, the total population in the administrative region of
southern Shaanxi is about 7.75 million, accounting for
19.60% of the total population of Shaanxi Province, and the
land area is about 70,000 square kilometers, accounting for

34% of the total land area of Shaanxi Province. (e devel-
opment and utilization of minerals have promoted industrial
development and consolidated the regional economic
foundation. According to statistics, in 2017, the gross in-
dustrial output value of industrial enterprises above the
designated size in Shaanxi Province was RMB 2.485443
trillion, an increase of 18.8% over the previous year. (e
mining and related processing andmanufacturing industries
completed RMB 1.419827 trillion, accounting for 57.1% of
the province’s gross industrial output value above the
designated size (according to the Shaanxi Provincial De-
partment of Land and Resources, 2018), of which southern
Shaanxi is the main contributor to Shaanxi’s mining
economy.

Southern Shaanxi is located in the Qinling Mountains
metallogenic belt, with complex geological structure and
rich mineral resources [4]. It is an important metallogenic
belt in my country; 83 kinds of minerals have been dis-
covered, mainly nonferrous metals, precious metals, ferrous
metals, and nonmetallic minerals [5]. Among the 2,044
mineral deposits in the province, 1,071 are located in
southern Shaanxi [6–8], accounting for 52.40% of the total
number of mineral deposits in the province. Among them,
Shangluo City has the largest number of deposits (425),
followed by Hanzhong City (344) [6] and Ankang City (302)
[7]. It is the most important polymetallic mineral resource
enrichment area among the proven resources in the prov-
ince. It has laid a solid resource foundation for the economic
development of southern Shaanxi. Due to the differences in
metallogenic geological background and geological condi-
tions, there are obvious differences in the types and quan-
tities of main minerals in different regions. It can be seen
from Table 1 that gold, iron, manganese, copper, nickel, lead,
zinc, phosphorus, sulfur, serpentine, and other minerals are
mainly distributed in the Hanzhong area; gold, iron, anti-
mony, mercury, tungsten, titanium, vanadium, barite, lead,
zinc, and other minerals are mainly distributed in Ankang
area; and iron, molybdenum, silver, antimony, copper,
potassium feldspar, vanadium, titanium, lead-zinc, crystal,
and other minerals are mainly distributed in Shangluo area.
In recent years, the reserves of gold, copper, lead, zinc, iron,
molybdenum, antimony, manganese, and other important
minerals in southern Shaanxi have been declining year by
year, showing negative growth, and resource crisis mines
have continued to emerge. (e contradiction between the
situation of mineral resources and the need for economic
and social development is becoming increasingly prominent.

Figure 1 shows the distribution figure of major mineral
resources in southern Shaanxi.

Table 2 indicates the list of weights of second-level
indicators.

2.2. Analysis of Metallogenic Characteristics. Southern
Shaanxi is located in the Qinling Mountains and the Daba
Mountains. It is a very important polymetallic metallogenic
belt in my country, and the mine resources are very rich.(e
three cities in southern Shaanxi span the Xiaoqinling
Mountains, North Qinling Mountains, South Qinling
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Mountains, Motianling, and the edge of the Yangtze plat-
form [9–11]. (ey have excellent metallogenic geological
conditions and are rich in nonferrous metals, precious
metals, ferrous metals, and various nonmetallic minerals
[12–14]. (e distribution of mineral resources in the three
cities in southern Shaanxi is slightly different: Hanzhong is
rich in iron, manganese, titanium, nickel, metallurgical
quartz stone, solvent limestone, and other minerals; Ankang
is rich in mercury, pyrite, barite, and other minerals re-
sources; and Shangluo is rich in iron, titanium, lead, zinc,
gold, and other mineral resources. Figure 2 shows the hi-
erarchical structure model of comprehensive evaluation of
advantageous mineral resources in southern Shaanxi.

2.2.1. Gold Ore. As the dominant mineral in the Qinling
Mountains metallogenic belt, the output of gold ore is
mainly controlled by the tectonic-magmatic belt. (ere are

two regional gold metallogenic belts in the north and south.
(e gold ores in the belt follow the distribution of regional
large faults and own the characteristics of close magmatism
in the Indo-Chinese-Yanshan period.(e dominant types of
gold ores are mainly structural altered rock type and quartz
vein type, which are concentrated in the West Qinling
Mountains and Xiaoqinling Mountains areas.

(e gold ores in Shaanxi Province are mainly distributed
in the areas under the jurisdiction of cities such as Xi’an,
Baoji, Weinan, Hanzhong, Ankang, and Shangluo. Among
them, the areas under the jurisdiction of Hanzhong City and
Shangluo City have a relatively large number of mineral
fields, accounting for 21.28% and 31.38% of the total gold
mining fields in the province, respectively, while the reserves
of gold mineral resources are mainly concentrated in the
areas under the jurisdiction of Baoji City and Shangluo City,
accounting for 23.77% and 32.86% of the province’s total
identified gold reserves, respectively.

Table 1: Distribution table of main mineral resources in southern Shaanxi.

Serial number Area Mainly distributed minerals
1 Hanzhong Gold, iron, manganese, copper, nickel, lead, zinc, phosphorus, sulfur, serpentine, etc.
2 Ankang Gold, iron, antimony, mercury, tungsten, titanium, vanadium, barite, lead-zinc, etc.
3 Shangluo Iron, molybdenum, silver, antimony, copper, potassium feldspar, vanadium, titanium, lead-zinc, crystal, etc.

scale Extra 
Large Large

Medi
um Small

Gold 
Lead

Zinc

Molybdenum

Minerals

Mineral Legend

Ankang

Hanzhong

Shangluo

Figure 1: Distribution figure of major mineral resources in southern Shaanxi.

Table 2: List of weights of second-level indicators.

Serial number Second-level indicator B Weight
1 Mineral resources themselves B1 0.1796
2 Mineral resources survey and exploration B2 0.2496
3 Development and utilization of mineral resources B3 0.2364
4 Socioeconomic benefits B4 0.3343
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2.2.2. Lead-Zinc Ore. (e large-scale mineralization of lead-
zinc ore in the West Qinling Mountains area generally in-
cludes two stages: Devonian tectonic rifting-contempora-
neous depositional mineralization and Triassic tectonic-
magmatic superimposed mineralization.

(e geographical location of lead-zinc ore in Shaanxi
Province is mainly distributed in the areas under the ju-
risdiction of Baoji, Ankang City, and Shangluo City in
southern Shaanxi. Lead-zinc resource reserves account for
86.93% of the province’s total lead-zinc resource reserves.
Among them, Baoji City’s lead and zinc resource reserves
account for 26.44% and 51.58% of the province’s total lead
and zinc resource reserves, respectively, Shangluo City’s lead
resource reserves account for 47.74% of the province’s total
lead resource reserves, and Ankang City’s zinc resource
reserves account for 23.58% of the province’s total zinc
resource reserves. (e area of Fengxian-Taibaimiao in Baoji
City, Shanyang-Zhashui and Zhen’an in Shangluo City, and
the northern part of Xunyang in Ankang City are relatively
concentrated areas of lead-zinc ore in Shaanxi Province.

2.2.3. Iron Ore. Iron ores are distributed in all prefecture-
level cities in Shaanxi Province. However, iron ores with
industrial significance are mainly distributed in the areas
under the jurisdiction of Hanzhong City, Ankang City, and
Shangluo City in southern Shaanxi [15]. Its mineral deposits
account for 74.83% of the province’s total iron deposits, and
its iron ore resource reserves account for 96.55% of the
province’s total iron ore resource reserves. Among them, the
Mian-Lue-Yang area in Hanzhong City and the Bijigou area
in Yangxian County, the Ziyang-Zhenping area in Ankang
City, and the Zhashui-Shanyang area in Shangluo City are
areas with relatively more iron deposits. (e iron resources
reserves are mainly distributed into three types of deposits:
magmatic segregation type, bed-controlled hydrothermal
type, and volcanic-sedimentary metamorphic type.

2.2.4. Copper Ore. Copper ores are distributed in 6 pre-
fecture-level cities in the southern Shaanxi and Guanzhong
regions. Shangluo City has the largest number of copper
mines, accounting for 52.17% of the province’s total copper
mines and 28.86% of the province’s total copper resource
reserves, followed by Hanzhong, accounting for 20.87% of
the province’s total copper mines, accounting for 20.82% of
the province’s total copper resource reserves. Weinan City

has a small number of ore deposits, but its copper resource
reserves account for 25.03% of the province’s total copper
resource reserves. (e Mian-Lue-Yang area of Hanzhong
City, the Zhashui-Shanyang area of Shangluo City, and the
Shangzhou-Danfeng area are the areas with relatively more
copper deposits. (e identified resources and reserves of
copper deposits are mainly distributed in two types of de-
posits: porphyry type and tectonic hydrothermal type.

2.2.5. Molybdenum-Tungsten Ore. Molybdenum and tung-
sten ores are distributed in the northern margin of the
Qinling Mountains metallogenic belt, and the main type is
porphyry. In recent years, large-scale molybdenum deposits
have been discovered in the West Qinling Mountains, and
breakthroughs have been made in the prospecting of mo-
lybdenum ore. Wenquan, Jiangligou, and other porphyry
molybdenum-tungsten (copper) ores and a series of pro-
specting clues have been discovered and several molybde-
num deposits (points) such as Yueheping, Xigou and
Guilin’gou in the Zhen’an-Ning-Shaan junction area of the
South Qinling Mountains. Recently, good molybdenum
mineralization has been discovered in the gold deposits of
the Xiaoqinling Mountains gold ore concentration area, and
the molybdenum resources of individual deposits can reach
a medium scale. In the west of the molybdenum deposits in
Jinduicheng, the molybdenum (lead) deposits accompany-
ing silver and lead in Xigou, Huaxian County, have been
discovered in the latest exploration, which further shows
that the Qinling metallogenic belt has huge potential for
molybdenum prospecting.

2.2.6. Antimony Ore. Mercury ore and antimony ore are
mostly symbiotic, mainly in the epithermal medium-low
temperature hydrothermal type. (e distribution of deposits
is controlled by stratigraphy and structure, and they are
mainly distributed in the southern South Qinling Moun-
tains.(e Triassic rift basin that traverses the east and west of
the Qinling Mountains metallogenic belt is an important
mercury-antimony-gold polymetallic metallogenic belt in
Qinling Mountains, in which the argillaceous fine clastic
turbidite sedimentary rock series is an important ore-
hosting rock series [16–18]. At present, dozens of large and
medium-sized mercury-antimony deposits such as Yawan,
Ganzhai, Gongguan, and Qingtonggou and numerous
mineral fields have been discovered, which constitute a
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veritable “golden belt” of the Qinling Mountains, and the
prospecting practice in recent years has proved that its
prospecting potential is huge.

3. AnalysisofAdvantageousMineralsofMineral
Resources in Southern Shaanxi

Southern Shaanxi is rich in mineral resources and has many
kinds of minerals. (is paper selects advantageous minerals
and strategic minerals for follow-up evaluation. (is paper
collects and sorts out the information of related projects
such as the utilization status of mineral resources in
southern Shaanxi and the evaluation of the potential of
mineral resources in Shaanxi Province and finally selects
four advantageous minerals in southern Shaanxi, gold, lead,
zinc, and molybdenum, for analysis.

(is paper adopts an optimized version of an artificial
neural network for this process. (e optimized neural
network is a network with optimal weights selection. In the
following, the structure of the optimized neural network has
been described. Table 3 shows the analysis list of the ad-
vantages of four main mineral resources in southern
Shaanxi.

4. Optimized Neural Network Based on Bat
Optimization Algorithm

Optimization is a topic in mathematics, computer science,
and operations research in which the best element
(according to a set of criteria) is selected from a set of
options. Optimization has significant applications in “arti-
ficial intelligence”. Artificial neural networks (ANNs) are
computational systems that are inspired by but not neces-
sarily related to biological neural networks. Today, a variety
of neural network algorithms are widely used to solve
“machine learning” problems [19]. Indeed, the use of neural
networks in various issues is of interest to researchers.

Today, perceptron neural networks are still of particular
importance and are a fast and reliable solution to classifi-
cation problems. In many complex mathematical problems
that lead to the solution of complex nonlinear equations, a
multilayer perceptron network can be used simply by de-
fining appropriate weights and functions [20].

In this type of network, an input layer is used to apply the
problem inputs to a hidden layer and an output layer ul-
timately provides the solutions to the problem. (e model
used in the simulation (input Xi is multiplied by its weight
and enters the second layer (hidden layer) and then the sum
of the coefficients of all Xi is calculated and a certain value is
obtained) and again enters the layer as input. It is then, and
this process continues until it reaches the output layer, and
in the output layer, the output function is obtained by
applying the output function to it.

4.1. Multilayer Perceptron Neural Networks. An artificial
neural network (ANN) is an idea for information processing
that is inspired by the biological neural system and processes
information like the brain.(e key element of this idea is the

new structure of the information processing system. (is
system is made up of a large number of highly inter-
connected processing elements called neurons that work
together to solve a problem. In traditional computational
methods, a series of logical expressions are used to operate.
In contrast, neural networks use a set of nodes (as neurons)
and edges (as synapses) to process data. In this system,
inputs flow into the network and a series of outputs are
generated.

A popular method to better minimize the error between
the network output and the experimental data is to utilize the
backpropagation (BP) approach. Based on the BP method,
the idea is to the optimal selection of the weights of the
neurons to minimize this error and to provide an efficient
confirmation with the experimental data. Error minimiza-
tion of the BP method is based on the gradient descent (GD)
algorithm. A drawback of the GD method is that sometimes
stuck in the local minimum point affects the network’s
success.

(e network output for nodes can be achieved based on
two stages. First, the input-weighted summation in the input
has been obtained as follows:

zi � 􏽘
n

j�1
wijαi + βj, (1)

where αi specifies the input data, βj signifies the bias of
neuron number j, and wij describes the connected neurons
between αi and the jth hidden neuron.

(e activation function is used to activate the neuron
output. (ere are several activation functions for MLP
networks. (is study uses the sigmoid function for this
purpose. (e sigmoid function is achieved based on the
following equation:

fj(x) �
1

1 + e
−yj

, (2)

where fj is the activation function and y is the network
output.

At last, the network output is achieved as follows:

yi � 􏽘
m

j�1
wkjαi + βk. (3)

4.2. Bat Optimization Algorithm. Today, there is a great
tendency to use algorithms inspired by nature and based on
the swarm intelligence of animals. Especially in the category
of optimization techniques, these algorithms have been very
popular [21]. With a close look at the nature and the great
variety of animals that collectively follow certain methods in
their lives, it is obvious that many algorithms can be inspired
by them. For example, the genetic algorithm was first in-
troduced by John Holland. (is algorithm uses Darwin’s
principles of natural selection to find the optimal formula for
predicting or matching the pattern.

Also, the particle swarm algorithm is based on the swarm
behavior of birds and was proposed in 1975 by Kennedy and
Eberhart. (ere are many algorithms in this field such as the
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world cup optimization algorithm, cuckoo algorithm, and
firefly algorithm. It should be noted that one of the most
important discoveries of modern science that is the focus of
many scholars and scientists today and has led to the solution
of many unsolved problems is the subject of artificial neural
networks that are inspired by human neural nature. Based on
the cases and examples mentioned, we conclude that it is
being added to nature-inspired algorithms day by day.

(e bat algorithm is a metaheuristic algorithm inspired
by the swarm behavior of bats in the wild, introduced in 2010
by Yang. (is algorithm is based on the use of sound re-
flection by bats. Bats find the exact path and location of their
prey by sending sound waves and receiving reflections.
When the sound waves return to the transmitter (bat), the
bird can draw an acoustic image of the obstacles in front of
its surroundings and see the surroundings well even in
complete darkness. Using this system, bats can detect
moving objects such as insects and immobile objects such as
trees. (e bat algorithm is based on the echo detection
feature of microbats. In general, there are two types of bats,
the first type is large bats, and the second type is called small
bats. Microbats use this feature for night flying and hunting.
Echo detection of microbats is in practice a perceptual
system in which ultrasonic waves are generated to obtain
echoes. (e bat’s brain and nervous system can create an
image of its surroundings and details by comparing trans-
mitted and reflected waves.

(is ability allows microbats to detect their prey in
complete darkness. (e intensity of the wave produced by
the bat is 130 decibels, and it uses the frequency of 15 kHz to
200 kHz for hunting prey. (is is while the human hearing
range is from 20Hz to 20 kHz. In order to identify the data,
the bat must be able to separate the sound produced by it
from its echo. Microbats have two methods for this purpose.
Echo detection with short time cycles: these bats can detect
the sound sent by themselves from the reflected sound with
the help of timing. Echo detection with long time cycles:
these bats produce a continuous sound and separate the
pulses and echoes by changing the frequency. (ey can
change the pulse of any output frequency depending on the
flight speed. In this way, the received echo is still in the
appropriate hearing range.

(e following three ideal rules are used to develop this
algorithm:

(i) Using bounce detection, all bats can estimate the
distance and distinguish between prey and fixed
obstacles.

(ii) Bats are randomly searching for prey at speed vi in
position xi with constant frequency fmin with
variable wavelength λ and loudness A0. (ey can
automatically adjust the wavelength of their
emitted pulses and adjust their pulse emission
rate, r ∈ (0, 1), according to the proximity of their
prey.

(iii) Although the volume can be changed in different
ways, it is assumed that the volume changes from a
large (positive) value of A0 to a constant minimum
value, Amin.

(iv) We can also use this approximation, which is
generally the frequency f in a range [fmin, fMax],
which corresponds to a wavelength spectrum as
[λmin, λMax].

Each bat depends on the speed vt
i and the location xt

i by
repeating t in the next d-dimensional search or the solution
space.

Among all bats, there is only one optimal solution, x∗, so
the three rules mentioned in the previous section can be
calculated using the following formulas:

Fi � fmin + fMax − fmin( 􏼁 × β,

V
t
i � v

t−1
i + x

t−1
i − x

∗
􏼐 􏼑fi,

X
t
i � x

t−1
i + v

t
i ,

(4)

where β describes a random value between 0 and 1 which is
generated by a uniform random distribution.

As mentioned, wavelength or frequency can also be used
for implementation. Here, fmin � 0 and fMax � 1, which is
interesting depending on the size of the problem. Each bat is
first assigned a random frequency obtained uniformly from
[fmin, fMax]. For this reason, it can be said that the bat
algorithm is a frequency scale algorithm so that it provides a
balanced combination of exploration and exploitation. Pulse
amplitude and rate provide an automatic mechanism for
automatic control and magnification of the area leading to
prescribed solutions. With these consumptions, we have the
following:

A
t+1
i � αA

t
i ,

r
t+1
i � r

0
i ×[−exp(−ct)],

(5)

where α and c represent two constant variables.
(e function α is similar to the function of the tem-

perature reduction factor in the simulated annealing algo-
rithm. For 0< α< 1, c> 0, when t⟶∞,

A
t+1
i ⟶ 0r

t+1
i ⟶ r

0
i . (6)

In the simplest case, c � α can be considered. (e
simulations performed in this algorithm are considered:
c � α � 0.98.

In this study, the bat optimization algorithm has been
used to minimize mean square error (MSE) between yi and
zi.

(e equation of the MSE is formulated as follows:

MSE �
1
n

􏽘

n

j�1
􏽘

m

i�1
yi(k) − zi(k)( 􏼁

2
. (7)

(erefore, the pseudo-code of the present study can be
considered as follows:

(1) Initializing the bat algorithm
(2) Evaluate error value of the network
(3) Update the algorithm to provide proper value for

network parameters
(4) Check the criteria condition
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(5) If the criteria condition is not achieved, go to (3)
(6) If the criteria condition is reached, go to (7)
(7) End

5. Comprehensive Analysis of Potential Value
and Carrying Capacity of Mineral
Resources in Southern Shaanxi

(is paper mainly evaluates the potential value of four
kinds of advantageous mineral resources in three prefec-
ture-level cities in southern Shaanxi. (e potential value of
mineral resources is essentially the value of a proven
available mineral resource converted from the price of its
primary products, reflecting and measuring the strength
and potential of mineral resources in a study area from a
macro level. (e potential value of mineral resources is the
value of a proven available resource converted from the
price of its primary product. (is indicator does not deduct
the mining and selection loss of mineral resources and the
element cost of exploration and mining and is used to
reflect the strength of mineral resources in a specific area
from a macro level. (e evaluation of the potential value of
mineral resources is a general assessment of the potential of
mineral resources and the possible economic benefits of
future development. It can not only reflect the abundance
of mineral resources but also reflect the economic scale of
future mineral development and provide a basis for ana-
lyzing the contribution of mineral exploitation to the re-
gional economy, and it is also an important basis for
resource economic zoning.

5.1. Analysis Method

(i) Begin the neural network training
(ii) Determine the network inputs including the

following:
(iii) Mineral Reserves (R): the current situation of

mineral resources utilization in southern Shaanxi
and local mineral records are used as the data for
this calculation. By the end of 2017, the retained
reserves of four major mineral resources in three
prefecture-level cities in southern Shaanxi are
used.

(iv) (e Price of Mineral Products (P): the price of
mineral products selects the latest market price of
the latest raw mineral products as the calculation
parameter.

(v) Grade Adjustment Coefficient (G): the grade ad-
justment coefficient refers to the conversion coef-
ficient between unit mineral reserves and unit
mineral products, which is obtained by dividing the
average grade of mineral reserves by the mineral
product grade per unit price.

(e conversion formula is as follows: grade adjustment
coefficient� average grade of mineral reserves÷mineral
product grade per unit price.

5.2. Comprehensive Analysis and Evaluation of Potential
Value and Economic Carrying Capacity of Major Mineral
Resources in Southern Shaanxi. Mining plays a pivotal role
in the development of the national economy in Shaanxi
Province and southern Shaanxi. (e evaluation of the
potential value of mineral resources and economic carrying
capacity can embody and reflect the guarantee capacity of
regional mineral resources and the contribution capacity of
the mineral economy to a certain extent. (e capacity of
mineral resources to pay for the future economic devel-
opment speed is to determine the economic development
speed under the condition of available resources in the
future by measuring the demand for resources of the
economic development speed. (e carrying capacity of
mineral resources for social and economic development is
the degree of support to social material production and
people’s life.

From Table 4 and Figures 3 and 4, it can be seen that by
the end of 2020, the total potential value of retained resource
reserves of the four major mineral resources in the three
prefecture-level cities in southern Shaanxi was as high as
RMB 51.985 billion.

(e potential value, potential value per unit area, and
potential value per capita of the retained reserves of the four
major mineral resources in the three prefecture-level cities in
southern Shaanxi are in the order of Shangluo, Hanzhong,
and Ankang. Among them, the most potential value of
Shangluo City is as high as RMB 33.987 billion, and the
potential value per capita is RMB 16,500, ranking first in
southern Shaanxi. (is is mainly due to Shangluo City’s
super-large gold deposits, considerable reserves of lead-zinc
ore, and molybdenum ore resource. Hanzhong City ranks
second, with a potential value of RMB 11.553 billion and
RMB 3,599.06 per capita, thanks to the reserves of lead-zinc
ore resources in Hanzhong City. Figure 5 shows the eval-
uation figure of the carrying capacity of mineral resource in
southern Shaanxi.

Table 4: Potential value table of retained reserves of three major minerals in three prefecture-level cities in southern Shaanxi in 2020.

Area Total land
area (KM2)

Total population
(10,000 people)

Potential value
(RMB hundred

million)
Ranking

Unit area potential
value (RMB ten

thousand)
Ranking

Potential value
per capita
(RMB)

Ranking

Hanzhong
city 27200 321 115.53 2 42.47 2 3599.06 2

Ankang city 23529 249 64.45 3 27.37 3 2588.35 3
Shangluo
city 19292 205 339.87 1 176.17 1 16579.02 1
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Based on the analysis of the mineral advantages of the
four main minerals (gold, lead, zinc, and molybdenum ore)
in southern Shaanxi and the analysis of the potential value
carrying capacity of mineral resources in the three prefec-
ture-level cities, it is concluded that the grades of mineral
resources carrying capacity of the three prefecture-level
cities in southern Shaanxi are divided into three grades,
namely: Shangluo City is an excellent grade, Hanzhong City
is a good grade, and Ankang City is a general grade.

6. Conclusion and Analysis

Based on the current situation of development and utili-
zation of advantageous mineral resources in southern
Shaanxi, this paper establishes a hierarchical structure model
for comprehensive evaluation of advantageous mineral re-
sources in southern Shaanxi and draws the following
conclusions:

(1) In general, the mineral resources in southern Shaanxi
have an advantageous position in the follow-up
carrying capacity of the national economy. (rough
the analysis of the distribution of minerals and the
status quo of resources in this region, an analysis and
evaluation model for mineral advantages based on the
analytic hierarchy process is established, apply it to the
research area, and the evaluation results are good,
which is more in line with the actual situation.

(2) Based on the evaluation and analysis of the advan-
tageous mineral resources, the evaluation model
equation of the potential value of mineral resources
in southern Shaanxi is established, and the potential
value of mineral resources in the three prefecture-
level cities in the study area is calculated and ana-
lyzed. (e mineral resources carrying capacity in
southern Shaanxi is comprehensively evaluated and
graded based on this. Among the three cities in
southern Shaanxi, Shangluo City has the highest
mineral resources carrying capacity, which is ex-
cellent, Hanzhong City has a good carrying capacity,
and Ankang City has a general carrying capacity.

(3) (e development of the southern Shaanxi focuses on
the coordinated development of resources, envi-
ronment, and social economy, and one cannot ig-
nore the other. It is unfeasible to only pursue
economic development and ignore ecological and
environmental protection, and it is unrealistic to
simply protect resources and the environment
without developing the economy. (erefore, seeking
a reasonable development model and maximizing
resource and environmental benefits are the solu-
tions to the sustainable development of resources.

Data Availability

(e data used to support the findings of this study are in-
cluded in the following: Shaanxi Province Yearbook
2010–2017, Shaanxi Local Chronicle 2010–2017, and In-
ternal data from my company (the internal data of the unit
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Automatically recognizing the damaged surface parts of cars can noticeably diminish the cost of processing premium assertion
that leads to providing contentment for vehicle users. �is recognition task can be conducted using some machine learning (ML)
strategies. Deep learning (DL) models as subsets of ML have indicated remarkable potential in object detection and recognition
tasks. In this study, an automated recognition of the damaged surface parts of cars in the real scene is suggested that is based on a
two-path convolutional neural network (CNN). Our strategy utilizes a ResNet-50 at the beginning of each route to explore low-
level features e�ciently. Moreover, we proposed newmReLU and inception blocks in each route that are responsible for extracting
high-level visual features.�e experimental results proved the suggestedmodel obtained high performance in comparison to some
state-of-the-art frameworks.

1. Introduction

�e evaluation of car parts is a challenging task that mainly
originates from the insurance industry. �e issue of auto-
mated assessment of damaged parts of a car represents the
foremost challenge in the damage assessment and auto
repair industry [1, 2]. �is �eld of study has a number of
application areas ranging from accidental damage evaluation
for car insurance companies to car evaluation companies
such as body shops and car rentals [3]. In evaluating a
vehicle, the damaged parts can take any form containing
missing parts, minor and major dents, and scratches.
Generally, the evaluation region has an important level of
noise such as oil, grease, or dirt that makes an inaccurate
recognition challenging [1, 4]. Also, the recognition of some
speci�c parts is the �rst stage in the repair industry for
having an accurate labor and parts evaluation where the
presence of dissimilar car sizes, shapes, and models makes
the task even more di�cult for a model based on a machine
learning strategy to perform well [5].

Nowadays, many machine learning algorithms have
been broadly used in many industries to bring down the

charge of manual endeavors including object recognition
[6, 7], exterior car body damage-detection [8], image
encoding [9], and healthcare (organ, skeletal, body pose,
tumor/cancer segmentation) [10, 11].

Detecting the damaged parts of the outer surface in
various kinds of cars has received great attention in the �eld
of machine vision in recent years, and many frameworks
have been proposed for reducing the claim leak issue
[2, 12, 13].

However, applying frameworks using ML strategies in
this �eld is a very challenging task. �is challenging task is
because of some issues including light re�ection, the pres-
ence of unidenti�ed objects surrounding vehicles, scene
illumination, and background detection [14, 15].

�ere are two main ML strategies for recognizing
damaged outer parts of a car including hand-crafted feature
extracting methods and deep learning models [8, 16].

Amirfakhrian et al.[3] proposed a clustering approach
based on the fuzzy similarity criteria and changing the color
space for recognizing the damaged parts of a car.�ey used a
similarity score among two images that is computed using
the color spectrum. Parhizkar et al.[8] suggested a cascade
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convolutional neural network to recognize the damaged
parts even in the presence of high illumination variation.
Moreover, the Kirsch compass kernels are used to produce
some edge maps for creating an encoded image. *ey used
two textural descriptor approaches namely local binary
pattern (LBP) and local directional number pattern (LDN)
to obtain more informative features from the original image.
Shirode et al. [17] suggested a deep learning model to
recognize the damaged parts of a car using two separate
CNN model. *e first model (VGG16) is utilized to identify
the damaged parts, locations, and their severities.*e second
model is able to mask out the precise damaged regions.

Our strategy to recognize the car damaged parts is based
on learning a convolutional neural network (CNN) archi-
tecture utilizing the collected dataset, which consists of 3,000
images with different dimensions captured from different
cameras.

*e proposed CNN classifies all pixels inside the image
into the background, damaged parts, and normal parts. All
pixels including normal and damaged parts of the car have
their own classes. For instance, we have two classes for
normal Windshield and damaged Windshield. So, overall
classes include 20 classes for car parts and one class for the
background. All car parts have 10 categories including
windshield, hood, front bumper, rear bumper, fenders,
trunk lid, front doors, back doors, roof, and quarters.

To solve the problems of two-stage models (car detection
and recognizing the damaged parts), we suggest a two-route
CNNmodel for exploring both global and local features.*e
main contributions of this study are listed as follows:

(1) A new two-route CNN model that automatically
finds and localizes damaged parts of the car inside an
input image

(2) Employ a transfer learning approach to find more
informative details from a real-scene image

(3) Applying local and global patches to the CNNmodel
for increasing the final performance of the model

2. Materials and Methods

In this part, our datasets and a detailed description of the
model architecture are described. *e suggested model is
shown in detail in Figure 1.

2.1. Proposed Convolutional Neural Network.
Convolutional neural network architectures are broadly
utilized in the field of computer vision, such as medical
image analysis, object detection, and action detection. In
these networks, features and patterns inside the image can be
explored by convolution operation [18–20]. *e lower
convolutional layers (Conv layers) can extract some features
such as curves, lines, and edges. *e deeper convolutional
layers are able to learn more complex hidden patterns inside
the image [21, 22].

*e convolution operation in a Conv layer is imple-
mented using a convolution filter (kernel), and its param-
eters are learned during the learning process. During the

convolving procedure, each filter is convolved with the input
image to compute an informative feature map [23]. It should
be mentioned that the dimension of the convolution filter is
always smaller than the dimension of the input image. In
another word, a convolution filter slides over an input image
and calculates the dot product between the convolution filter
and the input at each spatial position [1, 13, 24].

In this study, we employed two ResNet-50 models to
explore low-level features, and three 3 × 3 new.mReLU
blocks in each route are responsible for extracting high-level
visual features. A residual neural network (ResNet) stacks
residual blocks sequentially is an artificial neural network
(ANN). ResNet-50 is 50 layers deep including 48 Conv
layers, one maximum pooling, and one average pooling layer
[25]. In order to recognize each part of the car more pre-
cisely, we need a network that is able to detect more in-
formative features. So, we employed a pretrained ResNet-50
architecture that trained on ImageNet at the beginning of the
framework [26, 27].

*e extracted features of the ResNet-50 model are used
as the input of the 3 × 3mReLU block. In order to achieve a
better segmentation result, three 3 × 3mReLU blocks are
utilized sequentially.

As the performance of the ResNet-50 has been proved in
the field of image classification (extracting high-quality
features of images on ImageNet), we employed this model to
explore some informative details about the damaged car and
background. Moreover, by applying deeper layers (more
feature extraction layers), a better result in detecting dam-
aged parts of a car will be obtained.

*e employed 3 × 3mReLU architecture is shown in
detail in Figure 2. *is model was inspired by the concept of
learning multiple patterns using intermediate layers in a
CNN model [25, 28, 29]. In other words, utilizing stacking
up the mReLU pipeline is more efficient than a simple linear
chain of convolution layers to classify a varying-scale object.
In the suggested mReLU block, four 3× 3 filters (small re-
ceptive fields) are used to solve the problem of overfitting
and allow the framework to use a deeper architecture [28].
Also, the scale/shift layer is applied after the second con-
catenation layer to apply some trainable biases and weights
[30, 31].

A negation layer is employed to multiply −1 into the
output of the previous layer to enhance the exploration
process of informative features. We applied three and two
Conv layers before the negation layers for improving the
performance of the feature extraction process. Moreover,
some bottleneck layers (1 × 1 Conv layers) are used to reduce
the computation procedure [31, 32].

Moreover, we proposed a new inception block that
obtains the multiscale nature of car segmentation tasks and
enhances the performance of the model when encountering
a complex background [20, 30]. *is proposed inception
block in high detailed descriptions is indicated in Figure 3.
*is idea is inspired by some works conducted by [31, 32]
that decreases the number of feature kernels in each layer.
*is decreasing the number of parameters leads to main-
taining the sparsity of the architecture and improving the
computational performance.
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*e inception block has three routes for extracting
features. At the beginning of each route, a 1 × 1 con-
volutional layer is used and its output fed into two
convolution layers. *en, the output of the first two
routes is concatenated and is fed into another bottleneck

layer. Next, the output of routes one and two is con-
catenated with the third route. Due to the use of inception
and 3 × 3mReLU blocks, the overfitting problems have
been satisfactorily addressed.

2.2. Data Augmentation. For effective learning and imple-
mentation, a CNN model needs to be trained with a large
amount of the training data [18, 33]. *e deep learning-
based approaches need to be trained on large training
datasets for avoiding overfitting and to maximize learning.
Besides, the performance and learning accuracy of DL
models are improved with ample and high-quality training
data. Data augmentation (DA) techniques are used for
changing or enhancing a dataset [34, 35].

In this paper, we use some DA techniques including
geometric transformations (crop, rotate, and randomly flip),
brightness transformation, mirror transformation, Gaussian
noise, random elastic deformations, and random intensity
variation [36–38].

3. Results and Discussion

*e employing dataset includes 3,000 images of different
sizes obtained using various cameras. All images were
resized to the size of 620 × 620 before applying to the CNN
model. *e experiments were carried out employing Python
on the NVIDIA Tesla K80 GPU, 8GB RAM, and Windows
10. Our technique is compared with some studies in terms of
car damage detection. We assess the accuracy of the sug-
gested strategy with different criteria that are defined as
follows [39–41].
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Figure 2: Our suggested 3 × 3mReLU.
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Figure 1: Our two-route CNN model using two ResNet-50.
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precision �
TP

FP + TP
× 100%,

recall �
TP

FN + TP
× 100%,

IoU �
area of overlap
area of union

,

(1)

where false positive (FP) is the number of pixels that are
incorrectly categorized as the body of a car while true
positive (TP) implies the number of pixels that are correctly
predicted by the suggested CNN framework. Also, a false
negative (FN) indicates classified pixels that do not belong to
the car; however, they are wrongly predicted as the car parts.

In Table 1, the results of detecting car parts are listed for
10 parts of the car. As it is clearly shown, the best outcomes
for the precision are obtained for fenders, front doors, and
windshield, and the worst results are related to quarters,
roof, rear bumper, and back doors. For the recall assessment,
the fenders, hood, and windshield gained the best results
whereas the roof, front bumper, back doors, and quarters
gained the worst results. Similar to the recall and precision
outcomes, the best outcomes in terms of the IoU were
achieved for front doors.

In Table 2, the comparison results for detecting car parts
between our model and eight other approaches are listed. As
it is clearly indicated, the proposed architecture gained the
best results among all the eight other models. Moreover, the
FCOMB [12] and VGG [1] strategies have the worst outcome
among all the other techniques in terms of all evaluation
criteria while the texture descriptor [8] pipeline is the second
best model.

By looking deeply, we come to understand that the
PANet [42] model indicates a very similar performance to
the texture descriptor [8] model, and the VGG model [1]
demonstrates an almost alike consequence to the combined
feature (YOLOv3) [43] model. *e differences between the
obtained values of recall and precision criteria from the
FCOMB [12] model and the suggested model are great
numbers equal to 34% and 33%, respectively.

Table 3 exhibits the results of detecting car parts using
the proposed model. *e best outcomes in terms of the
precision achieved for the trunk lid and front doors and the
worst outcomes are related to the rear bumper. For the recall
assessment criteria, the roof, trunk lid, windshield, and hood
obtained the greatest results whereas the back doors and
fenders achieved the worst results. Similar to the recall and
precision outcomes, the best outcomes in terms of the IoU
were achieved for the roof.

Table 4 indicates the comparison of results for detecting
damaged parts of a car using our approach and some of the
recently published papers in terms of Recall, Precision, and
IoU. By comparing the gained results belonging to all models
in Table 4, it is clear that the combined feature (YOLOv3)
[43] and CNN [47] models gained the worst outcomes in
terms of all criteria. In contrast, the HTC [46] and texture
descriptor [8] pipelines obtained the next greatest values for
all criteria. Nevertheless, the suggested two-route model

Table 1: Quantitative assessment based on recall, precision, and
IoU for detecting different parts of a car.

Parts Precision (%) Recall (%) IoU
Windshield 91 94 0.89
Trunk lid 88 92 0.87
Roof 87 89 0.86
Front bumper 88 90 0.83
Rear bumper 87 91 0.81
Front doors 92 92 0.90
Back doors 87 90 0.86
Quarters 87 90 0.85
Fenders 93 95 0.86
Hood 90 93 0.82

Table 2: Quantitative comparison between the proposed model
and eight other models based on recall, precision, and IoU for
detecting different parts of a car.

Architecture Precision (%) Recall (%) IoU
PANet [42] 86 85 0.78
Combined feature
(YOLOv3) [43] 66 62 0.61

VGG models [1] 64 62 0.60
FCOMB [12] 56 58 0.55
Improved mask RCNN [44] 69 72 0.64
Mask RCNN [45] 65 70 0.69
HTC [46] 83 84 0.76
Texture descriptor [8] 87 86 0.80
Proposed method 89 92 0.85

Table 3: Quantitative assessment based on recall, precision, and
IoU for detecting different damaged parts of a car.

Parts Precision (%) Recall (%) IoU
Windshield 93 94 0.91
Trunk lid 96 94 0.93
Roof 92 95 0.92
Front bumper 92 90 0.89
Rear bumper 91 92 0.88
Front doors 95 92 0.91
Back doors 94 90 0.91
Quarters 90 91 0.87
Fenders 93 90 0.88
Hood 92 94 0.89

Table 4: Quantitative comparison between the proposed model
and eight other models based on recall, precision, and IoU for
detecting different damaged parts of a car.

Architecture Precision (%) Recall (%) IoU
PANet [42] 87 86 0.85
Combined feature
(YOLOv3) [43] 67 68 0.64

CNN [47] 58 61 0.57
FFNN [48] 88 89 0.86
Mask RCNN [45] 84 81 0.78
VGG models [1] 85 84 0.81
HTC [46] 89 90 0.87
Texture descriptor [8] 90 91 0.88
Proposed method 93 92 0.90
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gained the best values among all compared models, which
denotes its high effectiveness in the achievement of the
desired objectives.

Figure 4 denotes the results of detecting a damaged part
of a car using different models. As it is clearly shown, the
damaged region of the car could not be recognized correctly
by YOLOv3, Mask RCNN, FFNN, and CNN. For further
explanation, the center region of the fender could not be
appropriately recognized by the Mask RCNN, Yolov3, and
CNN techniques. *is difficulty was addressed during the
implementation of the texture descriptor and VGG archi-
tectures. *e segmentation outcomes obtained using FFNN
and texture descriptor demonstrated an improvement in
recognizing damaged regions in areas with high illumination
variation and could reduce false positives.

4. Conclusion

In this paper, we suggested a deep learning-based model for
recognizing damaged parts of the car. We employed a two-
route CNNmodel that is able to extract both global and local
features from the input image. In order to minimize the
efficiency of the model for segmenting target parts, a pre-
trained ResNet-50 model was used at the beginning of the
pipeline. Moreover, an inception block and a 3 × 3mReLU
block were suggested to solve the overfitting. After analyzing
the suggested framework, we realized that the outcomes of
utilizing a pretrained CNN model that is applied to each
route lead to a high segmentation performance with respect
to some other models such as FFNN, YOLOv3, HTC, and
VGG. To validate the suggested model, it was implemented
on a private car collection database, and its outcomes from
three measurement criteria were compared with some state-
of-the-art techniques, including PANet [42], combined
feature (YOLOv3) [43], CNN [47], FFNN [48], mask RCNN

[45], VGG models [1], HTC [46], and texture descriptor [8].
*e results indicated that our framework demonstrated
better achievements toward the comparative approaches in
different terms of other comparative methodologies.
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In seismic exploration, e�ective seismic signals can be seriously distorted by and interfered with noise, and the performance of
traditional seismic denoising approaches can hardly meet the requirements of high-precision seismic exploration. To remarkably
enhance signal-to-noise ratios (SNR) and adapt to high-precision seismic exploration, this work exploits the non-subsampled
contourlet transform (NSCT) and threshold shrink method to design a new approach for suppressing seismic random noise.
NSCT is an excellent multiscale, multidirectional, and shift-invariant image decomposition scheme, which can not only calculate
exact contourlet transform coe�cients through multiresolution analysis but also give an almost optimized approximation. It has
better high-frequency response and stronger ability to describe curves and surfaces. Speci�cally, we propose to utilize the superior
performance NSCT to decomposing the noisy seismic data into various frequency sub-bands and orientation response sub-bands,
obtaining �ne enough transform high frequencies to e�ectively achieve the separation of signals and noises. Besides, we use the
adaptive Bayesian threshold shrink method instead of traditional handcraft threshold scheme for denoising the high-frequency
sub-bands of NSCTcoe�cients, which pays more attention to the internal characteristics of the signals/data itself and improve the
robustness of method, which can work better for preserving richer structure details of e�ective signals. �e proposed method can
achieve seismic random noise attenuation while retaining e�ective signals to the maximum degree. Experimental results reveal
that the proposedmethod is superior to wavelet-based and curvelet-based threshold denoising methods, which increases synthetic
seismic data with lower SNR from − 8.2293 dB to 8.6838 dB, and 11.8084 dB and 9.1072 dB higher than two classic sparse transform
based methods, respectively. Furthermore, we also apply the proposed method to process �eld data, which achieves
satisfactory results.

1. Introduction

In recent years, high-precision seismic exploration has been
a key subject in modern seismic exploration. �is technique
will be hindered if the noise in acquired seismic signals
cannot be removed perfectly. �e traditional seismic data
denoising approaches can hardly meet the requirements of
high-precision seismic exploration because the level and
complexity of the accompanying noise in seismic signals
have signi�cantly increased due to the increasingly complex

exploration environment and the increase in exploration
depth with the extension of �eld of seismic exploration. So, it
is crucial to design new e�ective techniques to remarkably
enhance the signal-to-noise ratio (SNR).

At present, many seismic denoising approaches have
been proposed including the initial seismic data denoising
method [1], traditional transform domain based denoising
methods [2–4], sparse transform based methods [5–8] for
solving multitasks, learning-based methods [9, 10], and
other methods [11–14]. Actually, as the most common
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seismic noise, random noise can penetrate the whole time
domain and severely distort and interfere with effective
seismic data. *us, since Canales [1] first developed a
random noise reduction approach, a lot of random noise
attenuation methods have been presented on this basis, such
as the sparse transform based approaches, the empirical
mode decomposition (EMD) based approaches, and fast
dictionary learning-based approaches [10]. Chen andMa [4]
removed random noise with predictive filtering of f-x em-
pirical mode decomposition. Chen and Fomel [6] developed
an EMD-Seislet transform based method to remove the
seismic random noise. Liu et al. [7] presented variational
mode decomposition for suppressing the random noise of
seismic data. In reality, one type of the intensively used and
most efficient seismic random noise attenuation approaches
are based on the sparse transform of multiscale geometric
analysis. Zhang and Lu [2] removed noise and improved the
resolution of seismic data by using the applied wavelet
transform. Neelamani et al. [3] attenuated random noise
with the curvelet transform, and subsequently, several
variants [8, 12] with good results have been reported. Lin
[14] proposed a three-dimensional (3-D) steerable pyramid
decomposition-based suppression method of seismic ran-
dom noise. Sang et al. [15] presented an unconventional
technique on the basis of a proximal classifier with con-
sistency (PCC) in transform domain for attenuating seismic
random noise, and they also proposed another seismic
denoising approach [16] via the deep neural network and
simultaneously suppressed seismic coherent and incoherent
noises [17] based on the deep neural network.

High SNR data are the important guarantee of high-
precision seismic exploration. But, the existing transform
domain based methods are difficult to obtain higher SNR
data due to not fine enough transform high frequencies such
as wavelet transform or curvelet transform. Compared with
the existing sparse transform based methods, that is,
wavelet-based transform and curvelet-based transform
methods, the NSCT presents multiscale, multidirectional,
and shift-invariant decomposition scheme, which has better
high-frequency response and stronger ability to describe
curves and surfaces. Besides, they often conduct rough
threshold operation by using manual threshold processing
methods such as hard thresholding or soft thresholding.
*ere is often a loss of effective signals. *erefore, to re-
markably enhance SNRs and adapt to high precision seismic
exploration, we exploit an effective seismic data denoising
method in this paper. *e contributions are as follows:

(i) We propose to utilize the new sparse transform
technique, non-subsampled contourlet transform
(NSCT), to decomposing the noisy seismic data into
various frequency sub-bands and orientation re-
sponse sub-bands, obtaining fine enough transform
high frequencies to effectively achieve the separa-
tion of signals and noises.

(ii) We use the adaptive Bayesian threshold shrink
method instead of the traditional handcraft
threshold scheme for denoising the high-frequency
sub-bands of NSCT coefficients, which pays more

attention to the internal characteristics of the sig-
nals/data itself and improve the robustness of
method, which can work better for preserving richer
structure details of effective signals.

(iii) We conduct the experiments on synthetic and field
data, which reveals that our approach is superior to
the wavelet and the curvelet transform based clas-
sical ones, achieving higher signal-to-noise ratio
(SNR) values.

*e remainder of this paper is organized as follows. We
present our method in Section 2. Experiments and perfor-
mance evaluation are presented in Sections 3. Conclusion is
drawn in Section 4.

2. Method

In this paper, we focus on transform domain based
thresholding methods due to their good performance. *e
wavelet-based thresholding scheme is the most classic
method for seismic data denoising. Wavelets can sparsely
represent one-dimensional (1-D) digital data with smoothed
point discontinuities and have been successfully used for
representing digital signals [18]. However, wavelets cannot
efficiently handle higher dimensional data because of the
usual presence of other kinds of singularities. As a matter of
fact, curvelets [19], contourlets [20], bandelets [21], and
some other image/signal representations can take the ad-
vantages of the anisotropic regularity of a surface along
edges, but these representations all have their own disad-
vantages, such as lack of a multiresolution geometry rep-
resentation for curvelets, extremely limited clear directional
features for contourlets, and computationally expensive
geometry optimization for bandelets. *e non-subsampled
contourlet transform (NSCT) [22] is an excellent multiscale,
multidirectional, and shift-invariant image decomposition
scheme, which can not only calculate exact contourlet co-
efficients through multiresolution analysis but also give an
almost optimized approximation. It has better high-fre-
quency response and stronger ability to describe curves and
surfaces. *erefore, we attempt to utilize NSCT to denoise
seismic data in this paper.

2.1. NSCT for Seismic Data. *e NSCT [22] primarily
consists of a cascade of non-subsampled pyramid filter bank
(NSPFB) and non-subsampled direction filter bank
(NSDFB). First, the NSPFB is utilized to decompose an
image and the sub-bands obtained are used as inputs of the
NSDFB to generate decomposition results of the initial
image in multiple directions and dimensions. *e NSCT
conducts K-level decomposition on an image to produce one
low-frequency (LF) and several high-frequency (HF) sub-
bands, and the size of all these sub-bands is identical with
that of the original image. So, the full reconstruction of
NSCT is possible since NSPFB and NSDFB can both be
completely rebuilt.

*e shift-invariant filtering structure of the NSCTresults
in its multiscale feature. By using a bank of non-subsampled
2-D two-channel filters, we have sub-band decomposition
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like the Laplacian pyramid. Figure 1 shows a 3-stage non-
subsampled pyramid (NSP) decomposition, whose expan-
sion has an alike concept with the 1-D non-subsampled
wavelet transform (NSWT) using the àtrous algorithm [22].
For a J-stage decomposition, the redundancy will be J+ 1.
*e region [− (π/2j), (π/2j)]2 and its complement are the
ideal passband support of the low- and high-pass filter at the
j-th stage, respectively. Upsampling the filter for the first
stage can yield the filters for subsequent stages; thus, no
additional filter is needed to give the multiscale property.
Our structure differs from that of the separable NSWT.
Particularly, our structure produces one bandpass image in
each stage leading to J+ 1 redundancy. However, the NSWT
generates three directional sub-bands in each stage, leading
to 3J+ 1 redundancy. *e advantage of NSP lies in its ability
to generate better filters due to its generality.

*e NSCT has following steps. First, the NSPFB is used
to multidimensionally decompose an image into an HF and
an LF sub-band. In multilevel decomposition, an image is
finally decomposed to an LF sub-band and a set of HF sub-
bands if only its LF sub-band is further iteratively filtered.
*e redundancy of an X-level NSPFB decomposition will be
X+ 1. With regard to the X-level low-pass and the bandpass
filter, the ranges of the ideal support of frequency domain are
[− π/2x− 1, π/2x− 1]2 and [− π/2x− 1, π/2x− 1]2 ∪ [− π/2x, π/2x]2,
respectively. *e decomposition does not extra filter during
acquiring multidimension properties. So, the generated
redundancy of X+ 1 will be generated in each stage with a
bandpass image, and the structure is significantly superior to
that of the wavelet transform. *en, these sub-bands can be
decomposed along singular points andmultiple directions in
various dimensions, and the directions are integrated. *e
NSDFB also belongs to a two-channel filter bank which
comprises decomposition filters Ui(z), (i � 0, 1) and syn-
thesis filters Vi(z), (i � 0, 1) satisfying Bézout’s identity:

U0(z) + V0(z) � U1(z) + V1(z). (1)

To adopt ideal support of the frequency domain, two
channels are decomposed by U0(z) and U1(z). *en, U1(z)

and U0(z) are upsampled instead of subsampled by all
sampling matrices in each level to get direction filters in the
subsequent levels. *is completes the image decomposition
and an NSCT transform is schematically presented in Fig-
ures 2 and 3. Figure 2 displays an overview of NSCT which
has a filter bank for dividing the 2-D frequency plane into
sub-bands plotted in the bottom left quarter of Figure 1. By
using NSCT, we decompose the 2-D seismic signal data into
two shift-invariant components: an NSP structure to ensure
multiscale properties (Part 1 of Figure 2) and an NSDFB
structure to give directionality (Part 2 of Figure 2). *e
obtained idealized frequency partitioning diagram is pre-
sented in Figure 3. *e structure consists in a bank of filters
that splits the 2-D frequency plane into several sub-bands. In
this paper, we use this mode of non-downsampling to reduce
the sampling distortion in the filters and obtain translation
invariance, in which the size of the directional sub-band at
each scale is the same as that of the original 2-D seismic
signal matrix. *e NSCT has more details to be preserved,

and the decomposition can better maintain the edge in-
formation and contour structure of the seismic signals.

Figure 4 shows processing results of implementing the
two-level NSCT on the synthesized seismic signal data with
noise (Figure 4(a)) to yield a low-pass sub-band (Figure 4(b))
and a set of high-pass sub-bands (Figures 4(c) and 4(d)).
Here, two and four shearing directions are used for the
coarser and the finer scale, respectively. We can see from
Figure 4 that the LF record (Figure 4(b)) decomposed by the
NSCT basically contains the effective synthesized seismic
signals. For HF records (Figure 4(d)) of scale 1, all they
contain is noise, while HF records (Figure 4(c)) of scale 2
contain partially effective signals and noise, which needs to
be further processed via signal-noise separation.

2.2. Denoising Seismic Data Using the3reshold Shrink in the
NSCT Domain. To remarkably suppress seismic random
noise while not damaging the effective signal in the process of
denoising, this paper proposes a novel NSCT-based scheme
with an adaptive threshold value setting for suppressing
seismic random noise. *e NSCT with the properties of
multiscale, multidirection, and relative optimized sparsity can
not only calculate the exact contourlet coefficients through
multiresolution analysis but also give an almost optimized
approximation. As the NSCT is multidirectional, large co-
efficients can be obtained when the direction of the NSCT
basic function is approximately the same as the direction of
the seismic signals, while small coefficients can be obtained
when they have large difference. *us, the random noises are
distributed on small coefficients, so we can remove smaller
coefficients to achieve random noise attenuate using an ap-
propriate thresholding operator.

We first analyze the sparsity of NSCT before giving the
steps of denoising. It is known that the degree of approx-
imation of the decomposed effective data determines the
effect of noise suppression [23]. *at is to say, the denoising
effect depends on the sparsity of the approach. Figure 5
presents the reconstruction error on synthesized data
(Figure 6(a)) in the wavelet transform domain, curvelet
transform domain, and NSCT domain. Clearly, the con-
struction error of NSCT is the smallest at the same per-
centage of coefficients, and it is approximate to zero at 6%
coefficient, showing its optimal sparsity. In Figure 6, we
compare the high-frequency coefficients of NSCT, curvelet
transform, and wavelet transform, where we can clearly see
that the NSCT represents the curvature more accurately.

Generally, one threshold is used for the whole image/
signals (or sub-bands) in signal denoising techniques based
on the threshold shrink. Obviously, the threshold value
should be smaller if the signals contain more effective in-
formation, and it should be larger if the signals have more
smooth regions. For the two cases, a larger threshold value
should be correspondingly used for a higher noise level.
Evidently, detailed information with an optimal threshold
value does not function adequately for smooth regions and
vice versa. *erefore, setting for threshold value can be
further optimized by introducing adaptive threshold for
different regions in seismic signals to exploit the fact that

Mathematical Problems in Engineering 3



H0 (z)

H1 (z)x

H0 (z2I)

H1 (z2I)

H0 (z4I)

H1 (z4I)

y0

ω2

ω1

y1

y2

y3 (–π, –π)

(π, π)

0 1
2

3

Figure 1: (a) Schematic diagram of 3-stage NSP decomposition. �e aliasing due to upsampling is denoted with lighter gray. (b) Sub-bands
on the 2-D frequency plane.

Seismic Data
Matrix

Decomposition

Idealized frequency partitioning
obtained with the NSCT structure

ω1

ω2 (π, π)

(–π, –π)

Part 1

Part 2

Lowpass
Sub-band

High-pass
Sub-bands

Bandpass Directional
Sub-bands

Figure 2: Schematic diagram of the NSCT of 2D seismic data.

ω1

ω2 (π, π)

(–π, –π)

Figure 3: Ideal frequency division by the NSCT.

4 Mathematical Problems in Engineering



0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

(a)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

(b)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

(c)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace
150

Ti
m

e (
m

s)

(d)

Figure 4: Example of NSCTprocessing. (a) Synthesized seismic signal data with noise. (b) Approximate NSCTcoefficients. Seismic signals
of the detailed NSCT coefficients at scale 2, 2 directions (c) and scale 1, 4 directions (d).
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most signals consist of smooth regions and e�ective seismic
signal information.

Speci�cally, the two-dimensional noisy seismic data can
be calculated by

f(t, g) � x(t, g) + n(t, g), (2)

where t denotes time, g represents the trace number, and
x(t, g), n(t, g), and f(t, g) represent the e�ective seismic
data, the additive random noise, and the noisy observed
seismic signals, respectively. Signal x(t, g) will be recovered
from f(t, g).

In NSCT-based denoising approaches, a threshold is
properly set for the NSCTcoe�cients so that seismic signals can
be retrieved from the acquired noisy seismic data.�e proposed
seismic random noise attenuation has the following main steps.

Step 1. Decomposing noisy seismic data with a K-level
NSCT to yield one low-pass sub-band and one set of high-
pass sub-bands Dk,j(k � 1, 2, . . . , K; j � 1, 2, . . . , J), with
the current scale k, the decomposition orientation j, and the
total number J of decomposition directions.

Step 2. Calculating denoising threshold values of all sub-
bands Dk,j. �e level adaptive Bayesian threshold [24] is
used and calculated as below:

(i) Using the robust median estimator to calculate
noise variance δ from sub-bands:

δ �
Median(|C(x, y)|)

0.6745
, C(x, y) ∈ DK,J. (3)

(ii) Using the maximum likelihood estimator (MLE)
[24] to estimate signal variance δk,j for the noisy
coe�cients of each detail sub-band Dk,j:

δk,j � max 0,
1
mn

∑
m

x�1
∑
n

y�1
Ck,j(x, y)[ ]

2 − δ2 , (4)

where Ck,j(x, y) ∈ Dk,j, andm and n denote the size
of seismic signals

(iii) Calculating discriminating threshold δth with the
near exponential prior of NSCT coe�cients across
scales:

δth �
δ · ∑kδk,j · 2

− k

∑kk
2 · 2− k

, (5)

where k denotes the current scale
(iv) Calculating denoising threshold T(k, δk,j) of each

sub-band for δk,j < δth:

T k, δk,j( )� 2(k− (J/2)/J) ·
δ2

δk,j
, (6)

where δk,j denotes the standard deviation of sub-
band Dk,j.

Step 3. Processing the noise-related NSCT coe�cients in
high-frequency sub-bands Dk,j with the well-known soft-
thresholding method [25]:
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Lowpass sub-band

Denoised data by the threshod shrink
in NSCT domain

Highpass sub-bands at scale 2, 2 directions

Highpass sub-bands at scale 1, 4 directions

Highpass sub-bands at scale 2,2 directions after
applying adaptive Bayesian threshold

Highpass sub-bands at scale 1,4 directions after
applying adaptive Bayesian threshold

NSCT

Applying
adaptive
Bayesian
threshold

Inverse
NSCT

Applying
adaptive
Bayesian
threshold

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

1500

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150 0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150
0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

0

100

200

300

400

500

600
0 50 100

Trace

Ti
m

e (
m

s)

150

Figure 7: Demonstration for the analysis framework of seismic random denoising in the NSCTdomain. (a) Before attack. (b) After attack.
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Figure 8: Processed results on synthesized data with noise for various approaches. (a) Noise-free. (b) Synthesized data with noise. Denoised
data and removed noise by the wavelet-based method (c, f ), the curvelet-based threshold denoising method (d, g), and our approach (e, h),
respectively.
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Table 1: Comparison of various SNRs before denoising and after denoising (dB).

Noisy data Wavelet-based denoising Curvelet-based denoising Our method
− 8.2293 − 3.1246 − 0.4234 8.6838
− 2.2063 5.8541 8.2496 13.2078
1.3116 7.7566 10.5394 15.9510
7.3169 11.9148 13.8784 19.4674

Table 2: Comparison of various SNRs before denoising and after denoising in the NSCT domain (dB).

Noisy data Hard thresholding Soft thresholding Shrink thresholding
− 6.4468 6.4325 6.8746 7.2314
0.4326 14.2376 14.3628 15.3071
5.6183 16.9283 17.1426 17.9552
8.6341 21.6875 22.4328 22.9457
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Figure 9: (a) Real migration pro�le. (b) Processed result by our approach.

Mathematical Problems in Engineering 9



100
200
300
400
500
600
700
800
900

1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900

100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900

(a)

100
200
300
400
500
600
700
800
900

1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900

100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900

(b)

100
200
300
400
500
600
700
800
900

1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900

100
200
300
400
500
600
700
800
900
1000
1100
1200
1300
1400
1500
1600
1700
1800
1900
2000
2100
2200
2300
2400
2500
2600
2700
2800
2900

(c)

Figure 10: (a) Real stacked pro�le. (b) Processed result by the proposed approach. (c) Noise removed by our approach.
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􏽢Ck,j(x, y) �

0, otherwise,

sgn Ck,j(x, y)􏼐 􏼑 · Ck,j(x, y)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 − T k, δk,j􏼐 􏼑􏼒 􏼓, Ck,j(x, y)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≥T k, δk,j􏼐 􏼑,

⎧⎪⎨

⎪⎩
(7)

where 􏽢Ck,j(x, y) and Ck,j(x, y) are the matrices of the co-
efficients after and before denoising in the NSCT domain,
respectively.T(k, δk,j) denotes the adaptive Bayesian threshold

Step 4. Reconstructing the denoised seismic data by con-
ducting an inverse NSCT on these denoised NSCT sub-
bands.

*e workflow of our method is figuratively presented in
Figure 7, where a two-level NSCT is performed on synthetic
data to yield a low-pass sub-band and a set of high-pass sub-
bands, and two and four shearing directions are used for
coarser and finer scale, respectively.

3. Experiments

In this section, we evaluate our proposed method with two
classic sparse transform based methods (wavelet- and the
curvelet-based thresholding schemes) on synthetic seismic
data and field data. *e hardware used in this experiment is
Intel 6226R CPU @2.90GHz processor, 93GB memory and
NVIDIA RTX 3090 24G graphics card. *e software used is
Matlab R2016b.

3.1. Synthetic Seismic Example. To demonstrate the perfor-
mance, an example of hyperbolic-events synthetic data is used.
Figure 8(a) presents the synthesized signals of 150 traces with
1ms time sampling interval.*e Ricker wavelet is expressed by

x(t) � 1 − 2π2f2
t
2

􏼐 􏼑 · e
− π2f2t2

. (8)

Figure 8(b) is the corresponding noisy synthetic data,
which is denoised by using two existing methods, namely,
the wavelet- and the curvelet-based threshold denoising
approach and the proposed approach. *ese three methods
use the same threshold method. We set up K� 2 and J� 2 for
the proposed approach. So, we can acquire the denoising
threshold T(k, δk,j) by computing formulas (3-6) step by
step; thus, we can further obtain the denoised high-fre-
quency results by the soft-thresholding method.
Figures 8(c)–8(e) show the obtained results by three
methods, respectively. Obviously, the result of our approach
is much superior to the ones by other two approaches.
Concretely, the results are evaluated by using SNRs [26]:

SNR � 20 · log10
x0

����
����2

x1 − x0
����

����2
, (9)

where x0 and x1 represent the noise-free data and the noisy or
denoised data, respectively. *e resulted SNR values for
Figures 8(b)–8(e)) are − 2.2063 dB, 5.8541 dB, 8.2496 dB, and
13.2078 dB, respectively. Obviously, wavelet- and the curve-
let-based approaches implement insufficient noise removal,
while our approach conducts good performance in attenu-
ating most random noise and the SNR value has been

significantly improved. Figures 8(f)–8(h) show the removed
noise sections by these three approaches, respectively. *e
wavelet- and the curvelet-based approaches lose part of useful
signals (red arrow). Obviously, the proposed approach does
not harm any useful signals. Besides, Tables 1 and 2 present
the summary of the results with various SNRs before and after
denoising. Our approach shows the better denoising per-
formance, especially for the low SNR seismic data.

In addition, to validate the processing result of our method,
real noisy seismic data are measured with same excitation and
reception in the identical data area. Figure 9 presents the ac-
quired noisy signals (Figure 9(a)) and the denoising result with
the proposed approach (Figure 9(b)). We can see that several
highlighted effective signals, clearer interlayer structure, and
improved event continuity can be observed from the patterns of
the denoised data, which significantly improves the SNR value.
Figure 10(a) shows the real stacked profile. Similarly, after
processing using our proposed approach, effective signals are
highlighted; information between layers is richer and noises are
effectively suppressed, significantly improving the SNR
(Figure 10(b)); it can be seen from the removed noise that there
is basically no effective signal loss.

4. Conclusion

*is article presents a novel NSCT-based seismic random
noise denoising method. *e superior performance NSCT
with an appropriate thresholding operator brings excellent
denoising results for seismic signals. *e proposed method
can achieve seismic random noise attenuation while
retaining effective signals to the maximum degree. *e
experiments are performed with both synthesized and real
seismic signals and the results demonstrate effectiveness of
our approach compared with existing ones. In the future, we
will consider deep learning based techniques to denoise
seismic data with low SNR in view of the powerful learning
ability and feature recognition ability, which aim to highlight
effective signals and suppress false signals.
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In order to realize intelligent identi�cation of rail damage, this paper studies the extractionmethod of complete damage ultrasonic
B-scan data based on the density-based spatial clustering of applications with noise algorithm (DBSCAN). Aiming at the problem
that the traditional DBSCAN algorithm needs to manually set the Eps and Minpts parameters, a KMNN-DBSCAN (K-median
nearest neighbor DBSCAN) algorithm is proposed. �e algorithm �rst uses the dataset’s own distribution characteristics to
generate a list of Eps andMinpts parameters and then determines the optimal Eps andMinpts through an optimization strategy to
achieve complete self-adaptation of the two parameters of Eps andMinpts. In order to further improve the clustering performance
of the algorithm, the partition idea is introduced, and the partition KMNN-DBSCAN algorithm is proposed to solve the problem
that the clustering results of the DBSCAN algorithm are inconsistent with the actual categories on datasets with uneven density.
�e experimental results show that the KMNN-DBSCAN algorithm has higher clustering accuracy and silhouette coe�cient (SC)
for the D037 dataset ultrasound information group (UIG) division; compared with the KMNN-DBSCAN algorithm, the proposed
partition KMNN-DBSCAN algorithm has higher clustering accuracy, F-Measure, and SC values. �e partition KMNN-DBSCAN
algorithm achieves accurate division of all damage UIG on the damaged B-scan data with large density di�erences, and completes
the e�ective extraction of complete damage data.

1. Introduction

Ultrasonic rail ¡aw detection vehicles are widely used in rail
damage detection with the advantages of high detection
sensitivity, good directionality, and accurate defect posi-
tioning [1]. �e ultrasonic rail detection vehicle collects the
damage B-scan data based on the multichannel ultrasonic
probe, and the technicians classify the damage based on the
damage B-scan data [2]. Rail damage identi�cation is mainly
divided into two parts: complete damage data extraction and
damage identi�cation. E�ective extraction of damage data is
an important prerequisite for accurate damage identi�cation
[3]. Complete damage data extraction refers to dividing the
adjacent ultrasonic echo points in physical locations to-
gether to form an ultrasonic information group (UIG). UIG
is the complete damage data and is the smallest unit of

damage identi�cation [4]. �e original B-scan data are
stored in the form of data stream, which is di�cult to extract
manually. In this paper, the clustering algorithm is used to
complete the damage data extraction.

Clustering algorithms are divided into partition-based
clustering, hierarchical-based clustering, model-based
clustering, and density-based clustering according to dif-
ferent clustering criteria [5]. �e partition-based clustering
must determine the �nal classi�cation of the dataset before
clustering, and the number of damages in the B-scan data �le
is uncertain, so the partition-based clustering is not suitable
for rail damage classi�cation [6]. �e hierarchical-based
clustering is only suitable for �nding spherical or spherical
clusters, while UIG is irregular in shape, so this method is
not suitable for UIG division [7]. �e model-based clus-
tering algorithm assumes that the input dataset has a
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potential probability distribution, and the clustering effect
will be affected if the assumptions do not hold [8]. However,
the distribution of B-scan data is random, so the model-
based clustering algorithm is not suitable for UIG division of
B-scan data. 0e density-based clustering algorithm uses
density as the clustering criterion and can find clusters of any
shape without presetting the number of clustering results.
0e representative algorithm is DBSCAN (density-based
spatial clustering of applications with noise), which can filter
out abnormal points as noise while clustering [9]. 0e
DBSCAN algorithm satisfies the requirement that the
number of damaged rails in ultrasonic B-scan data is un-
known, the damage shape is irregular, and the noise needs to
be filtered out. However, the traditional DBSCAN algorithm
has two flaws. 0e first is that the neighborhood radius Eps
and the minimum density threshold Minpts need to be
manually set, which is prone to clustering failure.0e second
is that the traditional DBSCAN algorithm has errors when
clustering datasets with large density differences. In view of
the above two problems, some scholars have improved the
DBSCAN algorithm. For example, the literature [10] pro-
posed that the distance value corresponding to the region
where the distance distribution curve of the input dataset
“steepened” was taken as Eps. 0is method provides a
criterion for determining Eps based on the characteristics of
data distribution, which has certain guiding significance for
the selection of Eps, but it needs to determine the “steep-
ened” area through manual observation. 0e literature [11]
proposes the AF-DBSCAN algorithm, which uses polyno-
mial fitting to fit the distance curve corresponding to a
certain K value in the input dataset, solves the inflection
point of the fitted curve, and takes the maximum distance
corresponding to the inflection point as the optimal value of
Eps. However, the discussion on the selection of K value is
lacking in the text. 0e literature [12] proposes the SA-
DBSCAN algorithm, which uses inverse Gaussian fitting to
fit the probability distribution curve of the dataset, and takes
the distance value corresponding to the peak point of the
distribution curve as the value of Eps. Under the same Eps,
the noise points are the least when the correspondingMinpts
are taken as the optimal value of Minpts. However, the SA-
DBSCAN algorithm achieves complete adaptation of the two
parameter values, but the algorithm makes assumptions
about the distribution of the input dataset and is not ap-
plicable to all datasets. 0e literature [13–15] improves the
DBSCAN algorithm based on the idea of grid division to
achieve good clustering effect on datasets with uneven
density distribution. However, the mesh size setting of the
parameter adaptive algorithm based on mesh division lacks
theoretical guidance and is difficult to set manually.

In view of this, this paper proposes a new parameter
adaptive DBSCAN algorithm KMNN-DBSCAN, which
automatically determines the optimal clustering parameters
based on the distance distribution characteristics of the
input dataset, and realizes the fully adaptive selection of Eps
and Minpts parameters. After that, the partition idea was
introduced to improve the KMNN-DBSCAN algorithm, and
the partition KMNN-DBSCAN algorithm was proposed.
0e partition KMNN-DBSCAN algorithm is proposed to

solve the problem of errors in the traditional DBSCAN
algorithm when clustering datasets with large density dif-
ferences, and realizes the effective extraction of complete
damage data.

2. Algorithm Principle

2.1. Principle ofDBSCANAlgorithm. 0eDBSCAN (density-
based spatial clustering of applications with noise) algorithm
is a clustering algorithm based on high-density connected
regions, which can filter out noise points while discovering
any cluster. 0e related concepts of DBSCAN algorithm are
as follows:

(1) 0e Eps neighborhood of element points: for a
certain element point p in a given dataset D, the Eps
neighborhood of p refers to the set of all element
points in the area with p as the center and Eps as the
radius, denoted as Eps(p). Eps(p) expression is as
follows:

Eps(p) � q ∈ D|distance(p, q)≤Eps􏼈 􏼉, (1)

where distance (p, q) is the Euclidean distance be-
tween the element point p and the element point q in
the dataset D.

(2) Density: DBSCAN defines the number of element
points contained in the Eps neighborhood of an
element point as the density of the point, and the
expression is as follows:

Density � Num(Eps(p)). (2)

(3) Core point: if the Eps neighborhood of an element
point contains the number of element points greater
than or equal to the given minimum density
thresholdMinpts, the point is called a core point, and
the expression is as follows:

Num(Eps(p))≥Minpts. (3)

(4) Boundary point: if the number of element points
contained in the Eps neighborhood of an element
point is less than the given minimum density
threshold Minpts, the point is called a boundary
point, and the expression is as follows:

Num(Eps(p))<Minpts. (4)

(5) Direct density reachability: for any two element
points p and q in dataset D, if q is in the Eps
neighborhood of p, and p is the core point, then point
q is said to be directly density reachable from point p.

(6) Density reachable: for a set of element points p1,
p2,. . ., pi,. . .,pn in dataset D, where p� p1, and q� pn.
An element point q is said to be density-reachable
from point p if it is directly density-reachable for any
pi+ 1 to pi.

(7) Density connection: for an element point r in the
dataset D, if the element point p and the element
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point q are both density-reachable from point r, then
point q is said to be density-connected from point p.

(8) Cluster (C): for a nonempty subset C of the input
dataset, if C meets the following conditions, C is
called a cluster.

(1) For any element point q, there is an element point p
belonging to C. If q is density-reachable from p, then
q belongs to C.

(2) For any two element points in C, they are density
connection.

Noise point: the element point that does not belong to
any cluster is called noise point, denoted as noise, and the
expression is as follows:

noise � o ∈ D|∀i: o ∉ Ci{ }. (5)

�e clustering principle of DBSCAN algorithm is the
maximum density connected sample set derived from the
density reachability relationship [16].

2.2. Principle of KMNN-DBSCAN Algorithm. �e core of
KMNN-DBSCAN is to generate a list of Eps and Minpts
parameter pairs based on the distance distribution charac-
teristics of the dataset. �e parameters are optimized based
on the Eps and Minpts parameter lists, and the optimal
parameter pair is obtained, so as to realize the complete
adaptation of the Eps and Minpts parameters of DBSCAN.
�e algorithm ¡ow of KMNN-DBSCAN is shown in
Figure 1.

�e steps of the KMNN-DBSCAN algorithm are as
follows:

Step 1. Generate a list of Eps parameter values.
�e Eps parameter list is generated by the K-median
nearest neighbor (KMNN) algorithm. �e main
principle of this algorithm is to �rst calculate the
K-nearest neighbor distance matrix of the input dataset
and then �nd the median of the K-nearest neighbor
distances of all element points, and constitute the
K-median nearest neighbor set. Take the K-median
nearest neighbor set as the Eps parameter list, and the
speci�c steps are as follows:

(1) Calculate the distance distribution matrix Distn× n
Distn×n � dist(i, j)|1≤ i≤ n, 1≤ j≤ n{ }, (6)

where n is the number of element points in the
input dataset D, dist(i, j) is the Euclidean distance
between element point i and element point j, and
Distn× n is the distance matrix.

(2) Calculate the K-nearest neighbor distance matrix
KNNn×n

KNNn×n � sort Distn×n( ). (7)

Arrange each row of the distance distribution
matrix in ascending order to obtain the K-nearest
neighbor distance matrix KNNn× n. �e ith row of

KNNn× n represents the distance between the ele-
ment points closest to the ith element point 1∼n,
and the K-th column (K� 1,2,...,n) represents the
K-nearest neighbor distance corresponding to all
element points. Where the �rst column is the
distance from the element point to itself, the �rst
column of KNNn× n is all zero.

(3) K-median nearest neighbor (KMNN) distance set
KMNN1× n

Find the median of each column of KMNN1× n, and all
the medians form the K-median nearest neighbor
distance set KMNN1× n. Take the K-median nearest
neighbor distance set KMNN1× n as a list of Eps pa-
rameter values, where the Eps value corresponds to the
K.
Step 2. Generate a list of Minpts parameter values.
Generates a list of Minpts parameter values using the
median method and a given list of Eps parameter
values. For the current Eps parameter list, the number
of element points contained in the Eps neighborhood of
all element points under di�erent Eps is obtained in
turn. �e median of the number of element points
contained in the Eps neighborhood of all element
points is taken as theMinpts value corresponding to the
current Eps value. �e Minpts values corresponding to
all Eps values are obtained to form the Minpts pa-
rameter list, and the Minpts values correspond to the
Eps values. Di�erent K corresponds to di�erent Eps,
Minpts parameter value pairs.

start

Input dataset D

Calculate the distance
distribution matrix Distn×n

Calculate the K nearest neighbor
distance matrix KNNn×n

K-median nearest neighbor
distance set KMNN1×n as a list

of Eps parameters

Solve all Eps in turn to contain
the number of element points,

and take the median to generate
a list of Minpts parameters

Eps, Minpts
parameter pair

Does the number of
clustering results converge?

DBSCAN

Change in the number of
clustering results?

Record the optimal
number of clusters
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Figure 1: KMNN-DBSCAN algorithm ¡ow.
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Step 3. Eps and Minpts parameter pair optimization.

�e Eps and Minpts parameter value pairs corre-
sponding to di�erent K values are selected in turn as the
clustering parameters of the DBSCAN algorithm, and the
number of clustering results under the Eps and Minpts
parameter values corresponding to di�erent K values is
obtained. �is paper considers that when the number of
clustering results does not change for three consecutive
times, the number of clustering results is stable, and the
current number of clustering results is recorded as the
optimal number of clustering results. After the number of
clustering results is stable, we continue the above op-
erations until the number of clustering results changes.
�e interval from the optimal number of clustering re-
sults to the change of the number of clustering results is
called the stable area. For the stable area corresponding to
all the Eps and Minpts parameter value pairs, the ex-
pected EPS andMinpts are obtained respectively, and EPS
and Minpts are taken as the optimal Eps and Minpts
value.

2.3.PartitionKMNN-DBSCANAlgorithmPrinciple. In order
to solve the problem that the traditional DBSCAN algorithm
has errors in the clustering results on datasets with large
density di�erences, the idea of partitioning is introduced to
improve the KMNN-DBSCAN algorithm [17], and the
partition KMNN-DBSCAN algorithm is proposed. �e
implementation steps of the partition KMNN-DBSCAN
algorithm are as follows:

Step 1. Partition the input dataset.
Project the element points of the input dataset on theX-
axis and the Y-axis, respectively, to obtain the distri-
bution of the input dataset on the X-axis and the Y-axis.
�e partition points are selected at the places where the
density is the most sparse among di�erent density
centers, and sub-datasets with di�erent densities are
obtained.
Step 2. Perform cluster analysis on sub-datasets
separately.
KMNN-DBSCAN is used to adapt the parameters to
the sub-datasets, respectively, and the local optimal
parameters are used to cluster the sub-datasets to
obtain the clustering results of the sub-datasets.
Step 3. Merge local clustering results.

Merge the clustering results of the sub-datasets and �-
nally get the clustering results of the original datasets.

�e ¡ow chart of the partition KMNN-DBSCAN algo-
rithm is shown in Figure 2.

3. Ultrasound Information Group (UIG)
Division Experiment

As shown in Figure 3, the complete damage data extraction
for the original B-scan data includes the division of UIC and
UIG, and UIG is the complete damage data.

3.1. Ultrasound Information Combination (UIC) Division.
Ultrasonic steel rail ¡aw detection vehicle adopts ultrasonic
probe wheel as sensor. �e ultrasonic probe wheel has built-
in ultrasonic sensors with four angles: 0°, 37°, straight 70°,
and oblique 70°. Di�erent angle sensors are used to detect
di�erent areas of the rail, and the combination of di�erent
ultrasonic sensor channels is used to detect di�erent types of
damage. If UIC is not divided, it will a�ect the complete data
extraction of damage [18].

Figure 4 shows the detection range of ultrasonic sensors
with di�erent angles. �e ultrasonic propagation range of
the 0° probe is from the rail surface to the rail bottom, and
the detection range is the projection area of the rail waist.
�e 0° probe is usually used to detect the level of crack from
the rail surface to the rail bottom. �e detection range of the
37° probe is from the rail surface of the rail waist projection
area to the lower part of the rail waist. �e 37° probe is
usually used to detect the crack of the screw hole of the rail

start

Input original dataset

Divide the original
dataset into multiple

sub-datasets

Pick an unprocessed
sub-dataset

�e sub-dataset is
divided into UIC by
KMNN-DBSCAN

algorithm

All sub-datasets processed?

Merge all sub-dataset
UIC split results

End

N

Y

Figure 2: Flowchart of the partitioned KMNN-DBSCAN
algorithm.
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waist. �e detection range of the straight 70° probe is the
central area of the rail head, which is generally used to detect
nuclear damage in the middle of the rail head. �e detection
range of the oblique 70° probe is the area on both sides of the
rail head and is generally used to detect the lateral holes on
the inner and outer sides of the rail head.

As shown in Figure 4, there are related cases for sensors
with di�erent angles (such as 0° and 37° ultrasonic sensors),
and there are also unrelated channels (such as 37° and
oblique 70° ultrasonic sensors). If no distinction is made, the
division of subsequent UIG will be a�ected, thereby a�ecting
the e�ect of injury judgment. Table 1 shows the ultrasonic
sensor combinations corresponding to seven common rail
damages. From Table 1, it can be seen that di�erent ultra-
sonic sensor combinations are used to detect di�erent
damages.

In this paper, the raw B-scan data are divided into UIC
according to the ultrasonic sensor channel and position
correlation, combined with the combination of ultrasonic
sensor channels corresponding to each damage type. �e
UIC division results are shown in Figure 5.

3.2. KMNN-DBSCAN Algorithm Applied to Ultrasonic In-
formation Group (UIG) Division. In order to verify the ef-
fectiveness of the KMNN-DBSCAN algorithm in this paper,
the KMNN-DBSCAN algorithm is applied to the D037 UIC
dataset for UIG division. �e division results of the KMNN-
DBSCAN algorithm are compared with those of the SA-
DBSCAN and AF-DBSCAN algorithms. D037 is the 0° and
37° channel UIC data of the damage B-scan data collected in
an experiment. �e dataset contains 830 two-dimensional

Raw B-scan
data stream

Ultrasound
Information
Combination

(UIC) Division

Ultrasound
Information

Group
(UIG) division

Complete
damage data

Figure 3: Complete damage data extraction process.

37° probe straight 70° probe Slanted 70° Probe0° probe

screw
hole

screw
hole

screw
hole

screw
hole

Figure 4: Detection range of ultrasonic sensors at di�erent angles.

Table 1: Ultrasonic sensor combination corresponding to common rail damage.

Damage location Damage type Corresponding ultrasonic sensor combination
Rail surface Oblique downward defect 37° probe
Rail head Inner transverse hole Slanted 70° probe
Rail head Central nuclear injury Straight 70° probe
Rail head Outer lateral hole Slanted 70° probe
Rail waist Intact screw hole 0°, 37° probe
Rail waist Horizontal cracks in screw holes 0°, 37° probe
Rail waist Oblique crack in screw hole 0°, 37° probe
Rail bottom Cross-hole 0° probe

Raw B-scan data

Straight 70°
channel 

Oblique 70°
channel 0°, 37° channel 0° channel

Figure 5: B-scan data UIC division.
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ultrasonic echo data. Figure 6 shows the corresponding
B-scan of the D037 dataset. 0e D037 dataset contains 0
damaged UIGs; that is, the D037 dataset contains 10 clusters.

Figure 7(a)–7(c) are the UIG division results of the D037
dataset by the SA-DBSCAN algorithm, the AF-DBSCAN
algorithm, and the KMNN-DBSCAN algorithm. All

elements with the same point type form a cluster class,
elements with different point types represent different
clusters, and noise points are points that do not belong to
any cluster.

0e UIG division results and evaluation indexes of
different clustering algorithms are shown in Table 2.

Figure 6: D037 dataset corresponds to B-scan.
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Figure 7: UIG division results of different parameter adaptive algorithms. (a) SA-DBSCAN. (b) AF-DBSCAN. (c) KMNN-DBSCAN.
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Among them, F-Measure reflects the ability of the al-
gorithm to identify valid data points, and the larger the F
value, the stronger the ability of the algorithm to identify
valid data points [19]. 0e silhouette coefficient compre-
hensively reflects the compactness within the class and the
separation between the classes. 0e value range of SC is [−1,
1]. Within the value range, the larger the value of SC, the
better the clustering result [20].

Judging from the correct number of clusters in Table 2,
the number of clustering results of the KMNN-DBSCAN
algorithm is the closest to the real number of clusters in the
D037 dataset, and the number of correct clusters is also the
most, indicating that the KMNN-DBSCAN algorithm has
the highest UIG division accuracy. From the F-Measure in
Table 2, the F values of the AF-DBSCAN algorithm, the SA-
DBSCAN algorithm, and the KMNN-DBSCAN algorithm
are all above 0.9, indicating that the three algorithms have a
strong ability to identify valid element points. According to
the SC index in Table 2, the SC value of the UIG division
result of the KMNN-DBSCAN algorithm is significantly
higher than that of the comparison algorithm, indicating
that the clusters divided by KMNN-DBSCAN have more
compact elements within the cluster and more dispersed
between different clusters, which shows that the UIG

division of the KMNN-DBSCAN algorithm is more
reasonable.

By comparing the UIG division results of the KMNN-
DBSCAN algorithm and the comparison algorithm in terms
of the number of clustering results, the number of correct
clusters, F-Measure, and SC indicators, it can be seen that the
KMNN-DBSCAN algorithm proposed in this paper not only
has strong identification efficiency. 0e ability of element
points, and the accuracy and rationality of ultrasound in-
formation group division are better.

3.3. Partition KMNN-DBSCAN Algorithm Applied to Ultra-
sound Information Group (UIG) Division. 0e D037 dataset
contains a total of 10 rail damage UIG. 0e KMNN-
DBSCAN algorithm divides the D037 dataset into 7 clusters
and fails to correctly divide all the ultrasound information
clusters. 0is is because the densities of the UIG⑧∼⑩ and
the UIG ①∼⑦ in the D037 dataset are quite different. 0e
KMNN-DBSCAN algorithm uses the same clustering pa-
rameters to process the datasets with large density differ-
ences, resulting in the UIG ⑧∼⑩ is divided into noise. To
solve this problem, this paper proposes a partition KMNN-
DBSCAN algorithm. In order to verify the effectiveness of

Table 2: UIG division results and evaluation indexes of different clustering algorithms.

Algorithm name Eps Minpts Actual number
of classes

Number of
clustering results

Number of
correct clusters F-Measure SC

AF-DBSCAN 23.4 30.1 10 7 6 0.905 0.442
SA-DBSCAN 16.5 12.0 10 3 1 1 0.468
KMNN-DBSCAN 22.9 42.7 10 7 7 0.957 0.855
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the partition KMNN-DBSCAN algorithm, the algorithm
was used in the D037 UIC dataset to divide ultrasound in-
formation groups, and the specific process is as follows:

(1) Partitioning the D037 dataset based on the density
distribution characteristics of the dataset.
0e D037 data points are projected on the X-axis and
the Y-axis, respectively, and the spatial distribution
characteristics of the data element points of the D037
dataset on the X-axis and the Y-axis are shown in
Figure 8.

As shown in Figure 8, the density of the D037 dataset
is continuous on the X-axis, and there are two dense
regions on the Y-axis, and the two densities are quite
different. Where the density is the most sparse be-
tween the two density centers, D037 is divided into
two sub-datasets of D0371 and D0372.

(2) 0e D0371 and D0372 datasets are divided into UIG by
KMNN-DBSCAN.
Figure 9 shows the results of KMNN-DBSCAN di-
viding the D0371 and D0372 datasets by UIG.
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It can be seen from Figure 9 that the KMNN-
DBSCAN algorithm is used to adapt the parameters
of the two sub-datasets D0371 and D0372, respectively,
and the local optimal parameters are used for the
division of the local UIG. Both sub-datasets realize
the UIG accurate division.

(3) Merge the results of sub-dataset UIG division.

After completing the local clustering of each sub-dataset,
all local clustering results should be merged to obtain the
overall clustering result of the original dataset. By combining
the division results of the UIG of the above two sub-datasets
D0371 and D0372, the result of dividing the UIG of the original
input dataset D037 by partition KMNN-DBSCAN is shown
in Figure 10.

Table 3 shows the comparison results of the UIG division
of D037 by partition KMNN-DBSCAN and KMNN-
DBSCAN. Judging from the number of clustering results and
the number of correct clusters in Table 3, the partitioned
KMNN-DBSCAN algorithm divides all UIGs of the D037
dataset correctly. From the F-Measure in Table 3, the
F-Measure value of the partitioned KMNN-DBSCAN

algorithm is 1, which indicates that the partitioned KMNN-
DBSCAN algorithm has identified all valid data points. From
the SC index in Table 3, the SC value of the UIG division
result of the partitioned KMNN-DBSCAN algorithm is
significantly higher than that of the KMNN-DBSCAN al-
gorithm. 0is shows that the clusters divided by the parti-
tioned KMNN-DBSCAN have more compact elements in
the cluster and more dispersed between different clusters;
that is, the partitioned KMNN-DBSCAN algorithm UIG
division is more reasonable.

4. Conclusion

In this paper, according to the characteristics of damage
B-scan data, the density-based DBSCAN clustering algo-
rithm is selected to study the extraction method of complete
damage B-scan data. 0e main conclusions are as follows:

(1) A parameter adaptive DBSCAN algorithm KMNN-
DBSCAN is proposed, which solves the defect that
the traditional DBSCAN algorithm needs to man-
ually set the clustering parameters. KMNN-
DBSCAN algorithm generates the list of Eps and
Minpts parameter values according to the distance
distribution characteristics of the input dataset,
determines the optimal Eps and Minpts according to
the relationship between the clustering results of the
algorithm and the K under different parameter
values, and realizes the complete adaptation of the
two parameter values of Eps and Minpts.

(2) 0e KMNN-DBSCAN algorithm is applied to the
D037 dataset for UIG partitioning. 0e experimental
results show that, compared with SA-DBSCAN al-
gorithm and AF-DBSCAN algorithm, KMNN-
DBSCAN algorithm has stronger ability to identify
valid element points and performs better in the
accuracy and rationality of UIG division.

(3) 0e proposed partition KMNN-DBSCAN algorithm
solves the problem that the traditional DBSCAN
algorithm has errors in the clustering of datasets with
uneven density distribution. 0e partition KMNN-
DBSCAN algorithm is applied to the D037 dataset for
UIG division.0e experimental results show that the
partition KMNN-DBSCAN algorithm can effectively
realize the accurate UIG division, further improve
the correctness and rationality of UIG division, and
realize the effective extraction of complete damage
data.

According to the principle of the partition KMNN-
DBSCAN algorithm, the time complexity of the algorithm in
this paper is relatively high. 0erefore, how to effectively
reduce the time complexity of the algorithm is the focus of
our next work.

Data Availability

0e data used to support the findings of this study are
available from the corresponding author upon request.
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Figure 10: Partition KMNN-DBSCAN algorithm for UIG division
of D037 dataset.

Table 3: Division results and evaluation indexes of UIG by par-
tition KMNN-DBSCAN algorithm and KMNN-DBSCAN
algorithm.

Algorithm
name

Actual
number
of classes

Number of
clustering
results

Number
of correct
clusters

F-Measure SC

KMNN-
DBSCAN 10 7 7 0.957 0.855

Partition
KMNN-
DBSCAN

10 10 10 1 0.961
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Despite extensive research, recognition of Persian and Arabic manuscripts is still a challenging problem due to the complicated
and irregular nature of writing, wide vocabulary, and diversity of handwritings. In Persian and Arabic words, letters are joined
together, and signs such as dots are placed above or below letters. In the proposed approach, the words are �rst decomposed into
their constituent subwords to enhance the recognition accuracy. �en the signs of subwords are extracted to develop a dictionary
of main subwords and signs.�e dictionary is then employed to train a classi�er. Since the proposed recognition approach is based
on unsigned subwords, the classi�er may make a mistake in recognizing some subwords of a word. To overcome this, a new
subword fusion algorithm is proposed based on the similarity of the main subwords and signs. Here, convolutional neural
networks (CNNs) are utilized to train the classi�er. An autoencoder (AE) network is employed to extract appropriate features.
�us, a hybrid network is developed and named AECNN. �e known Iranshahr dataset, including nearly 17000 images of
handwritten names of 503 cities of Iran, was employed to analyze and test the proposed approach. �e resultant recognition
accuracy is 91.09%. �erefore, the proposed approach is much more capable than the other methods known in the literature.

1. Introduction

Handwritten character recognition systems have recently
been used in di�erent areas such as recording and analyzing
personal information and administrative forms, helping the
blind to read, reading postal addresses of envelopes and
sorting them out automatically, and processing bank checks
[1]. A review of the literature indicates that recognition
results of various printed texts of di�erent languages such as
Persian and Arabic have converged on an acceptable rate.
However, the existing algorithms and applications are un-
able to achieve an acceptable accuracy onmanuscripts.�us,
more studies should be conducted to design more e�cient
recognition algorithms.

Considering the available data, text recognition can be
either online or o�ine. O�ine recognition of manuscripts is
more di�cult than online recognition because the latter

bene�ts from di�erent pieces of information such as the
number of strokes, directions of strokes, writing speed in
each stroke, and the pressure and duration of each stroke on
a surface. �ese pieces of information are unavailable in
o�ine recognition, which is based on the scanned image of a
text [2, 3]. Diversity of writing styles and handwriting is
another challenge in the recognition of manuscripts.

Generally, most of the conventional methods of text
recognition include three major steps to design an e�cient
recognition system [4]: preprocessing the input words to
enhance the quality of input raw data (through normali-
zation, making images binary, noise elimination, dimension
reduction, etc.), feature extraction (including 8-directional
feature extraction [5], pro�ling [6], structural features [7],
statistical and geometrical features, etc.), and �nally clas-
si�cation through machine learning techniques such as
support vector machine (SVM) [8, 9], fuzzy logic [10],
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K-Means [11], neural networks (NNs) [12], integration of
classifiers [13], and other evolutionary computing tech-
niques. According to the machine vision approach, image
classification is based on appearance and feature. In the
feature-based method, classification is performed through
the features extracted from images [14].

Most of the abovementioned methods are regarded as
shallow learning techniques, which usually include a com-
bination of extracted features and trainable classifiers. In
such methods, the performance and efficiency of a recog-
nition system depend on the researcher’s creativity and
innovation. Besides, finding an efficient method for a proper
feature extraction has now become an essential issue in the
image classification field. Unlike the automated feature
extraction methods, most of the common feature extraction
techniques are time-consuming and do not show satisfactory
result.

On the contrary, there are deep learning (DL) methods
[15–18], which have recently attracted many researchers
conducting a plethora of studies on them. DL techniques are
considered a subcategory of machine learning methods [19],
which benefit from high-speed computer processors and a
large amount of data to train large-scale NN and solve
artificial intelligence problems. (ese algorithms differ from
the abovementioned framework by providing an alternative
solution. (ey have performed well in text recognition
without using any feature extraction or preprocessing
techniques. (e distinct advantage of deep learning methods
over shallow learning techniques is the automated extraction
of features without considering the information. (erefore,
DL methods can discover complicated structures and dis-
tinguish between large-scale datasets [20].

(e first DL architectures for computer vision were
implemented using artificial neural network (ANN) in the
1980s [21]. Recently, DL has been applied in many artificial
intelligence (AI) applications; among its usages, we can
mention emotion recognition [22, 23], coral classification
[24], detecting robotic grasps [25, 26], natural language
processing [27], biometric authentication based on finger
knuckles and fingernails [28], brain tumor segmentation
[29], and various usages in computer networks such as
network traffic classification [30] and network intrusion
detection systems [31]. (e most important aspect of the DL
is automatic feature extraction and using these features in
the next layers of the network [32]. Some of exploited types
are the autoencoders (AEs), the convolutional neural net-
works (CNNs), the recurrent neural networks (RNNs), the
recursive neural networks, and the deep belief networks.
(is study focuses on the CNN and the AE.

(e convolutional neural network is inspired by human
learning strategy. (e human brain recognizes objects vi-
sually whereby, examining similar images of an object, it
obtains the ability to recognize objects it has not seen before.
(e ability to automatically extract important features of an
object leads to high performance in CNN. Applications of
CNNs include in-scene text recognition to obtain image
encrypted information [33] and improving handwritten
mathematical symbols classification [34]. Moreover, Steg-
analysis on JPEG images was introduced in [35]. (is allows

identifying hidden embedding information without calcu-
lating the predefined image properties utilizing an experi-
mental-based procedure.

An autoencoder is a special type of ANN which is used
for optimal encoding in the learning process. Instead of
training the network and predicting the target value for a
particular input, an autoencoder rebuilds its inputs.
(erefore, the output vector will have the same dimension as
the input vector [36]. Among the usages of the autoencoders,
we can mention deep feature learning for the medical image
analysis [37], handwritten recognition [38, 39], and anomaly
detection [40, 41].

In recent years, there has been research using a com-
bination of CNNs and autoencoders. Dastider et al. [42]
presented a framework to predict the disease severity of
COVID-19 based upon the integration of CNNs and AEs.
(ey considered both spatial and temporal features of the
lung ultrasound (LUS) frames. Besides, deep convolutional
autoencoder (CAE) has been proposed by Seyfioglu and
Gurbuz [43]. (is research is for radar-based activities
recognition such as border security and control, pedestrian
identification for automotive safety, and remote health
monitoring.

(e proposed recognition system is based on inter-
connected components.(ewords are first decomposed into
their constituent subwords to enhance the recognition ac-
curacy. (en the signs of subwords are separated to develop
a dictionary of main subwords and signs. In the proposed
system, a CNN is employed to categorize different classes. In
such networks, the feature extraction of input images is
performed automatically through the filter coefficient de-
fined on the entire image. (e filter coefficient of the entire
image generates unnecessary and redundant features.
(erefore, an autoencoder network is employed, prior to the
CNN classifier, to extract effective features to improve the
generated features. (e CNNs are utilized to train the
classifier. An autoencoder network is employed to extract
appropriate and necessary features; thus, hybrid network
was developed and named AECNN. After performing
preprocessing and segmentation operations on a word, the
recognition of subwords is done in the testing phase. (en
the subwords are integrated. (e integration of generated
subwords should be based on how much the dictionary
words resemble a corresponding word. A powerful algo-
rithm is proposed for subword fusion based on the similarity
to the error modification approach. Our contribution can be
considered in three categories:

(1) A combination of the CNNs and the AEs, which is
called AECNN for the recognition of Persian and
Arabic words.

(2) Creating a dictionary of themain subwords and signs
to increase the recognition accuracy.

(3) Proposing a new subword fusion algorithm based
upon the similarity of the main subwords and signs.

In this paper, Section 2 includes the writing features of
Persian words. Section 3 addresses the proposed convolu-
tional neural network and autoencoder based on deep
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learning. Section 4 discusses the proposed feature extraction
approach through an AE network, a CNN architecture, and
an AECNN in full details. Section 5 deals with the research
dataset. (e results of simulating the proposed method are
analyzed and compared with those of other studies in
Section 6. Finally, Section 7 presents the conclusion and
provides some strategies for future studies.

2. Writing Features of Persian/Arabic Words

Regarding the selection of appropriate methods for text
recognition, it is necessary to learn Persian (or Arabic)
writing rules. Hence, the following includes brief explana-
tions of writing features in Persian/Arabic. For more clarity,
in the following the English equivalents of Persian/Arabic
words and characters are given in parentheses.

(i) Unlike Latin texts, Persian/Arabic texts start from
right to left and are written on the contour line, which
is a horizontal line along the connected parts of the
text having usually the largest number of word pixels.

(ii) Persian consists of 32 characters, whereas Arabic
contains 28 characters. Depending on the positions
of characters, they appear in four different forms (at
the beginning, in the middle, at the end, and
separate). Table 1 indicates the different forms of
Persian and Arabic alphabets with respect to their
positions in words.

(iii) In some writing styles of Persian texts, two or more
letters are merged in a way where the resultant form
looks nothing like the constituent letters. For instance,
the combination of ”ل“ and ”ا“ is shown as ”.ال“

(iv) (e only factor differentiating between the shapes
of similar letters such as {“ ث”,”ت”,”پ”,”ب ”} (Se,
Te, Pe, and Be), {“ خ“,”ح“,”چ“,”ج ”} (Khe, He, Che,
and Jim), {“ ذ“,”د ”} (Dal and Zal), and ,”ر“} ,”ز“ {”ژ“
(Zhe, Ze, and Re) is the presence or absence of dots
as well as the number of position of dots.

(v) (ere are dots in 18 Persian characters and 15
Arabic characters. (ese dots may appear above or
below the contour line. (e number of these dots
varies from one to three.

(vi) In Persian/Arabic, words are divided into smaller
units called subwords. In fact, these subwords are
joined together to form the words. Figure 1 shows
some samples of words with different subwords.

(vii) Letters “ ژ“,”چ“,”پ ”, and ”گ“ (Pe, Che, Zhe, and
Gaf) exist in the Persian alphabet; however, the
Arabic alphabets lack them.

3. Deep Networks

Deep learning is a subcategory of machine learning. (e DL
algorithm has a key role in object recognition. (e following
subsections address two deep learning techniques briefly.

3.1. Convolutional Neural Networks. Convolutional neural
networks are known as one of the most famous deep

learning methods. CNNs were developed by LeCun et al.
earlier than two decades ago (1990) [44]. (ey were then
developed by other researchers. A CNN is a multilayer
neural network which can benefit simultaneously from an
automated feature extractor and trainable classifier [45]. In
recent years, CNNs have most widely been used in solving
machine vision problems such as pattern recognition, object
detection, or speech recognition [1]. (ey have also been
widely used in Chinese handwritten text recognition [46].
Nevertheless, researchers are still trying to achieve a rapid
and efficient training process and quick classification for
CNNs.

CNNs outperform other deep learning methods in
managing big data and sharing their weights [23]. (ese
networks include a powerful learning technique by utilizing
a multilayer structure and a specific type of supervised
feedforward networks, in which layers are arranged differ-
ently for different applications. (e back-propagation (BP)
algorithm is usually employed to train and adjust the net-
work parameters [47, 48].

Generally, a CNN consists of three major layers: con-
volutional layer, pooling layer, and fully connected layer. All
of these layers are interconnected through weights. In this
network, the convolutional layer and the pooling layer act as

Table 1: Persian characters in four different positions.

Character Characters positions
Beginning Middle End Separate

1 (Alef ) ا ا ا ا
2 (Be) ب ب ب ب
3 (Pe) پ پ پ پ
4 (Te) ت ت ت ت
5 (Se) ث ث ث ث
6 (Jim) ج ج ج ج
7 (Che) چ چ چ چ
8 (He) ح ح ح ح
9 (Khe) خ خ خ خ
10 (Dal) د د د د
11 (Zal) ذ ذ ذ ذ
12 (Re) ر ر ر ر
13 (Ze) ز ز ز ز
14 (Zhe) ژ ژ ژ ژ
15 (Sin) س س س س
16 (Shin) ش ش ش ش
17 (Sad) ص ص ص ص
18 (Zad) ض ض ض ض
19 (Ta) ط ط ط ط
20 (Za) ظ ظ ظ ظ
21 (Ayn) ع ع ع ع
22 (Ghayn) غ غ غ غ
23 (Fe) ف ف ف ف
24 (Ghaf) ق ق ق ق
25 (Kaf) ك ک ک ک
26 (Gaf) گ گ گ گ
27 (Lam) ل ل ل ل
28 (Mim) م م م م
29 (Noon) ن ن ن ن
30 (Waw) و و و و
31 (He) ه ه ه ه
32 (Ye) ي ي ي ی
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feature extractors, whereas the fully connected layer acts as a
classi�er.

�ese layers consist of too many parameters, increasing
the computing load and making the training process time-
consuming. So far, some solutions have been provided for
this problem. One solution is to reduce the number of
connections in layers by employing basic CNN models such
as GoogLeNet and AlexNet, in which the layer structure
di�ers from the common type. �e network depth can in-
crease by adding more convolutional layers and bene�ting
from small convolutional �lters [19].

�ere have also been some hybrid models, bene�ting
from the integration of shallow learning methods with deep
learning techniques. In such models, features are usually
extracted through a deep learning method. �en the dif-
ferentiated features are given to a shallow learning technique
such as an SVM for classi�cation [19]. An application of such
hybrid methods was discussed in the paper reviewed by [49].
In that paper, text detection was performed by integrating a
CNN with RNN. In another study, a CNN was integrated
with the Markov hidden model (HMM) for feature ex-
traction in the recognition of handwritten words (based on
two types of segmentation through letters and the sliding
window) [50]. It was shown that features extracted through a
CNN were more e�cient than hand-crafted features in
recognition. In the paper reviewed by [51], the particle
swarm optimization (PSO) was integrated with a stochastic
gradient descent (SGD), used as an alternative solution to
optimize and enhance the network training process, based
on the idea that the BP algorithm is prone to certain lim-
itations on CNN training.

3.2. Autoencoders. An autoencoder is a type of neural
network, in which the network input is the same as the
network output. It also bene�ts from an unsupervised
learning technique SGD for training [52, 53]. �e autoen-
coder network consists of an encoder and a decoder. �e
encodermaps the input data x ∈ [0, 1]n+1 onto a latent coded
space y ∈ [0, 1]m+1, in whichm is smaller than nmost of the
time. �e encoder output is obtained through the following
equation [53, 54]:

y � f(Wx + b). (1)

In this equation, W and b are the weight matrix and
mapping bias, respectively. Moreover, f is the activator
function, which can be either linear or nonlinear. �en the
decoder generates the reconstructed data x̂ ∈ [0, 1]n+1 by

mapping the latent coded space onto the main input space
through the following equation:

x̂ � f W′y + c( ). (2)

In this equation, W′ and c are named the weighted
matrix and reverse mapping weight bias, respectively. �e
autoencoder tries to converge x on x̂ by adjusting weights
and biases. �e di�erence between x and x̂ is called the loss
function, the value of which can be minimized to train the
network [54].

For the retrieval of the input signal, an autoencoder
should extract the important features of the input signal
from the autoencoder output. Furthermore, if the number of
autoencoder units is smaller than the input signal size, it is
possible to present a compressed and low-dimensional
display of the high-dimensional input signal [52].

4. The Proposed Recognition System

Figure 2 shows a schematic view of the proposed recognition
system, in which the training phase includes all of the images
undergone through preprocessing steps including comple-
tion, noise elimination, and image size normalization.

�e proposed recognition system is based on inter-
connected components. Since the dataset images are words,
a segmentation step is required to divide words into
interconnected components, which are hereinafter referred
to as subwords. After this step, the subwords are labeled to
generate a dictionary of subwords for network training (as
shown in the following equation):

L � s1, . . . , si, . . . , sN{ }. (3)

Accordingly, si is the ith subword in the dictionary set L,
and N indicates the total number of subwords.

In the proposed system, a CNN was employed to cat-
egorize di�erent classes. In such networks, the feature ex-
traction of input images is performed automatically through
the �lter coe�cient de�ned on the entire image. �e �lter
coe�cient of the entire image generates unnecessary and
redundant features. �erefore, an autoencoder network was
employed, prior to the CNN classi�er, to extract e�ective
features to improve the generated features. �e dimensions
of features generated by the autoencoder are smaller than
those of the input image. �ese features also contain pixel
information.

3Dot

(Qeshm)

2Dot

3rd subword

2nd 
subword

2nd 
subword

1st subword

(Shiraz)

1st subword
1st subword

(Birjand)

Figure 1: Some samples of words with di�erent subwords.
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∀(0< x<w, 0<y< h)P(x, y) ∈ 0, 1{ }, (4)

∀ 0<x′ <w′, 0<y′ < h′( 􏼁F x′, y′( 􏼁 ∈ [0, 1] . (5)

In equation (4), P(x, y) indicates the value of pixel (x, y)

of a binary image pertaining to a subword in w × h dimen-
sions. (e pixel value is either one or zero. In fact, the pixel
shows either the background (zero) or a subword outline
(one). Equation (5) states the image output after being op-
erated by the autoencoder in the w′ × h′ dimensions. Fur-
thermore, F(x′, y′) shows the value of pixel (x′, y′) ranging
in the continuous span [0, 1](h′ < h andw′ <w).

After performing preprocessing and segmentation op-
erations on a word, the recognition of subwords is done in
the testing phase. (en the subwords are integrated. (e
integration of generated subwords should be based on how
much the dictionary words resemble a corresponding word.
In the proposed method, the recognized subwords are di-
vided into main subwords and signs through the two fol-
lowing equations:

SignSW � Dot, Zigbar, Hamze, Mad􏼈 􏼉 (6)

MainSW � U − SignSW. (7)

In these equations, SignSW is the set of sign subwords
including Dot, Zigbar, Hamza, and Mad. Moreover,
MainSW is the set of main subwords including all of the
subwords (U) except for the sign subwords.

After dividing subwords into main and sign subwords
based on the number of main subwords, it is necessary to
determine how similar the combination of recognized
subwords is to the dictionary words in order to introduce the
most similar word/words. If several words have the highest
rate of similarity, the similarity of secondary subwords is
taken into account to reach the final decision, resulting in a
unified output. All of the previous steps are discussed in
detail here.

4.1. Preprocessing. Preprocessing is an important step in
recognition systems. It prepares images for the next steps
and puts them in the same conditions. (e preprocessing
step includes the following operations.

4.1.1. Image Completion. (e dataset images have white
backgrounds, although the background should be black in
image processing operations when objects (subword out-
lines) are white. For this purpose, the supplementary image
is determined through the following equation:

P′(x, y) �
1 if P(x, y) � 0

0 if P(x, y) � 1.
􏼨 (8)

In the above equation, P(x, y) and P′(x, y) show the
main image and supplementary image, respectively.

4.1.2. Noise Elimination. (ere are usually tiny noise points
on scanned images. (ey should be eliminated. (e area
filter of 10-pixel threshold was employed to eliminate these
unwanted objects.

4.1.3. Size Normalization. (e recognition system input
images should be of the same size. Since the proposed system
is based on subwords, each of them was normalized to the
same size (50∗50) after word segmentation and generation of
subwords.

4.1.4. Contour Line Detection and Gradient Modification.
In Persian, the contour line is a line on which letters and
words are written and signed. Sometimes, the position of
certain signs (such as dots) to the contour line can change
the meaning of a word or even a sentence. For instance,
different positions of a dot can completely change the
meanings in “ ورب ” meaning “go” and ”ورن“ meaning “do
not go.” In Persian handwritten texts, contour line detection
is usually done at the level of sentences because the word-
level contour line detection is usually prone to errors.

(is paper employed a method resembling the one used
by [55] based on the horizontal histogram profile with a few
changes to minimize the detection error. First, a moving-
average filter of length L (L� 7) was utilized to soften the
horizontal histogram. Given the fact that Persian words are
written on the contour line, the local maximums of the
selected horizontal histogram are on the contour line.
However, these local maximums, usually existing nearly
above or below the image, are sometimes not on the contour
line in Persian handwritten words. Figure 3 shows some

Pre-processing Segmentation

Train Word
Image

Sub-word
labeling

sub-word 1

sub-word 1

sub-word N

sub-word N

sub-word 2

Test Word Image

Pre-processing Segmentation

Trained
AECNN
classifier

Sub-word detection
and fusion Lexicon

Final word
recognize

Test phase

Train phase

Training
AECNN
classifier

Word list condidate

Figure 2: (e block diagram of the proposed system.
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samples of Persian handwritten words on the right and
wrong contour lines based on the maximum histogram.

To avoid selecting an inappropriate contour line, it
should be ensured that the maximum histogram is not
placed 25% above or below the image. If the maximum value
exists in these areas, the next maximum value is checked
until the correct contour line is �nally obtained. In other
words, the maximum histogram is considered from 25% to
75% in the middle of the contour line image.

An unwanted gradient sometimes appears when words
are written or images are scanned. Like the method used in
[55], the images were rotated from −5 to +5 degrees with an
angle of .5 degrees to modify the unwanted gradient. �en
the contour line histogram was determined. �e largest
histogram shows the best rate of rotation, which should be
applied to images.

4.2. Subword Segmentation and Labeling. For subword
segmentation and labeling, �rst the eight-connected neigh-
boringmethod is used to identify and divide connected objects.
Next, signs are removed from the connected components. After
removing the signs, the similar ones are labeled by their
representatives. For example, subwords such as “ ت“,”پ“,”ب ”,
and ”ث“ (Be, Pe, Te, and Se) have the same outline and after
removing of the dots are categorized in the group ”.ب“

�e rules of labeling the proposed interconnected
components are as follows:

(1) �e beginning, middle, ending, and separate “ ,”ب
ت“,”پ“ ”, and ”ث“ (Be, Pe, Te, and Se) are put in the

”ب“ (Be) group.
(2) �e beginning and middle ”ن“ and ”ی“ (Noon and

Ye) are put in the ”ب“ (Be) group.
(3) �e beginning, middle, ending, and separate “ ,”ح

چ“,”ج“ ”, and ”خ“ (He, Jim, Che, and Khe) are put in
the ”ح“ (He) group.

(4) �e beginning, middle, ending, and separate ”د“
and ”ذ“ (Dal and Zal) are put in the ”د“ (Dal) group.

(5) �e beginning, middle, ending, and separate ,”ر“ ,”ز“
and ”ژ“ (Re, Ze, and Zhe) are put in the ”ر“ (Re) group.

(6) �e beginning, middle, ending, and separate ”س“
and ”ش“ (Sin and Shin) are put in the ”س“ (Sin)
group.

(7) �e beginning, middle, ending, and separate ”ص“ and
”ض“ (Sad and Zad) are put in the ”ص“ (Sad) group.

(8) �e beginning, middle, ending, and separate ”ط“
and ”ظ“ (Ta and Za) are put in the ”ط“ (Ta) group.

(9) �e beginning, middle, ending, and separate ”ع“ and
”غ“ (Ayn and Ghayn) are put in the ”ع“ (Ayn) group.

(10) �e beginning and ending ”ف“ and ”ق“ (Fe and
Ghaf) are put in the ”ف“ (Fe) group.

(11) �e beginning, middle, ending, and separate ”ک“ and
”گ“ (Kaf and Gaf) are put in the ”ک“ (Kaf) group.

(12) �e rest of Persian letters act as their beginning,
middle, ending, and separate labels.

(13) A dot, two dots, and three dots are put in the “1D”,
“2D”, and “3D” groups, respectively.

(14) �e separated upper parts of ”ک“ and ”گ“ (Kaf and
Gaf) are put in the “1ZB” and “2ZB” groups,
respectively.

(15) �e Mad is put in the “Mad” group.
(16) �e Hamza is put in the “HZ” group.
(17) �e subword ”ال“ (La) is written like ال (La) by some

people. �erefore, they are put in two groups of ”ال“
(La), one with “ ال ” (La) and the other one with two
subwords ”-ل“ (Lam) and ”ا“ (Alef ).

According to the 17th rule, words with ”ال“ (La) such as
“ الققآ ” (Agh ghala) can be considered in two modes (“ قآ
لق ”ا and “ الققآ ”). �erefore, the number of words in-

creased from 503 to 531 in the dataset. Table 2 shows the
rules of labeling the interconnected components for the
alphabet.

After applying the labeling rules to the interconnected
components of 531 words in the dataset, 328 classes of
subwords were obtained with di�erent samples. �ese im-
ages were employed to train the classi�er. �e secondary
classes included “1D,” “2D,” “3D,” “ZB,” “Mad,” and “HZ”
known as the sign subwords. Table 3 shows the subwords of
di�erent written forms of “ رهشدالوپ ” (Poladshahr) along
with some other sample images.

4.3. �e Dataset of Main and Sign Subwords. After labeling
the interconnected components and creating di�erent
classes of subwords, the dataset of main subwords and

(Astara)

98%

48%

61%

6%

46%
21%

83%

34%

(Tabriz)

(Abadan)(Chari)

Figure 3: Incorrect and correct contour lines based on the maximum histogram.
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signs was generated. (is dataset can be employed to
integrate subwords and recognize the final word. For the
generation of the main subword dataset, all of the words
should be labeled by the rules of labeling the proposed
interconnected components, discussed in the previous
section. Regarding the sign subword dataset, it is neces-
sary to determine the word under a sign and the position
of the word to the contour line. (e positions of “ZB,”
“Mad,” and “HZ” are not important. (e positions of sign
subwords are checked to the contour line only for “1D,”
“2D,” and “3D” classes. (e signs placed below the
contour line are labeled “D,” and those placed above the
contour line are labeled “U.”

(e rules of codifying the dataset of sign subwords are as
follows:

(1) (e letters ,”ن“ “ ظ“,”خ“,”غ“,”ف“,”ض ”, ,”ز“ and ”ذ“
(Noon, Zad, Fe, Ghayn, Khe, Za, Ze, and Zal) are
labeled as “1D-U.”

(2) (e beginning, middle, and ending ”ب“ and ”ج“ (Be
and Jim) are labeled as “1D-D.”

(3) (e beginning, middle, and ending ”ق“ and ”ت“
(Ghaf and Te) are labeled as “2D-U.”

(4) (e beginning and middle ”ی“ (Ye) are labeled as
“2D-D.”

(5) (e beginning, middle, and ending ”ث“ and ”ش“ (Se
and Shin) are labeled as “3D-U.”

(6) (e beginning, middle, and ending ”چ“ (Che) are
labeled as “3D-D.”

Table 4 shows main subwords and signs of some samples
in the dataset. Table 5 exhibits the number of main subwords
of all the words existing in the dataset.

4.4. 0e Autoencoder Network Used as the Feature Extractor.
As discussed earlier, autoencoder networks consist of an en-
coder and a decoder. (ey are employed to reconstruct the
input image in the decoder output by adjusting weights and
network biases. (ey are classified as unsupervised network
training. (e interesting feature of these networks is that they
first create a compressed and coded vector of the image, based
onwhich the input image is constructed.(is vector can be used
as the feature vector containing appropriate locational-pixel
information in the CNN classifier. Since the CNN input is an
image, the generated feature vector should be transformed into
a 2-dimensional vector so that it can be injected into the CNN.

(e proposed autoencoder network has 625 neurons in the
encoder layer and an activator function in the rectified linear
unit (ReLU). It also has 2500 neurons (the number of pixels on
the input image) in the decoder layer and a sigmoid activator
function. (e generated feature vector has 625 components in
the encoder output, which will be of size 25∗25 after being
transformed into a 2-dimensional form.(eSGDalgorithmwas
employed along with theMSE function to train the autoencoder
network. All of the training images of subwords, generated in
the previous section, were utilized as the autoencoder network
input and output. (e training algorithm adjusts the network
weights and biases to converge the network output on the
network input. After training the network, the autoencoder
output includes the feature vector and new training images used
in the CNN. Figure 4 shows the proposed autoencoder network
along with the input, output, and coded images.

4.5. CNN Architecture. Regarding the architecture of the
network used in this study, it can be stated that the first layer
is a convolutional layer including 32 filters of size 4∗4 and

Table 2: (e labeling rules of the proposed interconnected components.

Characters Characters positions
Label

Beginning Middle End Separate
ا (Alef ) ✓ ✓ ✓ ✓ ا (Alef)
ب (Be) پ (Pe) ✓ ✓ ✓ ✓ ب (Be)ت (Te) ث (Se)
ن ی ✓ ✓ ب (Be)
ح (He) ج (Jim) ✓ ✓ ✓ ✓ ح (He)چ (Che) خ (Khe)
د (Dal) ذ (Zal) ✓ ✓ ✓ ✓ د (Dal)
ر (Re) ز (Ze) ✓ ✓ ✓ ✓ ر (Re)ژ (Zhe)
س (Sin) ش (Shn) ✓ ✓ ✓ ✓ س (Sin)
ص (Sad) ض (Zad) ✓ ✓ ✓ ✓ ص (Sad)
ط (Ta) ظ (Za) ✓ ✓ ✓ ✓ ط (Ta)
ع (Ayn) غ (Ghayn) ✓ ✓ ✓ ✓ ع (Ayn)
ف (Fe) ق (Ghaf) ✓ ✓ ف (Fe)
ف (Fe) ✓ ✓ ف (Fe)
ق (Ghaf) ✓ ✓ ق (Ghaf)
ک (Kaf) گ (Gaf) ✓ ✓ ✓ ✓ ک (Kaf)
م (Mim) ✓ ✓ ✓ ✓ م (Mim)
ن (Noon) ✓ ✓ ن (Noon)
و (Waw) ✓ ✓ ✓ ✓ و (Waw)
ه (He) ✓ ✓ ✓ ✓ ه (He)
ی (Ye) ✓ ✓ ی (Ye)

Mathematical Problems in Engineering 7



images of size 25× 25, which is the very autoencoder output.
�is layer employs ReLU to eliminate the negative values
(C1). �e pooling layer of 2∗2 window size and MaxPooling
function is put after it (P1).�en another convolutional layer
including 32 �lters of size 2∗2 and ReLU (C2) are put along
with a pooling layer in the same way as the previous step
(P2). Softmax is an activator function employed to generate
the output classes at the end of a fully connected layer with
328 neurons and ReLU (FC). �en the output layer of 328

neurons was used for di�erent classes of subwords. Tables 6
and 7 show the local and global parameters of the proposed
CNN, and Figure 5 indicates its architecture.

4.6. Subword Classi�cationUsing the AECNN. �e proposed
AECNN was employed to classify di�erent subwords. �is
network consists of an AE network and a CNN in a sub-
sequence. It performs feature extraction and classi�cation
simultaneously. First, all of the training images of subwords
are put into the AE network. After training this network and
reaching an appropriate MSE, the encoder output vector is

Table 3: �e resultant subwords of “ رهشدالوپ .”

Subwords Class Sample

Dots
1D
2D
3D

وپ (Po) وب

ال (la) ال

ال (la)

-ل

ا

د (d) د

رهش (shaher) س ره

Table 4: Main subwords and signs of some samples in the dataset.

Word Main subword Sign subword
کیبآ (Abyek) ،ا کبب Mad, 1D-D, 2D-D, 1ZB

دنجریب (Birjand) دبح،ربب 1D-D, 2D-D, 1D-D,
1D-U

هاشنامرک
(Kermanshah) ه،اسب،ام،رک 1ZB, 1D-U, 3D-U

ناگرگ (Gorgan) اک،رک ن، 2ZB, 2ZB, 1D-U
دزی (Yazd) د،رب 2D-D, 1D-U

Table 5: �e number of main subwords in the dataset.

Number of main subwords Number of words
1 36
2 156
3 169
4 121
5 38
6 8
7 3
Number of all words 531

Encoder

625

Decoder

2500

Input Images
50×50

Reconstracted Images
50×50

Encoded Images
25×25

Figure 4: Feature extraction through the proposed autoencoder
network.
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made two-dimensional and regarded as the CNN input
images, including features a�ecting the recognition of
subwords. �e CNN is trained with these images and
classi�es di�erent subwords. In fact, the process of training
AECNN consists of two steps: training the AE network and
training the CNN. Figure 6 shows the proposed AECNN.

4.7. Integration of Subwords and Recognition of Final Words.
As discussed, the goal of the proposed recognition system is to
detect an input word. As a result, all subwords of a word
should be �rst recognized and then integrated correctly to
form the input word of interest. Given labeling di�erent
letters of the same group, some words of the candidate dataset
might belong to the input word. �e signs of subwords might
be needed to select them. It is also probable that the classi�er
may make mistakes in recognizing main subwords and signs
and mistake main subwords for signs, and vice versa. As a
result, the subword integration algorithm should predict these
conditions and be resistant to them.�e steps of the proposed
integration algorithm are as follows:

(1) Dividing the recognized subwords into main sub-
words and signs.

(2) Integrating the main subwords in order of recog-
nition and naming them MS according to the fol-
lowing equation:

MS � ms1, . . . , msi, . . . , msn{ }. (9)

In the above equation, msi indicates the ith sub-
word, and n shows the whole number of subwords.

(3) Determining the similarity between MS and the
number of datasets with three di�erent
assumptions:

(3.1) �e number of detected main subwords is
correct: determining the similarity between
MS and the words of dataset with n subwords
(Table 5) and storing the highest rate of
similarity as mss1 with corresponding words.

(3.2) �e number of detected main subwords is
larger than the correct number of main sub-
words: According to equation (10), a new set is
de�ned and named MS′, which is created by
eliminating each msi subword:

MS′ �

ms2, ms3, . . . , msn{ }
ms1, ms3, . . . , msn{ }
⋮

ms1, ms2, . . . , msn−1{ }.




(10)

�en the similarity of each row of MS′ and
words of the dataset with n− 1 main subwords

Table 6: �e local parameters of the proposed CNN.

Layers Filter no. Filter size Input layer size Output layer size Activation function No. of parameters
Convolution (C1) 32 4×4 25× 25 22× 22 ReLU 544
Pooling (P1) 32 2× 2 22× 22 11× 11 MaxPooling 0
Convolution (C2) 32 2× 2 11× 11 10×10 ReLU 160
Pooling (P2) 32 2× 2 10×10 5× 5 MaxPooling 0
Fully connected (FC) 328 1× 1 5× 5 328×1 ReLU 262728
Output layer 328 1× 1 328×1 328×1 Softmax 107912

Table 7: �e global parameters of the proposed CNN.

Parameters Value
Image size 25∗25
Optimizer SGD
Batch size 200
Max epochs 40
Learning rate 0.001
Output classes 10

Encoded Images
25×25

C1
32 F , 4×4 w

S1
2×2 w

S2
2×2 w

FC
328 n

C2
32 F , 2×2 w

Output Layer
328 Class

Class 327

Class 2
Class 1

Class 328

Figure 5: �e architecture of the proposed CNN.
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is determined, and the highest similarity rate
is saved as mss2 with corresponding words.

(3.3) (e number of detected main subwords is
smaller than the correct number of main
subwords: According to equation (11), a new
set is defined and named MS″, created by
adding∅ to the position of each subwordmsi.

MS
’′ �

∅, ms1, ms2, . . . , msn􏼈 􏼉

ms1,∅, ms2, . . . , msn􏼈 􏼉

⋮

ms1, ms2, . . . , msn,∅􏼈 􏼉.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

(en the similarity between each row of MS″ and
words of the dataset with n+ 1 main subwords is
determined, and the highest rate of similarity is
saved as mss2 with corresponding words.
After determining three maximum similarity rates
(mss1, mss2, mss3), the similarity vector MSS is
obtained from the following equation:

MSS � mss1, mss2, mss3􏼈 􏼉. (12)

Equation (13) indicates the similarity percentage
between two subword sets A and B of the same size:

Similarity(A, B) �
α
n

× 100. (13)

In the above equation, α and n show the number of
matching subwords of the two sets and the total
number of subwords, respectively.

(4) Generating the sufficiency vector suf, indicating
how fit a word is to be selected, by multiplying the
similarity vectorMSS into the sufficiency coefficient
vector F, according to equation (15):

F � f1, f2, f3􏼈 􏼉. (14)

Suf � MSS.F � mss1.f1, mss2.f2, mss3.f3􏼈 􏼉. (15)

In equation (14), f1, f2, f3 indicate the fitness
coefficients corresponding to mss1, mss2, mss3,
respectively.

(5) Detecting the word or words corresponding to the
highest value of fitness. If there are several candidate

words, the next step is taken. Otherwise, the final
word is printed, and the algorithm is terminated.

(6) Detecting the contour line of the input word.
(7) Dividing the image into upper-contour and lower-

contour sections.
(8) Labeling the upper-contour and lower-contour sign

subwords as U and D, respectively.
(9) Integrating the sign subwords in order of detection

and naming them as SS according to the following
equation:

SS � ss1, . . . , ssi, . . . , ssn􏼈 􏼉. (16)

In the above equation, ssi is the ith sign subword,
and n shows the total number of sign subwords.

(10) Determining the similarity between SS and the
candidate sign subwords, detecting and printing the
final word based on the highest rate of similarity,
and terminating the algorithm.

Considering the algorithm assumptions allows the
correction of errors if a main subword is detected wrongly in
the classification step. (e values of fitness coefficients are
also considered f1, f2, f3 controlling the fair selection of
three assumptions. To determine their values, it should be
taken into account that the first assumption is much stronger
than the second (f1 >f2, f3), and the second and third
assumptions are not superior to one another, f2 � f3. (ese
coefficients should also be selected in a way to keep the value
of suf between zero and 100. As a result, the fitness coef-
ficient vector (1, f, f) can be determined. To select the value
of f, the proposed recognition accuracy should be checked
for different values of f, which can be seen in Figure 7.
Accordingly, the highest accuracy was obtained in f� x;
therefore, the fitness coefficient vector is determined as
1, .9, .9{ }.

Figure 8 shows the steps of the proposed subword
fusion algorithm for the word “ زیربت ” (Tabriz). Ac-
cordingly, the AECNN classifier output includes the
following subwords: “Mad”, “ 1“,”ربب D”, “ 2“,”رب D”,
and “1D.” (e first subword was detected as “Mad” in-
stead of “2D.” After dividing subwords into main sub-
words and signs, the set MS � 􏼈″ربب″،″رب″ 􏼉 was
obtained. For the first assumption, the similarity of MS
and all words of the dataset should be determined to two
main subwords, the number of which is 156 according to

AECNN

Input
Images 50×50

Reconstracted
Images 50×50

Encoded
Images 25×25Encoder

Decoder
AE

Layers Output Class
1-328

CNN

Figure 6: (e proposed AECNN.
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Table 6. Finally, “ زیربت ” (Tabriz) and ن“ زیری ” (Neyriz)
were the most similar words with mss1 � 100. Regarding
the second assumption, MS′ was �rst developed as
follows:

MS′ �
}″رب″ }
}″ربب″ }.


 (17)

�en the similarity of each row of MS′ with all words of
the dataset with one main subword was obtained as 36
according to Table 6. After that, no candidate words were
found for this assumption; thus, mss2 � 0. Regarding the
third assumption, MS″ should �rst be developed as follows:

MS″ �

رب″ ″،″ربب″،″ ″{ }
″،″رب″ }″ربب″،″ }
″ }″ربب″،″رب″،″ }.




(18)

�en the similarity of each line of MS″ and all words of
the dataset with three main subwords was obtained as 169
according to Table 6. Finally, “ زیربآ ” (Abriz) was the most
similar to the �rst row of MS″ with mss3 � 33. �us, it was

selected as the candidate of the third assumption. �erefore,
the similarity vector was MSS � 100, 0, 33{ }, which was ob-
tained by multiplying the �tness coe�cient functions into
Suf � 100, 0, 25{ }. Based on the highest su�ciency coe�-
cient, “ زیربت ” (Tabriz) and ن“ زیری ” (Neyriz) were se-
lected. �e other steps of the algorithm should also be taken
because the result was not unique. After detecting the contour
line through the method introduced in the preprocessing
section, the upper and lower signs were labeled as U and D;
then SS � ″1D U″ ،″2D D″،″1D D″ ،″Mad″{ } was created.
Finally, the similarity of SS and candidate sings was deter-
mined. �e signs of “ زیربت ” (Tabriz) were
″1D U″ ،″2D D″،″1D D″ ،″2D U″{ }, which were 75%
similar, and those of ن“ زیری ” (Neyriz) were
″1D U″ ،″2D D″،″2D D″ ،″1D U″{ }, which were 50%
similar. Hence, “ زیربت ” (Tabriz) was selected as the �nal
output.

5. Dataset

In this study, the widely used and known dataset Iranshahr
was employed. It includes the names of 503 Iranian cities in

MS

SS

û{zûz

2Dot1Dot Mad1Dot

Condidate Words †ÍûÎfi

†Íû{É

Base line 
Detection

Mad
Base line

Up

Down

Sign Subwords 
Label ing

1D-D2D-D1D-U

†ÍûÎfi

1D-U, 2D-D, 2D-D, 1D-U

†Íû{É

1D-U,2D-D,1D-D,2D-U
Final word 

detection

†Íû{É

compare with 
condidate words

Suf = 135

Similarity = 50%

Similarity = 75% 

(Tabriz)

Figure 8: Subwords fusion steps and �nal word detection.
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Figure 7: Classi�cation accuracy based on di�erent values of (f ).
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different handwritings. All of the images were scanned with
96 dots per inch on a gray surface [54–57]. For the name of
each city, there were nearly 30 to 40 different images. Totally,
there were over 17000 images. In the training and testing
section, the images were divided randomly into two groups:
85% of images for training and the other 15% for testing.
Table 8 shows the research dataset in detail.

6. Evaluation of the Proposed Algorithm

A Hewlett-Packard (hp) computer was utilized to evaluate
our approach with the 64-bit Windows 10 Home Operating
System, installed memory (RAM) of 8.00GB, and Intel (R)
Core (TM) i7-6500U CPU. For data processing, the
MATLAB and Statistics Toolbox Release 2021a were
employed. (e recognition results of the proposed method
can be analyzed in two aspects: (1) what effects the
autoencoder network have on the recognition accuracy and
(2) what percentage of recognition accuracy pertains to the
integration of the proposed subwords to generate the final
words. (e ability of any technique to recognize the word is
measured by a parameter named “accuracy” and is dem-
onstrated by

Accuracy � 100 ×
TP + TN

TP + TN + FP + FN
, (19)

where TP, FP, TN, and FN are True Positive, False Positive,
True Negative, and False Negative, respectively.

As discussed in the integration of subwords, the fitness
coefficient vector was determined as 1, f, f􏼈 􏼉, controlling
the fair selection of the three assumptions. Figure 7 shows
the recognition accuracy of the proposed method based on
different values of f. If f� .5, it means that it is probably as
twice as the first assumption, and f� 1 shows the sameness of
the three assumptions. Accordingly, the highest accuracy
was 91.09%, which was achieved in f� 0.9.

First, the CNN and the AECNN were compared in the
same structure and parameters to analyze the effect of the
autoencoder network on the recognition accuracy. Table 9
shows the comparison results, indicating the effect of the
autoencoder network on the extraction of appropriate fea-
tures and proper recognition of Persian handwritten words
through the CNN. In fact, the accuracy was improved by 3%.

(e proposed recognition system is based on subwords,
which are integrated with each other in the final step to
create the final words. Table 10 indicates the recognition
accuracy of subwords without being integrated into other
subwords to show the share of integration in the final
accuracy.

Accordingly, the recognition accuracy of subwords was
85.93% in CNN; however, it was 86.68% in AECNN. According
to the results of Tables 9 and 10, it is concluded that the

proposed subword integration algorithm increased the recog-
nition accuracy of CNN by 3.11%. It also increased the rec-
ognition accuracy ofAECNNby 4.41%.As a result, although the
Persian word recognition algorithm is based on subwords, the
subword integration process is considered an error correction
operation, which is an important part of the system.

If the problem is considered only from the prospective
of the classifier, it is perceived that the recognition system is
merely based on words, which were directly classified
through CNN and AECNN with different parameters. In
this case, the recognition accuracy would be similar to the
results of Table 10 or even lower because there are 328
classes of subwords. However, there are 503 classes of
words, and increasing the number of classes usually de-
creases the accuracy. (is shows that dividing words into
smaller components such as subwords or dividing words
into main subwords and signs and classifying them into
smaller components can significantly increase the recog-
nition accuracy. However, such a classification can increase
complexity and necessitates the existence of powerful al-
gorithms in the component integration section in an effort
to generate the final word. Table 11 shows some of the
common mistakes in the classification step along with
modifications by dividing subwords and detecting the final
word.

Table 12 shows the recognition accuracy of the proposed
method separately for each number of subwords. Accord-
ingly, the lowest recognition accuracy (89.71%) came from
words with one main subword, and the highest recognition
accuracy (100%) came from words with seven subwords.
Moreover, increasing the number of subwords relatively
enhanced the recognition accuracy because a larger number
of subwords in a word can increase the probability inte-
grating subwords and correcting errors successfully. For
instance, if the input word is only a subword with a rec-
ognition error, the integration of subwords will have no
chance to correct the errors.

In Table 13, the recognition accuracy of the proposed
method was compared with those of other methods on

Table 8: Properties of Iranshahr dataset.

General No. of images
Dataset name Classes Dimension Format Resolution Samples Dataset Training set (%) Testing set (%)
Iranshahr 503 Different Binary 96 dpi 30–40 17000 85 15

Table 9: A comparison between CNN and AECNN.

Method Accuracy (%)
CNN 89.04
AECNN 91.09

Table 10: Subword recognition accuracy.

Method Accuracy (%)
CNN without subwords fusion 85.93
AECNN without subwords fusion 86.68
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Iranshahr dataset. Accordingly, the recognition accuracy of
the proposed AECNN was 91.09%, indicating the efficiency
of this method in comparison with other techniques.

7. Conclusion and Future Studies

Due to the complicated nature of the Persian and Arabic
languages, in the proposed approach, words were divided into
main subwords and sign subwords. Such an action increased
the recognition accuracy. Regarding the feature extraction,
the intrinsic characteristic of an autoencoder was employed to
extract effective and useful features of subword images. After
converting them into two-dimensional versions, they were
classified through a CNN. (e integration of an autoencoder
and a CNN in an AECNN increased the recognition accuracy.
Moreover, a powerful algorithm was proposed for subword
fusion based on the similarity to the error modification ap-
proach. (is algorithm increased the recognition accuracy by
4.41%. Due to the high similarity between Persian and Arabic,
the proposed system can be used for Arabic handwritten word
recognition. An important limitation of this research is that
the proposedmethod is not applicable to other languages such
as English, due to the intrinsic characteristics of Persian and
Arabic languages which are very deferent from English-like
languages.

In the future, we will focus on developing the proposed
AECNN architecture by increasing the number of layers and
deepening the network. Furthermore, it is possible to adopt a
metaheuristic training algorithm for AECNN architecture in

Table 11: Classification errors and modifications by subword integration.

Table 13: Comparing the proposed method with the others.

Authors Techniques Accuracy (%)
Dehghan et al. [55] HMM 63.00
Broumandnia et al. [56] M-band packet wavelet 75.50
Younessy and Kabir [57] RNN 83.90
Ghadikolaie et al. [54] RNN 84.30
Proposed method AECNN 91.09

Table 12: Accuracies of the proposed method based on the number
of subwords.

Number of main subwords Accuracy (%)
1 89.71
2 90.14
3 90.77
4 90.79
5 92.34
6 94.59
7 100.00
Average accuracy 91.09
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order to reduce the training duration and enhance the
network accuracy.
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Segmentation of skin lesions from dermoscopic images plays an essential role in the early detection of skin cancer. However, skin
lesion segmentation is still challenging due to artifacts such as indistinguishability between skin lesion and normal skin, hair on
the skin, and re�ections in the obtained dermoscopy images. In this study, an edge attention network (ET-Net) combining edge
guidance module (EGM) and weighted aggregation module is added to the 2D volumetric convolutional neural network (Vnet
2D) to maximize the performance of skin lesion segmentation. In addition, the proposed fusion model presents a new fusion loss
function by combining balanced binary cross-entropy (BBCE) and focal Tversky loss (FTL). �e proposed model has been tested
on the ISIC 2018 Task 1 Lesion Boundary Segmentation Challenge dataset. �e proposed model outperformed the state-of-the-art
studies as a result of the tests.

1. Introduction

Melanoma, a deadly skin cancer, is predicted to be the �fth
most frequently diagnosed cancer for men (57,180 cases)
and women (42,600 cases) by 2022 [1]. In the United States,
treating skin cancers’ annual cost is $ 8.1 billion: about $ 4.8
billion for nonmelanoma skin cancers and $ 3.3 billion for
melanoma [2]. �e number of diagnoses and treatments for
nonmelanoma skin cancers in the USA between 1994 and
2014 reached 77% [3]. Approximately 90% of nonmelanoma
skin cancers of nonmelanoma are associated with ultraviolet
(UV) radiation from the sun [4]. Board-certi�ed derma-
tologists very often use dermoscopy, a noninvasive tech-
nique that can be helpful in diagnosing skin lesions.
Dermoscopy is a magnifying device that allows the appli-
cation of liquid between dermoscopy and the patient’s skin
or the use of cross-polarized light to make the epidermis
translucent, allowing the structures in the epidermis and

super�cial dermis to be visualized. Seeing very small skin
lesions that are not visible to the naked eye is essential in
deciding for a physician. Dermoscopy provides better per-
formance than traditional methods thanks to ABCD criteria
[5]. However, diagnosing the lesioned area with a dermo-
scopy device is time-consuming and challenging due to
artifacts such as skin hairs, blood vessels, and similarities and
contrast of light between ordinary and lesioned skin.
�erefore, deep convolutional neural networks (DCNN),
which will automatically identify images, have been used to
overcome this di§cult task. Such systems try to determine
lesion boundaries and make high-accuracy decisions based
on skin lesion segmentation [6–11].

Convolutional neural networks (CNNs) performed
higher for many segmentation tasks [12]. DCNNs require
large amounts of data for high performance. In addition,
there is no clear boundary between the lesion and the
surrounding skin. In addition, since the sizes and shapes of
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the lesions vary, it is not easy to have information about their
characteristics. In addition, ink marks and air bubbles are
other difficulties [13]. An edge attention Vnet (ET-Vnet)
model is proposed to overcome the artefacts in this study.
ET-Vnet combines two attention mechanisms to extract
information about the lesion boundary better. Specifically,
ET-Vnet contains two paths in its decoder, each embedded
with an attention module. In addition, BBCE and FTL
functions are combined as a novel approach to increase the
performance of the proposed model. Czajkowska et al. [14]
proposed a model consisting of two DeepLab v3+ models
with a ResNet-50 backbone and a fuzzy connectivity analysis
module for fine segmentation. Hu et al. [6] proposed a new
attention synergy network (AS-Net) to improve the dis-
criminative ability for skin lesion segmentation by com-
bining spatial and channel attention mechanisms. Arora
et al. [15] proposed a modified U-Net-based segmentation
model for automatic skin lesion segmentation.(e proposed
model used group normalization (GN) instead of batch
normalization (BN) in both encoder and decoder layers
[16, 17]. Besides, attention gates (AG), which focuses on
minute details in the skip connection, and Tversky loss (TL)
function, which provides higher success in class imbalances,
were used. Gu et al. [18] proposed an attention-based
modified U-Net (CA-Net) that comprehensively presents
based on U-Net architecture by adding multiple spatial
attention between layers and awareness of the most critical
spatial locations and channel scales. A new channel attention
module was used to further focus the proposed model on the
lesion area’s feature map. A scaling module has been pre-
sented to scale the images, highlighting the most prominent
feature maps. Goyal et al. [19] proposed an ensemble of
R–CNN and Deeplab V3C methods, to achieve high sen-
sitivity and specificity in lesion boundary segmentation
methods. (e proposed ensemble method ensemble-S
achieved better performance than FrCN, FCNs, U-Net, and
SegNet. Jiang et al. [20] proposed the CSARM-CNN (canal
and spatial attention residue module) model for automatic
skin lesion segmentation based on deep learning. Each
convolutional layer of CSARM has created a new attention
module by combining channel attention and spatial atten-
tion to make segmentation training more effective. (e
spatial pyramid pool acquires multidimensional input im-
ages. Finally, two different cross-entropy methods were
fused for higher segmentation training in the model, and the
final loss function was obtained. Lei et al. [21] proposed a
general adversarial network (GAN) to overcome automated
lesion segmentation challenges.(is network includes a fully
dense U-Net-based skip connection and double discrimi-
nation (DD) layers. (e proposed method (U-Net-SCDC)
uses lower resolution up-sampling convolutional layers that
preserve fine-grained information. In contrast, the DD
module increases training performance by controlling each
other in opposite directions.(us, the two different methods
work as if they try to find each other’s fault, focusing on their
wrong points. (erefore, using a conditional discriminatory
loss, it has been said that the model that checks each other
simultaneously provided superior performance compared to
other models.

Shan et al. [22] proposed a novel segmentation method
named FC-DPN. (e proposed method consists of the fully
convolutional (FCN) and dual-path network (DPN). DPN is
a model that enables the virtual feature maps of previous
layers to be reused by using residual and densely connected
ways. Sub-DPN projection blocks and sub-DPN processing
blocks have been added instead of dense layers in the fully
convolutional DenseNets (FC-DenseNets). It was stated that
this method allows FC-DPN to acquire more representative
and distinctive features to perform a more robust
segmentation.

Dosovitskiy et al. removed the CNN-based encoder and
replaced it with the vision transformer to improve the image
recognition performance of the network [23]. Sarker et al.
proposed a SLSNet network that reduces the computational
cost by using 1-D core factor deep learning networks for
sensitive skin lesion segmentation with minimal resources
[24]. Wu et al. [25] proposed a new feature adaptive
transformer network based on the classical encoder-decoder
architecture called FAT-Net.

(e organization of this manuscript is as follows. Section
2 provides information about image augmentation and
preprocessing. It also includes information about the pro-
posed method and evaluation metrics. In Section 3, details
about the computational analysis of the application are
given. In Section 4, we present the proposed model as-
sessment. In this section, the results of the proposed method
and other methods are presented comparatively. In Section
5, we analyzed and discussed our results and made various
suggestions. Finally, the conclusion is given in Section 6.

2. Materials and Methods

2.1. PreparingDataset. (e proposed model was trained and
tested in this study using the ISIC 2018 Lesion Boundary
Segmentation dataset. (e dataset used is provided by the
International Skin Imaging Cooperation (ISIC) archive
[12, 26]. (e images in the dataset consist of 8-bit RGB
dermoscopic images ranging in size from 767× 576 to
6682× 4401. (e dataset consists of 2594 training images
obtained from different institutes, including various diag-
nostic challenges.

2.2. Data Processing and Augmentation. Deep learning
models perform very poorly on datasets with low samples. A
large amount of samples is needed for training these models.
(e ISIC 2018 dataset used for training the model consists of
2594 images. First, 2594 images in the ISIC 2018 dataset were
divided into training (2075) and test (519) sets. (en, the
amount of data was increased by applying boundary data
augmentation with horizontal and vertical flips, random
rotation, random distortion, elastic transformation, and
scaling and clipping methods to the training samples ob-
tained. Here, better detection of fine-grained features at the
borders of the lesioned region was achieved with the border
data augmentation method. In the random rotation method,
augmented images are obtained from the original images by
rotating the original image horizontally and vertically across
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each row and column. With the applied data augmentation
methods, 72000 training images were obtained. It is aimed to
give more reliable and robust results by preprocessing the
training images. Contrast stretching applied in data aug-
mentation made the lesions more prominent. In addition,
the sharpening algorithm was applied to the data during the
contrast stretching. With sharpening and contrast stretch-
ing, the blurred edges of the lesion were made more
prominent. All images are resized to 512× 512 as the images
are of different sizes, and the suggested model is uniform.
Figure 1 shows examples of preprocessed and enhanced
images.

2.3. Proposed Method. Milletari et al. [27] proposed Vnet
architecture for volumetric and fully convolutional 3D
image segmentation. (e ET-Vnet 2D model is shown in
Table 1.

2.3.1. 7e Decoder Stage. Xavier weight initialization was
used for the weight initialization of themodel, and ReLUwas
used as the activation function for the layers [28]. In ad-
dition, ADAM was used as the optimizer [29]. In the ET-
Vnet 2D model, each convolution layer consists of 3× 3
convolutions with GN to normalize the features in the
channels [30].(e 512× 512×1 input image is fed to the first
block, as shown in Table 1. EGM highlighting low valence
features in featuremaps and ET-Net architecture withWAM
emphasizing high valence features were proposed by Zhang
et al. [31] for high-performance organ segmentation. (e
EGM and WAMmodules of the proposed architecture have
been applied to V-Net 2D. Here, the EGM module em-
phasizes low-value edge features in segmentation, while the
WAM module emphasizes high-value features, allowing the
proposed model to perform better segmentation. Also, the
convolution layers doubled from 32 to 512 per block [32].

2.3.2. 7e Encoder Stage. (e decoder stage takes only high-
value features from the encoder and upsamples them to the
input size in the decoder. As shown in Table 1, deconvo-
lution, which upsamples feature maps from the down-
sampling stage, is performed. A series of convolutional
operations are applied at the encoder stage to enlarge the
feature map from the encoder to the original low-resolution
predicted input image. It is aimed to achieve higher per-
formance segmentation of the network by synchronizing
and comparing the decoder and encoder, thanks to the
bypass connections from the encoder. In the decoder stages
of the proposed model, the same convolution blocks used in
the encoder are used in reverse. ReLU activation function is
used in each layer, as in the encoder. In the last layer, 1× 1
convolution using the sigmoid activation function is used,
since black and white image segmentation includes two
classes. Figure 2.

2.4. Evaluation Metrics. (e metrics used to score the
performance of the models in the ISIC 2018 challenge
competition were also used to test the performance of the

proposed model. (e first of these metrics is the Sørensen-
Dice coefficient (DSC), shown in equation (1). Dice is a
simple measure that measures the similarity of two samples.
(e Jaccard index (Jaccard) is used to calculate the similarity

(a) (b)

Figure 1: Image boundary augmentation. (a) Input image (b)
Ground truth.
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and diversity of sample sets, as defined in equation (2). We
can also define Jaccard as the intersection of the union of two
different sets. Accuracy (ACC), shown in equation (3),
represents the percentage of correct predictions out of all
predictions made by the model. Sensitivity (Sens), defined in
equation (4), measures the proportion of samples predicted
as true positive (TP) in the data set. Also, sensitivity can be
defined as recall. As shown in equation (5), specificity (Spec)
is a metric that calculates the proportion of correctly pre-
dicted nonlesional areas in an image. One drawback of the
dice coefficient (Dice) is that false positive (FP) and false
negative (FN) are equally weighted. While this increases the
precision, it decreases the recall rate.

For this reason, Dice causes degradation in test per-
formance in unbalanced datasets. (e way to deal with this
situation is to weigh FN more than FP. (e Tversky simi-
larity index is a generalization of the Dice coefficient that
provides flexibility to its problems in balancing FPs and FNs
as shown in equation (6).

Dice �
2∗TP

2∗TP + FP + FN
, (1)

Jaccard �
TP

TP + FN + FP
, (2)

Table 1: ET-Vnet 2D models’ details. Inputs (batch size, height, width, depth, Channels) : (4,512,512,1,1).

Layer Layers’ details Output size Activate/Norm/Weight initializer

Layer 1 Conv 3× 3 (4,512,512,1,32) GN, ReLU, XavierResNet block

Down 1 Filter 3× 3

(4,256,256,1,64)
GN, ReLU, XavierFilter 3× 3

Layer 2 Filter 3× 3 GN, ReLU, XavierResNet block

Down 2 Filter 3× 3

(4,128,128,1,128)

GN, ReLU, XavierFilter 3× 3

Layer 3
Filter 3× 3

GN, ReLU, XavierFilter 3× 3
ResNet block

Down 3 Filter 3× 3

(4,64,64,1,256)

GN, ReLU, XavierFilter 3× 3

Layer 4
Filter 3× 3

GN, ReLU, XavierFilter 3× 3
ResNet block

Down 4 Filter 3× 3

(4,32,32,1,512)

GN, ReLU, XavierFilter 3× 3

Layer 5
Filter 3× 3

GN, ReLU, XavierFilter 3× 3
ResNet block

Upsample 1 Filter 3× 3

(4,64,64,1,256)

GN, ReLU, XavierFilter 3× 3

Layer 6
Filter 3× 3

GN, ReLU, XavierFilter 3× 3
ResNet block

Unsample 2 Filter 3× 3

(4,128,128,1,128)

GN, ReLU, XavierFilter 3× 3

Layer 7
Filter 3× 3

GN, ReLU, XavierFilter 3× 3
ResNet block

Upsample 3 Filter 3× 3

(4,256,256,1,64)

GN, ReLU, XavierFilter 3× 3

Layer 8
Filter 3× 3

GN, ReLU, XavierFilter 3× 3
ResNet block

Upsample 4 Filter 3× 3

(4,512,512,1,32)
GN, ReLU, Xavier

Layer 9
Filter 3× 3
Filter 3× 3 GN, ReLU, XavierResNet block

Layer 10 ET-Net2D (4,512,512,1,1) + ET-Net2D GN, ReLU, Xavier3D single output Filter 1× 1
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Acc �
TN + TP

TN + TP + FN + FP
, (3)

Sens �
TP

TP + FN
, (4)

Spec �
TN

TN + FP
, (5)

TverskyIndex �
TP

TP + αFN + βFP
, (6)

where True Positive (TP) represents the correctly labeled
lesion pixels, False Positive(FP) represents the incorrectly

predicted lesion pixels, True Negative(TN) represents the
correctly predicted nonlesion pixels, and False Negative(FN)
represents the incorrectly predicted lesion pixels. In equa-
tion (6), α and β are adjustable parameters to increase the
weight of the recall rate in unbalanced datasets.

2.5. Balanced Focal Tversky Loss Function (BFTL). (e BFTL
loss function proposed in this study is developed from the
loss function proposed by Zhou et al. [33]. (e FTL loss
function is explained in equation (7) which effectively solved
the problems of Dice loss in class imbalances [34, 35]. (e
FTL function shown in equation (8) is presented as a so-
lution to data imbalances. In the proposed model, a loss
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Figure 2: ET-Vnet 2D models’ block diagram.
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function is proposed that both take care of pixel type losses
and solve data imbalances.

FTL � (1 − TI)
1
c

, (7)

LTwersky � 􏽘
Nb

c�1
1 −

􏽐
N
i�1picgic + ∈

􏽐
N
i�1 picgic + α􏽐

N
i�1 picgic + β􏽐

N
i�1 picgic + ∈

􏼠 􏼡

1/c

. (8)

(e Tversky index is adapted to a loss function (TL) in
[36] by minimizing 􏽐c1 − TIc.

(e BFTL function L is formulated in equation (9).

L � Lbbce + log(LTwersky), (9)

whereLbbce is the BBCE [37], unlike binary cross-entropy,
β weight is added to BBCE. Where β is the number of
negative samples/total number of samples. In other words, β
is the proportion of the dominant sample in a data set. 1− β
denotes the fraction of the other class. In addition, the

(a)

(b)

Figure 4: Test results for ISIC 2018 challenge 1000 test set.

Table 2: Performance scores of the proposed model with the latest models in the literature.

Methods
Performance metrics

Dice Jaccard Acc Sens Spec
DA-net 0.88 0.80 0.95 0.94 0.95
DRU-net [37] 0.86 0.76 — 0.88 0.92
Deeplabv3+ 0.87 0.79 0.95 0.94 0.94
CKDNet [38] 0.88 — 0.95 0.91 0.97
DAGAN [24] 0.89 0.83 0.93 0.95 0.91
FAT-net [31] 0.89 — 0.96 0.91 0.97
Attn_U-net +GN [18] 0.91 0.83 0.95 0.94 0.95
SE_U-net [18] 0.91 0.83 0.95 0.89 0.96
ET-vnet (ours) 0.91 0.83 0.95 0.95 0.96
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natural logarithm is applied to the FTL function to ensure
consistency between the loss functions.

3. Calculation

3.1. Application Details. A computer with Intel I5–8300H
processor and 32GB of RAM and Nvidia GTX 1080 ti
graphics card was used to train the proposed model. Besides,
the computer’s operating system is Windows 10–64 bit. (e
proposed deep learning model was created using the Python
3.6 programming language. In the proposed model, the
learning rate was determined as 1e− 3, and the lot size� 4 due
to the experiments. (e model’s training has been realized as
100,000 epochs, thanks to 72000 increased training images.
Vnet 2D and ResUnet 2D models were separately trained in

the increased data set from the ISIC 2018 data set. (e
graphical analysis of the tests performed is shown in Figure 3.

(e images of some samples from the proposed models’
test results, their true lines, and the predicted segmentation
result are shown in Figure 4. As can be seen from Picture 4,
when the predicted results are compared with the actual lines,
it is seen that the model exhibits very high performance.

3.2. Qualitative Analysis. (e proposed model’s segmenta-
tion and final results are shown in Figure 4. (e figure
demonstrates images obtained from the model with BBFTL
loss function. Each column of the figure shows a unique
introductory dermoscopic view. (e proposed model effi-
ciently analyses input images, mainly obtained through

(a) (b) (c)

Figure 5: Test results are based on 519 test sets obtained from the ISIC 2018 training set. (a) Input image. (b) Image mask. (c) Predicted mask.
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boundary data augmentation, and predicts complex lesion
boundaries with great precision.

3.3. Hardware Analysis. (e proposed model has been
compared to other cutting-edge models for many model
parameters, storage requirements, and extraction rates using
Nvidia Geforce GTX 1080 ti graphics. In addition, since the
data set is stable, there is no need for pretraining scoring.(e
training of the model took approximately 8 hours. In ad-
dition, the model’s estimation of the test data set took 52
seconds.

4. Prediction Results

(e proposed segmentation model was tested on ISIC 2018
Task 1 dermoscopic lesion images. (e BBFTL loss function
combining BBCE and FTL function is used as a new ap-
proach. One of the main factors in applying the border data
augmentation method is to enable the model to recognize
better the lesion borders that separate the lesioned area from
the skin.

4.1. Comparative Analysis with the Latest Models. Table 2
shows the comparative results of the proposed model with
other models in the ISIC 2018 dataset. (e proposed model
surpassed the latest literaturemethods in the tests in the 2018
dataset, scoring 0.91 points in the Dice score, 0.83 points in
the Jaccard score, and 0.95 points in the sensitivity, and the
other models achieved superior performance.

Figure 4 shows the comparative results of the proposed
model with other models in the ISIC 2018 dataset.

Figure 5 shows the visually estimated output of some of
the complex samples in the 519 test images separated from
training with the proposed approach. (e figure compares
the basic reality and predicted image based on the original
input image. Each row in the figure shows the test results of a
test input image in the data set. (e third column shows the
segmentation result predicted by the proposed fusion model
of the test input image presented in the first column.

5. Discussion

In the proposed model, we get the ET-Vnet 2D network by
fusing the EGM,WAM, and Vnet 2D networks from the ET-
Net 2D network. In addition, the ET-Vnet 2D network
training was completed in 8 hours. EGM andWAM from the
ET-Net 2D network significantly improved the performance
of the Vnet 2D network. Also, in the proposed model,
balanced binary cross-entropy and focal Tversky loss
functions are hybrids combined. (e proposed hybrid loss
function caused a slight prolongation of the training time.
But it enabled the model to give more robust results.

6. Conclusion

In this study, EGM and WAM modules, which are two
modules used in the ET-Net network, are combined with
Vnet 2D to create the proposed model—tested on ET-Vnet

2D ISIC 2018 Lesion Boundary segmentation dataset. (e
proposed model consists of data set preprocessing and data
augmentation, lesion identification, and prediction opera-
tions. In the dataset preprocessing stage, artifacts such as
color inconsistency, exposure problem, and visibility of
lesion borders are corrected. (e visualization of a limited
number of labeled skin lesions has been achieved sufficiently
to train the proposed model, mainly thanks to the border
and other data augmentation methods. In addition, a new
loss function is proposed by combining BBCE, which cal-
culates pixel type losses, and FTL, which is presented as a
solution to class imbalances. (e loss function proposed as a
novel approach significantly improves the performance of
the proposed model. (e proposed hybrid loss function is
thought to play a crucial role in challenging segmentation
tasks. (e data set’s Dice and Jaccard similarity metrics were
recorded as 0.95 and 0.83, surpassing the latest segmentation
techniques.(e proposedmodel will be tested in other organ
segmentations to prove its robustness in future studies.
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Demodulating the modulated signals used in digital communication on the receiver side is necessary in terms of communication.
­e currently used systems are systems with a variety of hardware. ­ese systems are used separately for each type of com-
munication signal. A single algorithm facilitates the classi�cation and subsequent demodulation of signals without needing
hardware instead of extra hardware cost and complex systems. ­is study, which aims to make modulation classi�cation by using
images of signals, provides this convenience. In this study, a classi�cation and demodulation process is done by using images of
digital modulation signals. Convolutional neural network (CNN), a deep learning algorithm, has been used for classi�cation and
recognition. Images of the signals of quadrate amplitude shift keying (QASK), quadrate frequency shift keying (QFSK), and
quadrate phase shift keying (QPSK) digital modulation types at noise levels of 0 dB, 5 dB, 10 dB, and 15 dB were used. ­anks to
this algorithm, which works without hardware, the success achieved is around 98%. Python programming language and libraries
have been used in training and testing the algorithm. Demodulation processes of these signals have been performed for de-
modulation using the nonlinear autoregressive network with exogenous inputs (NARX) algorithm, an arti�cial neural network. As
a result of using MATLAB, the NARX algorithm achieved approximately 94% success in obtaining the information signal. ­anks
to the work done, it will be possible to classify and demodulate other communication signals without extra hardware.

1. Introduction

­e communication systems used today mostly use digital
communication methods. Additionally, the increase in
digital devices has highlighted the need for fast data
transmission. ­e receiver’s distance and the transmitter,
environmental reasons, and the devices used a�ect the
communication quality [1]. ­e basic communication sys-
tem given in Figure 1 includes the stages of transmitting
an information signal. It is an important communication
rule that this information can be transmitted quickly and
without loss.

While the information signal is expressed as a baseband
signal in digital communication, it is called passband

modulation with a high-frequency carrier [2]. ­e de-
modulation process must be performed following the
modulation type of the transmitted signal [3]. However, in
some cases, the modulation type of the signal obtained is
unknown. In this case, the demodulation process is com-
plicated, and extreme time loss occurs. In this study, it has
been provided that the classi�cation of the modulation
signals is made by using the images, and thus, the de-
modulation processes will be easier. ­e convenience in this
work, which is put forward for users such as security in-
telligence, where speed and time are valuable, will be a gain.
Furthermore, developing a single software system that can
receive and analyze di�erent modulation signals will provide
time and accuracy gains. Compared with the conventional
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demodulator systems, a single software system that can also
receive and analyze other modulation signals has been de-
veloped instead of systems that only receive a specific digital
modulation signal.

Classical algorithms have a low digital signal modulation
recognition rate at low signal-to-noise ratios [4]. Applica-
tions such as recognizing and classifying signals through
machine learning are the important point. Machine learning,
deep learning, and image processing methods achieve
classification in a short time by eliminating extra hardware
costs [5].

-e automatic modulation classification and demodu-
lation proposed in the studies in the literature show how
critical this area is. -e most important problem in mod-
ulation classification has been the noisy signals [6] because it
is very difficult to recognize and classify a noisy signal.
-anks to the convolutional neural network (CNN) model
developed to achieve swift and perfect accuracy results, the
algorithm successfully has been performed for automatic
modulation classification (AMC) [7]. Images of quadrate
amplitude shift keying (QASK), quadrate frequency shift
keying (QFSK), and quadrate phase-shift keying (QPSK)
modulation signals are stored in three different folders.
-ese images pertain to signals with 0 dB, 5 dB, 10 dB, and
15 dB noise ratios. Using images, folders belonging to in-
dividual signals were combined in a path, allowing them to
be read with Python libraries. -is model can understand
whether any image loaded into the algorithm belongs to
these three modulation types. If it is one of the QASK, QFSK,
or QPSK, we can recognize it automatically. -e created
CNN model trained the images it reads from the folders
according to the specified epoch number.

2. Related Work

Nandi et al. conducted experiments on modulation recog-
nition using an artificial neural network in the literature.
Using twomodulation classification approaches, namely, the
decision theory approach and the pattern recognition ap-
proach, they performed the recognition process with 100%
accuracy for 0 dB, 95% for 3 dB, and 75% for 10 dB [6]. -ey
used artificial neural networks in their studies by classifying
radio communication signals to detect unknown commu-
nication signal types and achieved the success of over 85%.
Wang et al. determined a 100% accuracy rate for images of

RZ-OOK, NRZ-OOK, RZ-DPSK, and PAM signals in the
10 dB to 25 dB noise range to select the modulation format
and the estimation of the noise ratio using a convolutional
neural network (CNN) [5]. In their study, Ali and Yangyu
classified digital modulation using unsupervised pretraining
and feed-forward deep neural network (DNN) for automatic
modulation classification [8]. Ma et al., using CNN, DBN,
and AdaBoost algorithms for demodulation of the signals,
achieved a success of approximately 96% by demodulating
these modulation types from the image set consisting of
QAM QPSK, PPM, and OOK modulation signals [4]. Lee
et al., in their studies, made a classification for BPSK (dual
phase shift keying), QPSK, PSK, PAM, and QAM modu-
lation types based on the images of these signals. -ey
achieved 83.3% success by extracting features using the CNN
algorithm and performing the classification process [9].
Daldal et al., in their study, used STFT and CNN-based
hybrid models to classify the digital modulation type and
achieved 99% success [10]. In Zhou et al.’s study, modulation
recognition applications were carried out using deep
learning. As they stated in the confusion matrix of the CNN
algorithm, they found a success rate of 96.25% [11].

3. Material and Method

3.1. Dataset and Structure of Quadrature Digital Modulation
Signals. Digital modulation means converting a baseband
digital message signal into a bandpass signal at a carrier
frequency [2]. Digital modulation is accomplished by
changing the amplitude, frequency, or phase of the high-
frequency sinusoidal analog carrier signal according to the
incoming information carrying the digital basebandmessage
signal [3, 12]. In quadrate or multilevel communications,
multiple information with a single carrier is transmitted [10].
In multilevel modulation types, 2-bit can be transmitted
simultaneously. -ese bit values consist of 00, 01, 10, and 11.
Each symbol (00, 10, 01, and 11) corresponds to a phase state
of the modulated carrier [12]. For QASK modulation, four
amplitudes for each pair of bit values, four frequencies for
each pair of bit values for QFSK modulation, and four phase
values for each pair of bit values for QPSK modulation were
determined [10].

-e formulas of the quadrate modulation types are
shown in Table 1. Modulated images were obtained by
applying these formulas in MATLAB. Additive white

information
signal

source encoder channel encoder

Transmitter

MODULATOR

output
signal cource decoder channel decoder

Receiver

DEMODULATOR

Figure 1: Basic communication system flowchart.
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Gaussian noise (AWGN) has been added as noise here. As a
result of using the procedure, the images given in Figure 2
are obtained. Signals of data between 1 and 255 were coded
according to the quadrate modulation type.

In addition, 5 dB, 10 dB, and 15 dB as Gaussian noise
have been added to these images. As shown in Table 1, QASK
has the same frequency and phase but different amplitude
for each logic level, while QFSK has the same amplitude and
phase but different frequency. For QPSK, the stages are
different for each logic level [2]. -e signals obtained from
changing the amplitude, frequency, or phase of the carrier
between more than two different values are called multilevel
transmission [1]. -uswise, it becomes possible to transmit
more information with a single carrier. -ese signals ob-
tained were saved as images. Images of each class were stored
in separate folders. -e images acquired are read from the
paths they are in using Python libraries. Classes are class 0
for QASK, class 1 for QFSK, and class 2 for QPSK.

3.2. Convolutional Neural Network (CNN). Convolutional
neural networks (CNN) that are trainable are made up of
multiple stages [13]. CNN is a type of algorithm consisting of
an input, an exit, and many hidden layers [14].

It includes the hidden, convolution, pooling, flattened
linear unit, fully connected, and classification sections. 8e
convolution layer and pooling layer have the task of editing
feature maps [15]. Convolution for one-dimensional data is
mathematically the name given to the process that a function
with a real value that runs through another part to generate a
new function [16]. -e convolution layer enables the ad-
justment of the neurons in the image matrix, which is de-
fined as the input called feature map and facilitates the
learning of the properties [17]. After the convolution layer is
detected locally, the same properties are combined thanks to
the pooling layer [15]. Otherwise, the size of the feature
matrix resulting from the convolution layer will increase and
affect the duration of the training [18]. Or it can lead to
overlearning. Each neuron in the featuremap is connected to
its previous neighbor thanks to filters, in other words,
trainable weights [15]. -e equation for the convolution
layer used for the images is as follows:

(I∗K)(i, j) � 􏽘
m

􏽘
n

I(m, n)K(i − m, j − n), (1)

used as [19]. -e rectified linear unit (ReLU) layer performs
the task of flattening the feature map that emerges after the
convolution process [20]. Converting negative values to zero
produces output between zero and positively infinite values
[21]. -ere is no change in the size of the data in this layer.
-e ReLU activation function enables it to increase by af-
fecting the nonlinear feature of the neural network. Other

activation functions, sigmoid, and tanh reduce the speed of
the neural network algorithm and show lower performance
than the ReLU activation function in terms of results [22]
(Figure 3). Calculation of the ReLU function is simpler than
other functions since it is not subjected to logarithmic
operations [23].

Moreover, the gradient of the ReLU activation function
is always 1. On the other hand, the different activation
functions take the value 0. -erefore, if the input functions
are not entered correctly, the gradient will always subtend to
zero in positive values. Such an undesirable situation pre-
vents the training set from working effectively [19, 24]. -e
max-pooling layer performs the size reduction operation by
performing the function operation defined as subsampling
[25]. Additionally, thanks to this layer, excessive memori-
zation is prevented. In this layer, the downsampling method
is applied to the feature map created in the convolution
layer, and the process of assigning the largest single value
instead of large-sized values is performed [22].

In CNN architecture, the features produced by the final
convolution layer correspond to a portion of the input
image because the receiving area does not cover the entire
spatial dimension of the image [24]. -erefore, the fully
connected layer becomes mandatory [26]. -anks to the
fully connected layer, the properties that appear in the
convolution and pooling layers become meaningful [17].
With each layer, the linear activation function in the
previous layer is generated by a nonlinear activation
function [25].

-e neurons in the fully connected layer are inter-
connected with the neurons in the entire previous layer.
-us, the output of this layer consists of the labels belonging
to the classes.

Regularization in the training phase in the convolutional
neural network is an essential element for data augmenta-
tion, regularization of weights, and batch normalization [15].
Hereby, the method called dropout is used. Its main use is to
prevent overfitting [27]. If the subtilization number is too
high, its use in some cases causes learning problems since it
dilutes the fully connected layer and filters in neural net-
works. -e subtilization process used in the pooling layer
instead of the convolution layers reduces the error rates in
the test data [28].

3.3. Nonlinear Autoregressive Network with Exogenous Inputs
(NARX). Nonlinear autoregressive network with exoge-
nous inputs (NARX) is the name given to neural networks
with feedback structure to reach target values [29]. It is
used for nonlinear modeling data. Autoregression is de-
fined as a concept that shows the relationship between the
previous value and other values in the network [30].

Table 1: Equations of QASK, QPSK, and QPSK modulation.

00 01 10 11
QASK A1 × CosWct A2 × CosWct A3 × CosWct A4 × CosWct

QFSK A × Cos (2.pi.f1t) A × Cos (2.pi.f2t) A × Cos (2.pi.f3t) A × Cos (2.pi.f4t)

QPSK A × Cos (Wct + θ1) A × Cos (Wct + θ2) A × Cos (Wct + θ3) A × Cos (Wct + θ4)
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Artificial neural networks are used in classification, clus-
tering, object recognition, and prediction, which have a
wide range of uses. Since it is a feedback neural network, it
has a structure that learns errors and takes advantage of
them. NARX model is a model that depends on nonlinear
dynamic variables [31]. It has many layers due to the
feedback it has. -e weights and feedback of the NARX
model can be randomly selected.

y(t) � f􏼂y(t − 1), y(t − 2), . . . , y t − ny􏼐 􏼑, u(t − 1),

· u(t − 2), . . . , u t − nu( 􏼁􏼃.
(2)

As shown in (1), the nonlinear function f represents the
NARX output y (t), the input values u (t), nu and ny the
input-output layers [32]. -e output value y (t) improves the
duration of the network by converging to the previous values
of independent or self-linked input signals. -e NARX
model is divided into two types. -ese are as follows.

Series-Parallel Model. In this structure, the next values of
y (t− 1) make predictions based on the current and past
values of x (t), as well as the actual past values of y (t).

Parallel Model. It estimates by gaining experience from
the values of x (t) and the predicted values of y (t) in the
past.

-eNARX neural network has a structure with feedback,
that is, progressing according to the error. Since the NARX
structure is a type of artificial neural network, it has many
hidden layers, convolution layers, pooling, and full con-
nection layers. -e flowchart of the NARX model used for
demodulation is shown in Figure 4. Figure 5 shows the
proposed CNN structure in our study.

4. Experimental Results

4.1.ClassificationResults. -e advantage of CNN is that they
can process data with different spatial dimensions, resulting
in less computational costs than traditional matrix multi-
plication neural networks [33]. Additionally, convolution is
simple to implement. Convolution is applied to images of
different widths and heights, a different number of times
depending on the input size. -e output of the convolution
process is scaled accordingly [34].

f (x)

f (x) = max (0, x)

f (x) = x

x
f (x) = 0

Figure 3: ReLU activation function.

0 dB
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Figure 2: Images of QASK, QFSK, and QPSK modulation.
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-e dimensions are made the same thanks to the
pooling layer that comes after the convolution layer, in-
dependent of the dimensions. In the classification made
with CNN, images of the QASK, QFSK, and QPSK signals
of 0 dB, 5 dB, 10 dB, and 15 dB noise ratios were classified
into three different folders. Python libraries read these
folders from their location and make them ready for the
CNN algorithm. -e operation system library has been
used to read the images from the folders for processing.-e
images included in the algorithm were resized and brought
to 200 × 200 dimensions. -is ensures that if the images are
of different sizes, they are all the same format for CNN.
Image matrices were saved, and classes were created by
determining 0 for QASK, 1 for QFSK, and 2 for QPSK.

-en, the image matrices were assigned to a variable, and
their labels were transferred to another variable and stored
to be used for CNN.

CNN model was created using Keras. ReLU was
chosen as the activation function in the CNN model. In
the compiler of the model, the algorithm is run by
selecting the loss function sparse categorical cross-en-
tropy and Adam as the optimization function. Adam
optimization is known as an algorithm that follows a
probabilistic approach. -us, it works fast for high-di-
mensional datasets [35]. Further, CNN has chosen as a
good option for optimization problems for machine
learning. As seen in the functional diagram of the layers
belonging to the CNN model used, it is given. -ere are
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Getting Performance Results
Is the Error
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Figure 4: NARX algorithm flowchart.
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many regularization methods in the CNN model. Besides
dropout, data augmentation, normalization, and weight
decay are some of them [36]. -e sequential structure of
the CNN model because of compiling the code in Python
is given in Figure 6. While fitting the dataset to the model,
0.3 was determined as the validation split ratio, and 30% of
the dataset was used for validation.

As can be seen in the CNN model used, there is a
dropout layer, one of the regularization methods. In ad-
dition, data augmentation is also used.-e rotation angle is
30 degrees, the zoom ratio is 0.2, the horizontal and vertical
shift value is 0.1, and the horizontal and vertical random
flip is chosen as true.-e data augmentation stage is used to
avoid overfitting and increase the model’s predictive
power.

-anks to this stage, the quality of any input image or the
angle of the objects in the image becomes insignificant. Since
we have three classes and the targets are expressed in terms
of the index (0, 1, 2), we used sparse categorical cross-en-
tropy. -e formula for it is

CCE � −
1
N

􏽘

N

i�1
yilog 􏽢yi( 􏼁 + 1 − yi( 􏼁log 1 − 􏽢yi( 􏼁􏼂 􏼃, (3)

where yi represents true labels and 􏽢yi represents predicted
labels [37].

It was placed in two different folders to share the data
as train and test. -ese two folders have different folders
for every three classes. Each class comprises of 0 dB, 5 dB,
10 dB, and 15 dB signal images. -ese decibel values have
255 images. So, a class has 1020 images. Consequently, all
classes have a total of 3060 images (Figure 7). Visualizing
numbers of train and test data has a visualization of class
numbers using the seaborn library. Learning rate, which
is an important parameter in the training of the CNN
model, is used as the update rate of the estimated weight
errors. -e weights in the hidden layers have updated the
model. -e purpose of this is to minimize the loss of
function.

-e magnitude of the learning rate also affects the speed
of the training [38]. For example, a big ratio results in an
unacceptable level of the loss function, while small level
training is slow, and a very small amount of weight is
updated [19]. In other words, the optimal learning rate to be
selected for the model leads to approaching the best result.

4.2. Demodulation Results Using Deep Learning and NARX
Models. -e demodulation process using the NARX
structure is carried out to obtain the information signal
superimposed on the carrier. NARX consists of three parts:
training, testing, and verification. Performance evaluation is
made at the validation stage. At this stage, the success of the
model is predicted according to the training and test results.
70% of the dataset was reserved for training, and 15% of the
rest was divided for validation and 15% for testing. -e
dataset included in the algorithm from the MATLAB
workspace and consisting of 3060× 400 dimensions was
determined as target values, that is, information mark,

3060×1 sized sequences from 1 to 255 for each signal type.
Once the network is trained and used for prediction, the
output is reported back to the network to obtain the forecast
to generate the next prediction step. -e serial-parallel
model does the training by reducing the iteration time. -e
model is created for initial training by randomly assigning
the weights to the initial training. -en, in each iteration, the
model adjusts itself thanks to the feedback. -e structure of
the NARX model used is shown in Figure 8.

4.3. 8e Obtained Results. -e model’s results in training
performed according to these three learning rates of 0.01
and 0.001 are shown in Figure 9. -e epoch number is
chosen as 20, and the process is performed according to
the same epoch number. In consequence of compiling the
model in Python, approximately 1.6 million trainable
parameters were obtained. As can be seen in Figure 9,
after the two learning rate trainings, the graphics are
similar to each other. -e training time was longer for the
0.0001 rates. -e loss curve, which is one of the most used
graphs for error detection in CNN models, gives us visual
results to reveal the learning ability of the training
process and the network. -e lower the learning rate, the
more delayed the convergence [19]. As can be seen in
Figure 10, the convergence of the graph with a 0.001
learning rate was earlier. As it can be understood from the
graphics in both Figures 9 and 10, there is no overfitting
compatibility of the model in training. Although our
dataset is not large enough, the result shows that the
model is successful. According to the learning rates, the
success of the model was 98.37% for 0.001, while it was
99.45% for 0.0001.

Figure 11 represents the confusion matrices of CNN
models according to both learning rates. Using the CPU, the
model’s training took about 20 minutes for a learning rate of
0.001, compared with about 30 minutes at a rate of 0.0001.
However, the training time for both operations performed
when the GPU is used is less than oneminute.

As it can be seen in the classification report in Figures 11
and 12, there has been a slight increase in the amount of data
in the dataset as data increase is applied. Due to the clas-
sification report, individual precision, accuracy, and f-score
values can be obtained for each class. -ese values have been
revealed by using the sklearn library.

Figure 13 shows the closeness of demodulation esti-
mation data obtained frommodulated signals carrying 0-255
8-bit binary data in 0-5-10-15 dB noise of QASK, QFSK, and
QPSK signals collectively. -e first four signals belong to
QASK 0-5-10-15 dB, the next four to QFSK 0-5-10-15 dB,
and the last four to QPSK 0-5-10-15 dB. When looking at all
modulated signals, it is understood that the estimation of
demodulation estimation data of 5 dB noisy signals contains
more errors than others.

Mean square error rate (MSE), one of the methods
used for performance evaluation, provides information
about the success of the neural network. Figure 14 shows
the harmony between target values and estimated values.
-erefore, the predictions here should be along the
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points expressed with dashed lines starting from the
center point (0, 0).

As can be seen from Figure 14, the rate for validation is
around 94%. Demodulation of noiseless signal images has
been achieved with a high success rate. In addition, the
epoch value is 107 for the lowest mean square error rate, as
shown in Figure 15.

5. Discussion

As in the image given in Figure 16, individual test images
for each of the three types of signals were loaded into the
model and asked to classify. -e model was assigned one
for the images that made the class estimation correctly and
zero for the others. Finally, the saved model was loaded and
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run for test images. Test images tested anonymously are
different from images produced using MATLAB. -e
purpose of this is to measure the model’s reaction to other

images. Since the noiseless type of the QASK modulation
signal is easy to detect, the noisy signal is used. -e gen-
erated model is not affected by noise ratios, although the
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noise makes it difficult to distinguish the modulation signal
type.

While demodulation of noiseless signals during the
demodulation phase is easy, the algorithm has been chal-
lenged, especially for signals with 5 dB noise. One of the
reasons for this is seen as the amount of data in the dataset.
-erefore, increasing the amount of data or applying feature
extraction can achieve higher success in obtaining the in-
formation signal from noisy signals.

6. Conclusions

-e study used JPEG format images of the signals of digital
modulation types QASK, QFSK, and QPSK with 0 dB, 5 dB,
10 dB, and 15 dB noise. -e CNN model created using
Python libraries has also been successful in 5 dB noisy
signals. -e model can be used for communication systems
because it is challenging for the human eye to distinguish the
images of signals with a 5 dB noise ratio, thanks to the

success rate of up to %99, the model can be used for
communication systems. In other words, even if the am-
plitude, frequency, and phase values of the digital modu-
lation signal are unknown, the signal’s type can be easily
understood.

Most of the studies for AMC are made from actual data
of modulation signals. However, it may not always be
possible to have all the data of a modulation signal. Mod-
ulation classification and demodulation, making it inde-
pendent of a snapshot and its structure, size, shooting angle,
or different contrasts, can provide great convenience.
-erefore, modulation classification from images has yielded
successful results thanks to this model without extra
hardware or software. It has been demonstrated that the
model has high success in terms of both training time and
accuracy.

As a result of demodulation using a single algorithm, a
beneficial effect has been obtained regarding time and cost.
Furthermore, in areas where fast and secure communication
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is essential, communication is also critical to security
without different digital devices. -us, the development of
the algorithm will benefit users in areas where communi-
cation is vital.
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Microalgae are present at all levels of nutrients and food networks, so in aquatic environments they are an important part of the
food chain of aquatic organisms, which also play an important role as biological puri�ers of water resources and regulation.  ey
also a�ect the pH of the environment; also plants are the only organisms capable of synthesizing long-chain fatty acids. erefore,
microalgae are the supplier and primary source of unsaturated fatty acids (PUFA) for all organisms present in the food chain of the
aquatic environment. It should be noted that many microalgae are also biological indicators of water and re�ect the ecological
status of the environment. Precise classi�cation of microalgae is related to the human observation capability.  e present study
proposes a new optimized classi�cation technique with higher accuracy to provide a computer-aided classi�cation of the
microalgae.  e method begins with an image segmentation to determine the region of interest.  e segmentation part has been
optimized by a new metaheuristic to provide higher accuracy.  en, the features have been extracted and fed to a Support Vector
Machine (SVM) for �nal classi�cation.  e comparison results of the proposed method with some other methods show that the
proposed method with 0.828 Kappa, and 0.342 and 0.855min and max value of F1, provides the highest accuracy compared to
the others.

1. Introduction

Long-chain polyunsaturated fatty acids (LC-PUFAs) such as
eicosapentaenoic acid (EPA) and docosahexaenoic acid
(DHA) are among the essential components of various
metabolic processes in human life [1].  ere are signi�cant
quantities of PUFAs in oily �sh products that are used to
prevent heart disease and cancer [2]. Some e�orts have been
made to decrease the expense of these products by replacing
�sh oil ingredients with microalgae products. In the C. Cohn
microalgae life cycle, two distinct types are considered:
motile and nonmotile cells (cysts). Furthermore, the varying
sizes of the microalgae signify di�erent phases of the cell life
cycle. Small cells, for example, represent a young o�spring
and cysts represent an adult cell. Motile cells typically
emerge in an oval form, while nonmotile cells are usually
circular and appear larger thanmotile cells. Since microalgae
are the main manufacturer in the aquatic food chain and

oxygen maker in the aquatic environment; it is a substantial
microscopic aquatic life form [3]. Algae are considered as a
biological index in water resource management to show
water quality due to their sensitivity to environmental
variations.  is turns microalgae detection into a signi�cant
subject in water resource management. However, this
purpose takes a lot of time due to the need for expert bi-
ologists to �nish it. One simpler technique for reaching this
aim is to use image processing [4].  is study presents a new
method for automatic segmentation of microalgae in mi-
croscopic images. However, microalgae have a high sig-
ni�cance; there are a small number of research works about
them. For example, OSA et al. [5] proposed a method for the
segmentation of green microalgae images based on region
growth.  e method was started by a morphological feature
extraction followed by a taxonomical classi�cation of the
species.  e method is based on the seeded region growing
principle and a �ne-tuned �ltering preprocessing stage,
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which are used for smoothing the input image. Simulation
results indicated that the proposed method provides proper
precision for green microalgae image segmentation com-
pared with some state-of-the-art methods.

Giraldo-Zuluaga et al. [6] proposed an automatic de-
tection system for Scenedesmus polymorphic microalgae in
microscopic images. In the study, the image was first pre-
possessed by contrast equalization and then the image was
segmented by the active contours. +e statistical features
evaluation with texture features was presented for algae
description.

Wei et al. [7] proposed a method for improving the
hyperspectral microscopic imaging system to provide
hyperspectral images of microalgae samples over pretreated
steps. Afterward, the Fisher algorithm was utilized for
microalgae species identification. For analyzing the ability of
the method, it is assessed in terms of sensitivity and spec-
ificity and the results showed high resolution for these two
measurement indicators.

Final results indicated that using the proposed method
provides fast and suitable results.

Liao et al. [8] presented a method based on deep learning
to identify marine microalgae. +e study used a convolu-
tional neural network (CNN) to classify the marine
microalgae. +e study addressed two collections of classi-
fication experiments, where one group categorized the algae
into 5 classes based on the family category, and the other one
categorized the algae into 11 classes based on species cat-
egory. Simulation results indicated that the polarization
information developed using the high and robust classifi-
cation precision of the proposed method for low-resolution
microalgal images.

Xu et al. [9] proposed an identification methodology for
microalgae images based on transmission hyperspectral
microscopic imaging and transmission hyperspectral mi-
croscopic imager (THMI). Hyperspectral imaging (HSI) of
three species of microalgae was proposed to confirm their
absorption features. Principal Component Analysis (PCA)
and peak ratio algorithms are used to analyze the trans-
mission spectra for dimensionality reduction and feature
extraction, and finally, the Support Vector Machine (SVM)
model was employed for classification. Simulation results
indicated that the proposed method has a good potential for
the classification of microalgae.

As can be observed from the literature, lots of works were
performed to provide a proper identifier for the microalgae.
However, several works were done for this purpose; the
recent works showed that using optimized techniques, es-
pecially metaheuristic algorithms, provides higher efficiency
for microalgae classification. +is motivates us to provide a
new modified metaheuristic to use as an efficient tool for the
classification. +erefore, in this research, we worked on a
high-ability classifier for the identification of the microalgae
in the images. +e main contributions of this study can be
highlighted as follows: (1) Providing a new technique for
better segmentation of microalgae. (2) Designing a new
improved version of the metaheuristic technique, called
Quantum +ermal Exchange Optimization (QTEO) algo-
rithm for this study. (3) Using the designed technique to

optimize Kapur’s entropy thresholding method. (4) Vali-
dation of the proposed method with some state-of-the-art
methods. In the next sections, the method for this purpose
has been described and validated in detail.

2. Histogram Equalization

Image histogram equalization is one of the image processing
methods that is used to better display the output image or for
further analysis [10–16]. A simple example of histogram
equalization for microalgae images is shown in Figure 1.

As can be observed from Figure 1 that the probability
density value for the equalized image is more distributed
than the original image. +is can be so helpful for image
segmentation and extracting helpful features from the
images.

3. The Quantum-Based Thermal Exchange
Optimization Algorithm

3.1. Conception. Optimization in engineering and science
refers to selecting the best member from a set of achievable
members [17, 18]. In the simplest form, an attempt is made
to systematically select data from an achievable and com-
putable set to obtain the optimal value (minimum or
maximum) of a real function [19]. Many optimization
problems in engineering are naturally more complex and
difficult than can be solved by conventional optimization
methods such as dynamic programming methods and the
like [20]. Several optimization problems today, including
nonpolynomial (NP-Hard) problems, are approximately
solvable with existing computers [21]. One of the solutions
to deal with such problems is the use of approximate and
inexact algorithms [22]. +ese algorithms do not guarantee
that the solution obtained is optimal and only with a lot of
time can a relatively accurate solution be obtained, and,
depending on the time spent, the accuracy of the solution
changes [23]. One way to solve these kinds of problems is to
consider all possible solutions and calculate the objective
functions associated with them and, finally, select the best
solution [24]. It is clear that the method of complete
counting ultimately leads to an accurate solution to the
problem, but in practice, it is impossible to use it due to a
large number of possible solutions [25]. Due to the problems
related to the complete counting method, there has always
been an emphasis on creating more effective and efficient
methods [26]. In this regard, various algorithms have been
developed, for example, Genetic Algorithm (GA) [27], Ant
Lion Optimizer (ALO) algorithm [28], equilibrium opti-
mizer [29], Mayfly Optimization Algorithm (MOA) [30],
and World Cup Optimization (WCO) algorithm [31].

Recently, a new metaheuristic, called +ermal Ex-
change Optimization (TEO) algorithm, has been proposed,
which is derived by the temperature behavior of the objects
and their positions and their variations between cold and
warm parts [32]. In this study, a new improved version of
the TEO algorithm, called the Quantum-based TEO
(QTEO) algorithm, has been proposed to improve the
precision and consistency of the original method.+e main
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target is to utilize this new algorithm for microalgae seg-
mentation. +e main conception of the method is based on
the Newton law of cooling. +is law explains that the body
temperature ratio varies proportionally around the body
temperature. If the temperature variation in the body and
its neighborhood is small, the mean value of the heat ex-
changed between the body and its neighborhood is almost
proportional to the difference in temperature of the body
and the environment which is due to the convection, in-
frared radiation, and conduction. +e law of cooling is
achieved by the following equation [33]:

dQ

dt
� α × A × Ts − Ta( 􏼁, (1)

where α describes the coefficient of the heat transfer, Q

signifies the heat, A states the area surface which transmits
heat, object geometry, and surface state, and Ta and Tb

represent the ambient and body temperatures.
+e losing time is α × A × (Ta − T)dt which determines

the temperature variation in the reserved heat as the tem-
perature falls dT, i.e.,

V × c × ρ × dT � −α × A × T − Tb( 􏼁dt, (2)

where ρ signifies the density (kg/m3), V describes the
volume (m3), and c defines the specific heat (J/kg/K).

Henceforth [33],

T − Tb

TM − Tb

� exp
−α × t × A

ρ × V × c
􏼠 􏼡, (3)

where TM represents the early high temperature. +e above
equation is correct when α × A × t/V × ρ × c does not de-
pend on T:

ζ �
α × A

V × ρ × c
. (4)

+erefore, by considering ζ as a constant,
T − Tb

TM − Tb

� exp(−ζt). (5)

Consequently,

T � TM − Tb( 􏼁 × exp(−ct) + Tb. (6)

3.2. /e Algorithm. Based on the +ermal Exchange Opti-
mization (TEO) algorithm, some solution candidates are
assumed as cooling ingredients and the remaining candi-
dates are considered as the environment. Afterward, this
process is established reversely.
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Figure 1: Image histogram equalization of a sample microalgae image for the original image (a) and its histogram (b) and the equalized
image (c) and its histogram (d).
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+e TEO algorithm starts with initializing a certain
number of randomly distributed candidates as the solution
candidates. +is is done by the following equation [34]:

T
0
i � Tmin + δ × Tmax − Tmin( 􏼁 i � 1, 2, . . . , n, (7)

where δ describes a random value in the range [0, 1], T0
i

represents the algorithm primary population for the ith

object, and Tmin and Tmax represent the minimum and
maximum limitations. +e candidates are then evaluated
on the cost function to verify their ability. Afterward, T

number of best candidate vectors are saved in +ermal
Memory (TM) to provide higher efficiency of the algo-
rithm with lower complexity. Some of these candidates are
then added up to the main candidates and the same
number of them in the individuals has been eliminated.
+e candidates contain two equal types, including envi-
ronment and the heat and cooling transfer objects. Figure 2
shows this state.

As can be seen from Figure 2, the candidates contain two
equal types, including environment and the heat and cooling
transfer objects. Assume T1 as environment object for Tn/2+1
cooling object and vise versa. If ζ is greater than the object,
the temperature exchanges steadily. ζ is mathematically
achieved by the following:

c �
Cos(object)

Cos(worst object)
. (8)

To model the effect of time in the algorithm, the fol-
lowing formula has been considered:

t �
iteration

Max.iteration
. (9)

For establishing the global searching, the environmental
temperature variation is considered that can be assumed by
the following equation:

T
e
i � 1 − m1 + m2 ×(1 − t) × rand( 􏼁( 􏼁 × T ′ei , (10)

whereT′ei , defines the preceding object temperature modified by
Te

i , and m1 and m2 describe the control variables, respectively.
By considering the previous models, the new object

temperature is mathematically updated as follows:

T
+
i � T

e
i + T

old
i − T

e
i􏼐 􏼑exp(−ζt). (11)

Finally, the term Pr is a component to show the cooling
of the objects.

+e Pr candidates are compared with randomly dis-
tributed values, R(i) in the range [0, 1].

In this situation, if R(i)<Pr, one dimension of the ith the
candidate is randomly chosen and the value is rephrased as
follows:

Ti,j � T
min
j + rnd T

max
j − T

min
j􏼐 􏼑 exp(−ζt), (12)

where Ti,j represents the jth variable of the candidate
number i and Tmin

j and Tmax
j describe the lower and the

upper limitations of the jth variable, respectively.
+e algorithm is stopped if the termination condition

has been reached.

3.3. /e Quantum /ermal Exchange Optimization (QTEO)
Algorithm. However, +ermal Exchange Optimization
(TEO) algorithm is a well-organized optimization technique;
it is sometimes stuck in the local optimum solution. +is
study uses a quantum theory-based modification to resolve
this issue as is possible. Since the quantum position is not
instantaneously definite, it should be determined by a wave
function ϕ(X, t), where the candidates’ position is known by
X. +is states that the square mode defines the density
probability of the individual in space at position X. +e
equation for this case can be formulated as follows:

|ϕ|
2
dxdydz � Q dxdydz, (13)

where Q signifies the probability density function to describe
the following conditions:

􏽚
∞

−∞
|ϕ|

2dxdydz � 􏽚
∞

−∞
Qdxdydz � 1. (14)

+e formulation for the position of the candidates is
achieved by the following:

P(t) � δ × Pb(t) +(1 − δ) × Pg(t),

mb(t) �
1

M
􏽘

M

i�1
Pbi

(t),

D(t + 1) � 2β × mb(t) − X(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

β � β− β−β􏼐 􏼑 ×
t

Gmax
􏼠 􏼡,

X(t) � P(t) ±
D

2
􏼒 􏼓 × ln

1
c

􏼠 􏼡.

(15)

M defines the population size, P(t) indicates the local at-
traction area for the tth iteration, mb(t) signifies mean value
of the optimal situation, D determines the weighted distance
between the individuals and the mean optimal situation of
the population, Gmax describes the maximum number of
iterations, Pg and Pb represent the global optimal positions
and the candidate position, respectively, δ and c provide two
stochastic values in the range [0, 1], and β signifies the
shrinkage-expansion coefficient in the range β to β. Here, β
and β are 1 and 0.5, respectively. Based on the above ex-
planations, the initial position can be updated as follows:

T
0
i � P(t) + β × mb − x

k
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 × ln
1
c

􏼠 􏼡. (16)

4. Segmentation of Microalgae

4.1. Concept of Entropy Criterion (Kapur’s Method).
Image segmentation is one of the most important basic op-
erations for image analysis. +e purpose of segmenting images
is to divide the image into unequal areas so that these areas are
not shared. Image segmentation is used inmany applications of
image processing and computer vision, especially medical
imaging. In recent years, many methods have been proposed
for image segmentation. +ese methods can be divided into
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two general categories of supervised and unsupervised
methods. +e unsupervised method is preferred in real-time
applications because it does not require manual segmentation.
+resholding is one of the most important methods in image
segmentation. +e main goal in threshold-based methods is to
find a threshold value for two-level thresholds and a few
threshold values for multilevel thresholds. In two-level
thresholding, only one threshold value is selected and the image
pixels are divided into two groups. A popular method for
thresholding is Kapur thresholding. +e Kapur thresholding is
a nonparametric technique to provide optimal threshold values
based on image entropy and the histogram of the considered
image.+e key idea is tomaximize the image entropy to get the
optimal threshold value. To get this end, it assumes TH as a
vector of the image threshold, i.e. [35],

TH � th1, th2, . . . , thm−1􏼂 􏼃. (17)

In this situation, the Kapur entropy method is defined by
the following equation:

Jmax(TH) � 􏽘
m

i�1
H

c
i ,

c �
1, 2, 3, f RGB scale image,

1, if Gray scale image.
􏼨

(18)

Hc
i describes the ith entropy of the image and is obtained as

follows:

H
c
1 � 􏽘

th

i�1

ph
c
i

ωc
0
ln

ph
c
i

ωc
0

􏼠 􏼡,

⋮

H
c
m � 􏽘

L

i�th+m

ph
c
i

ωc
m−1

ln
ph

c
i

ωc
m−1

􏼠 􏼡,

(19)

where ωc
i describes the ith histogram for ci, and phc

i signifies
the histogram of the image intensity levels. ln(.) defines the
natural logarithm.

+is study uses the formerly explained new designed
Quantum-based +ermal Exchange Optimization Algo-
rithm to achieve the optimal threshold values by threshold
points tuning until Jmax is met.

4.2. Image /resholding Using Quantum-Based /ermal Ex-
change Optimization Algorithm. Each one of the candidates
in the proposed algorithm shows a decision variable for the

threshold values and image segmentation. +e population
can be indicated as follows:

AT � x
c
1, x

c
2, . . . , x

c
candidatem

􏽨 􏽩
T
,

x
c
i � th

c
1, th

c
2, . . . , th

c
m􏼂 􏼃,

c � 1, 2, 3,

(20)

where AT describes the population size, xi signifies the ith

element of AT, T indicates the transpose sign, and c defines
set for RGB images while c � 1 is selected for grayscale
images. +e boundaries of the search space in the present
study are between 0 and 255, which point to the image
intensity levels.

4.3. Image Segmentation Evaluation. +e proposed QTEO-
based segmentation method is applied on MATLAB R2017b
platform and based on a laptop with Intel®, CoreTM i7, and
16GB RAM. +e parameters of the proposed QTEO-based
segmentation method are initiated with following values: the
initial numbers of continents are selected as 5 and the number
of individuals is set as 100.+e value of them1 andm2 is set to
be 2, the dimension of the search space is Th (chosen
threshold), and the maximum number of iterations is set 200.
+e algorithm will be terminated after maximizing the ob-
jective function (Jmax). To obtain a fair analysis, the method
has been performed 30 times iteratively and the mean value is
considered as the optimal threshold. In the present study,
several databases from the Internet are tested and assessed to
determine the performance of the suggested segmentation
methodology. Figure 3 and 4 show the image segmentation
based on QTEO-Kapur.

As can be observed from figures, the method can provide
useful results for the segmentation of the microalgae.

5. Feature Extraction

+e next step is to use a feature extraction to extract the
segmented image features for classification of the image with
higher accuracy and less time. In this study, the Gray-Level
Cooccurrence Matrix (GLCM) is utilized as the feature
extraction method. Tissue characteristics were evaluated by
tissue statistical analyses over the statistical distributions of
grayscale compounds observed in a specific position about
each other. +e GLCM is a matrix with identical numbers of
rows and columns that shows the grayscale levels of the
image. In other words, if an image gray number is up to P,

… …T2T1 Tn/2 Tn/2+1 Tn/2+2 Tn

Figure 2: +e structure of the candidates in the TEO algorithm.
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the dimensions of the simultaneous event matrix will be P ×

P matrix. +e current study assessed the features including
entropy, contrast, homogeneity, energy, and correlation.+e
formulation of these features is given below. +e correlation
feature is achieved as follows:

corr � 􏽘
M

i�1
􏽘

N

j�1

p(i, j) − μrμc

σrσc

. (21)

+e correlation feature is achieved as follows:
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Figure 3: Image segmentation based onQTEO-Kapur: (a)+e original image, (b), the segmented image based on the proposedmethod with
(number of thresholds� 3,) (c) the convergence profile of the fitness function, (d) the histogram of (B), (e) the binarized image, and (f) final
segmented image.
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Cont � 􏽘
M

i�1
􏽘

N

j�1
p
2
(i, j). (22)

+e entropy of the features is achieved by the following:

Entropy � − 􏽘
M

i�1
􏽘

N

j�1
p(i, j)log p(i, j). (23)

+e energy of the features is obtained as follows:
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Figure 4: Image segmentation based onQTEO-Kapur: (a)+e original image, (b), the segmented image based on the proposedmethod with
(number of thresholds� 3), (c) the convergence profile of the fitness function, (d) the histogram of (B), (e) the binarized image, and (f) final
segmented image.
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Engy � 􏽘
M

i�1
􏽘

N

j�1
p
2
(i, j), (24)

and finally, the homogeneity is achieved by the following
equations:

Hgy � 􏽘
M

i�1
􏽘

N

j�1

p(i, j)

1 +|i − j|
, (25)

where μ signifies the mean value, σ describes the standard
deviation, p(i, j) states the intensity values for pixels at
position (i, j), and M and N represent the image size.

6. Simulation Results

Various databases have been proposed for assessing the
microalgae diagnosis systems. In this study, we use the
AlgaeVision database as a popular one for the analysis.
AlgaeVision database contains a virtual image collection of
freshwater and terrestrial algae that are collected from
Britain and Ireland. AlgaeVision includes 2,300 images of
nearly 250 genera and 680 species of British and Irish algae
[36]. +e data includes 19 different classes. +e minimum
number of the elements of the class is 10. +e classes that are
considered in this study are Bacillariophyceae-1, Spiro-
trichea, Peridiniales, Nanoplankton <5 µm, Nanoplankton
5–10 µm, Gymnodiniales, Prorocentrales, Cochlodinium,
Ellipsoidal Microplankton, Ellipsoidal Nanoplankton
10–20 µm, Spherical Nanoplankton 10–20 µm, Spherical
Microplankton, Pseudonitzschia, Chaetocerotales, Cosci-
nodiscophyceae, Bacillariophyceae-2, Naviculales, Cor-
ethron, and Rhizosoleniales.

For recognizing algae, the extracted features must be
classified. In this study, the Support Vector Machine (SVM)
algorithm is employed as a fast and simple classifier to
classify positive and negative examples with a maximum
margin. +e SVM is an N-dimensional set of points that
indicates the boundaries of the categories. +e SVM algo-
rithm finds the best limit in the data and makes the highest
distance as much as possible from all categories. +e idea is
to recognize the best decision surface as follows:

y � sgn 􏽘
N

i�1
yiαiK x, xi( 􏼁 + b⎛⎝ ⎞⎠, (26)

where x defines a d-dimensional test set vector, xi describes
the ith training set vector, y represents a class label in the
range −1 and 1, N is the training set numbers, α � [α1 . . . αN]

and b represent the model parameters, respectively, and
K(x, xi) states a kernel function. Here, the Sequential
Minimal Optimization (SMO) is used for solving the qua-
dratic programming (QP) problem of the SVM to remove the
need for an extra storagematrix. To authenticate the efficiency
of the suggested approach, different measurement indicators
have been adopted. Due to the presence of multiple classes, we
used specific features including Kappa coefficient, macro-,
and microaverage. Kappa metric describes the agreement
level of two or more observers in the same class.

Kappa’s value is between −1 and 1, where 1 describes the
full agreement and 0 defines that the achieved results are too
less than the expected value for agreement. F-Score metric
indicates the harmonic mean value between the recall and
precision. +e MaxF1 and MinF1 describe the maximum
value and the minimum value of the F-Score. +e term
MinF1 has more effect on the classifier efficiency on pop-
ulations with more classes that represents the imbalanced
dataset limitation. +is metric is one of the widely used
indicators to assess classifiers. Furthermore, the termMaxF1
has been affected by classes with small number of elements,
which has an effective impact on the results evaluation. A 10-
fold cross-validation method is used for evaluating the
models. Table 1 illustrates the classification results in the
microalgae dataset.

For analysis of the robustness of the algorithm and to
achieve the oversampling strategy, a random resampling
method has been used. +is method can over/undersample
the dataset based on a percentage through some original
number of instances. +is technique generates a random set
of sample data by sampling with (or without) replacement.
+e uniformity of the resampled dataset in this technique is
defined by a parameter called bias factor. It changes in the
range [0, 1] where the values near 1 make a uniform dataset.
+e presented study evaluates different bias factors. +is

Table 1: +e classification results in the microalgae dataset.

Method/Indicator Kappa Max F1 Min F1
SMO 0.828 0.342 0.855
Region growing [37] 0.746 0.329 0.749
NAABB [38] 0.543 0.284 0.768
Label-free [39] 0.679 0.348 0.739
Neural network [40] 0.637 0.304 0.849

Table 2: +e resampling results were performed with several
sample sizes from 25% to 200%.

Sample size Kappa Max F1 Min F1

SMO

25 0.703 0.329 0.851
50 0.725 0.337 0.846
100 0.732 0.343 0.831
200 0.733 0.353 0.826

Neural network [40]

25 0.708 0.506 0.843
50 0.725 0.627 0.915
100 0.764 0.711 0.978
200 0.777 0.724 0.988

Region growing [37]

25 0.620 0.296 0.843
50 0.625 0.305 0.831
100 0.613 0.325 0.827
200 0.634 0.364 0.796

NAABB [38]

25 0.649 0.316 0.758
50 0.658 0.328 0.746
100 0.676 0.346 0.723
200 0.681 0.358 0.698

Label-free [39]

25 0.538 0.324 0.712
50 0.554 0.349 0.708
100 0.562 0.382 0.692
200 0.591 0.416 0.697
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method allows the classifier to retain smaller classes while
optimizing accuracy. As can be observed from Table 1, the
value of MinF1 is larger than the MaxF1 values, which are
due to the high efficiency of the algorithm to correctly
organize the majority classes. +e term MaxF1 has been
more affected by the smaller classes. Table 2 indicates the
resampling results which are performed with several
sample sizes from 25% to 200% to deal with the imbalance
issue.

Table 2 illustrates the improvement of the results. +e
method has a satisfactory improvement in terms of MaxF1;
therefore, it can be observed that better results are obtained
by the SMO. Moreover, the Kappa value achieved by the
proposed SMO algorithm provides a larger growth slope
which is predicted due to its better efficiency for Gaussian
distributed spaces.

As mentioned in this paper, the proposed method uses
an optimal technique using the Kapur method for seg-
mentation of the microalgae. +e main advantage of this
technique is that using metaheuristic-based techniques
can help to run from the local minimization of the
problem. However, this can make the problem about more
complexity of the proposed method toward the classical
one.

7. Conclusions

+e present study proposed a new optimized and pipelined
method for in-line detection of microorganisms. +e method
was first used as histogram equalization to improve the quality
of the image quality. +en an image segmentation based on an
optimized Kapurmethod was designed and used for separating
the microalgae. +e optimization of the Kapur in the study is
based on a new improved version of the Quantum-based
+ermal Exchange Optimization Algorithm. +e new algo-
rithm was designed for improving the segmentation accuracy.
+e Gray-Level Cooccurrence Matrix (GLCM) was then used
for extracting the main features of the lesion area. A 10-fold
classification was then performed to classify the Sequential
Minimal Optimization- (SMO-) based Support Vector Ma-
chine (SVM).+e suggested method was compared with some
state-of-the-art methods by three different metrics. +e final
results showed that the suggested technique with 0.828 Kappa,
and 0.342 and 0.855min andmax value of F1, provides the best
efficiency against the other compared methods.
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Nowadays, for many industries, innovation revolves around two technological improvements, Arti�cial Intelligence (AI) and
machine learning (ML). ML, a subset of AI, is the science of designing and applying algorithms that can learn and work on any
activity from past experiences. Of all the innovations in the �eld of ML models, the most signi�cant ones have turned out to be in
medicine and healthcare, since it has assisted doctors in the treatment of di�erent types of diseases. Among them, early detection
of breast cancer using ML algorithms has piqued the interest of researchers in this area. Hence, in this work, 20ML classi�ers are
discussed and implemented in Wisconsin’s Breast Cancer dataset to classify breast cancer as malignant or benign. Out of 20, 9
algorithms are coded using Python in Colab notebooks and the remaining are executed using the Waikato Environment for
Knowledge Analysis (WEKA) software. Among all, the stochastic gradient descent algorithm was found to yield the highest
accuracy of 98%. e algorithms that gave the best results have been considered in the development of a novel ensemblemodel and
the same was implemented in both WEKA and Python.  e performance of the ensemble model in both platforms is compared
based on metrics like accuracy, precision, recall, and sensitivity and investigated in detail. From this experimental comparative
study, it was found that the ensemble model developed using Python has yielded an accuracy of 98.5% and that developed in the
WEKA has yielded 97% accuracy.

1. Introduction

Any environment can bemade smart and intelligent with the
help of technologies like AI and ML [1].  ese technologies
not only reduce the manpower and labor time but also
improve the quality of life by automating society and cre-
ating more job opportunities [2, 3]. A system that can apply
some logic, evaluate the di�erent options available, and
decide on its own can be considered to be an application of
Arti�cial Intelligence. To provide this intelligence, the sys-
tem has to be trained; i.e., the system has to learn.  is is

done through machine learning, a branch of AI, where the
system makes a decision based on the data. In ML, the
performance of a task improves based on previous data or
experience.  us, it can be understood that performance,
task, and experience are the three main characteristics of
ML. Figure 1 represents the basic ¢ow of machine learning
pictorially.

 e applications of ML can be found in many areas such
as object recognition, spam detection, speech recognition,
and healthcare industries for survival predictions, tumor
detection, and cancer detection.  e use of AI and ML
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models assists doctors in the early detection and curing of
cancer, tumors, and other deadly diseases. One such ap-
plication in medicine is the detection of breast cancer using
ML models. Breast cancer is the growth of unwanted cells in
the breast and early detection of this cancer can lead to a
better cure [4]. Many classi�cation algorithms in machine
learning can be used to detect breast cancer with high ac-
curacy, but selecting a particular algorithm for breast cancer
detection is a challenging task.  ere are many works done
by researchers working in these areas and these kinds of
works give rise to the establishment of smart hospitals and
constructive exploitation of these technologies leads to the
improvement in quality of life [5].

Chandrasekaran et al. [6] developed a fully integrated
analog-based machine learning classi�er that uses Arti�cial
Neural Network (ANN) algorithms for breast cancer pre-
diction.  e developed ANN model mainly focused on nine
attributes of breast cancer, such as (1) bland chromatin, (2)
mitosis, (3) uniformity of cell shape, (4) marginal adhesion,
(5) single epithelial cell size, (6) uniformity of cell size, (7)
clump thickness, (8) normal nucleoli, and (9) bare nuclei.
 e authors achieved a mean accuracy of 96.9%with optimal
energy consumption. Later, a Deep Neural Network with
Support Value (DNNS) was developed by Vaka et al. [7] for
predicting breast cancer.  e model was developed in three
stages. In the �rst stage, preprocessing was carried out by
removing noise from the images in the dataset. In the second
stage, the geometrical and textual features were detected
from the preprocessed image. In the third stage, each image
was segmented using the histosigmoid based fuzzy classi�er.
 e authors achieved an accuracy of 97.21%. Mojrian et al.
[8] developed a multilayer fuzzy expert system by integrating
an Extreme Learning Machine (ELM) classi�cation model
with Radial Basis Function (RBF). e authors compared the
proposed methodology with the linear Support Vector
Machine (SVM) model. Accuracy, Precision, True Positive
(TP rate), False Positive (FP rate), True Negative (TN rate),
and False Negative (FN rate) were considered as the per-
formance metrics to evaluate the proposed ML model.  e
authors achieved an accuracy of 98% and the proposed
methodology was e�ective in detecting breast cancer when
compared with the linear SVMmodel. Chaurasia and Pal [9]
predicted and compared six machine learning algorithms.
Classi�cation and Regression Trees (CART), Linear Re-
gression, Multilayer Perceptron (MLP), Naive Bayes (NB), K
Nearest Neighbors (KNN), and SVM were the basic learners
considered for prediction. Along with basic learners, a few
ensemble algorithms like AdaBoost M1, Random Forest
(RF), and Support Vector Clustering (SVC) were integrated

to yield high accuracies. e authors divided the training and
test set in the ratio of 80 : 20, respectively. Accuracy was the
metric considered by the authors and they achieved a good
accuracy of 95.17%. Similar to [9], a comparative analysis
using data visualization and ML applications for breast
cancer detection and diagnosis was carried out by [10] and
achieved an accuracy of 98% using the logistic regression
model.

Having studied the recent works of these authors, it is
understood that individual algorithms like either deep
neural networks or ensemble algorithms have been used at a
time. To further improve the accuracy of existing meth-
odologies, a novel combination of ensemble and optimi-
zation-based approaches is required to detect breast cancer
with high accuracy. In this paper, 20 di�erent ML classi�-
cation algorithms have been selected for predicting breast
cancer as benign or malignant using Wisconsin’s Breast
Cancer dataset. Out of these 20, 9 were implemented in
Google Colab notebooks using Python programming lan-
guage and the remaining 11 were executed in WEKA data
mining software. Along with the 20 algorithms, we propose a
novel machine learning ensemble-based algorithm.  e
algorithms for ensemble were chosen based on the perfor-
mance of the 20 algorithms.  e ensemble model developed
was made to run on both platforms and the results obtained
were compared and investigated in detail.  us, the work in
this paper can assist doctors in accurately detecting and
diagnosing breast cancer in the early stages.  is is an at-
tempt to improve and automate society, establish the con-
cept of smart hospitals, and contribute to the development of
these technologies.

 e rest of this paper is organized as follows. Section 2
introduces the dataset and discusses the EDA performed to
understand the importance and contribution of individual
features. Section 3 describes the working of the selected 20
algorithms. Section 4 explains the evaluation parameters
considered to investigate the performance of the algorithm
and Section 5 discusses the results obtained and explains in
detail the comparative study carried out in both platforms
before concluding in Section 6.

2. Wisconsin’s Breast Cancer Dataset

 e Breast Cancer dataset from the University of Wisconsin
Hospital was considered for carrying out the performance
analysis of 20 di�erent classi�cation algorithms.  is is a
small dataset consisting of data from 569 patients with 31
di�erent input features and a single output feature.  e 31
di�erent features are independent of each other and the
output feature called “diagnosis” is dependent on the input
features.  e output feature “diagnosis” has two labels:
malignant and benign.

2.1. Exploratory Data Analysis (EDA).  e Breast Cancer
dataset consists of data from 569 patients, out of which 359
patients were diagnosed as benign and 212 patients were
diagnosed as malignant.  e blue region from Figure 2
represents the percentage share of patients who were

DATA
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Figure 1:  e basic ¢ow of machine learning.

2 Mathematical Problems in Engineering



diagnosed as malignant (37.3%) and the red region repre-
sents the percentage share of patients who were diagnosed as
benign (62.7%).

As the percentage shares are not equal, there is a class
imbalance and the predictions may not be generalized. To
overcome this class imbalance problem and to have gen-
eralized results, the number of data samples must be equal
for both labels. Inferring from Figure 3, if the mean radius is
higher, then the patient is more likely to be diagnosed as
malignant and if it is lower, then the patient is diagnosed as
benign. So, the mean radius is directly proportional to the
chances of a patient having breast cancer or not.

Similarly, from Figure 4 it is understood that people who
were diagnosed as malignant have mean compactness in the
range of 0.05 to 0.27 and those who have been diagnosed as
benign have mean compactness in the range of 0 to 0.18. As
the mean compactness increases, the chances of a person
likely having cancer cells are more. When the cancer is
detected as malignant, the mean area of spread of cancer is
between 500 and 1800mm and when the same has been
detected as benign, the mean area of spread of cancer is
between 0 and 700mm and their respective sum is depicted
in Figure 5. Early cancer detection helps to stop the spread of
cancer when compared to malignant cases. Curing of ma-
lignant cases is very hard as the area of spread will be high.

3. Brief Description of the
Classification Algorithms

 e chart given in Figure 6 explains the types of ML.  e
algorithms listed in the chart below are the most common
and popularly used classi�ers. Instance-based algorithms
such as KNN and statistical-based algorithms such as Naive
Bayes, Bayes Net, Neural Network, Decision Trees, and more
are experimentally veri�ed in the next section.

3.1. Logistic Regression. It is a widely used machine learning
approach for categorization.  e logistic regression algo-
rithm draws a decision boundary between the di�erent input
features.  e model then maps the inputs to the outputs by
computing the cost function.  e sigmoid function, also
called a logistic function, is used for predicting the target

labels. Equations (1)–(3) mathematically describe the sig-
moid function [11].

h(x) � g θTx( ), (1)

g θTx( ) �
1

1 + e− θ
Tx
, (2)

g(z) �
1

1 + e− z
, (3)

where h(x) is de�ned as the model and g(θTx) is the sig-
moid function. θT is the model parameters and x represents
the input features. After the sigmoid function is computed,
the cost function is calculated and the results from the cost
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function are later optimized using a gradient descent
algorithm.

3.2. K Nearest Neighbors (KNN). KNN is a widely used
method for various real-time applications dealing with the
classi�cation of classes.  e classi�cation can be either
binary in which only two output classes will be available or

multiclass classi�cation, in which more than two output
classes will be available.  e KNN algorithm is a lazy
learning and highly computational algorithm [12].  is
algorithm uses the principle of matching the characteristic
label of an unknown data sample with the characteristic
label of a neighboring data sample based on Euclidean
distance or, in some cases, the Manhattan distance [13].
Euclidean distance is the square root of the distance
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Figure 6: Types of machine learning and classi�cation algorithms.
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between the two points in the sample space. *e following
equation (4) gives the Euclidean distance formula [14]:

d xi, xj􏼐 􏼑 �

������������

􏽘

m

n�1
xin − xjn􏼐 􏼑

2

􏽶
􏽴

, (4)

where d(xi, xj) is the distance between a known data sample
and an unknown data sample and xi, xj are the location of the
data samples.*e “K” in KNN is the total number of neighbors
that are selected for making predictions. It should be purely
user-defined for fine prediction or else should be an odd square
of the total number of data in the dataset chosen [15]. When a
new, unknown data sample is introduced into the search space,
the distance between the unknown data sample and the k
nearest neighbors is determined. *e least proximity value
among the unfamiliar data sample to the nearest neighbor will
determine the class for the unknown data sample.

3.3. Naive Bayes Classifier. It is a Bayes theorem-based
conditional probabilistic machine learning model.

3.3.1. Bayes 7eorem. *e Bayes theorem in probability and
statistics defines the likelihood of every occurrence based on
prior knowledge of circumstances that may be relevant to the
event. *e following equation expresses the Bayes theorem
mathematically [16]:

P(A|B) �
P(B|A)P(A)

P(B)
, (5)

where A and B are events and P(B)≠ 0.
Hence, utilizing this hypothesis, it is feasible to discover

the likelihood of an incident, say A, given that B has hap-
pened. In this case, B represents the evidence and A rep-
resents the hypothesis. *e assumption here is that the
existence of one trait has no effect on the other. As a result, it
is said to be naive. Saritas and Yasar used the Naive Bayes
model and ANN in Breast Cancer Coimbra Dataset and
found that the classes were classified with an accuracy of
86.95% with ANN and 83.54% with Naive Bayes algorithms,
thus proving that Naive Bayes algorithms could be used for
early breast cancer detection [17].

3.3.2. Types of Naive Bayes Classifier

(1) Gaussian Naive Bayes Classifier (GNB). When the
predictors take on a continuous value in GNB, we assume
that these values have a Gaussian or normal distribution.
Consider training data with a continuous attribute “X.”
After dividing the data by class, the mean and variance of
“X” in each class are computed. *e probability distri-
bution of some observation value “Xi” given a class “Y”
can be computed by using the following equation [16]:

P xi|y( 􏼁 �
1

����
2πσ2y

􏽱 e− xi− μy( 􏼁
2
/2σ2y , (6)

where σy is the variance of values associated with class y and
μy is the mean of values associated with the class y.

Piryonesi and El-Diraby explored the performance of
different classification algorithms and used it for the ex-
amination of asphalt pavement degradation data. According
to their findings, GNB can significantly improve the clas-
sifier’s accuracy [18].

(2) Bernoulli’s Naive Bayes Classifier (BNB). Features in the
multivariate Bernoulli event model are independent Bool-
eans (binary variables) that describe inputs. *is model, like
the multinomial model, is popular for document classifi-
cation problems where binary term occurrence character-
istics are utilized rather than term frequencies.

(3) Complement Naive Bayes Classifier (CNB). *e com-
plement Naive Bayes classifier, also called CNB, works well
with imbalanced datasets. *e main principle behind the
CNB is that the probability of a feature or data sample is
calculated for all the classes to which the data sample belongs
and not just for a single particular class. *e main disad-
vantage of CNB is that the model tends to overfit easily when
there is a large number of data samples in the dataset.

3.4. CART

3.4.1. Decision Tree. *e decision tree algorithm is used for
many classification problems. *e main advantage of the
decision tree is that it finds hidden patterns from the data by
pruning the dataset and delivers high accuracy [19]. Pruning
is the process of removing unwanted nodes from the de-
cision tree that does not provide meaningful insights into the
classification process. *e decision tree consists of three
components, mainly the root, node, and leaves. Root and
node classify the unknown data based on if-then criteria and
deliver the output to the next layer of nodes. Leaves are the
ends of a decision tree that provides the filtered result after
pruning. *ere are different algorithms to implement a
decision tree and one such simple way to implement the
same is using an Iterative Dichotomiser 3 (ID3) algorithm.
*e ID3 algorithm uses information gain and entropy to
determine the output labels. Entropy measures the impurity
of data and information gain is used to determine the
amount of information that the data contributes to the final
outcome [20]. *e information gain and the entropy are
measured using equations (7) and (8) [21].

H(s) � 􏽘
c∈C

−P(c)log2P(c), (7)

where H(s) is the entropy, s is the input data, and c is the
number of output classes.

IG(A, S) � H(S) − 􏽘
t∈T

P(t)H(t), (8)

where IG(A, S) is the information gain from the data S

depending on output A, t is the subset after the data is split,
P(t) is the number of elements in t, and H(t) is the entropy
of the subset.
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3.4.2. Decision Stump. *e decision stump algorithm is
similar to decision trees. In this algorithm, there is only one
decision tree which consists of one root and a maximum of
two leaf nodes for output predictions [22]. Because of this
reason, decision stumps are weak learners and do not
subclassify like decision trees. *e algorithm terminates as
soon as the first classification is executed. *e overall pre-
diction can be determined using the following equation [23]:

F(x) � 􏽘
n

i�1
g

i
xi( 􏼁, (9)

where x is the input features, gi is the predicted value of the
ith feature, and xi is the ith feature.

3.4.3. Random Trees. Random tree classifiers are a combi-
nation of decision trees and random forests. It is also called
Random Forest Tree (RFT). It belongs to the category of
ensemble classifiers. Random Trees improve the perfor-
mance of weak learners as well as the accuracy of the ma-
chine learning model. A random tree is defined in three steps
as (i) defining the method of splitting the leaves in the tree;
(ii) selecting the predictor type for every leaf in the tree; (iii)
providing the randomness into the leaves. One major dis-
advantage of random trees is that the classifier often tends to
overfit the model [24].

3.4.4. Reptree. Reptree, also called representative tree al-
gorithm, belongs to the family of decision trees and is one of
the fast learner algorithms [25]. In this algorithm, multiple
decision trees are created and the one with the highest
probability is chosen as the representative, and based on this,
other trees will be classified [26]. *e reptree algorithm is a
combination or ensemble of various individual trees or
individual learners.

3.4.5. Random Forests. Random forest is the combination of
many decision trees by randomly selecting the features and
bootstrapping [27]. *e random forest will first select a
limited number of features from the entire set of input
features and split those random features into nodes. *e
nodes, in turn, are split into subnodes or daughter nodes and
the process is carried out until the required nodes are sat-
isfied. *e same process is repeated for “n” number of times
creating “D” decision trees. *e pseudocode for random
forest is given in Table 1.

3.5. Support Vector Machines (SVM). SVMs provide highly
accurate results with linear data as well as nonlinear data. In
SVM, the input features are defined as input vectors, and
multiple hyperplanes are drawn between these input fea-
tures. *e hyperplane acts as a decision boundary in SVM.
*e main objective of a hyperplane is to maximize the
distance between two or more input features [28]. Because of
this characteristic of the hyperplane, SVMs work well with
nonlinear data. A hyperplane can be expressed using the
following equation [29]:

W
T

x + b � 0, (10)

where x is the input vector containing the input features, b is
the bias, and W is the weight that defines the distance
separating the hyperplane.*e best hyperplane is decided by
finding different hyperplanes which classify the labels in the
best way; then it will choose the one which is farthest from
the data points or the one which has a maximum margin as
depicted in Figure 7.

3.6. Stochastic Gradient Descent (SGD). SGD is a sophisti-
cated version of gradient descent (GD). *e only difference
between GD and SGD is that the gradient descent is calculated
for only a limited number of data samples. SGD selects data
samples in a randomizedmanner and computes the gradients.
Once the gradient is computed, the weights and the corre-
sponding output labels are updated for all the data samples
that were considered. *is is an iterative process and con-
tinues until a minimum cost is reached [30]. *e following
equation is used to calculate the gradient descent [31]:

∇f(x) �
1
n

􏽘

n

i�1
∇fi(x), (11)

where f(x) is the objective function, n is the total number of
data samples, ∇f(x) is the gradient descent of objective
function, and ∇fi(x) is the gradient descent that is com-
puted for limited data samples randomly. Once the gradients
are computed for the selected data samples, the weights are
updated using the following equation [32]:

x⟵x − α∇fi(x), (12)

where x is the data sample and α is the learning rate.

3.7. Sequential Minimal Optimization (SMO). SMO is used
for solving quadratic programming problems. It is used to
train the SVM classifier using a Gaussian or polynomial
kernel [32]. It converts the attributes or features into binary
values and also replaces missing values in the input fea-
tures. SMO breaks down a quadratic problem into linear
complexity. *en this linear complexity is solved using
Lagrange multipliers α1 and α2. *e constraints for the
selection of Lagrange multipliers are given in equations (13)
and (14) [33]:

0≤ α1, α2 ≤M, (13)

y1α1 + y2α2 � K, (14)

where M is an SVM hyperparameter and K is the kernel
function, both supplied by the user; and the variables α1, α2
are Lagrange multipliers. SMO can be used when there is a
class imbalance between the input features and works well
with binary as well as multiclass classification [34].

3.8.KStar. K star orK∗ is one of the lazy algorithms used for
many complex classification problems. It is also called an
instance-based classification algorithm [35]. Every data
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sample is an instance of this algorithm.  e class of an
instance of an unknown data sample depends on the en-
tropic distance between that unknown data sample and the
known data sample in the search space [36].

3.9. Bayes Net. A Bayesian Network, also called Bayes Net, is
one of the classi�cation algorithms used for solving machine
learning problems. A Bayes Net is constructed using DAG-
s—Directed Acyclic Graphs. ese DAGs consist of nodes and
edges.  e nodes represent a random variable, and the edges
are used to establish the connection between two or multiple
di�erent nodes and carry the information regarding the
probabilities between nodes. e only prerequisite of a DAG is
that all the nodesmust be connected in an open-loop and there
must be no closed connection between the two nodes.  e
information sharing between the nodes depends on the Pa-
rental Markov Condition (PMC). PMC states that a variable
represented by a node is independent of all variables in a
nondescendant node and conditional on the parent node.  e
probabilities are calculated using the conditional probability
formula as mentioned in the following equation [37]:

P(A|B) �
P(A∩B)
P(B)

. (15)

3.10. Classi�cation via Regression. In classi�cation via re-
gression algorithm, �rst regression is carried out. Classi�cation
is performed from the output features obtained from the re-
gression model and �nally, the output class is predicted using

logistic regression.  e main disadvantage of this algorithm is
that it provides ¢uctuating results. It is both a weak learner and
a strong learner.  e algorithm performs well when the
number of input features is limited and if the input features are
more, the accuracies may vary.

3.11. Gradient Boosting Classi�er. Gradient boosting clas-
si�er is an ensemble of various weak learners which is used
for both regressions and classi�cation problems. A gra-
dient boosting classi�er performs gradient descent on a
weak learner-like decision tree.  is loss function can be
de�ned as in the following equation[38]:

f(x) � px + q + e, (16)

where f(x) is the loss function, e is the error, x is the vector
containing input features, and p, q are weights to the loss
function.  e gradient boosting classi�er can be applied to
more complex datasets and it provides highly accurate re-
sults for nonlinear data.

3.12. AdaBoost M1. AdaBoost, also called Adaptive Boost-
ing, is an ensemble-based algorithm that can be used for
both binary and multiclass classi�cation. In this boosting
algorithm, classi�cation is carried out by de�ning a
threshold or weightage value for every classi�er.  e �nal
output class is determined based on weighted votes from the
individual classi�ers. If there are any weak classi�ers, then
extra weights are given to the samples of these classi�ers.
 is addition of extra weights to weak classi�ers converts the
weak learner into a strong learner [39, 40].  e weights for
the individual classi�er are determined using the following
equation [41]:

αi �
1
2
ln

1 − εi
εi

( ), (17)

where αi is the weight for sample i and εi is the weighted
error for sample i.  e �nal output prediction is determined
using the following equation [42]:

H(s) �∑
n

i�1
αihi(s), (18)

Table 1: Pseudocode for random forest.

(1) Start
(2) De�ne the input features

(3)
Training the data

(i) Select “i” random features from the entire set of input features i
(ii) Determine the nodes from the “i” features using the best split point

(4) Repeat
(i)  e above three steps until a speci�c number of nodes are reached

(5) Repeat
(i)  e above steps for n times to create m decision trees

(6)
Testing the data

(i) Feed-in a new data sample and predict the output label
(ii)  e node which gives high prediction among the other output nodes will be taken as the �nal prediction

(7) Stop

W Tx + b = 0

Figure 7: SVM hyperplane.
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where H(s) is the final output prediction and hi(s) is the
output prediction for each sample in a classifier.

3.13. LogitBoost. LogitBoost is also called an additive logistic
regression algorithm [43]. LogitBoost is a weak classifier.
LogitBoost takes different data samples while training and
produces a weak output prediction. Boosting is applied to
this weak model to improve performance and produce high
output predictions. LogitBoost works well with both binary
and multiclass classification. LogitBoost is similar to the
AdaBoost algorithm. *e only difference between the two
algorithms is that the logit boost algorithm produces a weak
classifier during the initial period of training the model. *e
output predictions are determined by using the following
equation [44]:

P(x) �
e

f(x)

e
f(x)

+ e
−f(x)

, (19)

where P(x) are the probabilities of output class and f(x) is
the fitness function

3.14.Bagging. Bagging is also called BootstrapAggregation. It is
a powerful ensemble algorithm that works well with small
datasets. Bagging is used to reduce the variance in a trained
model and prevents overfitting of data while training [45]. In
this algorithm, the dataset is split into clusters. Classification
algorithms like decision trees and random forest are applied to
this cluster, and predictions are computed.*e predictions from
the individual clusters are averaged and through a voting basis,
the final output prediction is determined [46, 47]. *e pseu-
docode for bagging is given in Table 2.

4. Evaluation Metrics

*e performance of the above-discussed 20 classification
algorithms is evaluated using the parameters discussed
below. A confusion matrix with TP, TN, FP, and FN for
actual and predicted data samples is formed as seen in
Table 3. A confusion matrix is a table that allows you to
examine how an algorithm performs. Each column of the
matrix contains examples from an actual class, whereas each
row represents instances from a projected class [11].

*e letter TP denotes that the actual value was positive
and that the model projected a positive result. *e letter TN
denotes that the actual value was negative and that the model
expected a negative result. In both of these examples, the
projected value corresponds to the actual value. Whereas FP
denotes a negative actual value but a positive prediction
from the model, FN denotes a positive actual value but a
negative prediction from the model. In both cases, the
predicted value was falsely predicted. Based on these 4
values, accuracy, precision, recall, F1 measure, sensitivity,
and specificity can be calculated.

Accuracy gives the proportion of properly identified
samples to total samples. It is obtained from the for-
mula [48, 49],

Accuracy �
TP + TN

(TP + TN + FP + FN)
. (20)

Precision tells how many of the correctly anticipated
samples were positive. It is calculated by dividing all
positive cases by all positive examples projected to be
positive [48].

Precision �
TP

(TP + FP)
. (21)

Similarly, recall indicates how many of the actual
positive samples were properly predicted by the model.
In medical circumstances, recall is critical since positive
cases should not go undiscovered. In the case of this
dataset, recall would be a preferable statistic because we
do not want to mistake a malignant individual for a
benign person. Precision and recall would decide
whether or not the model is dependable [48].

Recall �
TP

(TP + FN)
. (22)

*e F1 metric is a harmonic mean of recall and pre-
cision; hence it provides a comprehensive overview of
these two measures. When we strive to improve our
model’s precision, the recall decreases, and vice versa.
*e F1-score incorporates both trends into a single
number [48].

F1 − measure �
2TP

(2TP + FP + FN)
. (23)

Sensitivity is the ability of a test to correctly classify a
sample as malignant/positive. It is defined as the rate of
the predicted positive case to the total positive cases [48].

Sensitivity �
TP

(TP + FN)
. (24)

Specificity, on the other hand, is the ability of a test to
correctly classify a sample as negative/benign. It gives
the relationship of observed negative examples with all
negative examples [48].

Specificity �
TN

(TN + FP)
. (25)

In addition to the parameters mentioned above, three
model evaluationmetrics in R are utilized to examine the
performance of implementing algorithms (i.e., Kappa
value, Root Mean Squared Error (RMSE), and Mean
Absolute Error (MAE)). *e Kappa value, often known
as Cohen’s Kappa, is a measure of categorization ac-
curacy. It is normalized to the dataset’s random chance
baseline. It is a statistic that compares the observed and
expected accuracy.*e Kappa statistic is used to evaluate
not just a single classifier but also subclassifiers.
*e MAE is the average of all absolute errors. It is also
defined as the difference between the expected and
actual values. References [50, 51] give the formula
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MAE �
􏽐

n
i�1 yi − xi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

n
, (26)

where n is the total number of samples, yi is the
predicted value, and xi is the actual value.
Root mean square error (RMSE). It is equal to the
square root of the mean of the squares of all mistakes.
RMSE is widely used and regarded as an excellent error
metric for various sorts of predictions [51, 52].

RMSE �

������������

􏽐
n
i�1 yi − xi( 􏼁

2

n

􏽳

. (27)

5. Results and Discussions

In this study, 20 various classification algorithms were
discussed in the previous section. To analyze its perfor-
mance, all the algorithms were applied toWisconsin’s Breast
Cancer dataset to predict whether the cancer is benign or
malignant. *e analysis was justified based on various pa-
rameters such as precision, F1 measure, confusion matrix,
recall, accuracy metrics, and run time discussed in Section 4.
As discussed in Section 2, the dataset contains 569 samples,
each with 33 attributes. *e dataset is preprocessed by re-
moving the unnecessary attributes which do not contribute
to the output and checking for any incomplete data. After
that, the dataset is divided into 426 training samples and 143
testing samples. All algorithms are trained on training
samples before being verified on test data. *e evaluation
parameters given in this section are obtained from the
validation of test samples. *e current method employs a
data driven approach. Based on historical data, the model
will be able to detect breast cancer. Also, this method is faster
in breast cancer detection when compared to traditional
diagnostic methods on basis of performance and time. *e
novelty of this method is attributed to the fact that the
ensemble model developed for the current study consists of
combination of boosting and optimization algorithms which
will dynamically reduce the errors within few iterations.

5.1. Experimental Platform. In this study, an Intel Core i5
powered 2.30GHz/8.00GB system running under the
Windows operating system is used for processing purposes.
Out of the 20 discussed algorithms, 9 of them (Logistic
regression; KNN; Naive Bayes–Complement, Bernoulli,
Gaussian; Decision tree; Random forest; Gradient Booster;
Support Vector Machine) are run on Google Colab note-
books and coded using Python language. *e Scikit-learn
package is used to train and test the samples. *e remaining
11 algorithms (SGD, SMO, K star, Decision Stump, random
tree, REPTree, BayesNet, classification via regression,
AdaBoost M1, LogitBoost, and bagging) are run using
WEKA software which is a workbench for machine learning.

5.2. Experimental Results. Train and test data are split in the
ratio of 80 : 20. *e TP, TN, FP, and FN values of the
implemented algorithms are given in Table 4. Based on these
4 values, accuracy, precision, recall, F1 measure, sensitivity,
and specificity are calculated using equations (20)–(25) and
tabulated in Table 5. Apart from the above-discussed pa-
rameters, three model evaluation metrics in “R” are also
calculated using equations (26) and (27) and tabulated in
Table 6. Also, the accuracy and run time of the algorithms
are graphically depicted in Figures 8 and 9.

5.3. Discussions. *e hyperparameters used to implement
the algorithms are summarized in Table 7. From Table 5 it is
clearly understood that SGD yields a higher accuracy of 98%,
followed by random forest, SMO, and gradient booster with
97%. BNB yields the least accuracy of 63%. *is is due to the
fact that BNB is used for discrete data and operates on the
Bernoulli distribution. *e key characteristic of BNB is that
it only takes binary values such as true or false. *e Breast
Cancer dataset has a continuous range of values for all the
features. *is is why BNB is not able to produce higher
accuracy. All other algorithms yield accuracy ranging from
90% to 96%. KNN was able to provide an accuracy of 95%
with its K value set to 4. *e K value was decided using a
search method where, for each K value from 1 to 10, the
error obtained was plotted and visualized in Figure 10.

SmallerK values can be noisy and have a greater effect on
the outcome, but bigger K values have smoother decision
boundaries, which means reduced variance but increased
bias and is computationally intensive. Hence an optimal K
value of 4 was selected. *e type of solver and learning rate

Table 2: Pseudocode for bagging.

(1) Start
(2) Define the input features and the output label
(3) Split data into training and testing sets

(4)

Training the model
(i) Perform bootstrap process on the training data
(ii) Choose the number of clusters to be formed based on the data
(iii) Apply a classification algorithm like a decision tree

(5)
Evaluate the model on the test set

(i) Compute the accuracy from each cluster in the model and average the accuracy
(ii) Determine the output prediction by a voting process

(6) Stop

Table 3: Confusion matrix representation.

Benign Malignant
Benign TP FP
Malignant FN TN
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used for logistic regression was selected based on the grid
search method. *ree solvers “newton-cg,” “liblinear,” and
“saga” were used and the learning rate was set in a range
from 0.001 to 10. Logistic regression was able to yield an
accuracy of 95% with a “Liblinear” solver and a learning rate
of 10.

Figure 9 shows the run time of all implemented al-
gorithms. *e gradient booster algorithm was found to
take more time than 7.74 seconds, followed by logistic
regression with 4.3 seconds. *is is because the gradient
booster tends to overfit the model. Hence, setting a large
number of boosting results increases the performance of
the model. In this case, the boosting stages were set to

2000 which caused the algorithm to take more time. *e
same is in the case of a random forest. As discussed before,
the grid search method was used in logistic regression to
find the optimal solver and learning rate which resulted in
more time. Decision tree was able to provide an accuracy
of only 92%. *e tree diagram for the dataset is given in
Figure 11.

To increase the accuracy, pruning was executed. Pruning
reduces the size of decision trees by removing nodes of the
tree that do not contribute to model training. Pruning can
also improve classification accuracy. *e pruned decision
was able to provide an accuracy of 95% and the same tree is
shown in Figure 12.

Table 5: Performance of implemented classifiers.

Classifier Precision Recall F1 measure Accuracy Sensitivity Specificity Roc area
KNN 0.97 0.88 0.93 0.95 0.93 0.98 0.94
Logistic regression 0.91 0.96 0.93 0.95 0.97 0.91 0.95
CNB 0.97 0.83 0.89 0.93 0.90 0.97 0.90
BNB 0.00 0.00 0.00 0.63 0.63 0.00 0.50
GNB 0.96 0.90 0.93 0.95 0.94 0.96 0.94
Decision tree 0.92 0.94 0.93 0.95 0.96 0.93 0.95
Decision stump 0.88 0.83 0.86 0.89 0.89 0.89 0.85
Random tree 0.90 0.98 0.94 0.95 0.98 0.90 0.96
REPTree 0.85 0.91 0.87 0.90 0.93 0.85 0.93
Random forest 0.96 0.96 0.96 0.97 0.98 0.96 0.97
SVM 0.98 0.89 0.93 0.95 0.93 0.97 0.93
SGD 0.98 0.96 0.97 0.98 0.97 0.98 0.97
SMO 0.96 0.96 0.96 0.97 0.97 0.96 0.97
K star 0.96 0.89 0.92 0.94 0.93 0.96 0.98
Bayes net 0.91 0.93 0.92 0.94 0.95 0.91 0.99
Classification via regression 0.93 0.94 0.93 0.95 0.96 0.93 0.98
Gradient booster 0.96 0.96 0.96 0.97 0.98 0.96 0.97
AdaBoost M1 0.93 0.95 0.94 0.95 0.96 0.93 0.99
LogitBoost 0.96 0.92 0.95 0.96 0.95 0.96 0.99
Bagging 0.95 0.93 0.94 0.95 0.95 0.95 0.99

Table 4: Confusion matrix (TP, TN, FP, FN) of the implemented classifier.

Classifier TP TN FP FN
KNN 89 47 1 6
Logistic regression 85 51 5 2
CNB 89 44 1 9
BNB 93 0 0 53
GNB 88 48 2 5
Decision tree 86 50 4 3
Decision stump 80 47 6 9
Random tree 80 55 6 1
REPTree 77 51 9 5
Random forest 88 51 2 2
SVM 89 47 1 6
SGD 85 54 1 2
SMO 84 54 2 2
K star 84 50 2 6
Bayes net 81 52 5 4
Classification via regression 82 53 4 3
Gradient booster 88 51 2 2
AdaBoost M1 82 53 4 3
LogitBoost 84 52 2 4
Bagging 83 52 3 4
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5.4. Development of Novel Ensemble Model.  e ultimate
objective of every ML challenge is to �nd a model that can
predict the desired outcome with high accuracy. Rather than
creating a single model and hoping it is the best, we can use
ensemble to take a variety of diverse models into consid-
eration and average those models to get a single �nal model.
In other words, the ensemble approach is a machine learning
strategy that integrates numerous basic models to build a
single highly accurate model. Common ensemble algorithms
such as bagging, AdaBoost, LogitBoost, and gradient
boosting are discussed above and implemented. In addition
to that, a novel ensemble model has been developed com-
bining logistic regression, stochastic gradient descent, and
random forest.  e hyperparameters of the developed

ensemble model are given in Table 8.  e performance of
this ensemble model is investigated by implementing it on
both platforms (i.e., Colab notebook and WEKA software).
 e results obtained are compared and discussed further in
the next section.

5.5. Comparative Study between WEKA and Python Coded
Results. A comparative study has been performed between
WEKA results and Python coded results.  e ensemble
model developed above has been used to perform this
comparative study. Table 9 summarizes the results obtained
through WEKA and Python by ensemble of the three
algorithms.
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Figure 8: Accuracy of implemented algorithms.

Table 6: Kappa value, MAE, RMSE, and run time of implemented algorithms.

Classi�er Kappa value MAE RMSE
KNN 0.895 0.048 0.221
Logistic regression 0.892 0.048 0.221
CNB 0.849 0.069 0.264
BNB 0.006 0.370 0.608
GNB 0.897 0.048 0.221
Decision tree 0.891 0.048 0.221
Decision stump 0.773 0.168 0.310
Random tree 0.897 0.049 0.222
REPTree 0.799 0.128 0.287
Random forest 0.946 0.027 0.167
SVM 0.897 0.050 0.221
SGD 0.962 0.021 0.145
SMO 0.946 0.028 0.167
K star 0.885 0.057 0.228
Bayes net 0.878 0.059 0.236
Classi�cation via regression 0.894 0.085 0.207
Gradient booster 0.942 0.030 0.170
AdaBoost M1 0.896 0.058 0.189
LogitBoost 0.917 0.054 0.174
Bagging 0.895 0.083 0.188
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Table 7: Hyperparameters of the implemented 20 classi�ers.

Classi�ers Hyperparameters
KNN Nearest neighbors—4; brute algorithm
Logistic regression Solvers—Newton-cg, liblinear, saga; learning rate—0.001, 0.01, 0.1, 1; penalty—l2, max. iterations—2000
CNB, BNB, GNB Alpha (smoothing parameter)—1.0 (default) var_smoothing—1.00e− 09
Decision tree Criterion—“gini”; ccp_alpha (minimal cost-complexity pruning)—0.1; splitter—“best”
Decision stump Batch size—100
Random tree K value—1; batch size—100; max. depth—2
REPTree Min variance prop—0.001; batch size—100; num folds—3
Random forest n_estimators—2000; criterion—“gini”; bootstrap—true; n_jobs—−1; ccp_alpha—0.1
SVM C (regularization parameter)—1.0; kernel—“sigmoid”
SGD Loss—“log”; penalty—l2; alpha—0.01
SMO Calibrator—“logistic”; kernel—“poly Kernel”; C—0.1; epsilon—1.00e− 12
K star Batch size —100; global blend—20; entropic auto blend—true
Bayes net Batch size—100; estimator—“simple”; search algorithm—“hill climber”
Classi�cation via regression Batch size—100; regression type—“additive”
Gradient boosting classi�er n_estimators—2000; loss —“deviance”; learning rate—0.01
AdaBoost M1 Batch size—100; weight threshold—100; seed—1; iterations—0
LogitBoost Batch size—100; weight threshold—100; seed—1; iterations—50; z max—5; shrinkage—1; pool size—1
Bagging Seed—1; iterations—50; batch size—100; bag size percent—50
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Figure 9: Run time of implemented algorithms.

0.36

0.365

0.37

0.375

0.38

0.385

0.39

0.395

1 2 3 4 5 6 7 8 9

M
ea

n 
Er

ro
r

K Value

Error Rate K Value

Figure 10: Error rate vs. K value for KNN.

12 Mathematical Problems in Engineering



concave points_mean ≤ 0.0
gini = 0.5

samples = 426
value = [267, 159]

class = D

radius_worst ≤ 16.8
gini = 0.1

samples = 259
value = [246, 13]

class = D

gini = 0.0
samples = 243

value = [239, 4]
class = D

texture_mean ≤ 19.5
gini = 0.5

samples = 16
value = [7, 9]

class = i

gini = 0.3
samples= 9

value = [7, 2]
class = D

gini = 0.0
samples = 7

value = [0, 7]
class = i

radius_worst ≤ 14.9
gini = 0.2

samples = 167
value = [21, 146]

class = i

gini = 0.2
samples = 14

value = [12, 2]
class = D

texture_worst ≤ 20.4
gini = 0.1

samples = 153
value = [9, 144]

class = i

perimeter_worst ≤ 119.7
gini = 0.5

samples = 13
value = [7, 6]

class = D

gini = 0.0
samples = 7

value = [7, 0]
class = i

gini = 0.0
samples = 6

value = [0, 6]
class = i

gini = 0.0
samples = 140

value = [2, 138]
class = i

True False

Figure 12: Tree diagram after pruning.
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Figure 11: Tree diagram before pruning.
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From Table 9, it is evident that the algorithm imple-
mented in the Python programming language yielded an
accuracy of 98.5%, while the model implemented in WEKA
provided an accuracy of 97%. But the run time is more when
executed in Python. *is is because logistic regression uses a
grid search technique to find the optimal solver and learning
rate while the other 2 algorithms use a high value of boosting
stages to yield better results which together accounts for the
more computational time when compared to WEKA. Now,
from Tables 5 and 9, it is evident that the ensemble model
developed yields an accuracy of 98.5%, while the highest
accuracy yielded by individual classifiers is 98% (SGD).
Conventional ensembles like gradient booster, AdaBoost,
LogitBoost, and bagging were able to achieve an accuracy of
97%, 95%, 96%, and 95% respectively. Hence, it is concluded
that the performance of the developed ensemble model using
Python is better than the traditional ML algorithms.

6. Conclusion

Breast cancer is a very common type of cancer and it is
predominantly found in women. In this paper, 20 different
ML classification algorithms were trained on a Breast Cancer
dataset from the University of Wisconsin to detect the same.
From the results obtained it was found that SGD has yielded
the highest accuracy of 98%, while BNB provided the least
accuracy of 63%. Apart from accuracy, various other eval-
uation parameters like confusionmatrix, precision, recall, F1
measure, sensitivity, specificity, Kappa value, MAE, RMSE,
and run time were calculated and tabulated. Further, a
comparative study was carried out to analyze the perfor-
mance of the algorithmwhen coded in Python and when run
on WEKA. An ensemble model has been developed com-
bining logistic regression, random forest, and SGD algo-
rithms and deployed in the comparative study. *e
performance of the ensemble model in both platforms has

been compared and investigated in detail. It was found that
the ensemble model developed using Python was able to
achieve an accuracy of 98.5% and the model developed in the
WEKA data mining tool yielded an accuracy of 97%. We
believe that development and implementation of ensemble
models can improve the quality of diagnosis and brings a
great advantage compared to the recent works. Future di-
rections of this work include the development of a real-time
AI-based hardware prototype that can be deployed in
hospitals around the world to assist doctors in detecting
breast cancer. *e use of AI and ML technology is limited
not only to the detection of breast cancer, but also to the
detection of other deadly diseases. *e same technology can
automate society and one such example is described in this
paper. *us, the work in this paper is an attempt to improve
and automate society, establish the concept of smart hos-
pitals, and contribute to the development of these
technologies.
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During rainy times, the impact of outdoor vision systems gets considerably decreased owing to the visibility barrier, distortion,
and blurring instigated by raindrops. So, it is essential to eradicate it from the rainy images for ensuring the reliability of outdoor
vision system. To achieve this, several rain removal studies have been performed in recent days. In this view, this paper presents a
new Faster Region Convolutional Neural Network (Faster RCNN) with Optimal Densely Connected Networks (DenseNet)-based
rain removal technique called FRCNN-ODN. �e presented involves weighted mean �ltering (WMF) is applied as a denoising
technique, which helps to boost the quality of the input image. In addition, Faster RCNN technique is used for rain detection that
comprises region proposal network (RPN) and Fast RCNN model. �e RPN generates high quality region proposals that are
exploited by the Faster RCNN to detect rain drops. Also, the DenseNet model is utilized as a baseline network to generate the
feature map. Moreover, sparrow search optimization algorithm (SSOA) is applied to choose the hyperparameters of the DenseNet
model namely learning rate, batch size, momentum, and weight decay. An extensive experimental validation process is performed
to highlight the e�ectual outcome of the FRCNN-ODNmodel and investigated the results with respect to several dimensions.�e
FRCNN-ODN method produced a higher UIQI of 0.981 for the applied image 1. Furthermore, on the applied image 2, the
FRCNN-ODNmodel achieved a maximumUIQI of 0.982. Furthermore, the FRCNN-ODN algorithm produced a higher UIQI of
0.998 on the applied image 3. �e simulation outcome showcased the superior outcome of the FRCNN-ODN (Optimal Densely
Connected Networks) model with existing methods in terms of distinct measures.

1. Introduction

Image acquisition in rainy times frequently encounter
considerable reduction of scene perceptibility and un-
pleasantly disturb the e�ciency of several image processing
processes such as video surveillance and smart vehicles.
Removal of raindrops from the rainy image becomes an
essential process and �nds it available in several application
areas [1, 2]. Numerous single image rain removal techniques
existed in the earlier times. Previous studies have utilized

distinct �ltering techniques for the image decomposition
process namely guided �ltering and L0 smoothening �l-
tering and afterward reconstructed the rain-free image. In
recent times, several research works have discovered the
physical characteristics of rain and backdrop layers and
formulized them to distinct earlier terms for removing
raindrops.

Gaussian mixture model (GMM) and discriminative
sparse coding (DSC) are employed for modeling rain layers.
In addition, joint convolution analysis and synthesis sparse
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representation (JCAS) are the representative samples which
explains the rain and backdrop layers with accurate math-
ematics-based approaches. +ey are found to be effective in
particular cases. +ese techniques could not effectively
adaptable to the rainy images with complex shapes of
raindrops and backdrop scenarios. Presently, deep learning
(DL) models are applied to remove rain drop process [3].
Many of the techniques are repeatedly necessitate recol-
lecting massive training data with rain-free images for
learning the nonlinear mapping among the rainy and rain-
clean images in a dedicated way. Some of the important
techniques involved are spatial attentive network (SPANet),
DerainNet, multistream dense network (DID-MDN), depth
attentional feature network (DAFNet), progressive image
deraining network (PReNet), deep detail network (DDN),
etc.

Although achievement of victory in specific context,
several existing DL techniques to remove raindrop from
single images poses several drawbacks. Particularly, the
efficiency of the techniques is principally relying on the
quality and quantity of recollected training data that com-
prises rain-free images pretending the network input and
output.+e training data includes probably a common range
of raindrop shapes to cover the continually existing testing
process. At the same time, the nonlinear mapping repre-
sentation using the deep network model brought robust
fitting ability to approximate massive structures of rain exist
in the training data over the classical model-based ap-
proaches. At the same time, the complex network appear-
ance inclines to perform repetitiveness in defining raindrops
in the training data and unnecessary flexibility on adjusting
with the new input rainy images. A DL technique accom-
plishing better training performance does not accurately
filter the raindrops from real time images with complicated
structures of raindrops which are not available in the
training data.

+e contribution of the study is given here. +is paper
develops a new Faster Region Convolutional Neural Net-
work (Faster RCNN) with Optimal Densely Connected
Networks (DenseNet)-based rain removal technique called
FRCNN-ODN. A weighted mean filtering (WMF) tech-
nique is applied to perform the denoising process. +e
weighted mean filter varies from the average filter in that
the mean value was calculated by repeating indicated pixels
inside a neighborhood a provided number of times. A deep
neural network is an ANN with numerous levels between
hidden layer and output layer. Various types of neural
networks occur, and they all start sharing the very same
components: neural cells, synaptic, weight training, biases,
and functional areas. Given that the median filter estimates
the median value of a neighborhood rather than the mean
filter, it has two significant advantages over the mean filter:
because the median is a more robust average than the mean,
a single pixel in a neighborhood that is exceptionally
unrepresentative will have a little effect on the median value
of the neighborhood. Besides, the DenseNet model is
utilized as a baseline network to generate the feature map.
Furthermore, sparrow search optimization algorithm
(SSOA) is applied to choose the hyperparameters of the

DenseNet model namely learning rate, batch size, mo-
mentum, and weight decay. Using the Sparrow Search
Optimization Algorithm (SSOA) requires few consider-
ations. A number of optimization jobs outperform it.
Problems with the algorithm are numerous such as inac-
curate search and extended reach times. Following its
introduction, the sparrow search algorithm was extensively
tested. +ey changed it to make it better. In order to op-
timize search results, SSOA uses the same method as
sparrows to find food. It has fewer adjustment parameters
and requires less programming. It is also highly user-
friendly. It used tent mapping based on random variables to
improve each sparrow’s sequence. So, it optimized the tents
with tent perturbation and Gaussian mutation. +e spar-
row then discovered a way. +e person on the opposite side
is a fan because they are the first to learn about a sparrow.
+ey hunt, follow, scan, find food, and inform your
companion. +eir “foraging area” is usually quite small.
+ere are not many things to consider while using the
Sparrow Search Optimization Algorithm (SSOA). On
many optimization tasks, it outperforms other techniques.
+e algorithm is flawed in many complex optimization
issues such as low search accuracy and long reach times.
+e sparrow search algorithm was intensively investigated
and employed following its introduction. +ey improved it
and made it more useful by changing it. A comprehensive
simulation analysis is carried out to highlight the proficient
results analysis of the FRCNN-ODN model and investi-
gated the results with respect to several dimensions. In
short, the paper contribution can be listed below:

(i) Present a novel rain removing technique using the
FRCNN-ODN model by incorporating the features
of Faster RCNN and DenseNet models;

(ii) Apply WMF technique as a denoising process and
thereby enhance the image quality;

(iii) Present the DesneNet model as a shared network to
generate the feature map;

(iv) Employ SSOA for hyperparameter optimization of
the DenseNet model;

(v) Validate the results in terms of MSE, PSNR, and
SSIM.

2. Related Works

Depending upon the morphological component analysis, a
raindrop removal process is presented as a signal decom-
position issue [4]. Afterward, the researchers used a bilateral
filter, dictionary learning, and sparse coding for acquiring
low- and high-frequency components for obtaining the clear
image outcome. Besides, Wang et al. [5] employed a screen
blending technique and presented to make use of highly
discriminative codes on a learnt dictionary for sparse ap-
proximation of rain and backdrop layers. For representing
raindrop orientation and scaling of raindrops, Liu et al. [6]
developed a GMM-oriented patch prior. +rough the ap-
plication of sparsity and gradient statistics of rain and
backdrop layers, 3-regularization terms are defined in [7] for

2 Mathematical Problems in Engineering



progressive extraction of raindrops. Another sparse repre-
sentation is presented for representing images in large-scale
structure and synthesis sparse representation for describing
image fine scale texture. In the meantime, a new method is
developed to define the backdrop and rain layers, corre-
spondingly. Although it performs well in particular cases,
they are not adequate to properly operate in real time
distinct shapes of raindrops owing to the simple and sub-
jective considerations.

Fu et al. [8] initially developed the DerainNet for the
prediction of rain-free images. To ease the training proce-
dure, Fu et al. [9] presented the DDN technique to eliminate
rain content in high frequency parts (HFP). Next, Paulraj
[10] developed a conditional generative adversarial
deraining network. By the consideration of the complicated
nature of raindrops, the researchers in [11] additionally
combined a remaining aware classification task and realized
a rain density-aware multistream dense network. Moreover,
the widely utilized rain method is redeveloped in [12] and
created a multitask framework to cooperatively study the
binary rain drop mapping, appearing raindrops, and rain-
free backdrop. To obtain a high visual quality, the re-
searchers have furthermore presented a detailed protection
phase. In recent techniques, by means of repeated unfolding
of the shallow ResNet with a recurring layer, Liu et al. [13]
proposed a simplified baseline network, PReNet. Also, there
are few studies generally focused on discovering the rain
imaging techniques and generate few additional real-life
rainy/background image sets.

+e histogram of drop orientation and GMM is pre-
sented in [14] for detecting and extracting the rain layer,
correspondingly. A deraining approach depends on error
minimize among the frame and phase congruency is
established in [15] for detecting and removing the raindrops.
+ey perform better, although they need temporary video
data. In [16], a general rank method was developed, where
raindrops are considered as low rank. +ey executed the
method in one image and the arrangement of images is
characterized by the correlation of raindrops in a spatio-
temporal way. For deraining, Wang et al. [17] applied a
guided kernel on the texture element.+is technique studied
a mapping function among the rain images on detailed
elements and raindrops.

Chen et al. [18] developed a deraining neural network
which frequently erases the raindrops and growths. Even
though it has obtained better outcomes in heavy rain, it led
to oversmoothed in some cases. In [19], Zhang et al. has
made a generative technique with an alternate update of
generator and discriminator are utilized to produce the rain-
free images. Multiscale discriminator is utilized to leverage
characteristics from various scales; however, the introduced
model included the undesired haze to the images. In ad-
dition, a 2-branch network supported by the rain technique
cooperatively learned the method variables that were in-
troduced for removing raindrops and haze like effects. It has
tuned the rain-free results for controlling the degree of haze
impact.

Deng et al. [20] presented the combination of the high
frequency detailed layer content of the image and

degenerating the negative remaining data are efficient for the
deraining method. It has reconstructed the structure ef-
fectively; however, it is ineffective in case of conceivable
texture. Subbulakshmi and Prakash [21] projected a deep
decomposition composition network (DDCN), a single-
image deraining model. +e decomposition section split the
rain image to clean backdrop and rain layers. +e compo-
sition network recreates the input by separating the rain-free
image and rain transformation.

3. The Proposed FRCNN-ODN Model

+e working process of the FRCNN-ODN model for rain
removal is discussed here. Initially, the input image is fed
into the WMF technique to remove the noise and enhance
the image quality. +en, the Faster RCNN model is applied
to detect the rain which contains the RPN and Fast RCNN
model. Followed by, the DenseNet model is applied for the
generation of feature map and the optimal hyperparameters
are chosen by SSOA.+e detailed working operation of these
processes is discussed in the subsequent subsections.

3.1. WMF-Based Denoising Technique. +e median filter is
commonly employed to denoise an image owing to the
effective smoothening outcome on noise with long-tailed
probability distribution and effective preservation function
on the image detail. However, the filtering window sizes
include an essential impact to denoise the outcome of the
classical median filter.

With smaller sizes of the filtering windows, the details
are effectively stored with a low denoising outcome whereas
the large size of the filtering window results in improved
denoising outcome with insufficient details saved. For
addressing these issues, the WMF technique is developed
based on the idea of replacing the present pixel with the
weighted median of adjacent pixels in the local window,
while the present pixel undergoes replacement with the
weighted median of its nearby pixels in a local window. It
holds the unique features listed below.

(1) +e filtering kernel is nonseparable.
(2) It could not be estimated through interpolation or

down sampling.
(3) None of the reiterative solutions exist.

So, the WMF is able to remove the noise proficiently
from the noisy image whereas not robustly blur the edges of
the image. +is feature makes the WMF technique works
well for rain removal process [22]. For determining the noisy
images, a 3× 3 window is utilized for sliding over the images.
Consider f(m, n) as the value of the intermediate pixel
(m, n) of a local window R(m, n), afterward, every pixel in
the window is defined by

R(m, n) � |f(m + k, n + r)|k,

r � −1, 0, 1|.
(1)

For computing the average values of every pixel in the
window R(m, n),
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R(m, n)averaged �
1
9

􏽘

1

k�−1
􏽐
1

r�−1
f(m + k, n + r). (2)

Assume Zmax and Zmin are the maximum and minimum
pixel values in the local window R(m, n), at that time for the
pixel value f(m, n) of the middle pixel (m, n), if
f(m, n) � Zmax, or f(m, n) � Zmin, or
|f(m, n) − R(m, n)averaged|> dm,n, then, the pixel (m, n) is
considered as the noise pixel. In addition, the d(m, n) de-
notes the threshold that can be computed as

d(m, n) �
1
3

������������������������������������

􏽘

1

k�−1
􏽘

1

r�−1
f(m + k, m + r) − R(m, n)averaged􏽨 􏽩

2

􏽶
􏽴

. (3)

3.2. Rain Detection and Removal Process. Faster RCNN is
commonly used as a detector that utilizes RPN as a region
proposal approach, and Fast RCNN as detector. It is an
extended version of RCNN in such a way to achieve quick
and accurate performance. It makes use of CNN to generate
the object proposals known as RPN, as the traditional RCNN
and Fast RCNN employ Selective Search at the beginning,
called RPN. Alternatively, the RPN in Faster RCNN makes
use of a baseline network (DenseNet) as a feature extractor
for the generation of feature maps. Afterward, the feature
map gets divided into several squared tiles and slides a small
network across all the tiles. +e small network will allocate a
set of object confidence scores and coordinate points of
bounding box in all the positions of the tiles. Here, DenseNet
is applied to extract features and Fast RCNN to detect rain. It
employs CNN to generate object proposals.+e RPN applies
the input feature map as input and generates a collection of
object proposals, and object confidence score as the end
output.+e processes involved in the Faster RCNN are listed
below:

(i) Firstly, image is given as input to the DenseNet
(CNN) to generate the feature map of the respective
image.

(ii) Next, RPN is utilized on feature map offering the
object proposals with objectness score or value.

(iii) Afterward, the RoI pooling layer is included to the
proposals resulting in each proposal to an identical
size.

Followed by, the proposals are fed into FC layer which
comprises softmax and linear regression layers for classifi-
cation process. Later, it generates the bounding box for the
raindrops that exist in the input image.

3.2.1. Region Proposal Networks (RPNs). Here, the RPN is
moved by offering an image as input that is considered as the
backbone of CNN. At that time, the given input image is
reformed, and therefore the short view is 600 px and the long
one is <1000 px. +erefore, the resulted features of the
backbone network (H×W) are low compared to the input
image. +e 2 backbone networks employ DenseNet for the

forthcoming rounds. It defines the two series of pixels that
exist in the backbone output features corresponding to two
points 16 pixels separately in the input image. In case of
every point in the output feature map, the network gets
aware of the position and size of the objects. It is performed
through the fixation of a group of “anchors” on the input
image to all the positions of output feature map from the
backbone network. Every anchor represents the likely ob-
jects in distinct sizes and aspect ratios at respective positions.
Next, totally 9 feasible anchors in three distinct aspect ratios
and three various sizes are located on the input image for a
point A on the outcome feature map.

Primarily, a 3× 3 convolution with 512 units is applied to
the backbone feature map resulting in a 512-d feature map in
case of all locations. Followed by, the 2 layers make use of
identical process such that 1× 1 convolutional layer with 18
units are employed to classify objects, whereas 1× 1 con-
volutional with 36 units are utilized for bounding box re-
gressor. +erefore, the 18 units in the classification model
segment offer a resultant size of (H, W, 18). Afterward, the
result is applied to obtain the possibility of having object in
each feature map within 9 anchors at varying points.

3.2.2. Fast RCNN as Detection Network. +e Fast RCNN
holds CNN with target final pooling layer which gets
swapped using “ROI pooling” layer whereas the last FC layer
undergoes replacement with 2 branches namely (K+ 1)
category softmax layer and category specific bounding box
regression branches.

(i) As said earlier, the input image is fed into the CNN
model to achieve the feature map of 60, 40, and 512.
Also, the main reason for using RPN to generate
proposals is to distribute the weights between the
RBP and Fast RCNN.

(ii) At that time, bounding box proposals gained from
the RPN are given to extract features and are acti-
vated through ROI pooling layer.

3.2.3. DenseNet Architecture. It is developed from the
classical version of ResNet that comprises of the building
blocks Identity where additive is integrated to the earlier
layer. Here, additive merge is applied to learn the residuals
namely errors. It offers the integration of the outcome
obtained from the earlier layers despite employing totaling
process. Consider an image x0 which is fed as input to the
CNN which has L layers. It performs a non-linear trans-
formation Hl(·) process in which the l represents layer
index. Hl(·) denotes the composite functions. Figure 1
shows the structure of DenseNet-169.

+e output of the lth layer is denoted as xl. +e FFNN
connects the outcome of the lth layer as input to (l+ 1)th
layer which results to generate a layer transition:
xl � Hl(xl−1). ResNet includes a skip connection that will
bypass the nonlinear transformation by the use of an identity
function:

xl � Hl xl−1( 􏼁 + xl−1. (4)
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A major benefit of ResNet is that the gradient control is
straightforward from the present to earlier layers, and it is
obtained by the use of an identity function. +erefore, the
integration of the identity function and the end output Hl

delays the data flow, which can be improved by the use of
distinct connectivity patterns. +e layers are linked to one
another with no interruptions. At last, the lth layer attains
the feature map of earlier layer, x0, . . . , xl−1, as input:

xl � Hl x0, x1, . . . , xl−1􏼂 􏼃( 􏼁, (5)

where [x0, x1, . . . , xl−1] defines the integration of the feature
maps generated in layers 0, . . . , l − 1.

3.3. Parameter Optimization Using SSOA. To choose the
hyperparameters of the DenseNet model namely learning
rate, batch size, momentum, and weight decay, the SSOA
is applied with an intention of increasing the detection
rate.

+e SSOA is a population-oriented optimization algo-
rithm which is inspired by the foraging and antipredative
nature of sparrow colonies. At the foraging procedure of
sparrows, the colony gets partitioned to finder and entrant.
+e finder holds optimal fitness value and offers foraging
regions and direction for the whole colony of sparrows. At
the same time, the entrant utilizes the location of the finder
to consume food, if the colony of sparrows identifies a
danger and the alarm. During the searching procedure, the
finder with optimal fitness value is provided priority to get
food. Since the finders hold the role of searching for food and
directs the movements of the entire population, it identifies
the food in a broad range over the other sparrows. At every
round, the position of the finder gets updated as given as
follows:

X
t+1
i �

X
t
i × exp

−i

a · Tmax
􏼠 􏼡 , R2 < ST,

X
t
i + Q · L, R2 ≥ ST,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

with

X � X1, X2 · · · Xi · · · Xn􏼂 􏼃
T
,

Xi � Xi,1, Xi,2 · · · Xi,d􏽨 􏽩,
(7)

where t denotes the present round, n indicates the sparrow
count, d is the variable dimensions, Tmax is the maximum
round number, Xt

i denotes the location of the ith sparrow at
round t, α ∈ (0, 1] is the arbitrary number, R2 ∈ (0, 1] in-
dicate the alarm value and ST ∈ [0.5, 1) is the safety
threshold, L is a 1 × d matrix that every factor is 1, and Q is
an arbitrary number.WhenR2 < ST, it is represented that the
foraging situation is harmless, whereas R2 ≥ ST implies that
every individual has encountered predators and then, the
sparrows are required to fly rapidly to other safer regions.

Based on equation (6), it is found that when R2 < ST, the
subsequent generation of finder moves over the presented
position. Equation (7) revealed the difference in the finder
location’s value range.

y � exp
−x

a · Tmax
􏼠 􏼡, (8)

where x indicates the number of rounds, and y denotes the
range of value distinction of the finder location.

While x gets superior, y slowly narrows gradually in (0,
1) to around (0, 0.3). If x is lesser, the possibility of y taking
on a value closer to 1 is superior, and as x improves, the
distribution of the values of y gets more even. So, if R2 < ST,
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Figure 1: Structure of DenseNet-169.
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the value range difference of all dimensions of sparrow is
obtaining lower. +ese search approaches create the SSOA
widely able to local search, however, it is also causing a
tendency to decrease as local optimum solutions in the last
rounds.

+e remaining of the sparrows are entrants that observe
the finders regularly [23]. After they noticeable the finder has
to initiate optimal food, it is left their present location as well
as fly to optimal seeking areas. A position of the entrants is
upgrading as under:

X
t+1
i �

Q · exp
Xworst − X

t
i

α · Tmax
􏼠 􏼡 , i>

n

2
,

X
t+1
best + X

t
i − X

t+1
best

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 · A · L, i≤

n

2
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

where Xbest refers the select individual location, that is, the
present best location; Xworst implies the present global worst
location; A represents a d × d matrix that all the factors
inside are allocated 1 or −1 in arbitrary. If i≤ n/2, it proposes
that the ith entrant is seeking near the optimal position,
when i> n/2, it implies that the ith entrant through the worst
fitness is required to fly to other places for food. Figure 2
demonstrates the flowchart of SSA technique.

During the colony, every sparrow has the scouting as
well as early warningmethod. In general, the sparrows which
are conscious of hunter account to 15–30% of the colony. It
can be defined as:

X
t+1
i �

X
t+1
best + β X

t
i − X

t
best

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, fi >fb,

X
t+1
best + K

X
t
i − X

t+1
best

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

fi − fw( 􏼁 + ε
, fi � fb,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

where β implies the arbitrary step length control coefficient.
If fi>fg, the person is at the population’s periphery and is
vulnerable to natural enemies. If fi � fg, the individual is in
the population’s center. +e sparrow needs to be close to
other individuals at this time to minimize the likelihood of
being taken.

4. Experimental Validation

Extensive experimental validation of the FRCNN-ODN
model was carried out to determine the effectual perfor-
mance of the FRCNN-ODN model interms of distinct as-
pects. +e presented FRCNN-ODN model is tested using a
set of rainy images and some sample images are depicted in
Figure 3.

Figure 4 visualizes the results analysis of the FRCNN-
ODN model with respect to rainy and rain removed images.
Figures 4(a), 4(c), and 4(e) illustrate the input rainy images
and the equivalent rain-free images generated by the
FRCNN-ODN model is displayed in Figures 4(b), 4(d), and
4(f).

Table 1 provides a detailed comparative result analysis of
the FRCNN-ODN with existing methods with respect to
distinct measures [24, 25].

Figure 5 demonstrates the PSNR analysis of the FRCNN-
ODN with existing methods on the different sets of images
1–3. +e figure depicted that the FRCNN-ODN model has
obtained maximum PSNR value on all the applied images
1–3. For instance, on the applied image 1, the FRCNN-ODN
model has resulted in an improved PSNR of 32.899 dB
whereas the DID, DSC, LP, UGSM, TIP, CVPR, KGCNN,
and DDCN models have demonstrated reduced PSNR of
22.409 dB, 22.302 dB, 22.227 dB, 22.763 dB, 18.045 dB,
23.325 dB, 27.851 dB, and 30.276 dB, respectively [26–29].
Similarly, on the applied image 2, the FRCNN-ODN model
has obtained a maximum PSNR of 34.853 dB whereas the
DID, DSC, LP, UGSM, TIP, CVPR, KGCNN, and DDCN
models have demonstrated reduced PSNR of 25.294 dB,
22.219 dB, 23.034 dB, 20.626 dB, 19.215 dB, 23.781 dB,
31.231 dB, and 33.750 dB respectively. Simultaneously, on
the applied image 3, the FRCNN-ODN model has accom-
plished a higher PSNR of 34.860 dB whereas the DID, DSC,
LP, UGSM, TIP, CVPR, KGCNN, and DDCN models have
demonstrated reduced PSNR of 22.359 dB, 22.519 dB,
22.393 dB, 22.382 dB, 18.793 dB, 24.013 dB, 28.031 dB, and
33.451 dB, respectively [30–32].

Figure 6 showcases the SSIM analysis of the FRCNN-
ODN with existing techniques on the distinct set of images
1–3. +e figure exhibited that the FRCNN-ODN model has
reached superior SSIM value on all the applied images 1–3.
For instance, on the applied image 1, the FRCNN-ODN
model has resulted in an improved SSIM of 0.974 whereas
the DID, DSC, LP, UGSM, TIP, CVPR, KGCNN, and
DDCNmodels have outperformedminimum SSIM of 0.889,
0.863, 0.889, 0.909, 0.836, 0.902, 0.957, and 0.963, respec-
tively [33–35]. Likewise, on the applied image 2, the
FRCNN-ODN model has obtained a maximum SSIM of
0.971 whereas the DID, DSC, LP, UGSM, TIP, CVPR,
KGCNN, and DDCN models have demonstrated reduced
SSIM of 0.851, 0.598, 0.780, 0.641, 0.648, 0.674, 0.957, and
0.962, correspondingly. At the same time, on the applied
image 3, the FRCNN-ODN model has accomplished a
higher SSIM of 0.973 whereas the DID, DSC, LP, UGSM,
TIP, CVPR, KGCNN, and DDCN models have showcased
minimal SSIM of 0.865, 0.846, 0.894, 0.913, 0.872, 0.902,
0.966, and 0.964, correspondingly [36–38].

Figure 7 illustrates the FSIM analysis of the FRCNN-
ODN with existing models on the different sets of images
1–3. +e figure portrayed that the FRCNN-ODN approach
has obtained higher FSIM value on all the applied images
1–3.

For instance, on the applied image 1, the FRCNN-ODN
algorithm has resulted in an increased FSIM of 0.972
whereas the DID, DSC, LP, UGSM, TIP, CVPR, KGCNN,
and DDCN models have demonstrated reduced FSIM of
0.927, 0.926, 0.919, 0.933, 0.911, 0.921, 0.957, and 0.963,
respectively. In line with, on the applied image 2, the
FRCNN-ODN model has attained a maximum FSIM of
0.975 whereas the DID, DSC, LP, UGSM, TIP, CVPR,
KGCNN, and DDCN manners have demonstrated reduced
FSIM of 0.924, 0.835, 0.872, 0.824, 0.851, 0.882, 0.970, and
0.962, correspondingly. Followed by, on the applied image 3,
the FRCNN-ODNmodel has accomplished a higher FSIM of
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Figure 3: Sample test images.

Start

Define the Population
Parameter of Sparrows

Rank the Fitness
Value for each Individual

Find the Current
Best and Worst Individual

Get the Current
New Location for Searching

If the Location is
Better than Before, Update

Stop

Figure 2: Flowchart of SSOA.
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Figure 4: Result analysis of original images (a, c, e) and rain removal images (b, d, f ).

Table 1: Quantitative result analysis of existing with proposed methods in terms of various measures.

Test images Method PSNR SSIM FSIM UIQI

Image 1

DID 22.409 0.889 0.927 0.967
DSC 22.302 0.863 0.926 0.953
LP 22.227 0.889 0.919 0.911

UGSM 22.763 0.909 0.933 0.911
TIP 18.045 0.836 0.911 0.830

CVPR 23.325 0.902 0.921 0.875
KGCNN 27.851 0.957 0.957 0.978
DDCN 30.276 0.963 0.963 0.979

FRCNN-ODN 32.899 0.974 0.972 0.981
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0.982 whereas the DID, DSC, LP, UGSM, TIP, CVPR,
KGCNN, and DDCN models have outperformed lower
FSIM of 0.813, 0.904, 0.806, 0.784, 0.757, 0.846, 0.930, and
0.978, respectively.

Figure 8 displays the UIQI analysis of the FRCNN-ODN
with existing methods on the various set of images 1–3. +e
figure showcased that the FRCNN-ODN approach has
achieved maximum UIQI value on all the applied images
1–3. For instance, on the applied image 1, the FRCNN-ODN
method has resulted in a superior UIQI of 0.981 whereas the
DID, DSC, LP, UGSM, TIP, CVPR, KGCNN, and DDCN
methodologies have showcased reduced UIQI of 0.967,
0.953, 0.911, 0.911, 0.830, 0.875, 0.978, and 0.979, respec-
tively. Also, on the applied image 2, the FRCNN-ODN
model has achieved a maximum UIQI of 0.982 whereas the
DID, DSC, LP, UGSM, TIP, CVPR, KGCNN, and DDCN
techniques have demonstrated reduced UIQI of 0.813, 0.904,
0.806, 0.784, 0.757, 0.846, 0.930, and 0.978, correspondingly.
Besides, on the applied image 3, the FRCNN-ODN

Table 1: Continued.

Test images Method PSNR SSIM FSIM UIQI

Image 2

DID 25.294 0.851 0.924 0.813
DSC 22.219 0.598 0.835 0.904
LP 23.034 0.780 0.872 0.806

UGSM 20.626 0.641 0.824 0.784
TIP 19.215 0.648 0.851 0.757

CVPR 23.781 0.674 0.882 0.846
KGCNN 31.231 0.957 0.970 0.930
DDCN 33.750 0.962 0.962 0.978

FRCNN-ODN 34.853 0.971 0.975 0.982

Image 3

DID 22.359 0.865 0.902 0.975
DSC 22.519 0.846 0.898 0.992
LP 22.393 0.894 0.907 0.987

UGSM 22.382 0.913 0.921 0.985
TIP 18.793 0.872 0.903 0.969

CVPR 24.013 0.902 0.908 0.994
KGCNN 28.031 0.966 0.954 0.997
DDCN 33.451 0.964 0.964 0.997

FRCNN-ODN 34.860 0.973 0.973 0.998
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Figure 5: PSNR analysis of FRCNN-ODN model with existing
methods.
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Figure 6: SSIM analysis of the FRCNN-ODN model with existing
methods.
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algorithm has accomplished a higher UIQI of 0.998 whereas
the DID, DSC, LP, UGSM, TIP, CVPR, KGCNN, and
DDCN models have demonstrated reduced UIQI of 0.975,
0.992, 0.987, 0.985, 0.969, 0.994, 0.997, and 0.997,
correspondingly.

5. Conclusion

+is paper has presented a novel rain removing technique
using e FRCNN-ODN model by incorporating the features
of Faster RCNN and DenseNet models. Initially, the input
image is fed into the WMF technique to remove the noise
and enhance the image quality. +en, the Faster RCNN
model is applied to detect the rain which contains the RPN
and Fast RCNN model. +e RPN generates high quality
region proposals that are exploited by the Faster RCNN
model to detect raindrops. Followed by, the DenseNet model
is applied for the generation of feature map. Finally, to
choose the hyperparameters of the DenseNet model namely
learning rate, batch size, momentum, and weight decay, the
SSOA is applied with an intention of increasing the detection
rate. A comprehensive simulation analysis is carried out to
highlight the proficient results analysis of the FRCNN-ODN
model and investigated the results with respect to several
dimensions.+e obtained simulation values ensured that the
FRCNN-ODN model has surpassed the existing methods
interms of MSE, PSNR, and SSIM. +e FRCNN-ODN ap-
proach produced an improved UIQI of 0.981 for the applied
picture 1. Additionally, the FRCNN-ODN model achieved a
maximum UIQI of 0.982 on the applied picture 2. Addi-
tionally, the FRCNN-ODN algorithm achieved a higher
UIQI of 0.998 on the applied image 3. In future, the pre-
sented FRCNN-ODN model can be extended by the use of
haze removal techniques. Further development of the
FRCNN-ODN model with the aid of a haze removal algo-
rithm and the application of haze removal approaches is
anticipated in the future. +e haze removal algorithms are
that the light scattering through haze particles degrades the
visual quality of an image, and haze removal algorithms are
employed to improve this quality. +is paper investigates a

variety of dehazing approaches that are commonly
employed in the field of image processing. Comparing single
image dehazing to other novel methods, the results are
significantly superior.
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 e southern Shaanxi Province, China, has abundant iron ore resources due to local ideal metallogenic conditions.  e de-
velopment and utilization of iron ore resources and other related industries serve as important pillars of the regional economy. In
this paper, principals and methodology of system dynamics are adopted to develop a systemmodel of interactions of development
and utilization of mineral resources, social economy, and ecological environment, using the iron ore reserves in the southern
Shaanxi region as a resource base, the regional GDP as a benchmark of regional economic development, and the environmental
treatment expenditure as the measurement of the regional environmental protection e�orts.  e model is performed based on an
optimized neural network by the particle swarm optimization algorithm. rough setting variables and parameters for the system
and model simulation as well as comparative research, this paper analyzes the interconnectivity and interaction of the three
subsystems and explores associated relationships among mineral resources, social economy, and environmental carrying capacity
in the southern Shaanxi region. In addition, the present study also proposes advice on the development and utilization of iron ore
resources, ecological protection, and high-quality development of the economy in the southern Shaanxi region based on the
research results.

1. Introduction

Mineral resources are an important material basis for the
survival of mankind and sustainable economic and social
development. Since the reform and opening-up, China’s
economy has grown rapidly and its economic scale has
expanded at a fast pace.  erefore, the consumption of bulk
and highly needed mineral resources (mainly iron) has
been at a high level. In recent years, the development
and utilization of iron ore and other mineral resources,
high-quality economic development, and the sustainable
development of the ecological environment have become
important hotspot issues. In order to scienti�cally study the
relationship among mineral resource development, social
and economic growth, and ecological environmental pro-
tection and to promote the development of green mining,
high-quality economic development, and ecological

conservation in southern Shaanxi Province, China, this
paper uses this area as an example and adopts system
dynamics approach to study the internal correlation among
the development and utilization of iron ore resources, social
and economic development, and ecological and environ-
mental protection system in southern Shaanxi region.
Models are established to carry out mineral resour-
ces−social economy−ecological environment carrying ca-
pacity research and analyze the correlation between
variables, as well as the contribution and impact of mineral
resources to the regional GDP and the ecological envi-
ronment. Based on research results, this paper puts forward
advice on scienti�c and rational development and utiliza-
tion of mineral resources on the premise of protecting and
optimizing the ecological environment, to provide scienti�c
and technological support for promoting the high-quality
development of Shaanxi’s mining industry.
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2. Exploitation Status and Iron Ore Resources
Utilization in Shaanxi Region

2.1. Exploitation Status of Iron Ore Resources Utilization in
Southern Shaanxi Region. *e southern Shaanxi region is
mainly located in the southern part of the Qinling metal-
logenic belt, with favorable geological conditions for met-
allogenesis and abundant mineral resources. By the end of
2017, more than 100 mineral resources have been discovered
in this region, among which reserves of more than 60 metal
resources such as iron, copper, lead, zinc, gold, silver,
molybdenum, mercury, antimony, and others have been
identified economically [1–4].*e iron ore resource reserves
in the southern Shaanxi region account for 96.55% of the
total iron ore resource reserves of the Shaanxi Province. *e
iron deposits of industrial significance aremainly distributed
in the Mian-Lue-Yang area of Hanzhong City, the Bijigou
area of Yangxian County, the Ziyang-Zhenping area of
Ankang City, and the Zhashui-Shanyang area of Shangluo
City. *ese areas belong to the administrative region of
Hanzhong City, Ankang City, and Shangluo City. *ere are
62 iron mines above designated size in the southern Shaanxi
region, of which 4 are large deposits, 9 are medium deposits,
49 are small deposits, and 116 are ore occurrences. A cu-
mulative iron resource reserve of 1.16 billion tons has been
identified, of which 1.050 billion tons are from large- and
medium-sized deposits, accounting for 90.50% of the total
iron ore resource reserves in the southern Shaanxi region.
*e recoverable reserve of iron ore resources is 1.059 billion
tons. Of the 62 iron ore deposits above the designated size,
13 are currently being mined, accounting for 20.97% of the
total number of iron ore deposits above the designated size,
12 are suspended, and 37 are unexploited. *e total des-
ignated production capacity of iron ore of the Shaanxi
Province is 15,752,000 tons/year, which is 137,000 tons/year
higher than that of 2016. *e output of iron ore is 3,509,300
tons, and the capacity utilization rate is 22.28%, of which the
production capacity of large- and medium-sized mines
accounts for 93.76% [2].

*e development and utilization of iron ore resources in
the southern Shaanxi region and its related industries play
an important role in the regional economy and are an
important pillar of the economy in the southern Shaanxi
region and the whole province. According to statistics data,
in 2017, Shaanxi Province’s industries above designated size
(enterprises of which main business annual income reaches
20 million Yuans) achieved a total industrial output of
2,485.443 billion Yuans, and mining and related processing
and manufacturing industries yielded 1,419.827 billion
Yuans, accounting for 57.1% of province’s total industrial
output above designated size, all indicating that the devel-
opment of iron ore resources and its related industries is
essential to the local economy [3]. *e evaluation results of
the iron ore resources potential of Shaanxi Province show
that reserve of iron ore resources above 1,000 meters in the
southern Shaanxi region reaches up to 1.548 billion tons,
indicating huge potential. *erefore, the scientific and
rational development and utilization of these iron ore

resources will play an important role in the high-quality
development of the regional economy.

2.2. Analysis of the Main Current Problems. *e environ-
mental carrying capacity of iron ore resources is the basis for
the operation of the entire regional ecological and economic
system; therefore, rational development and utilization of
the iron ore resources is an important basis for the sus-
tainable development of the economy in the southern
Shaanxi region. Mineral resources are nonrenewable re-
sources, the development of which cannot be carried out in
an overexploited manner; instead, it must be on a scientific
and rational basis to achieve extended utilization of the
mineral resources and sustainable development of regional
economy and ecological environment.

*e Qinling Mountains are the central water tower of
China and serve as an important ecological barrier. *e
important metal minerals deposits in Shaanxi Province are
mainly located in the Qinling metallogenic belt. If the en-
vironmental protection of this region is largely overlooked,
the disorderly mining development will cause serious
damage to the Qinling ecological environment. Mining
development must align with the concept of green devel-
opment, adhere to the principle of giving priority to envi-
ronmental protection, and promote the development of
ecological mining. *e transformation of mineral resource
utilization and management methods must be advanced to
build a new pattern of mining development and utilization
in Shaanxi Province.

*e iron ore resource industries in the southern Shaanxi
region have played a very important role in supporting the
economic development of the entire region. In recent years,
due to environmental protection and other reasons, some
mining production has been stopped, and the mining in-
dustries experienced a serious decline, affecting regional
economic development to a certain extent. Shaanxi Prov-
ince’s natural resources authority has carried out the
campaign of “*ree Protections and *ree Governances” to
rectify the mining development activities, which has played a
positive role in the environmental protection of the Qinling
Ecological Zone and the rational development and utiliza-
tion of mineral resources. However, there are still many
problems, and the solution needs to take into consideration
of the actual situation of the southern Shaanxi region and
establish a scientific governance system and scheme to
ensure the coordinated development of resource utilization,
environmental protection, and economic development.

To sum up, iron ore resources, economy, and envi-
ronment cannot exist in isolation, but the three form a
complex systematic project in which the three factors in-
teract and restrict each other. It is necessary to carry out
systematic research on resources, economy, and environ-
ment carrying capacity to explore the interactions among
mineral resources, economy, and environmental carrying
capacity in this region and provide reasonable advice to
support decision-making in achieving sustainable devel-
opment of the regional economy.
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3. System Dynamics Construction of Mineral
Resources Model, Social Economy, and
Ecological Environment

At present, most research on the carrying capacity of iron
ore resources−social economy−ecological environment is
carried out under specific environmental or economic
conditions, such as unilateral research on environmental
carrying capacity with mining area as the main target. In
fact, instead of limiting the research object of carrying ca-
pacity of the mineral resources−social economy−ecological
environment to a certain mining area, a larger region should
be included. At the same time, the mineral resources,
economy, and environment in the region do not exist in-
dependently, but the three are interrelated and restrict each
other and form a complex system.*is paper uses the system
dynamics model to establish a complex system that can
simulate the changes of regional mineral resources, social
economy, and ecological environment and to explore the
carrying capacity of regional mineral resources, social
economy, and ecological environment.

3.1. Boundary Definition and Overall Structure of the Model

3.1.1. Model System Boundary Definition. *e theory of
system dynamics mainly obeys the concept of system science
that “Every system must have a structure, and the system
structure determines the system function.” Based on pri-
marily themutual feedback between the various components
within the system, causal relationships and flow relation-
ships between the systems are formed. Different results are
then simulated according to different scenarios. At present,
system dynamics mainly focus on the supply and demand
relationship of a certain mineral resource in the field of
mineral resource development and utilization. For example,
in the study by Naderi et al. qualitative representation and
quantitative system dynamics simulation of the water re-
sources system in the Qazvin Plain, Iran, are presented
taking into account the energy intensity of water supply and
interconnected water use sectors [5]. In the study by Li et al.,
a system dynamics model was established to clarify the
causal feedback and dynamic interaction mechanism be-
tween the components of urban resilience [6]. In the study
by Song et al., the land green supply chain is divided into
subsystems of technology (T), energy (E), environment (E),
and economy (E), which construct the TEEE dynamic
model [7].

*is paper focuses on the iron ore resource reserves in
the southern Shaanxi region and selects Shangluo City,
Ankang City, and Hanzhong City in Shaanxi Province as the
boundaries of the research area and years 2010 to 2030 as the
time boundary, of which the actual statistics of years 2010 to
2016 are used for model simulation and years 2017 to 2030
for the forecast.*e time interval is set to 1 year.*e content
boundary includes subsystems related to mineral resources,
economy, and “the *ree Waste Discharge” (exhaust gas,
wastewater, and solid waste). *e key variables are deter-
mined based on the influencing factors among the three

major systems of mineral resource development and utili-
zation, regional economic development, and regional eco-
logical environment from which the related variables are
derived until the final variables affecting the entire system
are determined and then the boundary of the entire system
is set.

3.1.2. Model Master Structure. *e development and utili-
zation process of mineral resources is complicated and
closely linked to social economy and ecological environ-
ment, involving many elements. In line with the hypothesis
of rational man in economics, three major subsystems of
iron ore resources, social economy, and ecological envi-
ronment are established and form an organic whole system.
And according to the l influence and interaction among
various elements in the whole system, state variables, rate
variables, auxiliary variables, and constants are introduced,
respectively, dividing the whole system into 3 parts. Re-
search is carried out at multiple levels and from multiple
aspects.

In the model system, the iron ore resource subsystem
uses resource reserves as the core which is also the basic
assurance for regional economic development. *e mining,
beneficiation and metallurgy, and comprehensive utilization
of iron ore resources can promote regional economic de-
velopment on the one hand, but on the other hand, such
processes are liable to produce the *ree Waste and hence
damaging the ecological environment and introducing
negative effects. To cope with these issues requires mining
enterprises to attach importance to environmental protec-
tion, upgrade and transform their development and utili-
zation technology, and rationally develop and utilize iron ore
resources on the premise of protecting the environment.

*e economy subsystem in the system model is based on
regional GDP, which provides economic support for the
balanced development of other subsystems, and is a
benchmark of regional economic development. On the one
hand, regional economic development can provide financial
support for the technological transformation and upgrading
of mineral resource exploration, development, and utiliza-
tion and improve the resource insurance capability and
technical level for sustainable development; on the other
hand, the sustainable development of the regional economy
can increase investment in environmental governance and
restoration, improve and enhance environmental gover-
nance and restoration technologies, and address the negative
impact on the ecological environment due to resource de-
velopment and utilization.

*e ecological environment subsystem in the model
relies on the investment of environmental protection and
governance expenditure and is an important guarantee for
the development and utilization of regional mineral re-
sources and the coordinated development of ecological
environment and economy. On the one hand, prioritizing
environmental protection in the process of mineral resource
development and increasing investment in comprehensive
environmental management and restoration can continu-
ously improve the environment and improve quality and
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level of people’s life; on the other hand, a beautiful and
harmonious environment can feedback the development of
mining and promote the development and utilization of
mineral resources. e organic combination of these two can
jointly promote the sustainable development of regional
resources, economy, and environment.

 e system dynamics model constructed in this paper
includes the iron ore resources subsystem, economy sub-
system, and ecological environment subsystem, namely, the
iron ore resources−social economy−ecological environment
system (Figure 1).

3.2. Cause-and-E�ect Diagram, Flow Chart, and Main Pa-
rameters of the System Model. Basic data of iron ore re-
sources in the southern Shaanxi region included in this study
were collected from the followings materials: Shaanxi Sta-
tistical Yearbook 2010-2017, Shaanxi Mining Annual Report
2010–2017, China Environment Database, China Economic
and Social Development Statistical Database, China Re-
gional Economic Database, National Mineral Resources
Potential Evaluation Project-Report on Evaluation Results of
Iron Ore Resource Potential in Shaanxi Province, and
National Mineral Resources Potential Evaluation-Report on
Prediction Results of Important Minerals in Shaanxi
Province and China Mineral Geology [8–12]. According to
the system structure diagram shown in Figure 1 and the
analysis and research on the representativeness and im-
portance of the basic data of iron ore resources in each
subsystem, the representative variables are selected [13].
According to the interactions of each variable and the re-
lationship among them, the vensim6.4 platform is used to
establish the system dynamics cause-and-e�ect diagram and
¢ow chart of the iron ore resources−social economy−eco-
logical environment cycle, aiming to analyze the future
development and utilization of mineral resources and re-
gional economic development trends and to provide cor-
responding countermeasures [14].

Because the iron ore resources−economy−environment
system model in the southern Shaanxi region is relatively
complex, the parameters in this model are numerous and
almost inaccessible, mainly including constants, initial
values, and so on [15–17]. e constants were determined by
using correlation analysis, regression analysis, expert
opinion, a weighted average of historical data, and so on.

3.2.1. Iron Ore Resource Subsystem.  e main variables of
the iron ore resource subsystem include the total regional
GDP, investment in iron ore resource exploration, resource
reserves (new and known resource reserves), development
scale, production, output value, and bene�ts of development
and utilization of iron ore resources (see Table 1). As the
basis, the iron ore resource reserves in the subsystem de-
termine the development scale, production, output value,
and development and utilization bene�ts of iron ore re-
sources, while the development output value and bene�ts of
iron ore resources determine the contribution of iron ore
resources development and utilization to regional GDP, as
well as further investment in exploration and the increase in

iron ore reserves [18].  ese main variables constrain and
promote each other and form mutual cause-and-e�ect re-
lationships. e cause-e�ect relationship diagram among the
main variables of the iron ore resource subsystem is designed
with the vensim6.4 platform (Figure 2).

 e speci�c cause-e�ect relationship of the iron ore
resource development subsystem is deduced from Figure 2:

Regional GDP⟶ investment in iron ore resour-
ces⟶ new reserves⟶ iron ore resource reser-
ves⟶ development scale of iron ore resource⟶ iron ore
resource production⟶ iron ore output value⟶ regional
GDP (positive feedback).

 e concept presented above depicts a positive feedback
loop.  e cause-e�ect diagram re¢ects that with the increase
in regional GDP, more investment in the exploration and
development of mineral resources will be spent, and
therefore the mineral reserves, development scale, and
production will increase accordingly and the mining output
value and bene�ts will also show an incremental trend, �-
nally further promoting the continuous rise of regional
GDP.

According to the cause-e�ect diagram of the develop-
ment and utilization of iron ore resources and considering
the mutual in¢uence and restriction among various ele-
ments, the regional GDP and iron ore resource reserves are
selected as state variables, with annual GDP increment and
new iron ore resource reserves as the rate variables and
investment in iron ore resource exploration, mineral in-
vestment ratio, development and utilization e¥ciency of
iron ore resource, recovery rate of dressing and smelting,
comprehensive utilization rate, mining recovery rate, annual
mineral growth rate, iron ore resource production, iron ore
output value as auxiliary variables or constants.  e ¢ow
chart of the iron ore resource development subsystem
designed by software is shown in Figure 3.

 e main model parameter equations of the iron ore
resource development subsystem are as follows:

(1) Investment in iron ore resource exploration� the
ratio of iron ore investment regional GDP

(2) Iron ore resource reserves� INTEG (new-added iron
ore resource reserves; 404)

(3) Development and utilization e¥ciency of iron ore
resource� LN (iron ore resource reserves∗ (extract

Iron Ore
Resources
Subsystem

Economy
Subsystem

Ecological
Environment

Subsystem

Figure 1: Iron ore resources−social economy−ecological envi-
ronment system.
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recovery rate + comprehensive utilization rate-
+ recovery rate of Beneficiation and Metallurgy))

(4) Iron ore resource production� total demand for iron
ore resource∗ annual iron ore growth rate-
∗ development and utilization efficiency of iron ore
resource

(5) Iron ore output value� 0.4∗ iron ore resource
production∗ the ratio of mineral investment

Among them, 404 in the iron ore resource reserve is the
initial value of the iron ore mineral resource reserve, and 0.4
in the iron ore output value is the incremental regression
coefficient of the iron ore output value and GDP.

3.2.2. Economy Subsystem. *e economy subsystem is the
economic base for the coordinated development of the re-
gional resource-economy-environment. *is subsystem
mainly studies the benefits of regional economic develop-
ment on the development and utilization of regional iron ore
resources, regional environmental governance, and the fu-
ture development trend of regional GDP. *e economy
subsystem mainly includes factors such as regional GDP,
primary industry output, secondary industry output, tertiary
industry output, total demand for iron ore resource, pro-
duction of iron ore resource, iron ore output value, and
environmental governance and restoration. *e main var-
iable, regional GDP, is the sum of that in southern Shaanxi
cities, including Shangluo City, Ankang City, and Hanzhong
City. *e output value of the primary, secondary, and

tertiary industries corresponds to the added value of them in
Shaanxi over the years. *e demands for iron ore resources
in the primary, secondary, and tertiary industries are the
consumption of iron ore in the three major industries. *e
total iron ore demand is manifested as the total iron ore
consumption of the three major industries.

Analysis results shown in Figure 4 demonstrate the
cause-effect relationship diagram of the economy subsystem
designed by software.

*e specific cause-effect relationship of the economy
subsystem is deduced from Figure 4:

(1) Regional GDP⟶ total demand for iron ore
resource⟶ development scale of iron ore resour-
ce⟶ iron ore resource production⟶ iron ore
output value⟶ regional GDP (positive feedback).

(2) Regional GDP⟶ primary industry output val-
ue⟶ demand for iron ore resource of the primary
industry⟶ total demand for iron ore resour-
ce⟶ development scale of iron ore resour-
ce⟶ iron ore resource production⟶ iron ore
output value⟶ regional GDP (positive feedback).

(3) Regional GDP⟶ secondary industry out-
put⟶ demand for iron ore resource of the sec-
ondary industry⟶ total demand for iron ore
resource⟶ development scale of iron ore resour-
ce⟶ iron ore resource production⟶ iron ore
output value⟶ regional GDP (positive feedback).

(4) Regional GDP⟶ tertiary industry out-
put⟶ demand for iron ore resources of the tertiary
industry⟶ total demand for iron ore resour-
ce⟶ development scale of iron ore resour-
ce⟶ iron ore resource production⟶ iron ore
output value⟶ regional GDP (positive feedback).
*e abovementioned feedback loops are all positive.
*e cause-effect relationship diagram mainly reflects
that the increase in regional GDP brings an increase
in the demand for iron ore resources for the primary,
secondary, and tertiary industries, respectively, and
provides investment for the development and uti-
lization of iron ore resources.*e increase in iron ore
resource production leads to the increase in iron ore
output value, which in turn affects the growth of
regional GDP and forms a sustainable development
of regional economy.

Table 1: Variables of iron ore resource subsystem.

Variables Definition
Regional GDP GDP of southern Shaanxi region (Shangluo city, Ankang city, Hanzhong city)

Exploration and investment in iron ore
resources

Total investment in geological projects in southern Shaanxi, basic geological survey projects,
geological scientific research and technological innovation, andmineral resources exploration

projects
Iron ore resource reserves New resource reserves and known reserves of iron ore in southern Shaanxi
Development scale and production of iron
ore resource

Iron ore resource production and development scale in southern Shaanxi, with iron ore
production selected

Iron ore output value *e gross value of iron ore production in southern Shaanxi
Development and utilization benefits of
iron ore resources Comprehensive utilization efficiency of iron ore resources in southern Shaanxi

New reserves Iron Ore Resource
Reserves

Development Scale of
Iron Ore Resource

Iron Ore Resource
Production

Iron Ore Output
Value

Regional GDP

Investment in Iron
Ore Resources

+

+
+

+

+

+

+

Figure 2: Cause-effect relationship diagram of the iron ore re-
source subsystem.
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(5) Regional GDP⟶ total demand for iron ore
resource⟶ development scale of iron ore resour-
ce⟶ iron ore production⟶ environmental gov-
ernance and restoration⟶ regional GDP (negative
feedback).

(6) Regional GDP⟶ primary industry output val-
ue⟶ demand for iron ore resource of primary
industry⟶ total demand for iron ore resour-
ce⟶ developmentscaleofironoreresource⟶ iron
ore resource production⟶ environmental gover-
nance and restoration⟶ regional GDP (negative
feedback).

(7) Regional GDP⟶ secondary industry output val-
ue⟶ demand for iron ore resource of the secondary
industry⟶ total demand for iron ore resour-
ce⟶ developmentscaleof ironoreresource⟶ iron
ore resource production⟶ environmental gover-
nance and restoration⟶ regional GDP (negative
feedback).

(8) Regional GDP⟶ tertiary industry output val-
ue⟶ demand for iron ore resource of the tertiary
industry⟶ total demand for iron ore resour-
ce⟶ developmentscaleof ironoreresource⟶ iron
ore resource production⟶ environmental

Environment
treatment and

restoration

Iron Ore Output
Value

Regional GDP

The primary
industry output

The secondary
industry output

The tertiary
industry output

Iron Ore Resource
Production

Iron ore resource
demand of the primary

industry

Iron ore resource
demand of the

secondary industry

Iron ore resource
demand of the tertiary

industry

Development Scale of
Iron ore Resource

Total demand for
iron ore resource

-

+

+

+

+

+

+

++

+
+ +

+

+

Figure 4: *e cause-effect relationship diagram of the economy subsystem.

Mineral
Investment Ratio
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Mineral Resource

Regional
GDPAnnual GDP

Increment

Newly-added Iron
Ore Reserves

Iron Ore
Resource
Reserves

Development and Utilization
Benefits of Iron Ore

ResourcesIron Ore Resource
Production

Annual Mineral
Growth Rate

Iron Ore Output
Value

Mining Recovery
Rate

Comprehensive
Utilization Rate

Beneficiation and
Metallurgical

Figure 3: Flow diagram of iron ore resource development subsystem.
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governance and restoration⟶ regional GDP (neg-
ative feedback).

*e abovementioned feedback loops are all negative.*e
cause-effect diagram mainly indicates that the development
of the three major industries worsened the regional eco-
logical environment pollution, and therefore it is imperative
to increase investment in environmental governance and
restoration. However, the consequence of which is that the
regional economic growth, the expansion of economic scale,
and the sustainable development of the regional economy
will be curbed.

According to the cause-effect relationship diagram of the
economy subsystem, combining the economy subsystem with
the iron ore resource development subsystem and considering
the characteristics of various elements, regional GDP and iron
ore resource reserves are selected as state variables, with
annual GDP increment and newly added iron ore resource
reserves as rate variables. *e output value of three main
industries, the demand for iron ore resource of the three
industries, the total demand for iron ore resource, and the cost
of environmental treatment and restoration are set as aux-
iliary variables or constants.*e flow diagram of the economy
subsystem designed by software is shown in Figure 5.

*e main model parameter equations of the economy
subsystem are as follows:

(1) *e primary industry output value� regional
GDP∗ 0.1

(2) *e secondary industry output value� regional
GDP∗ 0.6

(3) *e tertiary industry output value� regional
GDP∗ 0.3

(4) Total demand for iron ore resources� iron ore re-
sources demand of the primary industry + iron ore
resources demand of the tertiary industry + iron ore
resources demand of the secondary industry

Among them, the coefficients of the primary industry
output value, the secondary industry output value, and the
tertiary industry output value are averaged value based on
the proportion of the three major industries output value in
southern Shaanxi in 2010.

3.2.3. Ecological Environment Subsystem. *e ecological
environment subsystem is an important assurance for the
development and utilization of regional mineral resources
and the coordinated development of ecological environment
and economy. *e ecological environment restricts regional
economic development and the scale of mineral resources
development and utilization. *e system mainly studies the
environmental pollution caused by the development of iron
ore resources and the investment in environmental gover-
nance and restoration and the impact on the entire regional
economy and the redevelopment and utilization of iron ore
resources. *e main variables of the environmental sub-
system include regional GDP, solid waste discharge, and
wastewater discharge and exhaust gas emissions due to iron
ore development, environmental pollution governance, and
restoration costs, and iron ore resource development scale.
Environment subsystem cause-effects relationship is shown
in Figure 6 as designed by software.

Based on Figure 6, the main cause-effect diagram of the
ecological environment subsystem can be drawn as follows:

(1) Regional GDP⟶ iron ore resource development
scale⟶ solid waste discharge⟶ environmental
pollution⟶ environmental pollution treatment
costs⟶ regional GDP increment⟶ regional
GDP (positive feedback)

(2) Regional GDP⟶ iron ore resource development
scale⟶wastewater discharge⟶ environmental
pollution⟶ environmental pollution treatment
costs⟶ regional GDP increment⟶ regional
GDP (positive feedback)

Costs of
environmental

Exploration and
Investment in Iron Ore

Resources
Regional

GDPAnnual GDP
Increment

The primary
industry output

The secondary
industry output

The tertiary
industry output

Newly-added Iron
Ore Reserves

Iron Ore
Resource
Reserves

Development and Utilization
Benefits of Iron Ore

Resources

Iron Ore Output
Value

Iron Ore Resource
Production

Iron ore resource
demand of the

priamary industry

Iron ore resource
demand of the

secondary industry

Iron ore resource
demand of the tertiary

industry

Total demand for iron
ore resource

Figure 5: Economy subsystem flow diagram.
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(3) Regional GDP⟶ iron ore resource development
scale⟶ exhaust gas emissions⟶ environmental
pollution⟶ environmental pollution treatment
costs⟶ regional GDP increment⟶ regional
GDP (positive feedback)

*e feedback presented above is a positive feedback path.
*is cause-effect diagram mainly reflects that with the ex-
pansion of the development scale of iron ore resources, the
discharge of wastewater, exhaust gas, and solid waste will
increase proportionally, so it is necessary to increase the cost
of environmental pollution treatment and restoration, which
will lead to the slowdown of regional GDP and influence the
regional economic development.

Now, the iron ore resource development subsystem,
economy subsystem, and ecological environment subsystem
are combined into an organic whole, with the full consid-
eration of the mutual influence and interaction among these
subsystems. Regional GDP, iron ore resource reserves, and
the *ree Waste pollution are selected as state variables;
annual GDP increment, newly added iron ore resource
reserves, and generation and reduction of the *ree Waste
pollution are set as rate variables; unit treatment cost of three
wastes pollution, environmental treatment and restoration
cost, and the *ree Waste pollution changes per unit of
output are taken as auxiliary variables or constants. *e
resulted flow diagram of the ecological environment sub-
system designed by software is shown in Figure 7.

*e main model parameter equations of the ecological
environment subsystem are as follows:

(1) Wastewater pollution� INTEG (wastewater pro-
duction-wastewater reduction; 158)

(2) Solid waste pollution� INTEG (solid waste gener-
ation-solid waste reduction; 143.5)

(3) Exhaust gas pollution� INTEG (exhaust gas gen-
eration-exhaust gas reduction; 323.5)

(4) Wastewater production� per unit wastewater
generation/the benefit of iron ore resources de-
velopment and utilization

(5) Wastewater reduction� change in per unit waste-
water reduction

(6) Solid waste production� change in per unit solid
waste generation/the benefit of development and
utilization of iron ore resources

(7) Wastewater reduction� change in per unit waste-
water reduction

(8) Solid waste reduction� per unit solid waste
reduction∗ comprehensive utilization rate of solid
waste

(9) Exhaust gas generation� per unit exhaust gas
production/the benefit of development and utili-
zation of iron ore resources

(10) Exhaust gas reduction� change in per unit exhaust
gas reduction

(11) Environmental treatment cost� (per unit treatment
cost of solid waste + per unit treatment cost of
exhaust gas + per unit treatment cost of waste-
water + change in per unit solid waste reduc-
tion + change in per unit waste gas
reduction + change in per unit wastewater
reduction)

For these parameters, 158 is the initial value of waste-
water pollution, 143.5 is the initial value of solid waste
pollution, and 323.5 is the initial value of exhaust gas
pollution.

*e flow diagram of the iron ore resource-economy-
environment model system is shown in Figure 8.

*e data simulation in this study is based on optimized
neural networks which are explained in the following.

4. Optimized Multilayer Perceptron
Neural Networks

Today, the use of intelligent systems, especially artificial
neural networks, has become so widespread that these tools
can be classified as basic and common tools in basic
mathematical operations. One of the most basic neural
models available is the multilayer perceptron (MLP) model,
which simulates the translational function of the human
brain. In this type of neural network, most of the behavior of
human brain networks and signal propagation has been
considered, and hence they are sometimes referred to as
feedforward networks. Each neuron in the human brain
receives input (from another neuron or non-neuron) and
processes it, transmitting the result to another cell (neuronal
or non-neural) [19]. *is behavior continues until a definite
result is reached, which is likely to eventually lead to a
decision, process, thought, or move.

An artificial neural network is made up of inputs,
outputs, weights, biases, and an activation function. Weights
and biases are randomly assigned. *e inputs are multiplied
by the weights, and the values obtained are added together
and then biased. *e result passes through the activator
function and forms the output of neurons [20]. However, by
randomly assigning weights, the result is usually not ap-
propriate. So, the weights need to change. Weight changes
should be made in such a way that the neuron outputs are
close to the actual outputs.

Development Scale of
Iron Ore Resource

Solid waste
discharge

Wastewater
discharge

Exhaust Gas
Emissions

Regional GDP
Increment

Environmental
Investment

Environmental
Pollution Treatment

Environmental
Pollution

Regional GDP
+

+

+ + +

+ + +

-

-

Figure 6: *e causal diagram of the ecological environment
subsystem.

8 Mathematical Problems in Engineering



 eprocess of changing the weights of neurons to achieve
the desired output is called neuron learning. We use a dissi-
pation function to check the function of neurons.  e goal of
neuron learning is to reduce the amount of loss to zero or at
least close to zero. Here, an optimization algorithm is used to
do this.  e task of the optimization algorithm is to �nd the
weights that minimize the mean square error (MSE) function
between the network and the desired values for all the training
samples.  e formula for the MSE is described as follows:

MSE �
1
n
∑
n

i�1
zi(k) − z

∗
i (k)( )2, (1)

where z∗ describes the desired value, n describes the number
of steps in the training dataset, and z is the network output
and is achieved as follows:

zi �∑
n

j�1
wijαi + βj, (2)
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Figure 8: Flow diagram of the iron ore resource-economic-environmental model system.
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where αi and βj represent the input and the bias variables
and wij is the connection weight between αi and the hidden
neuron j.

*e next stage is to utilize the activation function and to
trigger the output of the neurons. Here, the sigmoid function
has been employed.*emathematical model of this function
is given as follows:

fj(x) �
1

1 + e
− zj

. (3)

Now, as aforementioned, for optimizing the network
based on weights and biases, (1) should be optimized. In this
study, metaheuristic technique has been used for mini-
mizing the MSE.

*e purpose of metaheuristic algorithms is to find an
acceptable solution, given the limitations and needs of the
problem. In determining the solution to a problem, there
may be different solutions to it. In this study, the particle
swarm optimization (PSO) algorithm as the most popular
optimization algorithm has been utilized. *e PSO algo-
rithm simulates bird swarming behaviors. Imagine the
following scenario: a group of birds is accidentally exposed
to food in an area. *ere is only one food item in the search
area. Not all birds know where food is. However, they know
how much food there is in each iteration. *e solution is to
look for the bird that is closest to the food. PSO designers
adapted this scenario and used it to solve optimization
problems. In PSO, each solution is a “bird” in the search
space that is called “particle.” All particles have proportion
values that are evaluated by the proportion function for
optimization and have velocities that guide the particle
flight. Particles flow through the problem space with the
optimal particles.

*e PSO algorithm starts with a group of random
particles (solution) and then searches with the generation
update. In each iteration, each particle is updated with two
“best” values.*e first is the best solution ever obtained.*is
value is called pbest. Another “best” is the value that has
been achieved so far by every particle in the population. *is
is the best universal value and is called gbest. When a particle
takes a part of the population as its topological neighbors,
the best value is the best local and is called lbest. After
finding the best values of pbest and gbest, the particle
updates its speed and position with the following equations:

Xnew � Xcurrent + Vnew,

Vnew � Vcurrent + c1 ∗ r

∗ Xpbest − Xcurrent􏼐 􏼑 + c2 ∗ r

∗ Xgbest − Xcurrent􏼐 􏼑,

(4)

where V describes the particle velocity, Xcurrent defines the
current particle (solution), pbest and gbest are already defined,
ran d specifies a random number between 0 and 1, and C1
and C2 represent learning factors. Here, c1 � c2 � 2.

*e MLP network here uses BP technique for the net-
work training. *is BP technique is gradient descent-based
technique which forms some disadvantages, such that
trapping into local criteria is the most important

shortcoming. Here, we used the PSO algorithm to resolve
this issue. *e algorithm of the hybrid PSO-MLP is given as
follows:

5. Simulation and Result Analysis

5.1.ModelChecking. No theoretical model could be perfectly
consistent with a real system. However, an objective real
system can be described and simulated by a theoretical
model. Whether the structure of the theoretical model is
reasonable requires comparing the simulation results of the
model with the actual data to determine the authenticity and
validity of the theoretical model, which also affects the
formulation and implementation of relevant policies.
*erefore, in order to use the system dynamics model to
study the carrying capacity of iron ore resources-economic-
environment in the southern Shaanxi region, it is essential to
test the validity and authenticity of the model, to provide a
scientific basis for local government to formulate relevant
policies.

5.1.1. Historical Test. *e historical test mainly analyzes
whether the simulation results of the model are consistent
with the actual results, which is one of the indicators of
model validity. In this study, the rationality of the model is
judged by comparing the variation trend of the model
simulation results with the practical data. It is generally
believed that the relative error between historical data and
simulation data is within the range of 10%. And the model is
considered to be better for realistic simulation.

We select statistical data from 2010 to 2016 to test the
authenticity of regional GDP and iron ore resource reserves
in the southern Shaanxi area, to compare and analyze the
running results of the model, as shown in Tables 2 and 3,
among which iron ore resources in southern Shaanxi use
30% of the mineral investment as the base.

Based on the historical test results, it can be seen that the
relative numerical errors between the output data and the
real data from 2010 to 2016 are between −0.1 and 0.1. Al-
though the errors in 2011, 2015, and 2016 are a little large,
these data fall within the normal range.*erefore, the model
is consistent with the development trend of the actual system
and can reflect the development of iron ore resources and
economic development in the region to a certain extent.
*erefore, the model is considered to be effective.

Initialize the particles of N weight and the algorithm
other parameters.
Calculate the fitness value for each PSO-MLP.
Position updating of the parameters based
on the algorithm mechanisms.
Check termination condition.
If termination criteria are not reached, go to (3).
If the criteria condition is reached, go to (7).
End.

ALGORITHM 1: *e hybrid PSO-MLP.
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5.2. Model Simulation. *rough the system simulation, we
can better understand the development of iron ore resources
in southern Shaanxi by increasing the investment ratio of
mineral resources in southern Shaanxi by 10% and 20%,
respectively, to simulate and compare the regional GDP and
iron ore resource demand in southern Shaanxi area. *e
software can simulate the GDP and demand for iron ore
resources in southern Shaanxi. *e simulated results are
displayed in Figures 9 and 10. Curve 1 represents a 20%
increase in the mineral investment ratio; curve 2 represents a
10% increase in the mineral investment ratio; and curve 3
represents the initial state.

Based on Figures 9 and 10, the following results can be
obtained:

(1) *e change of the mineral investment ratio pa-
rameter has a significant impact on the regional
GDP, showing a positive correlation. Due to the
increase in the investment ratio of iron ore resources,
the regional GDP growth in southern Shaanxi has
been promoted. In addition, the increasing scale of
iron ore exploration and mining activity will lead to
aggravation of environmental pollution. It is nec-
essary to balance the scale of mining and regional
economic development so that the entire circulatory
system will be developed better.

(2) *ere is a positive correlation between the change of
the mineral investment ratio parameter and the total
demand for iron ore resources. When the ratio of
investment inminerals increases, the demand for iron
ore resources in the region also continues to increase.
At the same time, the increasing market demand for
iron ore resources will inevitably lead to an increase in
the investment in iron ore exploration and devel-
opment, and the over-exploitation of iron ore re-
sources will cause serious environmental pollution.

*erefore, the balance between the mining scale of
iron ore resources and the ecological environment
affects the sustainable economic development of
southern Shaanxi.

To sum up, the sustainable development of the regional
economy requires moderate development and utilization of
iron ore resources. At present, the consumption of iron ore
resources in China has been running at a high level. And the
demand for iron ore is booming, which the excessive ex-
ploitation will exert a huge impact on the ecological envi-
ronment. Appropriate resource development and utilization
can not only keep stable regional economic growth but also
ensure the protection of the ecological environment.
*erefore, it is necessary to evaluate the carrying capacity of
regional resources, economy, and environment to ensure the
sustainable development of the regional economy.

5.3. Changes in Regional Carrying Capacity. *e resource
carrying capacity is reflected among the difference between
the reserves of mineral resources and the production of
mineral resources. *e larger the difference, the smaller the
pressure, and the stronger the carrying capacity, vice versa.

*e economic carrying capacity is reflected among the
difference between the iron ore output value and the regional
GDP. *e larger the difference, the smaller the pressure, and
the stronger the carrying capacity, vice versa.

*e environmental carrying capacity is reflected among
the difference between the cost of environmental governance
and restoration and the regional GDP. *e smaller the
difference, the greater the pressure, and the weaker the
carrying capacity, vice versa.

According to the actual data of iron ore resource reserves
and iron ore production in the southern Shaanxi region, the
results of iron ore resource carrying capacity in the southern

Table 2: Comparison of historical and simulated values of regional GDP.

Year Real GDP (100 million yuans) Simulated GDP value (100 million yuans) Error (%)
2010 1122.66 1122.66 0.00
2011 1417.60 1350.50 −4.97
2012 1674.79 1624.25 −3.11
2013 1997.16 1953.20 −2.25
2014 2267.26 2270.52 0.14
2015 2433.18 2548.68 4.53
2016 2691.48 2825.30 4.74
Data source: Shaanxi statistical yearbook.

Table 3: Comparison of historical value and simulated value of iron ore reserves.

Year Real value of iron ore reserves (100 million tons) Simulated value of iron ore reserves (100 million tons) Error (%)
2010 4.04 4.04 0
2011 3.87 4.01 3
2012 3.85 3.98 3
2013 3.99 3.95 −1
2014 3.98 3.85 −3
2015 4.00 3.80 −5
2016 3.97 3.82 −4
Data source: Shaanxi mining annual report.

Mathematical Problems in Engineering 11



Shaanxi region are obtained through system model simu-
lation (Figure 11). *e iron ore resource reserves in the
southern Shaanxi region have been decreasing since 2010.
Meanwhile, iron ore production has become higher and
higher. *e discrepancy between these two parameters be-
gan to shrink after 2011 and the resource carrying pressure
was getting stronger. After 2015, the production of iron ore
gradually decreased, and the difference between the two
fluctuated in the range between 34,000 tons and 36,000 tons,
and the situation tended to be stable. *is suggests that the
resource carrying capacity has become stable since 2015.
Before 2015, only the development of iron ore resources was
emphasized and investment in iron ore exploration was
largely neglected, leading to relying on retained reserves.
*us, the carrying capacity of iron ore resources became
weaker. *erefore, with the development and consumption
of iron ore reserves, the exploration of iron ore needs to be
strengthened to continuously increase the reserves of iron
ore resources and enhance the carrying capacity of regional
iron ore resources.

According to the actual data of the GDP in the southern
Shaanxi region and the system model simulation, the re-
lation between the mineral output value and regional GDP
in the southern Shaanxi region in recent years is calculated
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Figure 10: Comparison curve of total demand for iron ore resources.
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Figure 11: *e carrying capacity of iron ore resources in southern
Shaanxi region.
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to obtain the economic carrying capacity (Figure 12). *e
relation between the cost of environmental governance and
restoration and regional GDP in the southern Shaanxi re-
gion is calculated to obtain the environmental carrying
capacity (Figure 13).

*e result analysis of economic carrying capacity (Fig-
ure 12) and environmental carrying capacity (Figure 13) is as
follows:

(1) Since 2010, the difference between the iron ore
output value and the regional GDP in the southern
Shaanxi region is quite large, and it increased year by
year from 2010 to 2015. After 2015, the growth rate of
the difference is relatively slower, but the difference is
still increasing. *e reason is that the development
speed of regional GDP is significantly higher than
that of the regional iron ore output value. *erefore,
it shows that the regional economic carrying capacity
is relatively strong. *e contribution and impact of
development and utilization of iron ore in the
southern Shaanxi region on regional economic de-
velopment show decreasing or stabilizing trend. *e
regional economy depends less on the development
and utilization of iron ore, and thus the regional
economic carrying capacity is relatively strong.

(2) From 2010 to 2016, the difference between the
growth rate of environmental governance and res-
toration cost and the growth rate of regional GDP is
small, indicating that the environmental carrying
pressure is relatively large and the environmental
carrying capacity is relatively weak. In recent years,
on the one hand, thanks to the environmental
protection requirements, the closure of some mines,
and reduction and restriction of mine production
result in the reduction of cost of the environmental
governance and restoration; on the other hand,
China has issued strict regulations and policies on
environmental governance and restoration to build
up green mines, and natural resources and envi-
ronmental protection departments have strength-
ened supervision and management, so the awareness
of environmental protection has been generally
enhanced, and the investment in environmental
governance and restoration has continued to in-
crease. As a result, the difference between the growth
rate of environmental governance and restoration
costs and the growth rate of regional GDP has in-
creased, and the regional environmental carrying
capacity has increased and continuously enhanced.

To sum up, iron ore resources, economy, and envi-
ronment do not exist independently, but the three are
interrelated and restrict each other and cannot be
neglected. Under the current situation of strong demand
for iron ore in China, sufficient iron ore reserves can
ensure that the regional demand for iron ore can be met.
*e scientific and rational development of iron ore re-
sources is beneficial to the economic and social devel-
opment of the southern Shaanxi region. Economic

development can provide more funds for environmental
governance and restoration, which can better protect the
environment and continuously enhance the regional
environment and economic carrying capacity. *e high-
quality economic development in the southern Shaanxi
region and the beautiful mining environment will im-
prove people’s ideological awareness of practicing green
development, the utilization rate of mineral resources,
and the life quality of mine workers and will promote the
high-quality development of enterprises.

6. Conclusions

Based on theoretical knowledge and quantitative analysis,
this paper takes the iron ore resources in the southern
Shaanxi region as the research object. By establishing the
iron ore resources-socioeconomic-ecological environment
cycle system in the southern Shaanxi region and using the
system dynamics model to construct subsystems of the
development and utilization of mineral resources in the
southern Shaanxi region, economy subsystems, and envi-
ronmental subsystems, the present study analyzes the car-
rying capacity of mineral resources, economic, and
environment of the region. *e main conclusions are as
follows:
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Figure 12: Economic carrying capacity in southern Shaanxi region.
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region.
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(1) Using historical test analysis, comparing the actual
data of regional GDP and mineral resources reserves
in the southern Shaanxi region from 2010 to 2016
with the simulation results of the model, it is verified
that the model design is relatively reasonable.

(2) *e model sensitivity test shows that the change of
the mineral investment ratio parameter has a sig-
nificant impact on the regional GDP and the total
demand for mineral resources, both of which are
positively correlated. *e increase in the mineral
investment ratio will promote the continuous in-
crease in regional GDP and demand for mineral
resources.

(3) *e establishment of the system dynamics model and
the simulation results show that iron ore resources,
economy, and environment do not exist indepen-
dently, but the three are interrelated and restrict each
other in a complex system engineering, and the
impact of any one of which cannot be neglected.

(4) In the process of developing and utilizing iron ore
resources, if the investment in iron ore exploration is
not increased while relying on retained reserves, the
carrying capacity of iron ore resources will become
weaker over time. *erefore, while developing and
consuming iron ore reserves, the exploration of iron
ore needs to be strengthened, to continuously in-
crease the reserves of iron ore resources and enhance
the carrying capacity of regional iron ore resources.

(5) *e contribution and influence of iron ore devel-
opment and utilization to regional economic de-
velopment in the southern Shaanxi region decrease
and tend to be stable, the regional economy’s de-
pendence on iron ore development and utilization
decreases, and the regional economic carrying ca-
pacity is strong.

(6) From 2010 to 2016, the environmental carrying
pressure in the southern Shaanxi region was rela-
tively high, and the environmental carrying capacity
was relatively weak. In recent years, people’s
awareness of environmental protection is increasing,
and new laws, regulations, policies, and measure-
ments are implemented in environmental protection
governance and restoration, while the investment in
environmental governance and restoration has
continued to increase. At the same time, supervision
and management have been strengthened, the dif-
ference between the growth rate of environmental
governance and restoration costs and the growth rate
of regional GDP has become larger, and the regional
environmental carrying capacity has been continu-
ously enhanced.

(7) According to the analysis, the southern Shaanxi
region is mainly a resource-based area with a rela-
tively unbalanced economic structure. *e second-
ary industry is the main economic support industry
in the southern Shaanxi region, which accounts for a
high proportion of the regional economy.

(8) In order to ensure that the development and utili-
zation of iron ore resources, environmental pro-
tection, and economy develop in an associated
manner in the southern Shaanxi region, according to
this research, the following advice is proposed:

(1) Adjust the structure of the three major economic
industries in the region, take advantage of natural
resources and environment, and actively develop
alternative industries, such as developing tourism
and related service industries.

(2) Local governments should vigorously introduce
high-tech enterprises, increase investment or in-
troduction of technical talents, and explore new
industrial forms, such as biotechnology, high-tech
and other emerging cutting-edge industries, and so
on, to realize the transformation of economic growth
mode and economic development transformation
upgrade.

(3) Practice the concept “lucid waters and lush moun-
tains are invaluable assets,” strengthen supervision
and management, and develop iron ore resources
scientifically and rationally on the premise of
strengthening the ecological environment protection
of mines. Develop the mining economy to protect
the environment, improve the safety of mine workers
and the quality of their lives, and promote high-
quality social and economic development in the
southern Shaanxi region.

*rough the system simulation, we can better under-
stand the development of iron ore resources in southern
Shaanxi by increasing the investment ratio of mineral re-
sources in southern Shaanxi by 10% and 20%, respectively,
to simulate and compare the regional GDP and iron ore
resource demand in southern Shaanxi area.
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­e existing semantic segmentation methods have some shortcomings in feature extraction of remote sensing images. ­erefore,
an image semantic segmentation method based on deep learning in UAV aerial remote sensing images is proposed. First, original
remote sensing images obtained by S185 multirotor UAV are divided into smaller image blocks through sliding window and
normalized to provide high-quality image set for subsequent operations. ­en, the symmetric encoding-decoding network
structure is improved. Bottleneck layer with 1× 1 convolution is introduced to build ISegNet network model, and pooling index
and convolution are used to fuse semantic information and image features. ­e improved encoding-decoding network gradually
strengthens the extraction of details and reduces the number of parameters. Finally, based on ISegNet network, �ve-classi�cation
problem is transformed into �ve binary classi�cation problems for network training, so as to obtain high-precision image
semantic segmentation results.­e experimental analysis of the proposedmethod based on TensorFlow framework shows that the
accuracy value reaches 0.901, and the F1 value is not less than 0.83. ­e overall segmentation e�ect is better than those of other
comparison methods.

1. Introduction

With the rapid development of remote sensing technology in
recent years, especially the rise of high-resolution remote
sensing images, remote sensing technology has become a
necessary method for timely regional Earth observation [1].
­e emergence of various high-resolution remote sensing
satellites has led to the increase of remote sensing image
collection sources and the expansion of the scale of mul-
timodal datasets [2]. In the face of massive, multimodal
remote sensing image data, the traditional image processing
and analysis methods do not perform well in the big data
environment [3, 4]. Deep learning has the ability to extract
main features from massive data and can achieve real-time
data processing. ­erefore, remote sensing image semantic

segmentation based on deep learning has gradually become
the focus of research [5].

Semantic segmentation of remote sensing image is a
transition link and key step to realize object-oriented ex-
traction from data to information [6]. As a bridge to ad-
vanced tasks, semantic segmentation is widely used in the
�eld of computer vision and remote sensing, such as au-
tomatic driving, attitude estimation, and remote sensing
image interpretation. Previous image segmentation was
usually based on the image pixel itself and the representation
of image low-order visual information, such as pixel clus-
tering segmentation and graph segmentation [7–9]. Al-
though these methods are with low computational
complexity because of lacking model training based on
dataset, due to the lack of su¢cient manual annotation
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information, the segmentation results are not ideal in image
segmentation for complex tasks [10]. )e rise of deep
learning makes image segmentation enter a new stage, such
as image block segmentation using convolutional neural
network [11].

)e existing semantic segmentation methods have the
problem of insufficient extraction depth in remote sensing
image feature extraction, and the massive small targets in the
image cause new difficulties in using deep learning to obtain
robust feature representation [12]. )erefore, in order to
effectively solve the above problems, an image semantic
segmentation method based on deep learning is proposed to
realize semantic segmentation and target recognition in
UAV aerial remote sensing images.

2. Related Work

)e basic process of semantic segmentation of remote
sensing image is to preprocess the data of remote sensing
image and then extract tensor features of image according to
the preprocessed data. )e input of the model is the tensor
features. )e model is initialized with a given training
network model and the segmentation and prediction of
remote sensing image targets are completed [13].

Early semantic segmentation is in the stage of traditional
image segmentation, which requires participants to annotate
the features manually, but the accuracy of annotation greatly
affects the segmentation results [14]. )e human and ma-
terial resources consumed cannot meet the high-efficiency
requirements of large-scale applications. With the emer-
gence of full convolution neural network, semantic seg-
mentation has officially entered the era of deep learning. )e
goal of image semantic segmentation is to mark each pixel of
the image with the corresponding class. In order to un-
derstand the research status, existing problems, and devel-
opment prospects of image semantic segmentation, [15]
introduced the mainstream image semantic segmentation
methods on the basis of extensive investigation. )e seg-
mentation results of common image semantic segmentation
algorithms were summarized and compared. Based on the
summary of common image semantic segmentation datasets
and evaluation standards, the development trend of image
semantic segmentation in the future was prospected. Ref-
erence [16] proposed Generative Adversarial Networks for
image semantic segmentation, including edge adversarial
network and semantic segmentation adversarial network,
which effectively improved the segmentation accuracy in
fog, but the segmentation efficiency needs to be improved.
Reference [17] studied image segmentation in lane departure
system and compared traditional processing methods with
deep learning semantic segmentation methods, and the
results showed that deep neural network image semantic
segmentation had better robustness and efficiency, but it is
still slightly insufficient in the processing performance of
high-order task set. Reference [18] designed a fusion net-
work for small target image segmentation, that is, extracting
the feature information of RGB image and depth image to
complement each other, but it has high requirements for
image acquisition.

At the same time, in order to enhance the segmentation
performance of the deep learning network, some improve-
ments are made. For example, [19] proposed a superpixel
enhanced depth neural model to solve the problems of dis-
tinguishing surface image features and classifying ground
objects in the process of image segmentation. It adopted an
end-to-end method combined with the depth convolution
neural network to achieve better classification accuracy.
However, for a large number of small targets in remote
sensing images, the effect of segmentation and recognition
needs to be improved. In order to solve the challenge of
learning spatial context of deep convolution neural network
in high-resolution image semantic segmentation, [20] pro-
posed a new segmentation model, which deduced a symbolic
distance map for each semantic class from the real label map
to improve the segmentation accuracy. However, the training
process is complex, and the processing efficiency of a large
number of remote sensing images needs to be improved.
Reference [21] proposed a new pixel-level feature extraction
model with convolutional encoder and decoder for medical
image recognition, which improved the global and average
accuracy through dataset training, and the improvement of
feature extraction enhanced the accuracy of semantic seg-
mentation, but it cannot consider the processing efficiency.
Reference [22] proposed a depth convolution neural network
based on U-Net to realize end-to-end semantic segmentation.
)e model fusion strategy effectively improved the seg-
mentation accuracy, but the segmentation effect is not good
for partial occlusion or fog. Aiming at the problem that
traditional segmentation methods find it difficult to deal with
high-resolution remote sensing images containing complex
ground objects, an image semantic segmentation method
based on deep learning in unmanned aerial vehicle (UAV)
aerial remote sensing images is proposed. Its contributions
are summarized as follows:

(1) Considering that the traditional SegNet method has
low segmentation accuracy and long training time,
the proposed method expands the convolution layer
and adds the Bottleneck layer to obtain the Improved
SegNet (ISegNet) network, so that it can express
more complex features.

(2) In order to avoid the problem that classification
results of a single classifier are greatly affected by
misclassification, the proposed method converts
five-classification problem into five binary classifi-
cation problems for network training based on
ISegNet network, so as to improve the segmentation
accuracy of the model.

3. Proposed Research Method

3.1.ClassificationModelEstablishment. )emain flow of the
proposed semantic segmentation method is shown in Fig-
ure 1. )e whole process is more concise and effective than
the traditional image semantic segmentation based on re-
gional features. )ere is no need to search the region
containing the target image in the early stage, and there is no
need to merge similar regions in the later stage.
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)e aerial image and the corresponding manually
marked image are input into the encoding-decoding net-
work, the optimal model parameters are obtained through
multiple iterative learning, and the model and corre-
sponding parameters are saved. In the inference stage, the
final segmentation result can be obtained by directly in-
putting the aerial test image into the saved model. However,
directly convoluting the image will make the image smaller,
and the contribution of the information at the edge of the
original image to the image content is small. )erefore,
padding is used to solve this problem; that is, 0 is filled in the
image edge to expand the image size in the process of
convolution, so that the image size remains unchanged after
multiple convolution operations [23].

3.2. UAV Hyperspectral Image Acquisition. In order to fully
understand the differences of the research objects in
hyperspectral images, a spectral information database was
established, and the hyperspectral images of UAVs in two
small areas in the field of Shanghai suburb were obtained. In
one area, discontinuous UAV images of four sorties were
obtained to fully cover the object types in the study area. In
the other area, relatively continuous UAV images of five
sorties were obtained to provide a data source for the
classification and identification of typical object types. )e
S185 UAV system was used in the test, which mainly in-
cluded Cubert S185 hyperspectral data acquisition system,
six-rotor electric UAV system (maximum load is about 6 kg;
flying time is 15 min–30min), triaxial stabilized camera, and
data processing system, as shown in Figure 2.

)e acquisition of UAV hyperspectral data should be
carried out in sunny days to avoid cloud shadow on the
image and affecting the image quality, and the solar de-
flection angle should not be too large during acquisition to
avoid too large shadow area in the image. )e experimental
data collection time is between 10:00 and 13:00 on December
18 and December 20, 2020.)e weather is sunny and cloudy.
Hyperspectral images of 9 UAVs in two research areas are
obtained. In the experiment, it is ensured that the cloud
amount and sunlight intensity in the air have little difference
in the collection process of each sortie.

3.3. Data Preprocessing. High-resolution remote sensing
images are usually large in size and cannot be processed by
convolution [24]. For example, the average size of ISPRS
images from the Vaihingen dataset is 2493× 2063 pixels,
while most convolution operations support resolution of
256× 256. In view of the memory limitation of the current
graphics processing unit (GPU), the proposed method uses a
sliding window to segment the original remote sensing
image into smaller image blocks. If the convolution step is
smaller than the image block size, in the case of overlapping
continuous image blocks, multiple predictions are averaged
to obtain the final classification of the overlapping pixels
[25].)is operation can smooth the prediction of each image
block boundary and eliminate possible discontinuities.

)e goal of the proposed method is to apply the typical
artificial neural network structure to earth observation data.
)erefore, using the artificial neural network originally
designed for RGB data, the processed image must comply
with 3-channel format. )e three channels in the ISPRS
dataset will be processed into RGB images. )e dataset
contains the data of digital surface model (DSM) obtained
from the aerial laser sensor. Normalized digital surface
model (NDSM) will also be used, and then normalized
difference vegetation index (NDVI) will be calculated from
near-infrared and infrared channels. Finally, DSM, NDSM,
and NDVI information will be used to build a corresponding
composite image for each IRRG image.

3.4. Network Structure Design. Because the traditional
SegNet method has low segmentation accuracy and long
training time, an ISegNet network is proposed, and its
structure is shown in Figure 3. )e original SegNet con-
volution layers are expanded from 26 layers to 27 layers, and
Bottleneck is added. Rectified linear unit (ReLU) and ex-
ponential linear unit (ELU) are introduced, respectively, into
activation functions to increase the nonlinearity of the
network, so that the network can express more complex
characteristics.

ISegNet includes 5-layer encoding structure and 5-layer
decoding structure. )e 5-layer encoding structure is
composed of 13 convolution layers with kernel size 3× 3, 5
batch normalization (BN) layers, and 4 Maxpooling layers
with kernel size 2× 2 and step size 2; the 5-layer decoding
structure consists of 13 convolution layers with kernel size
3×3, 5 BN layers, and 4 upsampling layers, which is com-
pletely symmetrical with the encoding structure.

Coding-decoding 
neural network 

model

Aerial
training
image

Manually
marked
image 

Iterative learning

Aerial
test

image 

Final segmentation
result 

Model
parameters Output

Input

Model training process

Model test process

Figure 1: Semantic segmentation process based on deep learning.
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Convolution layer with kernel size 1× 1 is set at the con-
nection between the encoding structure and the decoding
structure to further extract nonlinear features of the encoded
image data, which deepens the network depth and reduces
the amount of parameters.

3.4.1. Encoder Structure. )e images normalized to
256× 256 pixels are used as the input of the network, and the
image features are extracted by the encoder composed of
convolution layer and pooling layer. ISegNet uses the
convolution of same mode to ensure that the size of image

Figure 2: S185 multirotor UAV system.
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Figure 3: Structure of ISegNet remote sensing image semantic segmentation network.
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remains unchanged. Image features are transmitted to the
decoder through the Maxpooling indices for nonlinear
upsampling to obtain the lost image spatial semantic in-
formation in the coding process [26]. )e BN layer is added
after each Maxpooling layer, and the value range of the
features after nonlinear function approaches the saturation
region, so as to standardize the distribution of output fea-
tures. BNmainly includes normalization and transformation
reconstruction.

(1) Normalization. )e normalization expression of relevant
parameters of input sample data in the network is

μ �
1
k

􏽘

k

i�1
xi,

σ2 �
1
k

􏽘

k

i�1
xi − μ( 􏼁

2
,

􏽢xi �
xi − μ
�����
σ2 + ε

􏽰 ,

(1)

where k is the input batch size; μ is the average value of the
input; σ2 is variance; ε is a constant set to maintain pa-
rameter stability; xi is the ith input sample value; 􏽢xi is the
normalized value corresponding to the ith input sample
value. After this step, the feature parameters learned by the
network change, and the feature distribution needs to be
reconstructed.

(2) Feature Distribution Reconstruction. )e expression of
feature distribution reconstruction is

zi � ω􏽢xi + b, (2)

where ω and b are the weight and bias, respectively. BN layer
can effectively prevent overfitting in model training and
speed up learning.

In addition, ISegNet uses ReLU and ELU as the acti-
vation function of the network, respectively. ReLU is a
commonly used activation function, which changes all
negative values to 0 and positive values retain the output, so
that neurons are sparsely activated. ReLU has stronger
feature mining ability. ReLU is used to fit the training data
and to further prevent the gradient from disappearing. )e
ReLU function is

y �
0, x≤ 0,

x, x> 0,
􏼨 (3)

where x is neuron input and y is neuron output.
ELU is also a kind of correction activation function,

which adds a nonzero output for negative input. Unlike
ReLU, ELU activation function includes a negative expo-
nential term. )e function expression of ELU is

y �
a[exp(x) − 1], x< 0,

x, x≥ 0,
􏼨 (4)

where a is a constant value.

3.4.2. Decoder Structure. )e decoder is composed of
upsampling layer, convolution layer, and pooling layer. )e
upsampling layer can recover part of the lost information in
Maxpooling layer and recover the pixel position information
according to the pooling index. )e convolution of same
mode is also used in the decoder. )e upsampling process is
shown in Figure 4.

)e decoder uses the index stored in each Maxpooling
layer to upsample the corresponding feature map. In order
to combine coarse and fine textures and prevent parameter
redundancy, a Bottleneck layer is set at the connection of
encoding-decoding structure. By introducing convolution
layer with kernel size 1× 1, the encoder output unit achieves
feature dimension reduction.)e quantity of encoder output
parameters can be expressed as

D � 􏽘
n

i�1
R
2
li

· Rci
· h,

D′ � h · R + 􏽘
n

i�1
R
2
li

· Rci
· R,

(5)

where D is the output parameter quantity of the encoder; D′
is the output parameter quantity after adding 1× 1 convo-
lution kernel; Rli

is the kernel size of ith convolution layer;
Rci

is the kernel number of ith convolution layer (filter
depth); li is the neuron at ith layer; ci is the ith convolution
kernel; h is the depth of input feature; R is the number of
1× 1 convolution kernels. In general, R< h. )erefore, after
adding 1× 1 convolution kernel, the quantity of calculated
parameters is reduced, and each pixel after encoding is
linearly combined on different channels, which not only
retains the original structure of the encoded image but also
expands and widens the network.

Fully connected layer, previous layer of output layer, is
replaced with a convolution layer to improve the efficiency
of network forward propagation. )e features output from
the last convolution layer are input into the Softmax clas-
sifier, and the classifier finally outputs 5 probabilities, which,
respectively, predict the probability that the sample belongs
to each category; that is, the number of classification labels is
5. )e predicted segmentation corresponds to the category
with the maximum probability at each pixel.

3.5. Classifier Design. For the semantic segmentation of
remote sensing images, the ensemble learning method is
further used to improve the segmentation accuracy. )e
classification results obtained by Softmax classifier are
combined through some strategies to achieve better per-
formance than a single classifier. )is model fusion method
is essentially a relearning process. Even if one classifier
makes an erroneous prediction, other classifiers can correct
the error. Generally speaking, this ensemble learning
method can improve the segmentation effect to a certain
extent, but the process of multimodel learning and
relearning will increase the cost of calculation [27]. For the
combination strategy of ensemble learning, the proposed
method adopts the Plurality Voting method. Assuming that
the prediction category is g1, g2, . . . , gm􏼈 􏼉, for any
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prediction sample x, the prediction results of T classification
models are (y1(x), y2(x), . . . , yT(x)), respectively. Select
the category gi with the largest number of prediction results
of T classification models for sample x as the final classi-
fication category. If more than one category gets the highest
vote at the same time, select one at random as the final
category. Using this ensemble idea, by finding a compromise
between multiple classifiers, the worst classifier can be
avoided, and some pixels with obvious classification errors
can be effectively improved, so as to improve the prediction
ability of the model. )e ensemble learning process based on
multiple classifiers is shown in Figure 5.

First, SegNet is used to complete the semantic seg-
mentation of aerial images, and the prediction results are
obtained. Second, the network is improved on the basis of
SegNet. )e feature maps of different scales in the encoding
module are copied to the corresponding upsampling part by
skip connection. )e improved network model (ISegNet) is
trained again, and the prediction results based on this model
are obtained. )en, based on ISegNet, five-classification
problem is transformed into five binary classification
problems for training, and the prediction results of each
category are combined to obtain the prediction result. Fi-
nally, the segmentation results obtained from the above
three different models are combined through ensemble
learning, and the ensemble prediction results are obtained by
using the Plurality Voting method.

4. Experiments and Analysis

In the experiment, the training equipment of deep learning
network is 4-core 8-thread Intel i7-7700K CPU, 32GB
memory, NVIDIA GTX1080 video card, and 8G video
memory. )e software environment is Ubuntu 16.04.01
operating system. )e development platform is Anaconda
4.3.1.)e built-in Python version is 3.6.1.)e deep learning
software framework is TensorFlow 1.2. At the same time,

the experimental dataset is divided according to 8 : 1, and
the learning rate is set to 0.01 and the number of iterations
is 60.

4.1. Evaluation Index. Kappa coefficient has an important
application in the accuracy evaluation of remote sensing
classification images. Value range of Kappa coefficient is (−1,
1). A value greater than 0.8 means good classification, and a
value of 0 or lower means poor classification. Kappa coef-
ficient is calculated as follows:

φ �
p0 − pe

1 − pe

,

p0 �
􏽐

r
i�1 yii

N
,

pe �
􏽐

r
i�1 yi+ · yi+( 􏼁

N
2 ,

(6)

where p0 is the observation precision ratio, which reflects the
proportion of correctly segmented cells; pe is the contin-
gency consistency ratio, which indicates the proportion of
wrong segmentation caused by accidental factors. N is the
total number of samples; yi is the segmented sample.

In addition, the F1 value is used to evaluate the ex-
perimental results, and the calculation is as follows:

F1t � 2 ×
precisiont × recallt
precisiont + recallt

,

recallt �
pt0

Qt

,

precisiont �
pt+

Pt

,

(7)

where pt+ and pt0 are the numbers of pixels correctly
recognized and recalled in category t, respectively. Qt is the
number of pixels belonging to category t; Pt is the number of
pixels in category t identified by the model. In addition, the
boundary of the object in the test label image is eroded by a
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Figure 5: Ensemble learning process based on multiple classifiers.
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circular area with a radius of 3 pixels. )ese eroded areas are
ignored in the evaluation process to reduce the impact of
uncertain boundary definition. )erefore, the performance
of the test set is slightly better than that of the validation set.

4.2. Network Loss and Accuracy Curve. When training the
proposed image semantic segmentation network model, the
experimental loss and accuracy curve are shown in Figure 6.
Generally speaking, the lower the loss and the higher the
accuracy, the better the segmentation performance of the
network.

As can be seen from Figure 6, when the number of it-
erations reaches 35, the loss value and accuracy value of the
proposed network begin to stabilize. When the iteration is
completed, the two values are 0.08 and 0.901, respectively.
Combined with the training oscillation degree, network
segmentation effect, convergence speed, and other factors,
the comprehensive performance of the proposed network is
ideal. )e deep image features are extracted through ISegNet
to reduce the loss of detail information. At the same time, the
ensemble idea is introduced to aggregate the classification
results to further ensure the classification accuracy. )e
ensemble idea makes the network model more stable, re-
duces the training oscillation frequency, and makes the
remote sensing image segmentation more accurate.

4.3. Remote Sensing Image Semantic Segmentation Results.
Before the detailed quantitative evaluation of remote sensing
image semantic segmentation results, it is necessary to
qualitatively show the results of remote sensing image se-
mantic segmentation by the proposed method and the
methods in [17, 22] to demonstrate the performance of the
proposed method. )e comparison results of the three
methods are shown in Figure 7.

As can be seen from Figure 7, compared with other
comparisonmethods, the segmentation result of the proposed
method is closest to the artificial mark, and the overall visual
perception is the best. Because the ISegNet includes ReLU and
ELU activation functions, the nonlinearity of the network can
be increased, more complex features can be expressed, and
the fused classifier design further reduces the segmentation
error, especially the image details. Reference [17] used deep
neural network for image semantic segmentation, but the
segmentation effect of complex images was not ideal. For
example, it is difficult to distinguish vegetation and water, and
the results contain misclassification. Reference [22] realized
pixel level end-to-end semantic segmentation based on the
improved U-Net deep convolution neural network. )e
segmentation result is clear and the loss of targets is less.
However, compared with the proposed method, it lacks the
reclassification of classifier.)erefore, for the segmentation of
small targets, its edge effect needs to be improved.

4.4. Semantic Segmentation Quality Evaluation of Different
Categories. In order to better evaluate the performance of
the proposed method, three methods are quantitatively
analyzed, and the results are shown in Figure 8.

As can be seen from Figure 8, the proposed method is
more ideal for the segmentation results of buildings and
water bodies, while it is weak for the image segmentation of
roads and other categories. Because the roads are narrow
and long and easy to be blocked by trees, there may be
missing points, resulting in low segmentation result values.
However, the proposed method performs relearning clas-
sification based on the segmentation results obtained by
ISegNet. Compared with other comparison methods, its
segmentation result is more ideal. Taking the F1 value as an
example, the segmentation results of the proposed method
for vegetation, buildings, and water bodies exceed 0.85 and
are generally not less than 0.83. Reference [17] used deep
neural network for image segmentation, but the segmen-
tation model lacked the ability to extract and learn complex
features, so the segmentation result of road and other types
of images was lower than 0.73. Reference [22] realized image
segmentation based on improved U-Net depth convolution
neural network. )e segmentation results of some image

Original image Manual marking Ref.[17] Ref.[22] Proposed method

Building

Vegetation
Water

Road
Others

Figure 7: Semantic segmentation results of remote sensing images.
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categories such as water body were similar to those of the
proposed method, but the segmentation result of some small
buildings was not ideal. Taking precision value as an ex-
ample, it is lower than 0.85. Overall, the proposed method
has the best segmentation result for five categories of images.

5. Conclusions

Image segmentation is an important basic part of remote
sensing interpretation. UAV remote sensing image contains
complex ground object information, and the application of
traditional segmentation methods is greatly limited.
)erefore, an image semantic segmentation method based
on deep learning in UAV aerial remote sensing image is

proposed. )e preprocessed image is input into ISegNet for
learning and analysis, and five-classification problem is
transformed into 5 binary classification problems for
training in the classifier, so as to output high-precision
image semantic segmentation results. )e experimental
results show the following:

(1) ISegNet uses pooling index and 1× 1 Bottleneck
layer to further extract image details, so the seg-
mented image is closest to the artificial standard, and
the accuracy value reaches 0.901.

(2) )e proposed method improves the classifier and
relearns the classification problem to ensure the
segmentation result. Its F1 value is not less than 0.83,
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and the overall segmentation effect is better than
those of other comparison methods.

Although the proposed method can obtain high seg-
mentation precision, the model used is more complex and
has more parameters. When the extracted features are more
abstract, the model complexity is higher and the training
time is longer. In practical application, efficiency needs to be
further considered, such as parallel processing. Further
optimization will be carried out from the model itself or
distributed computing using deep learning framework.
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Aimed at the problem of the large error caused by uncertain factors in the �tting process of the traditional multiplicative seasonal
model, the advantages of theMarkov chain in this study are applied to themultiplicative seasonal model to optimize the prediction
results. Based on the residual value between the theoretical and actual values, the values of di�erent intervals are divided into
states. �e transition probability matrix is established through di�erent probabilities; then, the weighted sum of di�erent
prediction probabilities is carried out to select the optimal prediction state. �e real number of Meizhou Bay portlight buoys is
used to verify the prediction e�ect of the model, andMAE, MAPE, RMSE, RRMSE, SSE, R2 are used to calculate the error between
the predicted value and the actual value.�e results show that compared to the traditional multiplicative seasonal model and other
prediction models, the prediction MAE of the MC-SARIMA model is decreased by 2.19003794, the MAPE is decreased by 0.66%,
the RMSE is decreased by 2.092671823, the RRMSE is decreased by 0.006221352, the SSE is decreased by 404.0231931, and the R2 is
increased by 0.224686247. It shows that the multiplicative seasonal model optimized by the Markov chain can predict the azimuth
data of the light buoy more e�ectively than the traditional multiplicative seasonal model and other prediction models.

1. Introduction

As an important time series analysis method, the multi-
plicative seasonal model (SARIMA) [1] can establish a
speci�c mathematical model according to the correlation
between the data, integrate the seasonal, trend, random
interference, and other characteristics of the time series data
to predict its future data, and then compare the actual data
with the real data, and the prediction results are better. Since
the study of the o�set azimuth of the light buoy is still in the
preliminary stage, this study will review the literature from
the perspectives of the SARIMA optimization model and
time series prediction model.

�e prediction model based on optimization of the
multiplicative seasonal model is widely used in the �elds of
medicine, economy, meteorology, hydrology, and trans-
portation throughout the world [2–6]. For example, Parviz
[7] used the time series decomposition hybrid model based

on SARIMA and used cluster analysis to analyze the time
series. �e results show that the hybrid model is a valuable
decision-making process tool, which e�ectively improves the
level of precipitation forecast. Peirano [3] et al. combined
LSTM with SARIMA to predict the in¡ation rate of �ve
emerging economies in Latin America.�e results show that
the LSTM-SARIMA model has high precision in predicting
the expansion of associates. To e�ectively predict the inci-
dence of the cholera virus, Daisy et al. [8] proposed an SVM-
SARIMA, which combines the two main factors in¡uencing
rainfall and maximum temperature, to evaluate its rela-
tionship with the incidence of the cholera virus. �e results
show that the model can e�ectively predict the incidence of
the cholera virus and make better preparations for future
public health management. Based on the demographic and
distribution characteristics of AHC, Liu [9] et al. constructed
the ETS-SARIMAmodel to predict the trend of incidence of
AHC in mainland China. �e results showed that AHC
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mainly occurred in farmers and children under 9 years old in
southern and eastern China. )e prediction results were
good and the error was low.Wang and Zhou [10] proposed a
new runoff prediction method that combines FPCA and
time series analysis. )e results show that, compared to
traditional one-dimensional FPCA and SARIMA, the
combination of FPCA and time series analysis is more
suitable for runoff prediction. Berke [11] et al. used the
ANN-SARIMA model to predict the monthly incidence of
cryptosporidiosis and used MAPE and RMSE to check the
error. )e results show that the ANN-SARIMA model can
effectively predict the public health time series of the
monitoring system. To reduce the dependence on fossil fuels
and optimize the integration of renewable resources, Blaz-
quez-Garcia [1] et al. proposed a SARIMA model to predict
the energy consumption of green elevators integrated with
photovoltaic and batteries in different short periods and
used a genetic algorithm to optimize the combination of the
selected parameters of SARIMA. )e results show that the
model has good effect in short-term prediction. Qian [6]
et al. proposed a SARIMA-GARCH model based on the
periodicity and trend of the time series data of the monthly
passenger traffic. )is model can effectively improve the
characterization accuracy and eliminate the influence of
heteroscedasticity. )e ARCH test is used. )e results show
that, compared to the SARIMA model, the short-term
prediction performance of the SARIMA-GARCH model is
better.

)e improved methods above improve the prediction
accuracy of SARIMA to a certain extent and take into ac-
count the different special circumstances of time series, but
there are also some shortcomings. For example, ANN, as a
widely used algorithm, can fully approximate any linear
relationship with complex structures and adopt the parallel
distributed processing method. However, the human and
material resources’ loss of the algorithm is too large, which
requires a lot of time to control the details of the algorithm.
)e famous “black box” problem of the algorithm is also a
major problem that needs to be solved by the algorithm.)e
SVM model has the advantages of nonlinearity, high pre-
cision, and good generalizability, but it is difficult for the
algorithm to train time series with large amounts of data.
)erefore, the operation of the algorithm requires a lot of
machine memory and operation time, and SVM has a
certain difficulty in solving the classification problem. )e
ETS algorithm is flexible in use, has wide application, and
can obtain the prediction results required by the model
based on fewer training data. However, due to the large
proportion of the short term given by the ETS algorithm and
the small proportion of the long term given by the ETS
algorithm, it is unable to predict the corresponding time
series for a long time. Moreover, the algorithm has certain
randomness in selecting the smoothing index, which cannot
withstand scrutiny.

Research on the prediction model is based on time series
[12]. A PCA prediction method for sports event model eval-
uation is proposed to solve the problems of poor average fitness
and low-risk prediction accuracy of traditional sports event
model evaluation predictionmethods.)e results show that the

method has good average fitness. Tian [13] proposed a new
prediction method for short-term wind speed based on local
mean decomposition (LMD) and combined kernel function
least squares support vector machine (LSSVM), and the results
show that the proposed prediction method has higher pre-
diction accuracy and can reflect the laws of wind speed cor-
rectly. Li et al. [14] constructed a WebGIS scheme of forest
information system and open-source network geographic in-
formation system oriented to spatial information field and
supported OGC and used the grey model to predict the de-
velopment trend. )e results showed that the method realized
the double growth of forest area and forest volume, and the
forest coverage rate reached a new level. Liu et al. [15] used data
from TCGA to create multigene features and evaluated the
predictive significance of each lncRNA related to cell proptosis
for survival. Tian et al. [16] proposed a prediction approach for
short-term wind speed using ensemble empirical mode de-
composition-permutation entropy and regularized extreme
learning machine, and the results show that the prediction
approach in this study has higher reliability under the same
confidence level. Zeng et al. [17] proposed a time series pre-
diction method based on pattern analysis and used the
probability relaxationmethod to classify the probability vectors
of the basic pattern. Yuan et al. [18] proposed a kernel-HFCM
model based on kernel mapping and HFFCM to predict time
series inspired by the kernel method and SVR. Sebastian et al.
[19] proposed a fractal interpolation method, which can
generate finer-grained time series from insufficient data sets,
and applied the grey theory model GM (1, 1) to the prediction
of the price of Panama-type two-wheeled ships, to deal with
bulk carriers with different periods and different sample sizes.
Her et al. [20] applied the grey theory model GM (1, 1) to the
prediction of the price of Panama-type two-wheeled ships, to
deal with bulk carriers with different periods and different
sample sizes. Mei et al. [21] used the BP-ANNmodel to predict
COD removal efficiency and TEC and used particle swarm
optimization to optimize BP-ANN, thereby improving the
weights and thresholds of prediction accuracy optimization.
Duan et al. [22] used the Bayesian model to predict the time
and space of suspicious criminals to predict the driving traces
of their social activities.

)e Markov chain (MC) [23] refers to the stochastic
process that contains Markov property in mathematical
statistics and probability theory and exists in discrete state
space and index set. )e Markov chain applied to the
continuous exponential set can also be called a Markov
process. As an important method to study the state tran-
sition law of things, the Markov process can determine the
best state of the development of things according to the
initial probability and different state distribution of the
research object and the transition probability matrix, and
make the corresponding prediction.

)erefore, based on the analysis of the latest research on
the optimization of the SARIMA model, a multiplicative
seasonal model based on Markov chain optimization is
proposed in this study. Based on the prediction of the
multiplicative seasonal model, the prediction results of the
model are optimized to further improve the prediction
accuracy of the model.
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)e angle between the drift position of the sediment
marine light buoy and the position of the sediment in
Meizhou Bay Port is used as data to verify the model. )e
results show that the prediction error of the multiplicative
seasonal model optimized by the Markov chain is lower than
that of the traditional multiplicative seasonal model, which
can be used on a scientific basis.

2. Multiplicative Seasonal Model

)emultiplicative seasonal model refers to themultiplicative
of the differential autoregressive moving average model and
the random seasonal model. It is an important method for
processing time series with seasonality and trend. )e
general form is SARIMA (p, d, q)× (P, D, Q) S, among them,
the parameters p, d, q, P, D, Q, and S represent the non-
seasonal regression order, moving average order, nonsea-
sonal moving average order, seasonal autoregressive order,
seasonal difference order, and seasonal average moving
order, and the general form is shown as follows:

∇d∇D
S xt �

V βS
􏼐 􏼑Θ(β)εt􏽨 􏽩

ϕ(β)U βS
􏼐 􏼑􏽨 􏽩

, (1)

where ∇D
S � (1 − βS)D.

2.1. ARIMA. )e autoregressive integrated moving average
model (ARIMA) [24] is a time series prediction method
proposed by Jenkins and Box. It is mainly used to study time
series with periodicity, trend, and seasonality. ARIMA (p, d,
q) is a combination of the autoregressive model AR (p) and
the moving average modelMA (q); its general form is shown
in the following formula:

AR(p) � ϕ(β)xt � 1 − φ1β
1

− φ2β
2

− · · · − φpβ
p

􏼐 􏼑xt,

MA(q) � Θ(β)εt � 1 − θ1β
1

− θ2β
2

− · · · − θqβ
q

􏼐 􏼑εt,

⎧⎪⎨

⎪⎩

(2)

where β is a delay operator, εt is a zero-mean white noise
sequence, xt is the time series, ϕ(β) is an autoregressive
coefficient polynomial, Θ(β) is a moving average coefficient
polynomial, and φ1,φ2 . . .φp and θ1, θ2 . . . θp are expressed
as its corresponding coefficients, respectively.

After integrating AR (p) and MA (q), the D-order dif-
ference of its seasonal part with the ARIMA (p, d, q) model is
obtained, and its general form is shown in the following
formula:

ϕ(β)xt∇
d

� Θ(β)εt, (3)

where ∇ is difference operator, ∇d is trend difference, and
∇d � (1 − β)d.

2.2. Random Seasonal Model. )e random seasonal model
[25] is a time series with only periodicity and seasonality
obtained by the integration of seasonal autoregressive model
and seasonal moving average model through seasonal pe-
riodic difference, and the general forms ofAR (P) andAR (P)
are shown in the following equation:

AR(P) � U βS
􏼐 􏼑xt � 1 − u1β

S
− u2β

2S
− · · · − upβ

PS
􏼐 􏼑xt,

MA(Q) � V βS
􏼐 􏼑εt � 1 − v1β

S
− v2β

2S
− · · · − vqβ

QS
􏼐 􏼑εt,

⎧⎪⎨

⎪⎩

(4)

where U(βS) is a seasonal autoregressive coefficient poly-
nomial, V(βS) is a seasonal moving average coefficient
polynomial, and u1, u2 . . . uP and v1, v2 . . . vQ are corre-
sponding coefficients, respectively.

After integrating AR (P) andMA (Q), the S and D-order
difference processing are performed for seasonal and peri-
odic parts, respectively, and the general expression of the
obtained ARIMA (P, D, Q) model is shown in the following
equation:

∇S∇
D

U βS
􏼐 􏼑xt � V βS

􏼐 􏼑εt, (5)

where ∇D is a periodic difference and ∇S is a seasonal
difference.

3. Markov Chain

)e Markov process refers to the division of a system into
several small systems with different states, and each state can
be transferred to another corresponding state according to
its inherent transition probability. It is concluded that the
Markov chain represents a process between one state and
another, and that the probability of this process depends
only on the corresponding preceding and following states
[26]; its basic definition is as follows: let the random variable
in discrete space I� (Xn, n≥ 0), if any random variable n and
any state i0, i1, i2, i3. . ., in-1, i, j all exist
P(Xn+1 � j|Xn � i, Xn− 1 � in− 1, . . . , X0 � i0) � -
P(Xn+1 � j|Xn � i), then the random variable I is called
Markov chain.

3.1. Transition Probability Matrix. Under the condition that
I � (Xn, n≥ 0) is Markov chain, then Pij(n) � P(Xn+1 �

j|Xn � i) represents the one-step transition probability
matrix of random variable n; if the one-step transition
probability matrix Pij(n) is independent of n, then the
Markov chain is called a homogeneous Markov chain, and
the specific expression form is as follows:
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Pn � Pij(n) �

P00
n

P01
n

. . . P0m
n

P10
n

P11
n

. . . P1m
n

⋮ ⋮ ⋮

Pm0
n

Pm1
n

· · · Pmm
n

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
P1 � Pij(1) �

P00
1

P01
1

. . . P0m
1

P10
1

P11
1

. . . P1m
1

⋮ ⋮ ⋮

Pm0
1

Pm1
1

· · · Pmm
1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6)

3.2. Autocorrelation Coefficient. )e correlation coefficient
[27] is the degree of interaction between the time series of
two different things; autocorrelation coefficient is the degree
of correlation between different time series of the same
thing.)erefore, according to the initial time-series data, the
optimal multiplicative seasonal model is established. After
the theoretical value is obtained, the actual value is sub-
tracted from the theoretical value and the residual sequence
is obtained. According to the residual value, the autocor-
relation coefficient rk between the theoretical value and the
actual value is calculated, and its general form is shown in
the following formula:

rk �
􏽐

n− k
i�1 xi − x

−
􏼐 􏼑 xi+k − x

−
􏼐 􏼑

􏽐
n
i�1 xi − x

−
􏼐 􏼑

2 , (7)

where x
−
is residual mean, xi is the i-th data in the residual

sequence, and xi+k is the i + k-th data in the residual
sequence.

3.3. Markov ChainWeight and Probability. Weight refers to
the importance of a factor relative to a thing, and its meaning
and proportion are different, but the meaning expressed is
not only the percentage of a factor to a thing, but it also
focuses more on the importance of a factor to a thing. )e
weight of the Markov chain reflects the importance of the
target training data to the time series of future prediction.
)e higher the weight, the greater the possibility. )erefore,
the model weight wk is obtained by standardizing the au-
tocorrelation coefficient of each order, and its general form is
shown in the following formula:

wk �
rk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽐
m
k�1 rk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
, (8)

where wk is the weight of the k-th step and m is the largest
order of the time series.

After the weight of the Markov chain and the transition
probability matrix of different steps are obtained, the cor-
responding state probability of each order is multiplied by
the weight, and then the probability of the same state is
added to obtain different prediction probabilities. Finally,
the final probability pi is obtained by weighting the prob-
ability of each order, and its general form is shown in the
following formula:

pi � 􏽘
m

k�1
wkP

(k)
i , i ∈ E. (9)

4. MC-SARIMA

)e multiplicative seasonal model refers to the use of a
specific mathematical model to describe the trend between a
set of random variables related to time. It can compre-
hensively consider components such as season, trend, and
random interference and has a good prediction effect on
time series. However, future data prediction often appears
high and low or even seriously deviates from the actual
situation, and the model has certain requirements for data
stability [28]. )e Markov chain refers to the random
process as a theoretical basis to discuss the development law
and prediction direction of the selected data. It is a time
series itself, and the obtained value has one with the present,
but it has nothing to do with the historical situation.
However, in terms of data fitting, it often needs to cooperate
with other models to play its maximum prediction effect
[29]. Based on considering the advantages of the two and
applying the multiplicative seasonal model to the selected
time series, this study comprehensively considers the rela-
tionship between the existing data and further optimizes the
prediction results by using the Markov chain model, to
improve the prediction accuracy.

)eMC-SARIMAmodel is based on the SARIMAmodel
and uses theMarkov chain to further optimize the error.)e
predicted value obtained by the SARIMA model is taken as
the theoretical value and then compared with the actual
value to obtain the residual value of the original data.
According to the size relationship between the residual data,
each data is divided into states, Markov test, probability
calculation, etc., to optimize the latter prediction value.
)en, the data are pushed back to a time node as a whole,
and the data of the later time node are predicted and op-
timized by the same method to predict and optimize the
value of the future time node; the steps are detailed as
follows:

Stage 1. Data Detection. )e stability of the data is an
important prerequisite for the application of the multipli-
cative seasonal model. )e ADF test can be used to test the
stability of the data and white noise. If the data are sta-
tionary, go to step 3; if the data are not stationary, go to step
2.

Stage 2. Differential Processing. )e difference is an im-
portant method to deal with the stability of time series. )e
results reflect a change between discrete variables and are a
tool for studying discrete mathematics.
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Stage 3. Parameter Selection. Using the AIC best criterion
method to select the optimal parameters and bring them into
the multiplicative seasonal model to obtain the theoretical
value data.

Stage 4. Acquisition of Residuals. )e residual value is ob-
tained by the direct difference between the theoretical value
and actual value of the multiplicative seasonal model, which
is used as the training data of the Markov chain model.

Stage 5. State Division. Divide the residual value into dif-
ferent state intervals according to its size and distribution,
and calculate the MAE, MAPE, RMSE, RRMSE, R2, and SSE
[30].

Stage 6. Markov Chain Test. )eMarkov chain test [31] is an
important prerequisite for testing whether trained time
series conform to the one-dimensional Markov chain dis-
tribution and also testing the independence of transitions
between different states, and the statistical formula is shown
in equation (9).

χ2 � 2􏽘

β

i�1
􏽘

β

j�1
fij log

Pij

P·j

􏼠 􏼡

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (10)

Stage 7. Transfer Probability Matrix Calculation. According
to different state intervals, the transition probability from the
target state to different states is an important process
condition to obtain the prediction results.

Stage 8. Predictive Optimal. After calculating the optimal
probability according to the autocorrelation coefficient,
weight, and probability calculated in the Markov chain
model, the predicted value is optimized according to the
state interval and optimization formula corresponding to the
optimal probability, and the optimization formula is shown
in formula (10).

α∗ � α +
(α

+
+ α

−
)

2βpi

, (11)

where α∗ is the predicted value after optimization, α is the
theoretical value, α

+
is the upper interval of the corresponding

state interval, α
−
is the lower interval of the corresponding

state interval, and β is the number of states divided.

5. Case Analysis

In this study, the light buoy azimuth data for 96 consecutive
hours fromAugust 11 to August 14, 2018, at Meizhou Bay Port
are taken as the actual value data and are incorporated into the
MC-SARIMAmodel to predict the light buoy azimuth data for
12 hours on August 15, 2018. Firstly, the training data through
the stationarity test and the white noise test are brought into the
SARIMA model, and the corresponding parameters are se-
lected to obtain the theoretical value data. )en, the residual
data from 1:00 on August 11 to 24:00 on August 14 are brought
into the MC-SARIMA model to obtain the residual prediction

data at 1:00 on August 15, and then the residual data from 2:00
on August 11 to 1:00 on August 15 are brought into the MC-
SARIMA model to obtain the residual prediction data at 2:00
on August 15. By analogy, the residual prediction data from 1:
00 to 12:00 on August 15 are obtained respectively. )en, the
predicted azimuth data were obtained according to the relevant
formulas, and the specific steps are shown as follows:

5.1. Stationarity and White Noise Test. To meet the re-
quirements of the multiplicative seasonal model for the
stability of time series and determine whether it is a white
noise sequence, it is necessary to carry out differential
processing, and the initial time-series data are tested by ADF
to detect whether the time series can meet the stability
requirements. )e trend diagram and the first-order dif-
ference diagram are shown in Figures 1 and 2.

It can be seen from the comparison between Figures 1 and
2 that the first-order difference has reached the stability re-
quirements, but to ensure the accuracy of the data, it is nec-
essary to perform the ADF test. If it cannot meet the stability
requirements, further difference processing is carried out.

An augmented Dickey–Fuller test statistic [32] (ADF) is
one of the important methods to detect whether the time
series are stationary and white noise sequences. )e test
results are listed in Table 1.

It can be seen from Table 1 that the ADF test statistics for
the time series are less than the detection values of the
corresponding test levels of 1%, 5%, and 10%, and the
probability P< 0.05 meets the requirements of the test
observations. )erefore, the time series is a stationary se-
quence and a nonwhite noise sequence.

5.2. Parameter Selection. After the first-order difference of
the time series, when the trend of the time series disappears,
the parameter d� 1, and when the first-order difference of
the time series disappears seasonally, the parameter D� 1.
)en, the ACF and the PACF are integrated to determine the
values of the parameters p and q. )e general range of
parameters p and q is [0, 2].)e analysis of ACF and PACF is
shown in Figures 3 and 4.

By analyzing the autocorrelation function diagram and
partial autocorrelation function diagram, it can be con-
cluded that there is no obvious tailing or truncation.
)erefore, the time series are divided into seasonal trend,
random fluctuation trend, and growth trend as shown in
Figure 5.

It can be seen from Figure 5 that there are two peaks
every 24 hours, so the time series is affected by periodicity
and seasonality. )erefore, it can be determined that the
period of the time series is S� 24, and there is no obvious law
between the random fluctuation trend and the growth trend.
After the known parameters d� 1, D� 1, S� 24, to optimize
the combination of various parameters, the AIC minimum
information criterion method [33] is used to select the
optimal parameters.)e smaller the AIC value, the better the
model. )e AIC calculation results of the time series are
listed in Table 2.
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Table 2 lists that theminimumAIC value is 320.38, so the
parameters p� 0, q� 1, P� 0, and Q� 1 can be determined,
so the model combination should choose SARIMA
(0,1,1)× (0,1,1) 24 as the best SARIMA multiplicative sea-
sonal prediction model.

5.3. Residual Acquisition. According to the requirements of
theMarkov chain for time series data, the actual value data of
1–96 hours are taken as training data, and the multiplicative
seasonal model is introduced to obtain the theoretical value
data of 97–120 hours. Finally, the actual value is subtracted
from the theoretical value to obtain the residual value. Some
data are listed in Table 3.

5.4. State Division. State division is an important process in
the Markov chain, which can divide each training data into
different states, to make a theoretical basis for calculating the
state probability. After the residual sequence is obtained, the
mean value A and the mean square deviation M are cal-
culated, and then the residual sequence is divided into four
different states. )e classification level is listed in Table 4.

5.5. Probability Matrix and Markov Chain Test.
According to the state partition diagram, the frequency
matrix (fij)4×4 is calculated and the one-step transition
probability matrix P1 is obtained, and the results are as
follows:
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Figure 1: Azimuth trend diagram.
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Figure 2: Azimuth angle first-order difference graph.

Table 1: ADF result of light buoy azimuth angle.

t-statistic Probability
Augmented Dickey–Fuller test statistic − 4.16208806 0.000763

Test critical values
1% level − 3.51273806
5% level − 2.89748987
10% level − 2.58594873
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fij􏼐 􏼑4×4 �

5 6 3 0

5 11 12 0

2 10 19 8

1 1 6 6

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; P1 � Pij􏼐 􏼑4×4 �

0.357142857 0.42857143 0.2142857 0

0.178571429 0.39285714 0.4285714 0

0.051282051 0.25641026 0.4871795 0.205128

0.071428571 0.07142857 0.4285714 0.428571

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (12)

After calculating the two-step to four-step transition
probability matrix P2, P3, P4 and marginal probability
P∗1 � 0.136842105, P∗2 � 0.29473684, P∗3 � 0.4210526, and
P∗4 � 0.147368, theMarkov chain test is done for the residual
sequence.

)e Markov chain test is an important prerequisite to
test whether the trained time series conform to the one-
dimensional Markov chain distribution. )e statistical
formula is shown in formula (9) and the results are listed in
Table 5.

Given the explicitness level α� 0.05, the statistics cal-
culated according to Table 5, χ2 � 14.66091051 and
χα2(7) � 14.067, from which it can be seen that χ2 > χα2(7),
so the residual sequence satisfies the Markov chain test and
the predicted value can be optimized by the Markov chain.

5.6. State Prediction and Prediction Optimization.
According to the residual data of 96 hours fromAugust 11 to
August 14, 2018, and the corresponding state probability
matrix, and combined with the weighted sum formula, the
12 hours on August 15, 2018, are predicted. )e predicted
results at 1:00 on August 15, 2018, are listed in Table 6.

It can be seen from Table 6 that max (pi) � 0.453017,
corresponding to state i� 3, and the predicted value is
optimized according to the different intervals of the pre-
dicted state, the number of states divided, and the corre-
sponding interval value; the optimization formula is shown
in equation (10).

According to the optimization formula, the optimization
results at 1 o’clock on August 15, 2018, were 320.6522m, and
the data in the next 11 hours can be predicted using the same

Table 2: AIC calculation results of light buoy azimuth angle.

Model parameter AIC results
SARIMA (0,1,0)× (0,1,0,24) AIC� 570.04
SARIMA (0,1,0)× (0,1,1,24) AIC� 360.00
SARIMA (0,1,0)× (1,1,0,24) AIC� 371.57
SARIMA (0,1,0)× (1,1,1,24) AIC� 365.49
SARIMA (0,1,1)× (0,1,0,24) AIC� 505.78
SARIMA (0,1,1)× (0,1,1,24) AIC� 320.37
SARIMA (0,1,1)× (1,1,0,24) AIC� 338.86
SARIMA (0,1,1)× (1,1,1,24) AIC� 324.48
SARIMA (1,1,0)× (0,1,0,24) AIC� 548.06
SARIMA (1,1,0)× (0,1,1,24) AIC� 346.20
SARIMA (1,1,0)× (1,1,0,24) AIC� 348.26
SARIMA (1,1,0)× (1,1,1,24) AIC� 350.24
SARIMA (1,1,1)× (0,1,0,24) AIC� 503.45
SARIMA (1,1,1)× (0,1,1,24) AIC� 321.42
SARIMA (1,1,1)× (1,1,0,24) AIC� 331.35
SARIMA (1,1,1)× (1,1,1,24) AIC� 325.29

Table 3: Actual value, theoretical value, and residual value of azimuth angle.

Time Actual values )eoretical values Residual values
2018/08/11 01:08 322.14239176 332.872897 − 10.73050527
2018/08/11 02:08 331.44989702 330.7761572 0.67373980
2018/08/11 03:08 331.44989702 336.4254873 − 4.97559026
2018/08/11 04:08 343.18230198 336.9629311 6.21937083
2018/08/11 05:08 350.26697980 339.4951977 10.77178205
2018/08/11 06:08 346.32674514 337.8502282 8.47651690
2018/08/11 07:08 345.65389600 333.6330618 12.02083420
2018/08/11 08:08 347.22796719 334.3270848 12.90088242
2018/08/11 09:08 340.87824255 325.2125488 15.66569373
2018/08/11 10:08 336.89065070 326.1651353 10.72551536
2018/08/11 11:08 327.45658909 323.685691 3.77089812
2018/08/11 12:08 322.14239176 318.6901163 3.45227541
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method and compared with the actual value, ARIMA pre-
diction value, and SARIMA prediction value. )e com-
parison figure is shown in Figure 6, and the specific data are
listed in Table 7.

)e prediction error is calculated based on the mean
absolute error (MAE), sum of squares due to error (SSE),
R-square (R2), mean absolute percentage error (MAPE), root
mean square error (RMSE), and relative root mean square
error (RRMSE) [34, 35], and the formula is shown in
equations (11)–(16) and the comparison of prediction error
is shown in Figure 7.

MAE �
1
n

􏽘

n

i�1
x − x
∗􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, (13)

SSE � 􏽘
n

i�1
x − x
∗

( 􏼁
2
, (14)

R
2

� 1 −
􏽐

n
i�1 x − x

∗
( 􏼁

2

􏽐
n
i�1 x − x

−
( )

2, (15)

Table 4: State partition diagram.

State i Fundamentum divisionis State interregional
1 [A− 2M, A− M) [− 20.30674, − 10.3859)
2 [A− M, A) [− 10.38587, − 0.46499)
3 [A, A+M) [− 0.464995, 9.455879)
4 [A+M, A+2M) [9.455879, 19.37675)

Table 5: Markov chain test diagram.

Statistic state χ21 χ22 χ23 χ24 Total

1 0.959308117 0.374374521 0.675447603 0 2.009130241
2 0.266160936 0.287363144 0.017699577 0 0.571223658
3 0.981486931 0.139304172 0.145874771 0.330699458 1.597365331
4 0.650129795 1.417384948 0.017699577 1.067521702 3.152736022
Total 2.85708578 2.218426785 0.856721528 1.398221159 14.66091051

Table 6: )e azimuth state probability chart at 1:00 on August 15, 2018.

Initialization time Initial state Lag order Weight E1 E2 E3 E4

2018/08/14 12:08 3 1 0.477522 0.051282 0.256410 0.487179 0.205128
2018/08/14 11:08 2 2 0.328658 0.156129 0.341064 0.415826 0.087945
2018/08/14 10:08 3 3 0.185709 0.119840 0.274692 0.432095 0.171957
2018/08/14 09:08 3 4 0.008109 0.126199 0.282190 0.427689 0.162349
(pi) 0.099080 0.287836 0.453017 0.160108
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Figure 6: Comparison chart of actual value and optimization value of light buoy azimuth.
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Table 7: Comparison diagram of actual value and optimized value.

Time Actual values ARIMA SARIMA MC-SARIMA
2018/08/15 01:08 327.456589 327.541026 317.748908 320.652286
2018/08/15 02:08 334.960322 307.729732 326.130433 329.059489
2018/08/15 03:08 329.335133 321.759505 307.967178 310.805353
2018/08/15 04:08 313.385821 322.552179 308.591898 311.972324
2018/08/15 05:08 313.385821 327.474060 311.432564 314.414731
2018/08/15 06:08 339.432520 326.956267 334.384477 337.296351
2018/08/15 07:08 347.957028 346.751462 338.976334 341.76127
2018/08/15 08:08 347.562032 347.476712 347.319574 350.401482
2018/08/15 09:08 349.721704 348.987890 341.703677 344.711572
2018/08/15 10:08 347.227967 346.402587 339.505950 342.047134
2018/08/15 11:08 343.182116 335.642142 340.225185 342.55644
2018/08/15 12:08 337.598977 331.335220 327.737422 330.062343
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Figure 7: Error comparison.
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􏽘
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i�1
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x
􏼠 􏼡

2

/n

􏽶
􏽴

, (18)

where x∗ is the prediction value, x is the actual value, and x−

is the average of actual values.
Figure 7 shows that compared to the traditional mul-

tiplicative seasonal model and other prediction models, the
prediction MAE of the MC-SARIMA model is decreased by
2.19003794 and the MAPE is decreased by 0.66%, the RMSE
is decreased by 2.092671823, the RRMSE is decreased by
0.006221352, the SSE is decreased by 404.0231931, and the R2

is increased by 0.224686247.
It shows that the multiplicative seasonal model opti-

mized by the Markov chain can predict the azimuth data of
the light buoy more effectively.

6. Conclusion

In this study, a single multiplicative seasonal model is
established and the time series is predicted based on the
periodic characteristics of the offset azimuth of the light
buoy.)e azimuth predictionMAE is 7.456869211, MAPE
is 2.22%, RMSE is 9.090740801, RRMSE is 0.02722108,
SSE is 991.6988198, and R2 is 0.448494319, respectively.
However, to further improve the prediction accuracy, the
Markov chain is used to further optimize the multipli-
cative seasonal model. )e azimuth prediction MAE of the
light buoy azimuth is 5.266831271, MAPE is 1.57%, RMSE
is 6.998068978, RRMSE is 0.020999727, SSE is
587.6756267, and R2 is 0.673180566, respectively. )e
MC-SARIMA model, ARIMA model, SARIMA model,
BP-ANN, and GM (1, 1) are compared, and the results are
obtained. )e results show that compared with the single
multiplicative seasonal model and other prediction
models, the prediction results of the multiplicative sea-
sonal model optimized by the Markov chain are more able
to meet the needs of the navigator, and the prediction
error is lower, which provides a new idea for the offset
warning of the light buoy. However, the model does not
fully take into account the special circumstances under the
influence of nonseasonal cycles and will be followed up to
study the possible changes in the azimuth of the buoy in
special cases such as typhoons and ship collisions and
make predictions according to their existing conditions.
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Handwritten character recognition is an attractive subject in computer vision. In recent years, numerous researchers have
implemented techniques to recognize handwritten characters using optical character recognition (OCR) approaches for many
languages. One the most common methods to improve the OCR accuracy is based on convolutional neural networks (CNNs). A
CNN model contains several kernels accompanying with pooling layers and nonlinear functions. )is model overcomes the
problem of adjusting the value of weights and interconnections of the neural network (NN) for creating an appropriate pipeline to
process the spatial and temporal information. However, the training process of a CNN is a challenging issue. Various optimization
strategies have been recently utilized for optimizing CNN’s biases and weights such as firefly algorithm (FA) and ant colony
optimization (ACO) algorithms. In this study, we apply a well-known nature-inspired technique called chimp optimization
algorithm (ChOA) to train a classical CNN structure LeNet-5 for Persian/Arabic handwritten recognition. )e proposed method
is tested on two known and publicly available handwritten word datasets. To deeply investigate and evaluate the approach, the
results are compared with three optimization methods including ACO, FA, and particle swarm optimization (PSO). Outcomes
indicated that the proposed ChOA technique considerably improves the performance of the original LeNet model and also shows
a better performance than the others.

1. Introduction

Image processing and computer vision fields have been popular
for solving numerous issues such as object recognition, face
recognition, place recognition, emotion recognition, and so on.
One of the widespread applications of image processing in the
real world is optical character recognition (OCR) [1]. OCR is a
technology developed with the purpose of detecting and rec-
ognizing text characters in any image containing printed or
handwritten text. )is technology has a wide range of appli-
cations, most notably in automatic identification of scanned
documents, automatic reading of license plates, and automatic
recognition of traffic signs [2, 3]. OCR can be considered as a
compound problem due to the variety of styles, complex rules,
fonts, orientation, and languages in which text can be written.
)erefore, approaches from diverse strategies of computer

science (i.e., natural language processing, pattern recognition,
and image processing) can be utilized to overcome diverse
challenges. Persian and Arabic scripts are specific sets of
characters employed by the Middle East countries and these
characters are often found in the books, wall carvings, or street
signboards. However, people these days face the problem that
not everyone is able to read images of Persian and Arabic scripts
and there is a need for a system to convert these images into
texts that can be translated by machine. Nowadays, many
techniques have been developed to create more efficient and
robust systems in recognizing characters by employingOCR [4].

Deep learning (DL) is recently gaining attention, and it
has been considered as the base pipeline for numerous
artificial intelligence (AI) applications including emergency
vehicle recognition [5], biometric authentication based on
finger knuckle and fingernail [6], synthetic aperture radar
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(SAR) image processing [7], the diagnosis of tumor location in
breast cancer [8], speech recognition [9, 10], liver or lung tumor
segmentation [11–13], and various applications in computer
networks such as network traffic classification [14] and network
intrusion detection system [15]. In the 1980s, researchers de-
veloped the first DL-based architecture built for computer
vision applications on the foundations of artificial neural
networks (ANNs) [16]. )e ANNs with additional hidden
layers have a large capacity for procedure of the feature ex-
traction. However, an ANN often encounters gradient prop-
agation or converges to the local optimum, when its structures
become complex and deep.)e core or fundamental benefit of
DL is feature extraction from raw data and learning these
features automatically.)ese extracted features are obtained by
forming the composition of lower level features to generate the
higher levels of the hierarchy [17].

DL is able to handle more complex challenges principally
fast and well, due to employing more complex frameworks,
which permit massive parallelization. )ese complex
frameworks can be utilized to reduce the error of regression
techniques and also enhance the classification efficiency. A
DL pipeline entails several dissimilar layers (e.g., convolu-
tion layers (Conv layers), pooling layers, activation func-
tions, fully connected (FC) layers, memory cells, gates, and
so on), depending on the utilized model (i.e., deep belief
network, recursive neural networks, recurrent neural net-
works, convolutional neural networks, or unsupervised
pretrained networks). Among the several pipelines of DL,
the focus of this study is on CNN.

Although a CNN framework is able to learn numerous
complex patterns through several biases and weights inside
the Conv layers, this framework encounters many chal-
lenges in the training step to produce the optimal out-
comes. )ese biases and weights achieve their finest
possible values through a learning step with a lot of input
samples. In fact, in all CNN models, the number of samples
in the training phase plays a crucial role to obtain the best
possible outcome. To reach to this end, several optimiza-
tion strategies have been implemented to manipulate the
value of biases and weights. )e most famous techniques
are adaptive gradient strategies. Essentially, these tech-
niques amend the learning rate (LR) by a backpropagation
approach. )ese techniques reduce the LR if the gradient of
a parameter is small or vice versa. )e most preferred
approach among adaptive gradient approaches is the sto-
chastic gradient descent (SGD) [18]. However, due to
tuning LR manually in the SGD, they demonstrated to have
an inappropriate performance especially when the network
is large like a CNN model. )is significantly increases the
training time of the models for large-scale input. To address
this challenge and increase the efficiency of adaptive gra-
dient approaches, new variants of adaptive gradient
techniques were offered. )ese algorithms include YOGI
[19], which improves the process of varying the LR in
gaining better convergence, or Nostalgic Adam [20], which
places bigger weights on the past gradient compared to the
recent gradient. However, they have not achieved attrac-
tiveness in the field of image processing using CNNs, which
leads to the use of metaheuristic algorithms as alternatives.

Recently, many metaheuristic schemes have been uti-
lized to resolve complicated problems such as detection
problems [21] and scheduling [22]. One popular way to
classify the metaheuristics is based on the inspiration of
human-based approaches, physics-based approaches, swarm
intelligence approaches, and evolutionary approaches
[23, 24]. Evolutionary techniques simulate patterns in
natural evolution and apply operators motivated by biology
manners like mutation and crossover. )e genetic algorithm
(GA) can be considered as a conventional evolutionary
method, which is motivated by Darwinian evolutionary
ideas. Conventional approaches of this group comprise
evolution strategy [25], differential evolution [26], and
evolutionary programming [27].

Swarm intelligence techniques which simulate the
manners of animals in hunting or movement groups are
another group of metaheuristics [28]. )e distribution of
organism details of all animals through the optimization
procedure is the main characteristic of this group. Con-
ventional algorithms of this group comprise dolphin
echolocation [29], salp swarm approach [30], and krill herd
approach [31].

Physics-based approaches originated from physical laws
in real life. )ese strategies describe the communication of
exploration solutions based on adjusting instructions rooted
in physical approaches. )e most popular employed strat-
egies in these groups are charged system search [32],
multiverse optimizer [33], and gravitational search algo-
rithm [34]. Human-based approaches are considered the last
optimizer strategy, which are motivated by human behavior
and human cooperation in communities. One of the most
utilized techniques which are motivated by the human so-
ciopolitical growth practice is the imperialist competitive
technique [35, 36].

Metaheuristic algorithms are cherished for their sim-
plicity, gradient independence, and ability to evade local
optima. )ese properties make them a superior choice in the
training of ANNs with a great number of parameters [37].
Zhang et al. [38] utilized a whale optimization algorithm
(WOA) to diminish the error rate during learning process
during the pretraining process of the CNN for classification of
skin cancer images. )is optimization approach employs half
value precision as the cost function. )e outcomes of their
analysis indicated that the accuracy of the approach is better
compared to other recently published approaches.

In this paper, from the numerous kinds of the meta-
heuristic techniques, the chimp optimization algorithm
(ChOA) is employed to obtain weights and biases for im-
proving the performance of the LeNet-5. )is optimizer
belongs to the swarm-based algorithms of metaheuristic
algorithms inspired by the sexual motivation (SM) and
individuals diversity (ID) of chimps in their group hunting.
Also, to evaluate our results, some other well-known opti-
mizers, such as firefly algorithm (FA), ant colony optimi-
zation (ACO), and particle swarm optimization (PSO), are
used for comparison.

Although many metaheuristic optimization algorithms
(MOAs) have been employed to improve the CNN perfor-
mance, our contribution can be considered in four categories:
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(1) Based on no free lunch theorem (NFL) [39, 40]
saying that “there is no metaheuristic algorithm that
can solve all optimization problems well, so there is
always a need to develop new algorithms,” this is the
first time that the chimp optimization algorithm
(ChOA) is used to improve the CNN performance by
adjusting the learnable parameters.

(2) We introduce an approach to reducing classification
errors of the CNN based on local and global search
capabilities of gradient descent (GD) and ChOA
algorithms.

(3) We improve the performance of GD algorithm by
finding the optimal initial weights using the ChOA
algorithm.

(4) )e CNN network improved by GD and ChOA is
used to recognize handwritten words both in Persian
and Arabic languages.

)e rest of this paper is organized as follows. Section 2
presents a literature review of convolutional neural net-
works. Section 3 explains the chimp optimization algorithm.
In Section 4, the proposed method is comprehensively
explained. Section 5 represents and discusses the experi-
mental results, and finally Section 6 gives the conclusion.

2. Convolutional Neural Network

Convolutional neural networks (CNNs) are considered the
most common type of ANNs. )eoretically, as each unique
neuron in the multilayer perceptron (MLP) maps the
weighted inputs to the output using an activation function,
CNNs resemble an MLP. )ey are specifically proposed to
identify multidimensional data with a high degree of in-
variance to distortion and shift scaling [41–43].

)e convolution layers (Conv layers) generate some new
images from the input image called feature maps. )ese
Conv layers operate in a quite different way in comparison to
the other neural network layers. )ese layers use convolu-
tion kernels to convert images and do not use connection
weights and a weighted sum. Convolution product recog-
nizes visual patterns within the input image [38, 44]. All
neurons in the feature maps are connected to the neurons of
the previous layer within a region with the same dimension
of the corresponding kernel. )is region can be considered
as the receptive field of the neuron. Weight sharing
mechanism is also another beneficial property, which uses
the identical convolutional kernel in the whole image. )is
weight sharing mechanism, by permitting the equivalent
feature to be searched in the whole image, decreases the
number of parameters to be trained [44, 45]. )e output of
convolution layers can be calculated as

I
l
i � b

l
i + 􏽘

j

w
l
ij ⊗ I

l−1
j

⎛⎝ ⎞⎠, (1)

where Il
i is the output, ⊗ indicates the convolution operator,

wij demonstrates convolution kernels, and bi is the bias
value [46].

)e pooling layers reduce the dimension of the input
data. )is reducing strategy is implemented by combining
neighboring pixels of a definite image region into a value.
)e well-known pooling operations are L2, average (Mean-
Pooling), and maximum pooling (Max-Pooling). While L2
pooling computes the L2 norm of the inputs, Max-Pooling
passes the maximum value throughout, and Mean-Pooling
takes the average of the input values [47, 48].

FC layer is a layer of an ANN in which all neurons
connect to all neurons of the following layer. For each
connection to an FC, a linear grouping of the outputs of the
prior layer with an added bias is considered the input to a
node.

In this paper, to recognize correct words, we use the
LeNet-5 model [49, 50] with eight layers. )e initial Conv
layer (Conv1) uses six different filters with the dimension of
5× 5 to extract key information from the input data (the
input grayscale image size is 32× 32) for creating each
feature map. Every neuron of Conv1 accepts achieved inputs
from a 5× 5 receptive field at the former input (layer). Due to
the weight sharing technique, the same bias and weights are
used for all units in these feature maps for producing a linear
position invariant kernel in all areas of the input image.
During the training process, the sharing weights of the Conv
layer are adjusted. Conv1 layer uses 6 convolutional 5× 5
filters with diverse biases including 122304 connections,
4704 number of neurons, and 156 trainable parameters
[51, 52].

)e succeeding layer is a downsampling layer (Pooling2)
with a 2× 2 kernel for each feature map and six feature maps.
Actually, after applying the downsampling strategy in the
receptive field using the mean value, the outcome is mul-
tiplied (the value of the output pixel). )en, this outcome is
added by two trainable coefficients which are different in
different feature maps but are similar for the output pixels of
a feature map. Pooling2 layer has 5880 connections and 12
trainable parameters.

)e next convolutional layer is Conv3 which has a 5× 5
kernel for each feature map and 16 feature maps. )e
succeeding layer (Pooling4) is a downsampling layer with a
2× 2 filter for each feature map and 16 feature maps. )is
downsampling layer has 2000 connections and 32 trainable
parameters.)e next convolutional layer is Conv5 which has
a 5× 5 kernel for each feature map, 120 feature maps, and
48120 connections and trainable parameters. )e next layer
is a fully connected layer (FC6) which accepts 84 neurons.
Each CNN layer has a number of trainable parameters,
connections, neurons, and feature maps, which are dem-
onstrated in Table 1. )e overall pipeline of LeNet-5 is
demonstrated in Figure 1.

3. Chimp Optimization Algorithm

In order to design a metaheuristic algorithm, two criteria
need to be considered: exploitation (intensification) and
exploration (diversification). )e solution accuracy and
convergence speed of the strategy principally can be de-
termined by the balance level among these two criteria.
Exploitation can be described as discovering nearby
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promising solutions to develop their quality locally. On the
contrary, exploration can be described as exploring the
search space globally. )is ability is related to the avoidance
of local optimum and resolving local optima entrapment. At
the first step, an efficient optimizer approach needs to ex-
plore the search space to discover different solutions. After
an adequate transition, the technique often employs local
details for generating some improved solutions, which are
commonly in the areas close to the existing solutions
[53, 54].

)ere are some dissimilarities between the social be-
havior of chimps and any other flocking manners including
SM and ID. Nutritional benefits of group hunting or SM
implies that chimps’ hunting can be influenced by the
probable social advantages of achieving food (meat).
Obtaining food offers a chance for trading it in return for
social favors such as grooming and sex. )is motivation in
the ultimate phase leads chimps to forget their duties in the
hunting practice. So, they attempt to gain food chaotically.
)is unconditional behavior in the ultimate phase leads to
convergence rate progress and exploitation step [53, 54].

ID demonstrates that each individual does not have quite
similar intelligence and ability compare to other group
members, but they all accomplish their responsibilities in
their best ways. )e ability of each individual can be ben-
eficial in a step of the hunting procedure. Hence, each part of
the group based on his special ability accepts some re-
sponsibilities for a part of hunt.

In their colony, we can observe four kinds of chimps
including attackers, chasers, barriers, and drivers. )e re-
sponsibility of drivers is following the preys without trying to
catch up with them. Barriers are responsible for placing
themselves in trees to create a dam across the movement of

the prey. Chasers have responsibility to catch up the preys by
moving rapidly after them. Lastly, attackers bring preys
down into the lower canopy or back towards the chasers by
anticipating the breakout route of preys to inflict them. )is
strategy is demonstrated in Figure 2.

Accordingly, attackers require much more cognitive
skills to anticipating the next actions of the prey. So, this
significant attacking role correlates positively with the
physical ability, smartness, and age. Besides, all group
members can keep their same responsibility during the
entire procedure or alter duties during the same hunt
[55, 57]. As mentioned before, the preys can be hunted
during the exploitation and exploration steps. To this end,
we formulate chasing and driving the preys as follows:

d � c.xprey − m.xchimp

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

xchimp(t + 1) � xprey(t) − a.d,
(2)

where Xchimp indicates the position vector of a chimp, Xprey
demonstrates the vector of prey position c, m and a are the
coefficient vectors, and t is the number of current iterations.
a, m, and c vectors are calculated by

a � 2.f.r1 − f,

c � 2.r2,

m � Chaotic value,

(3)

where r1 and r2 indicate the random vectors in the range of
[0, 1] andf implies reduced nonlinearity in both exploration
and exploitation steps from 2.5 to 0 through the iteration
process. Lastly, m is a chaotic vector computed based on
many chaotic maps to indicate the consequence of the SM in

Table 1: Details of LeNet-5.

Layers Dimension Number of feature maps Number of parameters Number of connections
Input [51] 32× 32 . . . . . . . . .

Conv1 28× 28 6 156 122304
Pooling2 14×14 6 12 5880
Conv3 10×10 16 1516 151600
Pooling4 5× 5 16 32 2000
Conv5 1× 1 120 . . . 48120
FC6 1× 1 84 10164 . . .

S4:f.maps
16@5×5 w

F6:layer
84 Output Layer

Class 1
Class 2

Class n

.

.

.

C3:f.maps
16@10×10

C5 : layer
120

C1:feature maps
6@ 28×28

Input
32×32

s2:f. maps
6@ 14×14

Convolutions ConvolutionsSubsampling Subsampling Full
connection

Gaussian
connections

Full
connection

Figure 1: Design of LeNet-5 pipeline [51].
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the hunting procedure [57]. Six chaotic maps have been used
in [57] as shown in Table 2 and Figure 3.

)e Gauss/mouse map has been used in this study, since
it has the most effect on the global minima findings and
convergence speed.

)ere are two strategies for modeling the attacking
behavior including blocking and encircling a prey. )e
hunting procedure can be typically done by attacker
chimps. )e chimps by driving, blocking, and chasing are
able to discover the prey’s location and then encircle it. It is
assumed that the first chaser, barrier, driver, and attacker
are better notified about the position of a potential prey, to
mathematically mimic the behavior of the chimps. Also, the
first chaser, barrier, driver, and attacker are considered the
best available solutions. )erefore, the positions of other
chimps are updated based on the best chimps’ positions
(best solutions yet obtained). )is process is demonstrated
in Figure 4.

In ChOA, when the attacker attacks the prey, the afore-
mentioned operators are used to update the location of all
chimps (i.e., driver, chaser, barrier, and the attacker) based on
their current locations. However, the ChOA strategy may trap
in minimum local, so other operators need to prevent this
problem. As the exploration procedure between the chimps can
be implemented by considering the position of driver, chaser,
barrier, and attacker chimps, all members diverge for seeking
preys and converge to attack preys. )is divergence manner
means that the vector a with some random values smaller than
−1 or higher than 1 can be employed, so that all variables
(members) are forced to diverge and be away from preys. )is

divergence strategy permits the ChOA to search globally and
indicates the exploration procedure.

For mathematical modeling of the attacking practice, the
value of f should be reduced. It is worth mentioning that the
value of a is also reduced since it is dependent to f. In other
words, a is a random value in [−2f, 2f], and as the value of
f is reducing from 2.5 to 0 in the period of iterations, the
value of a is also reduced. In particular, when the value of a is
in the range [−1, 1], the next position of a chimp can be
anywhere between its current position and the prey position.
Figure 5 shows the inequality that forces the chimp to attack
prey.

)is divergence manner means that the vector a with
some random values smaller than −1 or higher than 1 can be
employed, so that all variables (members) are forced to
diverge and be away from preys. )is divergence strategy
permits the ChOA to search globally and indicates the ex-
ploration procedure.

To conclude, the procedure of searching preys in ChOA
is initiated by creating some candidate solutions (a stochastic
population of chimps). Next, all members of group are
randomly separated into four self-regulating sets entitled
driver, chaser, barrier, and attacker. Every group member
updates its f coefficients utilizing the group technique.
)roughout the repetition epoch, driver, chaser barrier,
and attacker chimps approximate the potential prey
positions. For every group member, solutions update
their distance from the prey. Adjusting of a and c vectors
is to accelerate convergence while also avoiding getting
into local optima.

4. Design of the Proposed Technique

As mentioned before, in this study, we propose to train a
CNNmodel to recognize the Arabic and Persian words. )is
CNN model is optimized using a metaheuristic approach to
obtain the best possible biases and weights for increasing the
model efficiency.

In order to train CNNs, the final aim and the main
problem need to be formulated mathematically in an
appropriate way for any optimization approach. )e
significant variables of a CNN pipeline that lead to define
the accuracy of the model are biases and weights. As
biases and weights are the trainable variables, by altering
these values of neurons in all convolutional layers, the
output outcomes of the pipeline can have different re-
sults. Consequently, by directing the procedure of
employing new biases and weights using an optimizer
strategy, we can obtain higher accuracy. As the procedure
of the ChOA accepts all input variables in the format of a
vector, the variables of the CNN indicated for this ap-
proach can be given by

V
→

� W
�→

, θ
→

􏼚 􏼛 � θ1, θ2, . . . , θh, W1,1, W1,2, . . . , Wn,n􏽮 􏽯, (4)

where θj implies the bias (threshold) of the jth hidden node,
n is the dimension of the input sample, and Wij indicates the
connection weight between ith and jth layers.

Barrier

Prey

Driver

Chaser

Attacker

Figure 2: Demonstration of the hunting strategy [57].
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In the next step, we need to define the objective
function for ChOA strategy. To implement effective CNNs,
these networks need to be adjusted to the whole set of
training data. To this end, the performance of a CNN can be
evaluated using the average of mean squared error (MSE)
with respect to the training data. By applying a set of
training data (2D images or patches) to the CNN model
(LeNet-5 in this study), we can measure the difference
between the desirable values and the achieved result values
through the following equation:

MSE � 􏽘
m

i�2
o

k
i − d

k
i􏼐 􏼑

2
, (5)

in which m indicates the output values, the ideal output of
the ith input unit when the kth training data are employed is
considered as dk

i , and the actual output of the ith input unit
when the kth training samples applied to the input is
considered as ok

i .
As at each iteration, the biases and weights accept the

best possible values, the probability of an enhanced model

Table 2: Chaotic maps.

No Name Chaotic map Range

1 Quadratic xi+1 � x2
i − c, c � 1 (0, 1)

2 Gauss/mouse xi+1 �
1xi � 0
1/mod(xi, 1)otherwise􏼨 (0, 1)

3 Logistic xi+1 � αxi(1 − xi), α � 4 (0, 1)
4 Singer xi+1 � μ(7.86xi − 23.31xi

2 + 28.75xi
3 − 13.302875xi

4), μ � 1.07 (0, 1)

5 Bernoulli xi+1 � 2xi(mod1) (0, 1)

6 Tent xi+1 �
xi/0.7xi < 0.7
10/3(1 − xi)0.7≤xi

􏼨 (0, 1)
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Figure 3: )e chaotic map diagrams.
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increases progressively. However, due to stochastic nature
of the ChOA strategy, there is no guarantee that the best
CNN model is achieved. So, by employing adequate
number of iterations, the ChOA strategy is able to reach a
solution that works more efficient than a random pre-
liminary solution.

Figure 6 shows the network training steps, using the
proposed algorithm. )e learnable parameters include all
parameters both in convolution and in fully connected
layers. )e performance of the classical gradient descent
(GD) algorithms strongly depends on the weight initiali-
zation while the random initialization can be trapped into a
local optimum.

In this study, we use the general search property of the
ChOA algorithm to find optimal weight initialization in
order to achieve a more appropriate response. In the ChOA,
the vector of the initial parameters is generated by the
number of chimps. Here, in each iteration, the best answer is
utilized in the CNN training phase. )us, the probability of
reaching the general optimization increases.

5. Experimental Results and Discussion

Standardized databases play a key role in all papers as they
permit comparison of methods and repeatability. )e sug-
gested approach has been validated on two known and
public datasets: ENIT/IFN (a dataset of Arabic handwritten

words) and Iranshahr (a dataset of Persian handwritten
words) (see Figure 7).

)e ENIT/IFN dataset contains 32,492 word-images of
Tunisian village and town names and includes five subsets,
namely, a, b, c, d, and e. In order to write the vocabulary,
more than 1000 writers were employed and this vocabulary
entails 946 unique village and city names [58, 59]. )e
known Iranshahr dataset includes nearly 17,000 images of
handwritten names of 503 cities of Iran [60–62].

In the training, validation, and testing phases for both
datasets, all images in the datasets were divided randomly
into three groups: 70% of images for training, 15% of images
for validation, and the remaining 15% for testing.

)e parameters used in the ChOA algorithm and the
other algorithms are shown in Table 3. It is noteworthy that
these parameters were selected in an experimental process in
an initial study. )e results showed that these values are
more suitable for the algorithms studied and compared in
this research.

A Hewlett-Packard (HP) computer was utilized to
evaluate our approach with the 64 bit operating system and
Windows 10 Home, installed memory (RAM) of 8.00GB,
and Intel (R) Core (TM) i7-6500UCPU. For data processing,
the MATLAB and Statistics Toolbox Release 2021a were
employed.

To obtain the outcomes, two datasets were trained and
tested 40 epochs by utilizing each strategy. )e number of
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iterations in each period varies depending on the size of the
images and the number of batches. Figure 8 shows that the
final losses of all methods are similar, and Figure 9 depicts
the first fifty iterations. As clearly illustrated in Figure 8,
among these strategies, the ChOA technique converges more
rapidly in the initial iterations. So, it can be the most efficient
optimizer and can achieve higher accuracy.

Table 4 shows the CNN classifier performance after
being trained with the GD and ChOA, separately, and also,
with the GD and ChOA altogether. It can be seen that weight
initialization using ChOA for the CNN classifier and
training the classifier using the GD results in better per-
formance. Furthermore, if the CNN classifier uses random
initial weights and is trained with GD, the performance will

be better than the case where the CNN classifier only uses
ChOA for initialization without training.

For each result in Tables 5 and 6, the best values of
accuracy are highlighted in bold. According to Tables 5 and
6, we observe that optimized LeNet-5 using the ChOA
method achieves the highest accuracy for both datasets.
Moreover, the NN-based methods in [61, 64] gained the
worst results among all methods for Persian and Arabic
datasets, respectively. Also, for Arabic dataset, there is a
minimum difference between the obtained accuracy by
employing SIFT [65] and NN-based method [64]. For
Persian dataset, there is a minimum difference between the
achieved accuracy by utilizing the NN-based method [60]
and LeNet-5.

Initialize CNN
by Best Chimp

Train CNN
by back propagation

Test CNN and
calculate accuracy

End

Initialization of Chimp’s
population

C1
6 Kernel , 28×28

S2
6 Kernel ,

14×14

S4
16 Kernel , 5×5 w

FC

Output Layer

Class n

Class 1
Class 2

.

.

.

Input Dataset C3
16 Kernel , 10×10

C5 : layer 120

Figure 6: Handwritten recognition using CNN and ChOA.

Figure 7: Some samples from the Arabic (first row) and the Persian (second row) datasets.

Table 3: )e initial parameters of different techniques.

Algorithm Number of populations Epochs Other parameters
FA nAnts:10 40 α � 0.2, β � 2, Y � 1
PSO nParticles:10 40 C1 � 2, C2 � 2, ω � 0.7
ACO nAnts:10 40 q � 0.5, ζ � 1
ChOA nChimps:10 40 f, c, d: according to Section 3 and m �Gauss/mouse
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6. Conclusion

)is study demonstrated the effect of applying the ChOA as one
of metaheuristic strategies to optimize the LeNet-5 model. At
first, the training issue of theCNNwas formulated for theChOA
approach. )en, the ChOA technique was employed for de-
fining the best values for weights and biases to increase the
performance of theCNNmodel.)e suggestedChOAapproach
was utilized for training two public datasets (handwritten Ar-
abic, ENIT/IFN, and handwritten Persian, Iranshahr). In order
to prove the accuracy of the ChOA technique, the outcomes
were compared to three recently published methods and three
other stochastic optimization approaches (ACO, PSO, and FA).
)e outcomes represented that the ChOA strategy can effec-
tively train the CNN. )is approach develops the probability of
finding optimal values for weights and biases in a CNN model.

Data Availability

)e datasets used in this study are public datasets and
their download links are http://www.ifnenit.com/
download.htm and https://drive.google.com/u/0/uc?id=1oF5S-
BWsh5MU2SZOmdxmkI-pdSSwcpek&export=download.
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In recent years, federated learning has received widespread attention as a technology to solve the problem of data islands, and it
has begun to be applied in fields such as finance, healthcare, and smart cities. +e federated learning algorithm is systematically
explained from three levels. First, federated learning is defined through the definition, architecture, classification of federated
learning, and comparison with traditional distributed knowledge.+en, based on machine learning and deep learning, the current
types of federated learning algorithms are classified, compared, and analyzed in-depth. Finally, the communication from the
perspectives of cost, client selection, and aggregation method optimization, the federated learning optimization algorithms are
classified. Finally, the current research status of federated learning is summarized. Finally, the three major problems and solutions
of communication, system heterogeneity, and data heterogeneity faced by federated learning are proposed and expectations for
the future.

1. Introduction

As digital technology enters a period of rapid development,
technologies such as big data and artificial intelligence are
ushering in explosive development [1, 2]. However, on the
one hand, this has brought new opportunities for upgrading
and reformation of traditional businesses [3–5]. On the
other hand, it inevitably brings new challenges to data and
network security, and the problem of data islands [6, 7] is
one of the critical challenges. Vertically, the top giant
companies in the industry monopolize a large amount of
data and information, and it is often difficult for small
companies to obtain this data, which leads to the continuous
widening of the level and gap between enterprises. +e
occlusion and barrier of business make it difficult to realize
the communication and integration of data and information,
and joint modeling needs to overcome many obstacles.

Federated Learning provides answers in response to the
pain mentioned above currently facing the artificial

intelligence industry. Federated learning is a concept first
proposed by Google Research in 2016 [8–10]. +is tech-
nology can complete joint modeling without data sharing.
Specifically, the own data of each data owner (individual/
enterprise/organization) will not leave the local area through
the parameter exchange method under the encryption
mechanism in the federal system [11].

+at is, without violating data privacy laws and regulations
jointly establish a global sharing model, and the built model
only serves local targets in their respective regions [12]. Al-
though there are some similarities between federated learning
[13–15] and distributed machine learning [16], federated
learning has its characteristics in terms of application fields,
system design, and optimization algorithms.When the amount
of data is enormous, and the required computing resources are
high, distributed machine learning (such as parameter servers)
has obvious advantages. It stores independently identically
distributed (IID) data or model parameters in each distributed
node. On the Internet, the central server mobilizes data and
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computing resources to train the model jointly [17]. Due to the
differences in clients’ geographical and temporal distribution,
federated learning often has to deal with nonindependent and
identically distributed (non-IID) data.+is paper combines the
status quo of federated learning, stratifies the federated learning
system, and sorts out the relevant results of federated learning
[18].

To integrate data from multiple sources, the currently
common practice is to use data preprocessing ETL (extract-
transform-load) tools to move data from different sources to
a relational database and deploy tasks with a tremendous
amount of calculation to multiple machines improve
computing efficiency and reduce task energy consumption.

2. Federated Learning

In 2016, Google Research Institute proposed a new artificial
intelligence solution for federated learning when optimizing
the keyboard input method for individual users. +e sce-
nario of federation learning is distributed multi-user (f1,
f2,...., fn). Each user client has the current user data set (d1,
d2... dn). Traditional deep learning collects these data to-
gether to get the summary data set d� u1 U u2 U un, and the
training model MSUM is obtained. Participating users train a
model MFED together in the federated learning method,
while the user data di is kept locally and not externally
transmitted. If there is a non-negative real number δ, the
model accuracy VFED of MFED and the model accuracy VSUM
of MSUM satisfy the following inequality:

VFED − VSUM
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌< δ. (1)

It is said that the federated learning algorithm achieves
δ-accuracy loss [4]. Federated learning allows the training
model to have a certain degree of performance deviation but
provides all participants data security and privacy protec-
tion. +ere are two commonly used frameworks for feder-
ated learning, one is the client-server architecture [8], and
the other is the peer-to-peer network architecture [2]. In the
client-server architecture, the training method of federated
learning allows each data holder to train the model locally
according to their conditions and rules, then aggregate the
desensitization parameters to the central server for calcu-
lation, and then send back each data. +e holder updates its
local model until the global model is stable. When per-
forming federated learning training in peer-to-peer network
architecture, participants can communicate directly without
using a third party, further improving security. Still, more
computing operations are required for encryption and de-
cryption [1–4]. Current research is more based on the
framework of third-party servers. +erefore, this paper fo-
cuses on the federated learning process of the client-server
architecture as shown in Figure 1.

3. Federated Learning Process of Client-
Server Architecture

+e federated learning system is often built of data holders
and central servers on a physical level. +e quantity of local
data or the number of features available to one data holder

may not be sufficient to allow effective model training,
necessitating the assistance of other data holder. +e
Federal Learning Center server functions similarly to a
distributed machine learning server in that it gathers the
gradients from each data bearer. It returns a new gradient
after server-side aggregating procedures [5]. To ensure data
privacy, the data holder’s training on local data is limited to
local data in a cooperative modeling process of federated
learning. Following desensitization, the gradient created by
iterations is utilized as interactive data rather than local
data and transferred to a third party.+e trustworthy server
then waits for the aggregated parameters to be returned
before updating the model [8]. +e client-server archi-
tecture’s federated learning mechanism is shown in
Figure 2.

Step 1. System initialization: first, the central server
sends the modeling task, seeking to participate in the
client. Next, the client data holder proposes a joint
modeling vision based on its own needs. After reaching
an agreement with other cooperative data holders, the
joint modeling vision is established, and each data
holder enters the collaborative modeling process. Fi-
nally, the central server releases the initial parameters
to the data holders.
Step 2. Partial calculation: after the joint modeling task
is started and the system parameters are initialized, the
data holders will be required to perform local calcu-
lations locally based on their data. After the analysis is
completed, the gradients obtained from the local cal-
culations are desensitized and uploaded in the global
model.

Step 3. Center aggregation: after receiving the calcu-
lation results from multiple data holders, the central
server aggregates these calculated values. In the ag-
gregation process, it is necessary to consider various
issues such as efficiency, security, and privacy at the
same time. For example, sometimes, due to the system’s
heterogeneity, the central server may not wait for all
data holders to upload but select a suitable subset of
data holders as the collection target. To aggregate pa-
rameters safely, use certain encryption techniques to
encrypt the parameters.
Step 4. Model update: the central server updates the
global model once based on the aggregation result and
returns the updated model to the data holders par-
ticipating in the modeling. +e data holder updates the
local model and starts the following partial calculation,
and at the same time evaluates the performance of the
updated model. When the performance is good
enough, the training is terminated, and the joint
modeling ends. +e established global model will be
kept on the central server for subsequent prediction or
classification work.

+e above process is a typical federated learning
process based on client-server architecture. However, not
every federal learning task must strictly follow this pro-
cess. Sometimes the process may be changed for different
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scenarios. For example, the communication frequency is
appropriately reduced to ensure learning efficiency [6, 7],
or in after aggregation, a logical judgment is added to
judge the quality of the received local calculation results
[2–5] to improve the robustness of the federated learning
system [19].

4. Federated Vs Traditional
Distributed Learning

Both federated learning and distributed machine learning
based on the client-server architecture [8, 9, 20] are used to
process distributed data. Still, they are different from dis-
tributed machine learning in terms of application fields, data
attributes, and system components.

4.1. Application Areas. Large amounts of data or larger
models often have higher requirements for computing re-
sources. A single computing node can no longer meet the
demand [10, 12]. Distributed machine learning distributes
training data or model parameters to various computing or
storage nodes and uses a central server to schedule nodes to
accelerate model training. When the data has privacy-sen-
sitive attributes, the central scheduling of distributed ma-
chine learning will bring a significant risk of privacy leakage
to user data [21]. Federated learning permanently stores data
locally, guarantee data privacy to the utmost extent com-
pared to how information needs to be uploaded to the server.

4.2. Data Attributes. +e primary purpose of machine
learning is to find the probability distribution of data, which

Coordinator Server
Big Pharma

Biotech Startup

Academic Lab

Figure 1: Structure of federated learning.
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Figure 2: Federated learning process of client-server architecture [17].
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is relatively easy when the data set satisfies independent and
identical distribution. However, the data processed by dis-
tributed machine learning and classic machine learning are
often disconnected and identically distributed, while fed-
erated learning is different. Due to the differences in the
client’s geographical location and time distribution, the raw
data of the federated learning system is often non-
independent and identically distributed. At the same time,
horizontal federated learning and vertical federated learning
are also classified according to different attributes of client
data. +erefore, the clients’ data characteristics and classi-
fication labels are quite different, and alignment work is
required during training.

4.3. System Composition. In terms of physical composition,
the federated learning system is similar to the distributed
system, and both consist of a central server and multiple
distributed nodes. In a distributed system, data calculation
and model update is uniformly scheduled by the central
server, and the data delay between nodes and the central
server is relatively small. +e model training time is mainly
determined by the calculation time. In the federal system,
each participant has equal status and can independently
decide whether to participate in model training. And since
distributed nodes are mostly clients with significant dif-
ferences in computing capabilities, different network envi-
ronments, and uncontrollable states, in system design, it is
necessary to consider many factors such as data transmission
delay, data nonindependent and identical distribution, and
privacy and security. +is requires the system to make
adaptive changes to the federated learning algorithm
[12–15]. Federated aggregation is an optimization algorithm
that is different from distributed machine learning in a
federated learning system. It provides new ideas for solving
data nonindependent and identical distribution and re-
ducing data heterogeneity. At the same time, because fed-
erated learning has excellent privacy protection capabilities,
attention must be paid to applying encryption algorithms in
all aspects of the system.+e transmission of encrypted data,
the calculation of the objective function loss, the analysis of
the gradient and the information of the parameters of the
transfer model all put forward new requirements for the
traditional algorithms.

5. Federated Learning Classification

+e island data of federated learning has different distri-
bution characteristics. For each participant, the data they
own can be represented by a matrix. Each row of the matrix
represents each user or an independent research object, and
each column represents a characteristic of the user or re-
search object. At the same time, each row of data will have a
label. People hope to learn a model to predict his label Y
through his feature X for each user.

In reality, different participants may be different com-
panies or institutions. Moreover, people don’t want their
data to be known by others. Still, people hope to jointly train
a more robust model to predict the label Y. According to the

data characteristics of federated learning (that is, the degree
of data overlap between different participants), federated
learning can be divided into horizontal federated learning
[13], vertical federated learning [14], and transfer federated
knowledge [15].

When the user overlap of the two participants is min-
imal, but the user characteristics of the two data sets overlap
more, the federated learning in this scenario is called hor-
izontal federated learning. For example, the branches of a
banking system in Shenzhen and Shanghai are the partici-
pants. +e businesses on both sides are similar, and the
characteristics of the collected user data are relatively
identical. However, most of the users in the two branches are
residents, and the user overlap is relatively small. +erefore,
when a federated model is needed to classify users, it belongs
to horizontal federated learning.

On the other hand, when there is a lot of overlap between
the users of the two participants. But the overlap of the user
characteristics of the two data sets is relatively tiny. Fed-
erated learning in this scenario is called vertical federated
learning. For example, two institutions in the same area, one
institution has user’s consumption records; the other has
user’s bank records. +e two institutions have many over-
lapping users, but the recorded data characteristics are
different. +e two institutions want to aggregate through
different encryption characteristics of users to train a more
powerful federated learning model jointly. +is type of
machine learning model belongs to longitudinal federated
learning.

When the user overlap of the two participants is min-
imal, the user feature overlap of the two data sets is also
relatively small, and some data still have missing labels. +e
federated learning in this scenario is called transfer federated
learning. For example, two institutions in different regions
have user consumption records in the area, and the other has
bank records in the area. +e two institutions have different
users, and the data characteristics are also different. In this
case, joint the trained machine learning model is transfer
federated learning.

Most of the current researches are based on horizontal
federated learning and vertical federated learning. However,
there is not much research in the field of transfer federated
learning for the time being. +erefore, this article will focus
on the algorithm types of horizontal federated learning and
vertical federated learning. In horizontal federated learning,
there are many overlapping dimensions of data features. +e
alignment is performed according to the overlapping di-
mensions, and the parts of the participant data with the same
features but not the same users are taken out for joint
training; vertical federated learning users have many over-
lapping dimensions, matching according to user IDs, and
removing +e part of the participant data that has the same
user but not the same characteristics is jointly trained.

6. Features of Federated Learning Algorithm

Based on the above introduction to federated learning, the
characteristics of the following federated learning algorithms
are summarized.
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6.1. Support Nonindependent and Identically Distributed
Data. +is is an essential feature of federated learning al-
gorithms. +e federated learning algorithm must perform
well in nonindependent and identically distributed data. In
the actual use of federated learning, the data quality and
distribution of the data holder is uncontrollable. +e data
holder’s data cannot be required to meet independent and
identical distribution [16], so the federated learning algo-
rithm needs to support nonindependent and identically
distributed data.

6.2. Communication Efficiency. +e federated learning al-
gorithm needs to consider the data holder’s system het-
erogeneity, improve communication efficiency, and reduce
communication loss without losing accuracy or loss.

6.3. Fast Convergence. In the process of joint modeling, it is
first necessary to ensure model convergence, and at the same
time, it is essential to increase the convergence speed.

6.4. Security and Privacy. Data privacy security is an es-
sential feature of federated learning, so security and privacy
are requirements for federated gradient updates. Security
and privacy can be carried out in the aggregation process
through encryption and other methods and can also be
reflected in stand-alone optimization.

6.5. Support forComplexUsers. Complex users refer to many
users themselves and the imbalance or deviation of user data.
+is is possible in the practical application of federated
learning, and the federated optimization algorithm needs to
have a good compatibility effect for this situation.

7. Optimized Classification Method of
Federated Learning Algorithm

Compared with distributed learning, federated learning has
some unique attributes, as follows:

(a) +e communication of federated learning is rela-
tively slow and unstable.

(b) Participants in federated learning have heteroge-
neous devices, and different devices have different
computing capabilities.

(c) Federated learning pays more attention to privacy
and security. At present, most studies assume that
the participants and the server are trustworthy.
However, in real life, it may be untrustworthy.

In implementing federated learning, it is necessary to
consider how to optimize the federated learning algorithm to
solve the existing practical problems. +is article will in-
troduce algorithms for optimizing federated learning from
communication cost, client selection, and asynchronous
aggregation. Before submitting the optimization algorithm,
first, present the most traditional federated learning algo-
rithm as FedAvg algorithm.

+e FedAvg algorithm [8] is currently the most com-
monly used federated learning optimization algorithm.
Unlike the conventional optimization algorithm [7], it is
essential idea is to use the local stochastic gradient descent
method to optimize the local model on the data holder and
perform aggregation operations on the central server-side
[9]. +e goal function is defined as follows:

f ω∗( 􏼁 � min
1
m

􏽘

m

n�1
E[f(ω: x, xε n)]

⎧⎨

⎩

⎫⎬

⎭. (2)

Among them, M represents the number of data holders
participating in the joint modeling; ω represents the current
parameters of the model and represents the mean square
error function. +e FedAvg algorithm is a relatively basic
federated optimization algorithm. Its deployment is rela-
tively simple, and its application field is vast [6].

8. Cost Optimized FDA

Machine learning algorithms, incredibly complex deep
learning algorithms, need to train many parameters during
the training process. For example, CNN may need to train
millions of parameters, and each update process needs to
update millions of parameters; secondly, network com-
munication. +e status may also lead to remarkably high
Communication costs, such as unstable network conditions
and inconsistent speeds during parameter upload and
download, leading to high model training costs for the
entire algorithm. +erefore, it is necessary to consider
optimizing the federated learning algorithm from the
perspective of communication cost according to these
characteristics [8]. +e communication cost can be reduced
from the following views.

8.1.ClientComputingCost. In the federated learning system,
sometimes terminal nodes will only participate in federated
learning training when Wi-Fi is available, or sometimes the
network is in poor condition. In these cases, more calcu-
lations can be performed locally, thereby reducing the
number of communications. Many algorithms optimize
communication costs from this perspective. For example,
optimizing the FedAvg algorithm [2], increasing the number
of calculations of the local update parameters of each client
in each iteration, and it was carried out with the Fed-SGD
algorithm in which each round of server parameter update
only requires one local update of the client. In contrast, the
experiment shows through the MINSTCNN model test that
the algorithm can significantly reduce the communication
cost when the data is IID. However, when the information is
non-IID, the algorithm can only slightly reduce the com-
munication cost. Fed-Prox algorithm [9] more obvious
optimization effect when the data is non-IID because the
data and computing power of the joint training terminal
participants are not balanced, so each During a parameter
update, if the number of operations that different partici-
pants have to participate in is uniform, the computing re-
sources of the client will not be fully utilized. To avoid this
situation and optimize communication efficiency, the Fed-
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Prox algorithm can dynamically update the number of local
calculations required by different clients in each round,
making the algorithm more suitable for nonindependent
and codistributed joint modeling scenarios. Federated op-
timization algorithm [10] and learn under the framework of
vertical federated learning. FedAvg algorithm [12] and
proved that the heterogeneity of the data would cause the
convergence rate of federated learning to decrease.

8.2.Model Compression. Some optimization algorithms aim
to reduce the number of parameters in each round of
communication. For example, model compression tech-
niques (such as quantization and subsampling) reduce the
total number of parameters to be transmitted for each pa-
rameter update. Structured model [15] update round of
parameter communication, the size of the model update
parameters passed by the participants to the server reduces
transmission. +e structured update refers to uploading the
model by defining the matrix structure of the uploaded
model parameters in advance. +e contour update means
that the parameters of each update need to be compressed
and encoded by the participants.+emodel is finally verified
by the CIFAR-10 image algorithm. Experiments show that
participation the more parties, the better the compression
effect. Optimization of model parameter transfers from the
server to the participants and reduced the data from the
server to the client through loss compression and federated
dropout. However, the number of parameters that need to be
passed at the end and the cost of reducing communication
costs is to reduce the model’s accuracy to a certain extent.

When implementing federated learning, communication
is a bottleneck. Reducing communication costs is a vital
optimization link. Some optimizations are at the expense of
increasing the local calculations of the participants, and
some optimizations are to reduce the accuracy of the entire
model. In the actual optimization process, you can decide
which way to reduce the communication cost according to
the actual situation and demand.

9. Client Optimized FDA

+e client devices of federated learning are heterogeneous,
and the resources of different clients are limited. Usually, the
client randomly chooses to participate in the model training
process of federated learning. +erefore, in the federated
learning and training process, some algorithms will consider
the angle selected from the client for optimization.

Different clients have different network speeds, com-
puting power, etc., and the data distribution owned by each
client is also unbalanced. If all clients are allowed to par-
ticipate in the training process of federated learning, there
will be participants with backward iterations. If some clients
do not respond for a long time, the whole system may not
complete the joint training. +erefore, it is necessary to
consider how to choose the clients to participate in the
training. +e FedAvg algorithm randomly selects the clients
participating in the training. However, when the network
structure is complex, and the data is not independent and

identically distributed, the FedAvg algorithm model does
not necessarily perform well. +e following two references
introduce some optimization schemes.

Fed-CS algorithm [19] is a greedy algorithm protocol
mechanism to select the client with the highest model iter-
ation efficiency for aggregation update in each update of joint
training. +us, optimize the convergence efficiency of the
entire federated learning algorithm. Experiments show that
the Fed-CS algorithm can achieve higher accuracy. Still, the
disadvantage is that it can perform well only when the model
is relatively basic, such as a virtual dynamic neural network.
For the case where the network structure or the number of
parameters is more complex, Fed-CS will reduce the efficiency
of selecting the optimal aggregation client, increasing the
number of communications and decreasing time efficiency.

Hybrid-FL protocol [20] algorithm can process client data
whose data set is non-IID and solve the problem of poor
performance based on non-IID data on the FedAvg algo-
rithm. +e Hybrid-FL protocol enables the server to select
some clients through the steps of the resource request to
establish an approximately independent and identically dis-
tributed data set locally for training and iteration of federated
learning. Furthermore, they show through experiments that
Hybrid-FL has better accuracy performance for non-IID data
type federated learning classification algorithms.

10. Result Evaluation

A classification model’s performance may be quantified in
terms of True Positive and False Positive rates. +e TP rate is
the difference between the patterns recognized by a system
and the total patterns detected by system. A simple math-
ematical representation is presented as follows.

TPR �
tp

tp + fn

. (3)

Similarly the True negative rateis shown in the following
formula:

TNR �
tn

tp + tn

. (4)

False Positive rates occur when any system incorrectly
classifies a normal outcome.+e FP rate may be calculated in
this experiment by dividing the total number of self-antigens
by the number of false positives generated by the system.

FPR �
fp

fp + tn

. (5)

Similarly false negative rate and accuracy calculated by

FNR �
fn

tp + fn

,

accuracy �
tp + tn

tp + tn + fp + fn

.

(6)

Table 1 compares the simulation results; it compares the
categorization accuracy rate for the old approach with the
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FedAvg algorithm. +e generating function, also known as
the activation threshold value, was adjusted to the greatest
accuracy rate attainable with our system utilising the FedAvg
algorithm approach during simulation.

It compares the real positive rate for classification using
the old technique to that utilising the FedAvg algorithm, as
shown in Figure 3. In simulation, the generating function,
also known as the activation threshold value, was set to the
greatest TPR rate feasible with our approach.

As shown in Figure 4, it compares the genuine negative
rate for categorization using the old technique to the FedAvg
algorithm. In simulation, the generating function, also
known as the activated threshold value, was set to the
greatest TNR rate attainable with our technique.

It compares the false positive rate for classification using
the old technique to the rate for classification using the
FedAvg algorithm, as shown in Figure 5. In simulation, the
generating function, also known as the activation threshold
value, was set to the algorithm’s minimum FPR rate, which is
only attainable using the FedAvg algorithm approach.

It compares the false negative rate for classification using
the old technique to the rate for classification using the
FedAvg algorithm, as shown in Figure 6. In simulation, the
generating function, also known as the activation threshold
value, was set to the algorithm’s minimum FNR rate, which
is only attainable using the FedAvg algorithm approach.

It compares the classification accuracy of the old tech-
nique to the FedAvg algorithm, as shown in Figure 7. +e
generating function, also known as the activation threshold
value, was adjusted to the maximum accuracy feasible for
our approach utilising the FedAvg algorithm technique
during simulation.

Table 1: Comparison of the simulation result of federated learning
algorithm.

Methods TPR TNR FPR FNR Accuracy
Traditional algorithm 64.52 54.23 42.12 52.69 75.24
Fed-CS algorithm 74.25 64.21 40.28 45.24 80.45
Hybrid-FL 79.45 70.52 30.51 32.46 86.47
Fed-average algorithm 84.21 74.25 23.45 25.64 90.45

0
10
20
30
40
50
60
70
80
90

Traditional
Algorithm

Fed-CS
algorithm

Hybrid FL Fed-Average
Algorithm

True Postive Rate

Figure 3: True positive rate.

Traditional
Algorithm

Fed-CS
algorithm

Hybrid FL Fed-Average
Algorithm

0
10
20
30
40
50
60
70
80

True Negative Rate

Figure 4: True negative rate.

0
5

10
15
20
25
30
35
40
45

Traditional
Algorithm

Fed-CS
algorithm

Hybrid FL Fed-Average
Algorithm

False Postive Rate

Figure 5: False positive rate.

0

10

20

30

40

50

60

Traditional
Algorithm

Fed-CS
algorithm

Hybrid FL Fed-Average
Algorithm

False Negative Rate

Figure 6: False negative rate.

0

20

40

60

80

100

Traditional
Algorithm

Fed-CS
algorithm

Hybrid FL Fed-Average
Algorithm

Accuracy

Figure 7: Accuracy.

Mathematical Problems in Engineering 7



11. Conclusion

+is paper discusses the current development status of
federated learning. From the perspective of federated
learning algorithms, the federated learning-related algo-
rithms are divided into federated optimization algorithms
and federated machine learning algorithms. Related algo-
rithms suitable for both central and decentralized federated
learning structures are carried out. At the same time, the
machine learning algorithm and the federated deep learning
model under the federated learning framework will be
summarized and discussed separately. In the process of
federated algorithm optimization, the differences, advan-
tages and disadvantages of existing federated optimization
algorithms are discussed from the perspectives of reducing
communication costs, selecting the best client, and opti-
mizing model aggregation. Federated learning is still in a
stage of rapid development. +ere has been a lot of research
and discussion on the application of federated knowledge in
practice, but there are still many problems and challenges in
implementing federated learning.+is work has been further
extended to solve the real-life applications by using the
recently developed optimization algorithms such as mon-
arch butterfly optimization (MBO) [21], earthworm opti-
mization algorithm (EWA) [22], elephant herding
optimization (EHO) [23], moth search (MS) algorithm [24],
Slime mould algorithm (SMA) [25], and Harris Hawks
optimization (HHO) [26].
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We present in this paper a discrete analogue of the continuous generalized inverted exponential distribution denoted by discrete
generalized inverted exponential (DGIE) distribution. Since, it is cumbersome or difficult to measure a large number of ob-
servations in reality on a continuous scale in the area of reliability analysis. Yet, there are a number of discrete distributions in the
literature; however, these distributions have certain difficulties in properly fitting a large amount of data in a variety of fields. +e
presented DGIE(β, θ) has shown the efficiency in fitting data better than some existing distribution. In this study, some basic
distributional properties, moments, probability function, reliability indices, characteristic function, and the order statistics of the
new DGIE are discussed. Estimation of the parameters is illustrated using the moment’s method as well as the maximum
likelihoodmethod. Simulations are used to show the performance of the estimated parameters.+emodel with two real data sets is
also examined. In addition, the developed DGIE is applied as color image segmentation which aims to cluster the pixels into their
groups. To evaluate the performance of DGIE, a set of six color images is used, as well as it is compared with other image
segmentation methods including Gaussian mixture model, K-means, and Fuzzy subspace clustering. +e DGIE provides higher
performance than other competitive methods.

1. Introduction

In the field of reliability analysis, it is inconvenient or dif-
ficult to measure a lot of observations in nature on a con-
tinuous scale. For example, in many practical satiations
[1–9], reliability data are measured in terms of the number of
cases, runs, or the number of days left for patients with the
deadly disease since therapy. For more examples in reli-
ability and lifetime applications, see Meeker and Escobar
[10]. +ere are ways to build up a discrete distribution that
has been recognized [11].

Indeed, this technique has been widely applied to gen-
erate new discrete distributions for example [12–18] and
references cited therein. Abouammoh and Alshingiti [19]
introduced a shape parameter to the inverted exponential
distribution to get the generalized inverted exponential

(GIE) distribution. +e GIE distribution is derived from the
exponetiated Frechet distribution [20]. +e hazard rate of
the GIE distribution can be decreasing or increasing, based
on its shape parameter. +e GIE has effectiveness in
modeling a lot of data and can be applied in several ap-
plications, such as horse racing, life testing, queues, and
wind speeds [20]. Abouammoh and Alshingiti [19] show
that the GIE distribution provides a better fit than Weibull,
gamma, generalized exponential distribution, and gamma
distribution. +e GIE can be widely used in many fields, see
for example, [21, 22]. However, there exist a number of
discrete distributions in the literature; there are some lim-
itations in these distributions in fitting a lot of data in many
areas effectively, such as geometric, discrete Lindely, and
discrete logistic distributions. +ere is still a need to develop
new discretized distributions that are able to have
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applications such as image segmentation. +is motivated us
to present a new distribution.

+e presented distribution discrete generalized inverted
exponential (DGIE) is constructed from a generalized
inverted exponential distribution. Parameters are estimated
using two methods, namely moments and maximum like-
lihood. +e consistency of the estimated parameters is il-
lustrated using simulation. Based on to two data sets the
proposed distribution is more convenient to analyze the
given data more than competitive distributions. +e pro-
posed distribution is applied in color segmentation which
helps in clustering the pixels into their groups. +e DGIE
provides higher performance than other competitive
methods.

+e main contribution of the current study can be
summarized as follows:

(1) Present a new distribution discrete generalized
inverted exponential (DGIE) to avoid the limitations
of other distributions

(2) Compute the basic distributional properties, mo-
ments, probability function, reliability indices,
characteristic function, and the order statistics of
DGIE

(3) Evaluate the applicability of DGIE by using it to
improve the color segmentation

+e paper is organized as follows: in Section 2, we in-
troduce the DGIE(β, θ) distribution and mention statistical
properties, as failure function, survival function. In addition,
we list some additional properties of the proposed

distribution such as moment generating function, moments,
quantile, entropy, stress-strength, mean residual lifetime,
and order statistics. We analyse the DGIE(β, θ) using two
real data set in Section 3. Finally, the conclusion is men-
tioned in Section 4.

2. Materials and Methods

2.1. Discrete Generalized Inverted Exponential Distribution

Definition 1. A random variable X is said to have a discrete
generalized inverted exponential distribution with param-
eter ß (β> 0) and � e− λ, 0< θ< 1, if its probability mass
function (PMF) has the form:

P(X � x) � 1 − θ1/(x)
􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β
; x ∈ N0. (1)

We denote this distribution as DGIE(β, θ). Figure 1
illustrates several examples of the probability mass func-
tion ofDGIE(β, θ) distribution for various values of β and θ.

2.1.1. Cumulative Distribution Function. +e cumulative
distribution function CDF of DGIE(β, θ) is given by

F(x, α, θ) � 1 − S(x, α, θ) + P � 1 − 1 − θ1/(x+1)
􏼐 􏼑

β
, (2)

where β (β > 0) and � e− λ, 0< θ< 1. Monotonic property
simply, we find out

fX(x + 1; β, θ)

fX(x; β, θ)
�

1 − θ1/(x+1)
􏼐 􏼑

β
− 1 − θ1/(x+2)

􏼐 􏼑
β

1 − θ1/(x)
􏼐 􏼑

β
− 1 − θ1/(x+2)

􏼐 􏼑
β , x ∈ N0β(β> 0) and

θ � e
− λ

, 0< θ< 1.

(3)

Is a decreasing function of which leads to
fX(x; β, θ)􏼈 􏼉

2 >fX(x + 1; β, θ)fX(x − 1; β, θ); x ∈ N0 β
(β > 0) and θ � e− λ, 0< θ < 1.

+e distribution is log-concave. Based on the log con-
cavity (Mark, 1996), the proposed of DGIE(β, θ) distribu-
tion is unimodal with increasing failure rate distribution,
and it all its moments.

Furthermore, the quantile function of DGIE(β, θ) dis-
tribution, say Q(p), from F(xp) � p, is given by

xp �
ln θ

ln 1 − (1 − p)
1/β

􏼐 􏼑
− 1, (4)

where β (β > 0), θ � e− λ, 0< θ< 1 and 0<p< 1. Where n

denotes the greatest integer function.
Hence the median can be obtained by putting p � 1/2 in

equation (4)

Med(X) �
ln θ

ln 1 − (1/2)
1/β

􏼐 􏼑
− 1. (5)

Survival function: +e survival function of DGIE(β, θ)

distribution is defined as

S(x, β, θ) � P(X≥ x) � 1 − θ1/x􏼐 􏼑
β
; x ∈ N0. (6)

Hazard rate, r(x) is put as

h(x, β, θ) �
p(x)

s(x)
�

1 − θ1/x􏼐 􏼑
β

− 1 − θ1/(x+1)
􏼐 􏼑

β

1 − θ1/x􏼐 􏼑
β ; x ∈ N0.

(7)

Figure 2 shows the HRF plots ofDGIE(β, θ) distribution
for various values of β and θ.

+e reversed hazard rate function (RHRF) of the
DGIE(β, θ) distribution is put in the form
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Figure 1: PMF of the DGIE(β, θ).
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Figure 2: HRF of the DGIE(β, θ).
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r(x, β, θ) �
1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

1 − 1 − θ1/x􏼐 􏼑
β ; x ∈ N0. (8)

Figure 3 indicate the RHRF plots of DGIE(β, θ) dis-
tribution for various values of β and θ.

2.2. Statistical Properties. +e rth moment μ’r of a discrete
exponentiated exponential distribution DGIE(β, θ) about
the origin is obtained as follows:

μr
′ � 􏽘

∞

x�0
x

r 1 − θ1/x􏼐 􏼑
β

− 1 − θ1/(x+1)
􏼐 􏼑

β
􏼔 􏼕,

μr
′ � E X

r
􏼂 􏼃 � 􏽘

∞

x�0
x

r
P(X � x).

(9)

+e moment generating function (MGF) MX(t) of
DGIE(β, θ) distribution is computed as follows:

MX(t) � E e
tx

􏽨 􏽩 � 􏽘
∞

x�0
e
tx

P(X � x)

� 􏽘
∞

x�0
e
tx

P(X � x) 1 − θ1/x􏼐 􏼑
β

− 1 − θ1/(x+1)
􏼐 􏼑

β
􏼔 􏼕.

(10)

+e mean (μ) of DGIE(β, θ) distribution is derived as

μ1′ � μ � E[X] � 􏽘
∞

x�0
x 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕. (11)

+e second moment is obtained as

μ2′ � μ � E X
2

􏽨 􏽩 � 􏽘
∞

x�0
x
2 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕.

(12)

Hence, the variance (σ2) could be derived as

var(X) � 􏽘
∞

x�0
x
2 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕 − 􏽘
∞

x�0
x 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕⎛⎝ ⎞⎠

2

. (13)

+e 3rd and 4th moments are, respectively are obtained as

μ3′ � E X
3

􏽨 􏽩 � 􏽘
∞

x�0
x
3 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕,

μ4′ � E X
4

􏽨 􏽩 � 􏽘
∞

x�0
x
4 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕.

(14)

+emeasure of skewness α3 of DGIE(β, θ) distribution is
obtained as follows:

α3 �
μ3′ − 2μ2′μ + μ3

σ3

�
1
σ3

􏽘

∞

x�0
x
3 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕⎡⎣ ⎤⎦ − 2μ 􏽘
∞

x�0
x
2 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕
⎧⎨

⎩

⎫⎬

⎭ +
μ3

σ3
.

(15)

+e measure of kurtosis α4 of DGIE(β, θ) distribution is
obtained as follows:

α4 �
μ4′ − 4μ3′μ + 6μ2′μ

2
− 3μ4

σ4

α4 �
1
σ4

􏽘

∞

x�0
x
4 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕 − 4μ 􏽘
∞

x�0
x
3 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕
⎧⎨

⎩

+ 6μ2 􏽘

∞

x�0
x
2 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕 − 3μ4
⎫⎬

⎭.

(16)
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+e probability generating function (PGF), G(t), of
DGIE(β, θ) distribution is obtained as follows:

G(t) � E t
x

􏼂 􏼃 � 􏽘
∞

x�0
t
x
P(X � x)

� 􏽘
∞

x�0
t
x 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕.

(17)

For simplicity, we compute the PGF numerically where
the rth the factorial moment is computed as

μ[r] � G
r
(1) �

α
α − 1

􏽘

∞

x�0
x(x − 1) . . . . . . . . . ..(x − r + 1) 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕. (18)

+e variance, the variance (σ2) of DGIE(β, θ) distribu-
tion is given by the following:

var(X) � σ2 � G″(1) + G
‘
(1) − G″

‘

(1)􏼠 􏼡

2

�
α

α − 1
􏽘

∞

x�0
x
2 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕 −
α

α − 1
􏽘

∞

x�0
x 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕⎛⎝ ⎞⎠

2

.

(19)
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Figure 3: RHRF of the DGIE(β, θ).
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Characteristic function: the characteristic function (CF),
ϕX(w) of DGIE(β, θ) distribution is of the form:

ϕX(w) � E e
iwx

􏽨 􏽩 � 􏽘

∞

x�0
e
iwx

P(X � x) �
α

α − 1
􏽘

∞

x�0
e
iwx 1 − θ1/x􏼐 􏼑

β
− 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕. (20)

Because moments do not have closed forms, the mean
and variance can only be calculated numerically. We esti-
mated mean and variance for various values of β and θ in
Tables 1 and 2, respectively.

2.3. Order Statistics. Order statistics has a deep reflection on
theoretical and practical aspects of statistics. +is

importance is shown in statistical inference and nonpara-
metric statistics. Let X1, X2, . . . .., Xn be a random sample
from A DGIE(β, θ) distribution, and let
X1: n, X2: n, . . . .., Xn: n be the order statistics. +en, the CDF
of the ith order statistics for x can be represented in the for

Fi: n(x, α, θ) � 􏽘
n

k�i

n

k
􏼠 􏼡 Fi(x, β, θ)􏼂 􏼃

k
Fi(x, β, θ)􏼂 􏼃a

� 􏽘
n

k�i

􏽘

βk

m�0
(− 1)

m
n

k
􏼠 􏼡

βk

m
􏼠 􏼡θmβ/(x+1) 1 − θ1/(x+1)

􏼐 􏼑
β

􏼔 􏼕
n+m− k

.

(21)

+erefore, the PMF of the kth Os has the form:

fk: n(x, α, θ, β) � 􏽘
k− 1

m�0
Θ(n,β(k− 1))

m θm/(x+1) 1 − θ(x+1)
􏼐 􏼑

β
􏼔 􏼕

n+m− k

1 − θ1/x􏼐 􏼑
β

− 1 − θ1/(x+1)
􏼐 􏼑

β
􏼔 􏼕, (22)

where Θ(n,k− 1)
m � (− 1)m βk

m
􏼠 􏼡n!/(k − 1)!(n − k)!. So, the qth moments of Xi: n is written in the form:

E X
q

i: n􏼂 􏼃 � 􏽘
∞

x�0
􏽘

k− 1

m�0
Θ(n,β(k− 1))

m θm/(x+1)
x

q 1 − θ(x+1)
􏼐 􏼑

β
􏼔 􏼕

n+m− k

1 − θ1/x􏼐 􏼑
β

− 1 − θ1/(x+1)
􏼐 􏼑

β
􏼔 􏼕, (23)

where Θ(n,k− 1)
m � (− 1)m βk

m
􏼠 􏼡n!/(k − 1)!(n − k)!.

2.3.1. Renyi Entropy. Renyi entropy plays a vital role in
information theory. +e Renyi entropy of a random variable
X is defined as:

IR(c) �
1

1 − c
log􏽘

x

(P(X � x))
c
, (24)

where c >0 and c ≠1 (Renyi, 1961). For the DGIE(β, θ))

distribution for c is an integer number, we compute

􏽘

∞

x�0
(P(X � x))

c
� 􏽘

c

j�0
1 − θ1/j􏼐 􏼑

β
− 1 − θ1/j+1

􏼐 􏼑
β

􏼔 􏼕
c

IR(c) �
1

1 − c
log􏽘

c

j�0
1 − θ1/j􏼐 􏼑

β
− 1 − θ1/(j+1)

􏼐 􏼑
β

􏼔 􏼕
c

. (25)

2.4. Unknown Parameters Estimation. In this section, we
used two methods to estimate DGIE(β, θ) distribution
unknown parameters using

2.4.1. Maximum Likelihood Method. Let X1, X2, . . . .., Xn

represents the lifetimes of n independent test units which
Following DGIE(β, θ). So, its log-likelihood function is

written as: p(x) � (1 − θ1/x)β − (1 − θ1/(x+1))β
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L[P(X � x)] � 􏽙
n

i�1
p xi( 􏼁 � 􏽙

n

i�1
1 − θ1/xi􏼐 􏼑

β
− 1 − θ1/ xi+1( )􏼒 􏼓

β
,

I(x, α, θ) � 􏽘

n

i�1
ln 1 − θ1/xi􏼐 􏼑

β
− 1 − θ1/ xi+1( )􏼒 􏼓

β
􏼠 􏼡.

(26)

Likelihood equations are then obtained as follows:

δl

δθ
� 􏽘

n

i�1

− 1/xi − 1βθ1/xi− 1 1 − θ1/xi( 􏼁
β

+ β1/ xi + 1( 􏼁 1 − θ1/ xi+1( )􏼒 􏼓
β− 1

θ1/ xi+1( )

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β � 0,

δl

δβ
� 􏽘

n

i�0

1 − θ1/xi􏼐 􏼑
β
ln 1 − θ1/xi􏼐 􏼑

β
− 1 − θ1/ xi+1( )􏼒 􏼓

β
ln 1 − θ1/ xi+1( )􏼒 􏼓

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β � 0.

(27)

We can obtain the solution of these equations numer-
ically then; we compute the Fisher’s information matrix by
finding the second partial derivatives

Ix(β, θ) �

− E
z
2
l

zβ2
􏼢 􏼣 − E

z
2
l

zβ zθ
􏼢 􏼣

− E
z
2
l

zθ zβ
􏼢 􏼣 − E

z
2
l

zθ2
􏼢 􏼣

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (28)

One can infer that the DGIE(β, θ) distribution satisfies
the regularity conditions [23]. +en, the MLE vector (􏽢β, 􏽢θ)T

is asymptotically normal and consistent. Fisher’s informa-
tion matrix can be approximated as

Ix(α, θ) �

−
z2l

zβ2
|
(􏽢β,􏽢θ)

−
z2l

zβ zθ
|
(􏽢β,􏽢θ)

−
z2l

zθ zβ
|
(􏽢β,􏽢θ)

−
z2l

zθ2
|
(􏽢β,􏽢θ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (29)

where 􏽢β and 􏽢θ are the MLEs of β and θ [24].
+e element of the hessian matrix Ix(α, θ) are obtained

from

Table 1: +e mean of the DGIE(β, θ) distribution.

β/θ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
2 2.682 1.711 1.153 0.774 0.502 0.304 0.163 0.069
3 1.471 0.861 0.522 0.307 0.169 0.083 0.034 0.009
4 1.043 0.559 0.303 0.156 0.072 0.029 0.009 0.001
5 0.814 0.398 0.193 0.086 0.033 0.010 0.0025 0.0003

Table 2: +e variance of the DGIE(β, θ) distribution.

β/θ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
3 6.317 2.822 1.449 0.7621 0.385 0.177 0.068 0.018
4 2.371 0.997 0.481 0.232 0.103 0.039 0.012 0.002
5 1.300 0.526 0.239 0.104 0.040 0.012 0.002 0.0003
6 0.845 0.334 0.141 0.054 0.017 0.004 0.001 0.001
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z
2
l

zβ2
� 􏽘

n

i�0

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼢 􏼣 1 − θ1/xi􏼐 􏼑
β
ln 1 − θ1/xi􏼐 􏼑􏼐 􏼑

2
− 1 − θ1/ xi+1( )􏼒 􏼓

β
ln 1 − θ1/ xi+1( )􏼒 􏼓􏼒 􏼓

2
􏼢

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2 a

−

1 − θ1/xi􏼐 􏼑
β
ln 1 − θ1/xi􏼐 􏼑 − 1 − θ1/ xi+1( )􏼒 􏼓

β
ln 1 − θ1/ xi+1( )􏼒 􏼓􏼢 􏼣 1 − θ1/xi􏼐 􏼑

β
ln 1 − θ1/xi􏼐 􏼑 − 1 − θ1/ xi+1( )􏼒 􏼓

β
ln 1 − θ1/ xi+1( )􏼒 􏼓􏼢

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2

z
2
l

zθ zβ
� 􏽘

n

i�0

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼢 􏼣 − 1/xiθ
1/xi 1 − θ1/xi􏼐 􏼑

β
− 1/xiβθ

1/xi− 1 1 − θ1/xi􏼐 􏼑
β
ln 1 − θ1/xi􏼐 􏼑􏼔

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2

+
1/ xi + 1( 􏼁θ1/xi+1 1 − θ1/ xi+1( )􏼒 􏼓

β− 1
+ β1/ xi + 1( 􏼁θ1/xi+1 1 − θ1/ xi+1( )􏼒 􏼓

β− 1
ln 1 − θ1/ xi+1( )􏼒 􏼓

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2

−

− 1/xiβθ
1/xi− 1 1 − θ1/xi􏼐 􏼑

β
+ β1/ xi + 1( 􏼁θ1/xi+1 1 − θ1/ xi+1( )􏼒 􏼓

β− 1
􏼠 􏼡 1 − θ1/xi􏼐 􏼑

β
ln 1 − θ1/xi􏼐 􏼑 − 1 − θ1/ xi+1( )􏼒 􏼓

β
ln 1 − θ1/ xi+1( )􏼒 􏼓􏼠 􏼡

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2

z
2
l

zθ2
� 􏽘

n

i�0

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼢 􏼣 − β1/xi􏼂 1/xi − 1( 􏼁θ1/xi− 2 1 − θ1/xi􏼐 􏼑
β

+ 1/x2
i β

2θ2 1/xi− 1( ) 1 − θ1/xi􏼐 􏼑
β

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2

+
β1/ xi + 1( 􏼁

2θ1/xi− 1− 1 1 − θ1/ xi+1( )􏼒 􏼓
β− 1

+ β(β − 1)1/ xi + 1( 􏼁
2θ1/xi− 1− 1 1 − θ1/ xi+1( )􏼒 􏼓

β− 2

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2

−

− 1/xiβθ
1/xi− 1 1 − θ1/xi􏼐 􏼑

β
+ β1/ xi + 1( 􏼁θ1/xi− 1 1 − θ1/ xi+1( )􏼒 􏼓

β− 1
􏼠 􏼡 − β1/xi 1 − θ1/xi− 1

􏼐 􏼑
β− 1

+ β1/ xi + 1( 􏼁 1 − θ1/ xi+1( )􏼒 􏼓
β− 1

􏼠

1 − θ1/xi􏼐 􏼑
β

− 1 − θ1/ xi+1( )􏼒 􏼓
β

􏼠 􏼡

2 .

(30)

2.4.2. Method of Moments Estimation. We can find mo-
ments’ estimates (MM Es) of (β, θ) by solving the equations

􏽘

∞

i�1
xi 1 − θ1/xi􏼐 􏼑

β
− 1 − θ1/ xi+1( )􏼒 􏼓

β
􏼢 􏼣 � μ[1]

1 ,

􏽘

∞

i�1
x
2
i 1 − θ1/xi􏼐 􏼑

β
− 1 − θ1/ xi+1( )􏼒 􏼓

β
􏼢 􏼣 � μ[2]

2 ,

(31)

where μ[1]
1 and μ[2]

2 represent the first and the second sample
moments.
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3. Results and Discussion

3.1. A Simulation Study. In this section, we assess the per-
formance of the maximum-likelihood estimate with respect
to sample size n. +e assessment is based on a simulation
study:

(1) Generate 10000 samples of size n from equation (1).
+e inversion method is used to generate samples;
that is, varieties of the discrete generalized inverted
exponential distribution are generated using

X �
ln θ

ln 1 − (1 − u)
1/β

􏼐 􏼑
− 1; 0 < u< 1, (32)

where U ∼ U(0, 1) is a uniform variable on the unit
interval.

(2) Compute the Maximum-likelihood Estimates for
10000 Samples, Say 􏽢θi for

i � 1, 2, . . . ., 10000. (33)

(3) Compute the biases and mean-squared errors given
by

bias(n) �
1

10000
􏽘

10000

i�1

􏽢θi − θi􏼐 􏼑,

MSE(n) �
1

10000
􏽘

10000

i�1

􏽢θi − θi􏼐 􏼑
2
.

(34)

+e empirical results are given in Table 3. From Table 3,
the following observations can be noted: the magnitude of
the bias always decreases to zero as n⟶∞. +e MSEs
always decrease to zero as n⟶∞. +is shows the con-
sistency of the estimators.

3.1.1. Data Application. We pointed out here, the notability
of a discrete generalized inverted exponential distribution on
distributions: geometric distribution, discrete logistic dis-
tribution and discrete Lindley distribution. Two real data
sets are applied. +e first data are in Table 4 is for 30 failure
times of the air conditioning system of an airplane. +ese
data are taken from [25].

+e MLE of (β, θ) values in all these cases has been
computed. +e Kolmogorov–Smirnov (K–S) measure in
each case and the associated P value are computed.+e result
is put in Table 5.

+e Akaike information criterion (AIC), correct Akaike
information criterion (CAIC) and Bayesian Akaike infor-
mation criterion (BIC) values for the models have been
computed. +e result is reported in Table 6. +e Akaike’s
measures indicate that the GIED distribution fits the data
better than some existing distributions for this data set.

+e data set given in Table 7 consists of uncensored data
from [23].+e data gives 100 observations on breaking stress

of carbon fibers (in Gba).+eMLE of (β, θ) values in all these
cases have been computed.+e Kolmogorov–Smirnov (K-S)
measure in each case and the associated p-value are com-
puted.+e result is put in Table 8. A comparison between the
observed and the fitted distributions are shown in Figures 4
and 5.

+e Akaike’s measures indicate that the GIED distri-
bution fits the data better than some existing distributions
for this data set, as in Table 9. For the first, second data sets,
the discrete generalized inverted exponential distribution
shows the best convenient p values. +e distribution plots
propose that the discrete generalized inverted exponential
distribution offers the best fit between the competitor dis-
tributions. On the basis of the tabulated results, we infer that
the discrete generalized inverted exponential distribution
provides the best fit compared to its submodels. Some
summary statistics of data sets 1 and 2 are listed in Table 10.

3.2. Image Segmentation. In this section, we assess the ability
of DGIED to improve the performance of segmentation the
image. +is can be performed by considering it as a clus-
tering method.

3.2.1. Clustering Problem Formulation for Image
Segmentation. In this part, we introduce the mathematical
formulation of the automatic clustering-based image seg-
mentation problem. In general, the main aim of AC is to split
the given image I into a set of Kmax groups. To perform this
task, the between-cluster variation must be maximized at the
same time with minizing within-cluster variation.

+erefore, the mathematical representation of AC can be
given by dividing the image into Kmax cluster (i.e.,
C1,C2, . . . ,CKmax

) with satisfied the following criteria:

∪ Kmax
l�1 Cl � I,Cl ≠ϕ, l � 1, . . . ,Kmax

Cl ∩Cl1 � ϕ, l, l1 � 1, 2, . . . ,Kmax, l≠ l1.
(35)

Gaussian mixture models (GMM): it is one of the most
popular clustering techniques, and it has been used as an
image segmentation method in different applications, for
example, image retrieval [26], chemical and physical
properties of Italian wines, and the chemical [27, 28] and
others [29].

+e mathematical formulation of the Gaussian mixture
model (GMM) can be represented by considering the given
image I consisting of a set of pixels X that are represented as
a random variable. So, the GMM can be defined as

f(x) � 􏽘
K

i�1
wiN x|μi, σ

2
i􏼐 􏼑. (36)

In equation (36), K represents the number of objects and
wi > 0 refer to the weights where 􏽐

K
i�1 wi � 1. In addition, the

N(x|μi, σ2i ) is defined as

N x|μi, σ
2
i􏼐 􏼑 �

1
σ

���
2π

√ e
− x− μi( )

2/2σ2
i , (37)
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Table 4: Data set 1.

23 62 42 3 16
261 47 20 14 90
87 225 5 71 1
7 71 12 11 16
120 246 120 14 52
14 21 11 11 95

Table 5: +e results of data set 1.

Distribution p(x) Estimates of parameters p value K-S
statistics

Discrete generalized inverted
exponential distribution (2.2) θ � 8.763 × 10− 6

β� 0.779 0.237755∗ 10− 2 0.326379

Geometric p(1 − p)x p � 0.017 0.5382∗ 10− 5 0.45039
Discrete logistic (1 − p)px− µ/(1 + px− µ)(1 + px− µ+1) p � 0.083, µ � − 30.999 6.968 × 10− 28 1
Discrete lindley λx/1 − log λ[λ log λ + (1 − λ)(1 − log λx+1)] λ � 0.401 1.198124 × 10− 10 0.610163

Table 6: AIC, CAIC and BIC measures for data set 1.

Distribution AIC CAIC BIC

N� 30

DGIE 312.880 313.324 315.683
Geometric 314.397 314.539 315.798

Discrete lindely 478.532 478.673 479.9314
Discrete logistic 13628.219 13628.659 13631.017

Table 7: Data set 2.

3.7 2.74 2.73 2.5 3.6
3.11 3.27 2.87 1.47 3.11
4.42 2.41 3.19 3.22 1.69
3.28 3.09 1.87 3.15 4.9
3.75 2.43 2.95 2.97 3.39
2.96 2.53 2.67 2.93 3.22
3.39 2.81 4.2 3.33 2.55
3.31 3.31 2.85 2.56 3.56
3.15 2.35 2.55 2.59 2.38
2.81 2.77 2.17 2.83 1.92
1.41 3.68 2.97 1.36 0.98
2.76 4.91 3.68 1.84 1.59
3.19 1.57 0.81 5.56 1.73
1.59 2 1.22 1.12 1.71
2.17 1.17 5.08 2.48 1.18
3.51 2.17 1.69 1.25 4.38
1.84 0.39 3.68 2.48 0.85
1.61 2.79 4.7 2.03 1.8
1.57 1.08 2.03 1.61 2.12
1.89 2.88 2.82 2.05 3.65

Table 8: +e results of data set 2.

Distribution p(x) Estimates of parameters p value K-S
statistics

Discrete generalized inverted
exponential distribution (2.2) θ � 1.671 × 10− 5β� 26.715 2.19∗ 10− 7 0.279787

Geometric p(1 − p)x p � 0.381 1.653∗ 10− 31 0.591263
Discrete logistic (1 − p)px− µ/(1 + px− µ)(1 + px− µ+1) p � 0.132, µ � − 38.28 2.45 × 10− 89 1
Discrete lindley λx/1 − log λ[λlog λ + (1 − λ)(1 − log λx+1)] λ � 0.599 8.6704 × 10− 13 0.372892
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where μi and σi are mean and the standard deviation of class
i. For image X, the parameters are θ � (w1, . . . ,wk,

μ1, . . . , μk, σ21, . . . , σ2k) are required to determine and to
achieve this estimation, the Expectation-Maximization (EM)
method is used. +e steps of EM can be summarized as in
Algorithm 1:

However, the traditional GMM has some limitations
that influence its performance, such as inefficiency in

modeling all the data types, including discrete data in the
application such as machine learning [30]. To avoid these
limitations, we use the new distribution named Discrete
Generalized Inverted Exponential Distribution. In gen-
eral, DGIED has the ability to tackle the non-inaccur-
ateness of using general distributions such as mixture
Gaussian distribution.

3.2.2. Dataset Description. In this study, the performance of
the developed clustering-based color image segmentation
using DGIED mixture model (DGIEMM) is evaluated using
a set of six color images (as in Figures 6(a)–6(f)) [31]. In
addition, we compared the results of DGIEMM with GMM,
K-means, and Fuzzy subspace clustering (FSC).

3.2.3. Performance Measures. To evaluate the efficacy of the
developed image segmentation, a set of performance mea-
sures is used. For example, Accuracy, Adjust Rand Index,
Hubert, and Normalized mutual information. +e details of
these measures are given as follows:

Accuracy: It is a measure used to assess the ability of the
method to determine the optimal cluster for each pixel. It is
formulated as

accuracy �
TP + TN

TP + FP + TN + FN
, (38)

where TP, FP,TN, and FN are the True positive, False
positive, True negative, and False negative.

Adjust Rand Index: It is a measure used to assess the
similarity between two groups, and it is defined as:

ARI �

􏽐ij

nij

2
⎛⎝ ⎞⎠ − 􏽐i

ai

2
⎛⎝ ⎞⎠􏽐j

bj

2
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦/

n

2
⎛⎝ ⎞⎠

0.5 􏽐i

ai

2
⎛⎝ ⎞⎠ + 􏽐 􏽐j

bj

2
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ − 􏽐i

ai

2
⎛⎝ ⎞⎠􏽐j

bj

2
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦/

n

2
⎛⎝ ⎞⎠

, (39)
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Figure 4: Distribution plots for data set 1.
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Figure 5: Distribution plots for data set 2.

Table 9: AIC, CAIC and BIC measures for data set 2.

Distribution AIC CAIC BIC

N� 100

DGIE 314.445 314.569 319.655
Geometric 400.411 400.541 403.016

Discrete lindely 422.027 422.067 424.632
Discrete logistic 16832.972 16833.095 16838.182
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Table 10: Some statistical measures for data sets.

Data set Mean Median Std. deviation Variance Skewness Kurtosis Minimum Maximum
I 28.73429 22 70.67654 5167.421 1.784077 2.568813 1 261
II 2.404559 2.7 1.008803 1.027964 0.373784 0.172868 0.39 5.56

(1) Input: image Xj, j � 1, . . . ,n and i ∈ 1, 2, . . . , k{ } are the label set Y � y1, y2, . . . , yN􏼈 􏼉, yn ∈ 1, . . . ,K{ }

(2) Initialize θ0 � (p01, . . . , p0k, μ01, . . . , μ0k, σ2(0)
1 , . . . , σ2(0)

k ):
(3) While (condition not met)
(4) E-Step:

pr+1ij � pr+1ij (i|xj) � wr
iN(xj|μ

(r)
i , σ2(r)

i )/f(xj)
(5) M-Step

􏽢wr+1
ij � 1/n􏽐

n
j�1 w

r
ij

􏽢μr+1ij � 􏽐
n
j�1 w

r+1
ij xj/n􏽢wr+1

ij

􏽢σ2(r+1)
i � 􏽐

n
j�1 w

r+1
ij (xj − 􏽢μr+1i )/n)

End While
(6) For each data vector xn, set.

yn � arg
i

max(wiN(x|μi, σ2i ))

ALGORITHM 1: Steps of EM method.

I1

(a)

I2

(b)

I3

(c)

I4

(d)

Figure 6: Continued.
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I5

(e)

I6

(f)

Figure 6: +e original tested images used in this study. (a) I1, (b) I2, (c) I3, (d) I4, (e) I5, (f ) I6.

Table 11: Comparison between developed method and other segmentation methods.

DGIEMM FSC GMM K-means DGIEMM FSC GMM K-means

I1

Accuracy 0.9951 0.9494 0.6259 0.6259

I4

0.9886 0.9086 0.9013 0.9515
AR 0.9803 0.8068 0.9572 0.9134 0.9548 0.6679 0.6441 0.7422

Hubert 0.9805 0.8078 0.8634 0.8886 0.9548 0.6679 0.6442 0.7141
NMI 0.9574 0.7474 0.8373 0.8726 0.9208 0.6419 0.5919 0.6986

I2

Accuracy 0.9995 0.9880 0.8956 0.8956

I5

0.9998 0.9964 0.9899 0.5614
AR 0.9978 0.9510 0.6224 0.6224 0.9993 0.9858 0.9600 0.0785

Hubert 0.9979 0.9526 0.6260 0.6260 0.9993 0.9858 0.9601 0.0543
NMI 0.9931 0.9076 0.5820 0.5820 0.9978 0.9691 0.9276 0.1884

I3

Accuracy 0.9913 0.9867 0.9280 0.9274

I6

0.9982 0.9928 0.8972 0.9198
AR 0.9647 0.9468 0.7227 0.7206 0.9915 0.9666 0.6047 0.6251

Hubert 0.9653 0.9476 0.7326 0.7306 0.9928 0.9716 0.6311 0.7240
NMI 0.9306 0.8926 0.6554 0.6537 0.9762 0.9160 0.5463 0.6547

0
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1

DGIEMM FSC GMM Kmeans
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DGIEMM FSC GMM Kmeans
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(d)

Figure 7: Average of each method in terms of (a) accuracy, (b) AR, (c) Hubert, and (d) NMI.
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where nij denotes the number of objects in common be-
tween classes. ai and bi are the sum of rows and columns of
contingency table, respectively.

Hubert: it is a measure used to compute the correlation
coefficient between classes and it is defined as:

Hubert �
åi<j Xij− μX􏼐 􏼑 Yij− μY􏼐 􏼑

N σXσY
, (40)

where σX and σY are the standard deviation of cluster X and
cluster Y, respectively.

Normalized mutual information (NMI): is defined as
a normalization of the Mutual Information that defined
as:

NMI �
2I CT; C( 􏼁

H CT( 􏼁 + H(C)
, (41)

where CT and C are the class label and its cluster label,
respectively. H is the Entropy and Mutual Information
between CT and C, respectively.

3.2.4. Results and Discussion. +e comparison between the
developed color image segmentation method (i.e.,
DGIEMM) and the other methods is given in Table 11. It can
be noticed from these results the high ability of the devel-
oped method to cluster the images into their objects overall
the other methods. For example, according to the results in

Table 12: Mean-rank obtained by each algorithm.

DGIEMM FSC GMM K-means
Accuracy 4 2.8333 1.5000 1.6667
AR 4 2.5000 1.7500 1.7500
Hubert 4 2.5000 1.5833 1.9167
NMI 4 2.5000 1.5833 1.9167
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Figure 8: Segmented images (I1, I5, I6) using competitive algorithms.
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terms of accuracy, it can be seen from these values that the
DGIEMM has a high ability to assign each pixel into its true
label (i.e., the object that contains it). +e FSC and GMM
provide results better than K-means, and this observation
can be noticed from Figure 7(a) that shows the average
overall of the tested six images.

In terms of AR, it can be seen that the DGIEMM still
provides results better than other methods. +e same ob-
servations are noticed in the other three measures (i.e., RI,
NMI, and Hubert); also, Figures 7(b)–7(d) shows the su-
periority of DGIEMM.

To justify the superiority of DGIEMM, the nonpara-
metric Friedman test is used. In general, this test is applied to
make a decision about the difference between the DGIEMM
and other methods is significant or not. +ere are two
hypotheses; the first one is named null, and it is assumed that
there is no difference between the tested methods. In
contrast, the second hypothesis, called alternative, is con-
sidered there is a difference between the method. We accept
the alternative hypothesis, when the obtained value is less
than significant level 0.05.

Table 12 shows the mean-rank obtained using the
Friedman test in terms of the performance measures (i.e.,
accuracy, AR, RI, Hubert, NMI). From these values, it can be
seen that the developed color image segmentation method
has the highest mean rank in terms of performance mea-
sures. In addition, FSC allocates the second mean rank,
followed by K-means that provides results better than tra-
ditional GMM. Finally, Figure 8 shows an example of
Segmented image using competitive algorithms.

4. Concluding Remarks

In this study, a new two-parameters distribution for
modeling a lot of observations in nature has been pre-
sented. It is constructed from continuous generalized
inverted exponential distribution, so called discrete
generalized inverted exponential distribution DGIE
distribution. Some important probabilistic properties of
this distribution have been studied. Using two methods
namely the moment’s method and the maximum likeli-
hood technique, the parameters of the DGIE(β, θ) dis-
tribution have been estimated. To evaluate the quality of
DGIE(β, θ), a set of experimental series has been con-
ducted using synthetic and real data. +e results have
been shown the efficiency of DGIE(β, θ) in fitting data
better than some existing distribution in case of synthetic
data. In addition, the developed DGIE has been applied
as image segmentation based on clustering technique,
which aims to avoid the limitations of the traditional
Gaussian mixture model (GMM). +is is achieved by
using DGIE instead of Gaussian distribution. +e de-
veloped image segmentation has been established its
performance using a set of color images which provides
results better than GMM, K-means, and Fuzzy subspace
clustering (FSC).

According to these properties and results, DGIE can be
applied to a wide range of applications, including reliability,
physics, and machine learning techniques.

Data Availability

+e data used to support the findings of this study are
available from the authors upon request.
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As 5G and other technologies are widely used in the Internet of Vehicles, intrusion detection plays an increasingly important role
as a vital detection tool for information security. However, due to the rapid changes in the structure of the Internet of Vehicles, the
large data flow, and the complex and diverse forms of intrusion, traditional detection methods cannot ensure their accuracy and
real-time requirements and cannot be directly applied to the Internet of Vehicles. A new AA distributed combined deep learning
intrusion detection method for the Internet of Vehicles based on the Apache Spark framework is proposed in response to these
problems. +e cluster combines deep-learning convolutional neural network (CNN) and extended short-term memory (LSTM)
network to extract features and data for detection of car network intrusion from large-scale car network data traffic and discovery
of abnormal behavior. +e experimental results show that compared with other existing models, the algorithm of this model can
reach 20 in the fastest time, and the accuracy rate is up to 99.7%, with a good detection effect.

1. Introduction

With the practical application of emerging technologies in
the field of the Internet of Vehicles, the development of the
Internet of Vehicles has become more rapid. Due to its
particularity, that is, the car itself does not consider network
security enough, the capacity of the vehicle is limited, the
application environment is complex, the number of dis-
tributed nodes and sensor networks are many, and the safety
requirements are incredibly high. +erefore, the security
issue of the Internet of Vehicles has increasingly become a
stumbling block to its application. Ensuring the security of
car G road G cloud communications in the car networking
security system, identifying various malicious attacks, has

become the focus of close attention by industry insiders and
information security experts. Intrusion detection is a net-
work security technology used to detect intruders and ag-
gression in any communication system through various
identifications or detections.

Attack behavior, monitor and analyze network traffic,
classify normal and abnormal behavior, and identify strange
activities such as threats in the network are all roles played by
the Internet of Vehicles. As an active defense technology,
this technology has become one of the primary mechanisms
to ensure the safety of the Internet of Vehicles. +e appli-
cation of machine learning algorithms in traditional Internet
intrusion detection systems is the current mainstream re-
search direction. Wisanwanichthan and +ammawichai [1]
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apply the machine learning method to intrusion detection
systems (IDS), and use SVM and Naive Bayes algorithms for
normalization and feature reduction for analysis and
comparison. However, the key disadvantage of the machine
learning-based intrusion detection mechanism is that it
requires a lot of training time to process many datasets of
previous data streams in the network. In the network en-
vironment, deep learning technology has good self-learning
functions, Lenovo storage functions, and high-speed opti-
mization functions, which are very suitable for processing
the current complex network traffic data, especially in the
complex car networking environment.

At the moment, there is a great deal of research being
conducted on intrusion detection using deep learning and
distributed big data technologies. Chen et al. [2] developed a
hybrid deep neural network (DNN) model for classifying and
detecting unknown network threats. Chen et al. [2] think that
deep learning has received a lot of attention recently, and they
compared conventional techniques to new deep learning
methods. Chen et al. [3] constructed an intelligent intrusion
detection system using deep learning’s intelligent capabilities.
Vijayanand et al. [3] presented a technique for detecting
anomalous intrusions using a hybridMLP/CNN. Parimala and
Kayalvizhi [4] developed a deep learning-based technique for
detecting network intrusions. +e KDD-CUP99 dataset was
examined using the BP neural network to identify the kinds of
invasions. Karatas et al. [5] developed an intrusion detection
technique based on deep convolutional neural networks, which
lowers the dimensionality of network data by converting it to
pictures.+e detection accuracy, false alarm rate, and detection
rate are all enhanced via training and recognition. Shettar et al.
[6] utilized Keras on top of TensorFlow to categorize various
assaults using supervised deep learning and achieved the best
accuracy using RNN deep learning technology. Zhang et al. [7]
implemented random forests and SVMs using the Spark
framework. Other machine learning methods were evaluated
and compared to multilayer deep perceptions. We may con-
clude from studies that although deep learning algorithms are
more accurate than conventional machine learning algorithms,
they need more time to examine data. +e static network in its
traditional form intrusion detection is often classified as either
host-based or network-based. +e Internet of cars’ intrusion
detection is accomplished by filtering the data transferred
between vehicles. Due to the fact that the Internet of Vehicles is
also linked to the Internet or to a specialized network, tradi-
tional harmful attack techniques are also successful on the
Internet. +ey are more damaging, which necessitates more
stringent standards for intrusion detection protection. Com-
bining the features of the Internet of Vehicles’ massive traffic
and multidimensional complexity, the application of deep
neural network detection. Due to the benefits of distributed
parallel computing and its rapid and influential features, this
article proposes using a combined deep learning algorithm
with the Spark framework [8, 9] for intrusion detection. By
utilizing the Spark architecture, the traditional deep learning
algorithm is improved. Combining CNN and LSTM, Dey [10]
proposed the CNNGLSTM algorithm model, which was used
to analyze the NSL-KDD dataset [11] and the UNSW-NB15
dataset [12–15] in order to minimize security attacks on

connected vehicles. Its primary objective is to decrease the time
needed to identify assaults and increase the accuracy of clas-
sification jobs, which is more appropriate for the Internet of
Vehicles’ real environment. Each indication has been enhanced
as a result of experimental research. Researchers are proposing
various protocol schemes [16–20] to maintain the integrity,
confidentiality, and security of the information shared among
users and servers.

+e rest of this paper is structured as follows: Section 2
describes the CNN-LSTM algorithm. +e Spark framework
and NSL-KDD dataset are mentioned in Sections 3 and 4,
respectively. Result analysis is given in Section 5, followed by
the conclusions in Section 6.

2. CNN-LSTM Algorithm

CNN is suitable for extracting data features; LSTM is suitable
for processing time series, solving the dependency problem
between time-series data, and improving recognition accuracy.
+is paper combines the advantages of the two algorithms and
proposes the CNNGLSTM algorithm. Convolution neural
network (CNN) [21] evolved from multilayer perception
(MLP) [22]. Compared with traditional feature selection al-
gorithms, this algorithm can learn features better. +e more
traffic data CNN can learn, the more useful features there are,
the better the classification, which is suitable for large-scale
network environments. As shown in Figure 1, its structure is
divided into a convolution layer, a pooling layer, and a fully
connected layer. +e role of the convolution layer is to extract
features, and the role of the pooling layer is to sample the
features. Finally, the fully connected layer is responsible for
connecting the extracted features and obtaining the classifi-
cation results through the classifier.

+e long-term memory network (LSTM) is an improved
recurrent neural network (RNN) method, which aims to
alleviate the explosion gradient problem. Compared with
traditional RNN units, LSTM uses a set of gate functions to
control feedback so that short-term errors will eventually be
deleted while persistent features will be retained. +e data
processing flow is shown in Figure 2.

+e LSTM is abstracted into four subnets (p-net, g-net,
f-net, and q-net), a collection of gate controllers, and a link to
the memory component. +e figure’s input and output are
controlled by the vector’s size, x (t). +e state s (t) contains
information about the present learning.

+e CNN-LSTM method is capable of expressing both
temporal and spatial information. Due to the fact that an
intrusion assault occurs in real time, the methods of attack are
varied, as is the target or point of attack. To extract features, a
CNN is utilized, and high-level features may be retrieved using
the convolution kernel operation, which has been successfully
used in image processing [23–25]. Additionally, LSTM utilizes
gate functions to regulate the remembering and forgetting of
previous data, making it ideal for processing long-term se-
quence data and increasing detection accuracy [26, 27]. As a
result, the CNN-LSTM algorithm model is suitable for in-
trusion detection processing in this study. Figure 3 illustrates
the CNN-LSTM algorithm paradigm, and the particular stages
are as follows:
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(1) +e input layer collects real-time Internet of Vehicles
data through the flow data collection module. +is
article uses the dataset to analyze characteristics,
including network protocol types, network service
types, network connection status, and connection
time [28, 29].

(2) According to the data processing steps, the data are
respectively preprocessed, digitized, and normalized.
+e specific operation steps will be described in
detail later.

(3) It sends the processed data to the convolution layer
for feature extraction and outputs the features

through a one-dimensional convolution operation.
Each convolution layer is accompanied by a pooling
layer to reduce feature dimensions, accelerate con-
vergence, and remove redundancy features to pre-
vent network overfitting. +en all local features are
integrated through the fully connected layer to form
an overall feature. Finally, the leaky ReLU activation
function in the fully connected layer is operated
[30–32].

(4) Input the features extracted by CNN into LSTM.
After the SoftMax function, the classification result
of network data is obtained [23, 33, 34].

Input Convolution Max Poolling Max Poolling Drop out Fully Connected Output
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Figure 1: CNN architecture.
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3. Spark Framework

To enhance detection efficiency, this study makes use of the
Apache Spark framework, a large data processing platform
focused on speed, simplicity of use, and sophisticated
analysis. It was created in 2009 [8–10] at the University of
California, Berkeley, and became one of the Apache open-
source projects. In comparison to other big data technol-
ogies such as Hadoop, Storm, and MapReduce, Spark offers
the following advantages [35–37]:

(a) Spark offers a consistent and comprehensive
framework for handling diverse datasets and data
sources (batch or real-time streaming data) with
varying characteristics (text data, chart data, etc.)
[38, 39].

(b) Spark improves the performance of Hadoop cluster
apps operating in memory by 100 times and the
speed of Hadoop cluster applications running on the
disc by ten times [14, 40].

(c) When compared to MapReduce, Spark performs
quicker data calculations and offers more robust
functions [25, 41].

When the quantity of processed data surpasses the ca-
pacity of a single machine (for example, a computer with
4GB of memory must process more than 100GB of data), or
when the amount of processed data is trivial, nonetheless,
the calculation is difficult and time-consuming. As a result,
the Spark cluster can use its massive computational capa-
bilities to perform the analysis in an organized fashion. +e
architecture’s schematic design is shown in Figure 4.

Using the Spark distributed open-source framework, the
experimental PCs are connected to form a master-slave
control structure. +e master node performs task schedul-
ing, distribution, and fault tolerance on the slave nodes, and
the slave nodes realize parallel computing.+is structure has
been proven to be an owner of a distributed design with high
reliability, high concurrency, and high-performance com-
puting capabilities. +e HDFS storage system of the node is
then used to store the data, and the combined deep learning
algorithm is used for intrusion detection.

4. NSL-KDD Dataset

In contrast to a conventional network, the heterogeneous
communication network created by vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communication are
formed by the self-organization of vehicle nodes. Driving, fast
channel fading, strong Doppler effect, and rapid network
topology changes are all examples of rapid network topology
changes. However, the attack techniques used against the
Internet of Vehicles throughout the communication process
are very similar to those used against conventional networks,
including backdoor assaults and denial of service attacks. To
evaluate the proposed Spark-based distributed combined
deep learning intrusion detection method for the Internet of
Vehicles, the proposed deep learning algorithm is applied to
two intrusion detection benchmark datasets, namely, NSL-

KDD [11] and UNSW-NB15 [12], in order to develop an
effective intrusion detection system for the Internet of Ve-
hicles’ external communication. +ere are a total of 21,473
pieces of training data and 51,025 pieces of test data in the
experimental dataset.

+e NSL-KDD dataset is a refinement of the KDD CUP
99 data collection [12]. It eliminates redundant records from
the CUP 99 dataset and addresses the classifier’s bias for
repeating records. In comparison to the KDD 99 dataset, the
usage of NSL classification of the KDD dataset will provide
comparable or superior accuracy. As a result, it is widely
regarded as one of the most effective datasets for intrusion
detection studies. +e dataset’s assaults are classified into
four groups.

(1) Denial of service (DoS): the intruder will send many
malicious requests to the server, causing the ma-
chine’s memory and computational resources to
become insufficiently full or busy to handle genuine
traffic, thus denying regular users services.

(2) User-to-root (U2R): this is a kind of attack in which
the attacker tries to acquire administrator privileges
through regular user access.

(3) Remote-to-local attack (R2L): the attacker wishes to
transmit data to a computer via a network in order to
obtain access to the machine fraudulently.

(4) Detection attack (Probe): the network is scanned to
obtain detailed information about the user’s device.

In addition, the dataset contains 49 features, which
constitute the traffic that exists between the host and the
network data packet and are used to distinguish normal or
abnormal observation results. Compared with other data-
sets, it contains both real-scene data and synthetic data.
Attack behavior and the complexity of UNSW-NB means
dataset are valid and reliable.

5. Result Analysis

+e CNNGLSTM algorithm and SVM, RNN, CNN, and
LSTM algorithms are used to compare the accuracy rate
(AC) and false alarm rate (FPR) of different attack types.+e
CNN-LSTM method has a high classification detection rate.
Compared with other algorithms, it has a lower false alarm
rate.

To verify the overall effectiveness and comparison of the
experiment, this paper uses two datasets of NSL-KDD and
UNSW GNB15 to compare the accuracy rate (AC) and false
alarm rate (FPR) of the above five algorithms. +e experi-
mental results are shown in Figures 5 and 6.

It can be seen from Figures 7 and 8 that CNN-LSTM
performs well in the NSL-KDD dataset and UNSWGNB15
dataset reaching 7% and 99%, respectively.+e accuracy rate
of 4% also has the lowest false alarm rate of two, respectively,
24% and 2.17%. +erefore, this algorithm has better per-
formance characteristics among similar algorithms.

All the deep learning algorithms discussed in this article
are implemented in a distributed manner under Apache
Spark. +e experimental results are shown in Figures 7 and 8.
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Figure 4: Apache spark architecture.
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Figure 5: Performance comparison of various algorithms under NSL-KDD dataset.
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Figure 6: UNSW-NB15 dataset performance comparison of each algorithm.
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Figure 7: Detection time of each algorithm under the NSL GKDD dataset.
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It can be seen that compared with traditional nonparallel
machines and deep learning algorithms, the training and
testing time is significantly shortened. Furthermore, the ex-
perimental results show that the training time and test time
used by the CNN-LSTM algorithm are the shortest.

6. Conclusion

Comparative experiments found that because of the slow
detection speed and low detection efficiency of big data in
intrusion detection systems, the advantages of distributed
frameworks and deep learning algorithms are fully con-
sidered, and the distributed architecture is combined with
the deep learning CNN-LSTM algorithm. +rough data,
the detection efficiency and detection time are improved
after the data is standardized by preprocessing and other
methods. Experimental verification on the NSL-KDD
dataset and the UNSW-NB15 dataset shows that the deep
learning algorithm of CNN-LSTM using the Spark
framework is comparable to other deep learning algo-
rithms. It reduces the training time and test time, im-
proves the detection rate, can well meet the real-time
requirements of intrusion detection, and more satisfies the
actual needs of the Internet of Vehicles for intrusion
detection. In the next step, this article will improve based
on intrusion detection performance and reduction of
detection time, and we will further focus on the detection
capabilities of deep learning algorithms, conduct intru-
sion detection on distributed platforms, and explore
suitable distributed deep learning algorithms to meet the
needs of intrusion detection for car network information
security. A more efficient algorithm handles the network
data traffic of the Internet of Vehicles and enhances the
adaptability of the algorithm [42].

Data Availability

+e data used to support the findings of this study are
available from the author upon request (kusumasyadav0@
gmail.com).
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*is paper discusses the importance of modeling financial time series as a chaotic dynamic rather than a stochastic system. *e
dynamical properties of a financial time series of an economic institution in Iran were analyzed to identify the potential occurrence
of the low-dimensional deterministic chaos. *is paper applies several classic nonlinear techniques for detecting the chaotic
nature of the time series of loan payment portion and proposes a modified nonlinear predictor scheme for forecasting the future
levels of the nonperforming loan.*e auto mutual information was implemented to estimate the delay time dimension, and Cao’s
approach, along with correlation dimension methodology, quantified the embedding dimension of the time series. *e results
reveal a low embedding dimension implying the chaotic nature exists in the financial data. *e maximum Lyapunov exponent
measure is also adopted to investigate the divergence or convergence of the trajectories. Since positive Lyapunov exponents are
revealed, the long-term unpredictability of the time series is proved. Lastly, a modified nonlinear local approximator is developed
to forecast the short-term history of the time series. Numerical simulations are provided to illustrate the adopted nonlinear
techniques.*e results reported in this paper could have implications for commercial bank managers who could use the nonlinear
models for early detection of the possible nonperforming loans before they become uncontrollable.

1. Introduction

Banks and financial institutions have played a significant
role in balancing the economic life of the people in recent
decades owing to the development of the countries and the
development of new financial opportunities for the mer-
chants. Lending is one of the primary and popular ap-
proaches in such financial organizations aiming to make a
loan to somebody on the condition that the amount bor-
rowed is to be returned, usually with an interest fee.
However, in some cases, the nonperforming loan (NPL)
problem occurs when the borrowed money is not returned
in the scheduled period. High levels of NPL mean reducing
the income of the banks, which in turn leads to severe
economic losses. *erefore, governments have paid more
attention to this issue in recent years. Accordingly, a
weakening in bank loan services may cause a delay in
economic growth and can be a good reason for the economic

crisis. It has been argued that NPLs may create economic
stagnation and, therefore, can deter economic growth and
weaken financial efficacy [1]. On the other hand, high levels
of NPLs harm the growth rate of gross domestic product [2].
Given the importance of this issue, the governments and
financial sectors should encourage researchers to conduct
studies on this issue and banks to implement research results
in practice.

As a result, NPL ratios should stand at low or man-
ageable levels before the crisis. *e NPL ratio prediction
method is necessary to achieve this goal based on previous
information. Various studies have attempted to study the
relationship between various economic factors and the NPLs
to forecast the NPLs. In [1], a heuristic hybrid classification
method has been used to predict banks’ nonperforming
loans using some macroeconomic and bank-specific fea-
tures. Tang et al. [3] have used a stepwise discrimination
algorithm to find essential factors for building distance
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discrimination and Bayesian discrimination models to de-
termine whether an NPL has a zero or positive recovery rate.
In [4], three two-phase mixture models of logistic regression
and artificial neural networks have been developed to create
an economic distress warning system appropriate for Tai-
wan’s banking business. *e application of a neural network
predictor in forecasting loan recovery in the Nigerian fi-
nancial institutions has been reported in [5]. In [6], the
principal component analysis (PCA) technique has been
adopted for feature selection for prediction models of
Chinese bank loans. *en, the models have been assessed
using the TOPSIS multicriteria decision-making approach.
Saha et al. [7] have utilized machine learning strategies such
as ontology, text, data mining, and multiagent approaches to
develop a knowledge-determined automatic acquiescence
auditing method for bank loans. Some studies have used
other techniques, such as nonlinear regression models for
loan prediction [8, 9].

Most of the studies mentioned above have tried to check
whether a particular financial or banking attribute influences
NPLs quotient or not. In most cases, just some measurable
quantities which depend on the underlying and usually
unknown dynamics of the NPL rate are available. Since
many factors affect the ratio of NPLs, the inherent nature of
NPLs becomes more complicated and nondeterministic. In
such situations, linear estimators that minimize the variance
fail to reach the best fitting or forecasting purposes [10].
Moreover, the designer should correctly set many model
parameters in the previous nonlinear models (such as neural
networks). *erefore, it is hard to predict and interpret the
long-term future of NPLs with limited features.*e complex
behavior of the NPLs cannot be easily modeled using the
common linear or nonlinear statistical approaches, such as
autoregressive methods and neural networks. *us, it would
be better to use alternative nonlinear powerful techniques
that utilize the inherent attributes of the NPLs’ nature, such
as chaos [11]. In the past few decades, the concept of
nonlinear dynamical systems and chaos theory has changed
the treated manner of financial systems. *e complicated
behavior of NPLs can be interpreted using a chaotic system
(as well as chaos theory) with high sensitivity to the initial
conditions.

Chaos is a particular version of nonlinear dynamics that
possesses unique attributes such as incredible sensitivity to
the initial states (a tiny change in the starting point will
produce a significant diversity in the future), broad Fourier
transform spectrum, irregular attractors (the states are lo-
cally unbounded but globally bounded), and fractality
property. A chaotic phenomenon is neither stochastic nor
random; it is a deterministic system in which some equations
are available to determine its behavior. Moreover, although
the chaotic time series are not periodic and random, they
exhibit a sense of order and pattern. Such unique and
complicated appearances can be detected using nonlinear
techniques, including phase space reconstruction, false
nearest neighbor (FNN) algorithm, correlation dimension
method, and Lyapunov exponent. Consequently, many real-
world applied systems that may seem to have random nature
can possess a nonlinear deterministic and potentially chaotic

behavior. In this line, with the introduction of the ability to
model and predict the future of chaotic time series through
nonlinear deterministic system theory, many researchers
have attempted to study and detect chaos in time series of
multidisciplinary fields [12, 13]. Also, complex nonlinear
dynamical modeling and analysis have recently become
more important in advanced science approaches [14–16] and
[17]. However, a chaotic time series analysis is still a good
choice in many economic-related issues.

In [18], Novikov’s theorem has been utilized to model
the complicated dynamics of noisy credit risk contagion with
time delay, and the Hopf bifurcation and chaotic behaviors
are evaluated. In [19], some numerical approaches have been
applied to discover Hopf bifurcation, inverse bifurcation,
and chaos phenomena in the credit risk contagion dynamics.
Lahmiri [20] has investigated the fractal inherence and
chaotic behavior in returns and volatilities of family business
companies of Morocco, using Hurst exponent and an
autoregressive model. In [21], the phase synchronization
method has been introduced for analyzing the chaotic be-
havior of stock price and index movements in crisis stages.
For identifying the quality of similarity measure of financial
time series, three techniques including information cate-
gorization approach, reconstructed phase space clustering
strategy, and system methodology with squared Euclidean
distances have been used in [22]. In addition to these works,
some research in the literature aims to predict the chaotic
financial time series. In [23], a self-organizing map neural
network along a recommender system has been proposed to
cluster and predict stock price time series. Yang and Lin [14]
have applied empirical mode decomposition and phase
space reconstruction methods combined with extreme
learning machines for predicting financial exchange rates’
time series forecasting. *e artificial neural network method
is the main andmostly applied technique in the literature for
predicting the future of the financial chaotic time series
[24–27]. To the best of our knowledge, no single review
article detecting and predicting chaos in NLPs’ time series
has been published; therefore, it will be addressed in the
present work.

*is research aims to investigate the financial time series
behavior of the primary interest-free institution of Iran
named Omid Entrepreneurship Fund (OEF). *e main
purpose is to identify the potential occurrence of low-di-
mensional deterministic chaos in the financial time series of
OEF and to propose an efficient forecasting technique to
predict the future events of NPLs. *e dataset is collected
during the last five years of the OEF activity. We adopt the
loan payment percent (LPP) as the time series to be analyzed.
We try to predict the future of the LPP with a modified
chaos-based nonlinear methodology. As a result, the pre-
dicted values can be utilized to detect and predict NPLs
(an NPL can be determined by an LPP less than a specific
value in a given time) before they become uncontrollable.
*e superposition of all exogenous and endogenous vari-
ables affects the loan payment percent. Hence, in this paper,
the effects of exogenous and endogenous were considered
indirectly. *e delay time dimension is discovered using
auto mutual information to investigate the chaos in the time
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series. It is employed to rebuild the irregular attractors. *e
embedding dimension is calculated via Cao’s technique and
correlation dimension approach. *e quantity of the sen-
sitivity to the initial states is computed with the help of the
largest Lyapunov exponent (LLE) principle. *e given
positive Lyapunov exponents assure the exponential devi-
ation of the trajectories and, therefore, the unpredictability
of the time series. Finally, a modified nonlinear predictor is
realized to forecast the financial time series. All the men-
tioned approaches are illustrated using computer
simulations.

*e rest of this article is organized as follows. In Section 2,
the nonlinear chaos-based techniques are presented. Section 3
deals with the description of a modified prediction scheme. In
Section 4, some computer simulations are carried out. Finally,
concluding remarks are provided in Section 5.

2. Nonlinear Techniques for Analyzing Chaotic
Time Series

*is section discusses the adopted nonlinear techniques for
chaos detection in the financial time series.

2.1. Phase Space Rebuilding. Since the chaotic dynamics of
an irregular time series are not precisely known, a phase
space estimation of the state space of a time series can be
effectively used to rebuild the equivalent irregular attractor.
To this end, the time series is converted into the geometry of
a single moving point along a chaotic trajectory, where each
of its points corresponds to a state of the analogous chaotic
system. As a result, the phase space rebuilding can be
inferred as a multidimensional depiction of a single-di-
mensional nonlinear time series. A delay-based applied
method for rebuilding the phase space has been introduced
by Takens [28]. *e main idea of the Takens method is that
the matching trajectories of the systems with a set of nat-
urally deterministic dynamics can reach toward the subset of
the phase space (i.e., the attractor). So, that technique assures
that an m-dimensional space can be created to embed the
original behavior of a given time series Xi, i � 1, 2, . . . , N, in
which each element of the state vector is obtained via the
delay coordinates as below [28]:

Yj � Xj, Xj+τ , Xj+2τ , . . . , Xj+(m− 1)τ􏼐 􏼑, (1)

where j � 1, 2, . . . , N − (m − 1)τ/Δt, m is named the em-
bedding dimension (m≥d where d shows the dimension of
the attractor), τ denotes the delay time, and Δt represents the
sampling time. Computational errors caused by a finite
precision arithmetic allow to consider one pseudotrajectory
computed for a sufficiently large time interval [29–31].

2.2. TimeDelay Estimation. Two main approaches can carry
out a proper estimation of the time delay τ. In the first
strategy, one can calculate the autocorrelation function of
the time series and choose the first zero-crossing time. In this
strategy, the Xi+τ sample can be fully decorrelated from the
Xi sample, once the autocorrelation function reaches zero at

spots the past point [32, 33]. *is technique reproduces only
linear features of the dynamics and usually requires sup-
plementary data. At the same time, the other methodology
involves a nonlinear autocorrelation function namedmutual
information (MI) to compute the delay from the time series
[34]. Shannon’s information theory inspires the main mo-
tivation of this technique to produce the information ac-
complished from examinations of one random event on
another using the MI criterion. *e MI is a nonlinear
equivalent to the correlation function, and both linear and
nonlinear reliance among two time series can be measured
by it. Once theMI is adopted for time-delayed translations of
the identical sequence, it is named auto MI (AMI).

Usually, the MI recognizes the quantity of information a
signal gives regarding the other signal. *us, the AMI cal-
culates the approximate degree of forecasting Xi+τ from Xi.
From an information-theoretic point of view, the AMI
discovers how the measurements Xi are joined Xi+τ . *e
following formula gives the AMI [34]:

I(τ) � 􏽘
Xi,Xi+τ

P Xi, Xi+τ( 􏼁log2
P Xi, Xi+τ( 􏼁

P Xi( 􏼁P Xi+τ( 􏼁
􏼠 􏼡, (2)

where i denotes total sample number, P(Xi) and P(Xi+τ)

show the marginal probabilities for measurements Xi and
Xi+τ , respectively, and P(Xi, Xi+τ) gives their connection
probability density for measurements Xi and Xi+τ .

Remark 1. A delay time τ that minimizes I(τ) for t � τ and
Xi+τ appends the highest information on Xi has the optimal
value.

2.3. Embedding Dimension. *e minimum number of the
state variables needed to display the system behavior is called
the embedding dimension m. *e Grassberger–Procaccia
(GP) [35], the singular value decomposition (SVD) [36], the
FNN [37], and Cao’s scheme [38] are the main approaches
for obtaining the minimum embedding dimension from a
scalar time series. *e delay coordinates at a specified time
delay τ are used in the GPmethod to rebuild the dynamics of
a scalar time series in an embedding space of dimension m.
Although this procedure is data demanding and subjective
and consumes more time in the simulation, it can determine
the time series’s chaotic and/or random nature. With the
help of singular values of embedding, the quantity of var-
iance of the trajectory’s projection on the orthogonal di-
rections in the embedding space is used in the SVD method.
*e minimum dimension is computed by the number of
directions the rebuilt trajectory sees and determined by the
large singular values.*emain drawback of the SVD scheme
is its subjectivity to the number of singular values.

*e FNN algorithm is inspired by the fact that the orbits
of a chaotic attractor cannot cross or go beyond each other.
In contrast, when a lower dimension than the adequate
characterizes an irregular attractor, a junction and/or an
overlap occurs. In other words, the FNN algorithm relies on
that if a too low embedding dimension is chosen, the points
distant from each other in the original phase space will be
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closed in the rebuilt phase space. Subjectivity and the need
for supplementary data are weaknesses of this approach.

*e drawbacks of the algorithms above are tackled using
Cao’s strategy. *is scheme adopts a scalar time series
X1, X2, . . . , XN and the delay time vector (1) with the fol-
lowing norm [38]:

a(i, m) �
yi(m + 1) − yn(i,m)(m + 1)

����
����

yi(m) − yn(i,m)(m)
����

����
, i � 1, 2, . . . , N − mτ,

(3)

where yi(m + 1) denotes the ith reconstructed vector with
embedding dimension m + 1, i.e., yi(m + 1) � (Xi,

Xi+τ , . . . , Xi+mτ), 1≤ n(i, m)≤ n − mτ stands for an integer
such that yn(i,m)(m) is the nearest neighbor of yi(m) in the
m-dimensional rebuilt phase space, and ‖yk(n)−

yl(n)‖ � max0≤j≤n− 1|xk+jτ − xl+jτ|.

Remark 2. If yn(i,m)(m) is equal to yi(m), the second nearest
neighbor is adopted instead of it.

In Cao’s and FNN approaches, any two points represent
true neighbors that their nearness in the m-dimensional
rebuilt phase space guarantees that they are still near in the
(m + 1)-dimensional rebuilt phase space. If this condition is
not met, the two points will be interpreted as false neighbors.
In a perfect embedding, no false neighbors should be
supposed. In [32], a false neighbor has been recognized by
checking whether a(i, m) is larger than some threshold rate.
Nonetheless, it is clear from (3) that this requires the de-
rivative of the original signal. Hence, different threshold
values are essential for different phase points i implying that
it is difficult to gain an appropriate threshold value inde-
pendent of the values of m, Xi, and the time series.

To circumvent the issue above, Cao has applied the
average value of all a(i, m) s as another quantity as follows:

E(m) �
1

N − mτ
􏽘

N− mτ

i�1
a(i, m). (4)

*e variation of E(m) from m to m + 1 can be evaluated
using the following formula [35]:

E1(m) �
E(m + 1)

E(m)
. (5)

Once the time series appears from a chaotic attractor,
E1(m) ends variation when m is greater than a fixed value
m0. In this situation, m � m0 + 1 is taken as the minimum
embedding dimension.

2.4. Largest Lyapunov Exponent Measure. It is well known
that once a time series is susceptible to the initial states, it will
be unpredictable, at least for the long term. *e highly
sensitive time series have divergent exponential trajectories
varying with small fluctuations of the initial states. A mean
norm of this divergence and the unpredictability of a chaotic
time series are given by the Lyapunov exponent measure, in
which it expresses the rate of division of infinitesimally close
states. *e LLE calculates the deviation of close trajectories

in the phase space. *erefore, a positive Lyapunov exponent
implies the occurrence of chaos.

Suppose that st1 and st2 are two points in two trajectories
in the state space with ‖st1 − st2‖ � z0≪ 1. If Δt time steps
are continued, one has zΔt � ‖st1+Δt − st2+Δt‖, zΔt≪ 1 and
Δt≫ 1, which means that the initial division z0 will diverge
the trajectories with an exponential rate, zΔt � eλΔt z0, where
λ is the Lyapunov exponent [39]. As a result, a positive λ
assigns an exponential divergence of the closed trajectories,
implying a chaotic behavior. On the other side, dissipative
and nonconservative time series show negative Lyapunov
exponents, and their trajectories will attain a stable equi-
librium point or a periodic orbit. Also, the Lyapunov ex-
ponent of the conservative time series is equal to zero.

In work [40], a numerical algorithm has been given for
determining the LLE of the scalar time series. *e algorithm
looks for every neighbor within a neighborhood of com-
mand trajectory and gets the average distance of neighbors
and the command trajectory as a function of time. *is
algorithm computes a stretching factor S(τ) whose slope is
equal to the LLE.*e methodology in [39] takes a t from the
set Tτ � m, m + 1, . . . , T − τ{ } to find Ut � ε− neighborhood
of an arbitrary point Xt in the time series. Afterward, for all
i ∈ Ut, the distance of Xt and a neighbor of it is computed as
|Xt+τ − Xi+τ|, and the logarithm of the mean of these dis-
tances is found. *is process is repeated for all t ∈ Tτ , and
the stretching factor is achieved.

S(τ) � mean
t∈Tτ

ln mean
i∈Uτ

Xt+τ − Xi+τ
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑􏼠 􏼡􏼠 􏼡. (6)

*e other algorithm for estimating the LLE of a scalar
time series has been introduced by Rosenstein et al. [41].*is
algorithm utilizes all the information of the entire dataset
rather than relying on one trajectory. Once the phase space is
built by supposed τ and m, a point Xn0 is taken, all neighbor
points Xn closer than a distance r are recognized, and the
average distance from that point between them is calculated.
*is process is reiterated for N points along the trajectory to
find an average value of S as follows:

S �
1
N

􏽘

N

n0�1
ln

1

UXn0

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌

􏽘 Xn0
− Xn

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
⎛⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎠, (7)

where |UXn0
| denotes the number of neighbors recognized

around the point Xn0
. *e diagram of the stretching factor

against time t � NΔt appears an arc with a linear increase at
the start, continued by an approximately smooth area.

2.5. Surrogate Data. One of powerful tools for the nonlin-
earity examination is surrogate data test [12, 42], in which
the null hypothesis indicates that the observed spatial series
is produced by a Gaussian (linear) process with a possibly
nonlinear static transform.*is method considers the mean,
the standard deviation, the cumulative distribution function,
and the power spectrum of the original data. *e surrogate
approach produces substitute data with the identical
probabilistic organization as the original data [12].
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*e iterative amplitude-adjusted Fourier transform
(IAAFT) has been introduced in [42] to produce the surrogate
datasets. In this approach, the created surrogates rely on the
idea of generating constrained realizations, where the mea-
surable features of the spatial series are taken into account
rather than the basic model equations [12]. *e null hy-
pothesis of underlying Gaussian linear stochastic processes
can also be formulated, denoting that randomized samples
can be created by generating orders with the same linear
attributes as the observed data but which are otherwise
random [12]. In the surrogate data test, if the squared am-
plitudes of the discrete Fourier transform are adopted to
denote the linear characteristics of the data, the surrogate
spatial series will be produced by multiplying the Fourier
transform of the data by random phases and subsequently
transforming back to the time domain [12]. An appropriate
subsequence of the data is chosen before creating the sur-
rogates to avoid the periodicity artifact from leading to false
nonlinearity test outcomes [12]. Moreover, windowing and
zero-padding techniques can be applied to suppress the edge
effects’ problems. However, these methods degrade the
invertibility of transform and, therefore, cannot be effectively
applied for the phase randomization of the surrogates [12].

In the surrogate data test, the IAAFT is applied to
preserve the probability density function and the correlation
structure (and therefore the power spectrum) of the original
data by iteratively minimizing the deviation. *e main
procedure of the adopted algorithm is given below [12, 43].

(a) A sorted record of the original spatial series sn􏼈 􏼉 and
the squared amplitudes of its Fourier transform,
S2k � |􏽐

N− 1
n�0 ej2πkn|2, are saved.

(b) *e data are randomly shuffled (without substitu-
tion) S(0)

n􏼈 􏼉 to corrupt any nonlinear associations and
correlations.

(c) *e Fourier transform of S(i)
n􏼈 􏼉 is calculated, and its

squared amplitude is substituted by S2k. *e result is
transformed back to the time domain.

(d) *e resulting series is ranked in order, and each
value is replaced with the original series value with
an equal rank. *is work corrects the probability
density function of the data and modifies the power
spectrum once more.

(e) Steps (c) and (d) are repeated to achieve a given
accuracy.

3. Nonlinear Predictor

In nonlinear dynamics theory, although chaos is deter-
ministic, it cannot be cast further than short intervals. *e
average forecast horizon of a chaotic time series can be
reached by the LLE norm as follows [44]:

Δtmax �
1

λmax
. (8)

In recent years, some approximate linear and/or non-
linear algorithms have been presented in the literature to
forecast the future of the chaotic time series. In [45], a simple

nonlinear technique has been provided, restated as follows.
First, the delay time of the time series Xi, i � 1, 2, . . . , N, is
calculated to rebuild the phase space. *en, the irregular
attractor is established with an embedding dimension m, and
the following m-dimensional map fT is applied to model the
dynamics of the time series.

Yj+T � fT Yj􏼐 􏼑, (9)

where Yj and Yj+T are vectors of dimension m in which they
denote the state at the current time j and the state at the
future time j + T, respectively.

*e next step is to get the help of the observed time series
to discover a proper estimation of fT. In the local ap-
proximation procedure [44], a locally piecewise structure is
adopted to build the dynamics in the embedding space.
Moreover, the domain is divided into some local neigh-
borhoods, and the model is accomplished for each neigh-
borhood separately, resulting in a different fT for each
subset. Hence, the dynamics of the system are governed part
by part, and the complexity of fT is considerably reduced
without affecting the accuracy of the forecast.

*e deviation of the trajectory concerning the time
should be estimated to forecast in the m-dimensional space.
Regarding the relation of the Xt and Xt+p points, the future
of the system at the time p on the irregular attractor can be
estimated via a nonlinear function F as follows:

Xt+p � F Xt( 􏼁. (10)

*e primary assumption of this forecast algorithm is that
the variation of Xt with time on the irregular attractor is
identical to those of close points (XTh

, h � 1, 2, . . . , n).
Afterward, Xt+p is built by the order d polynomial F(Xt) as
follows.

Xt+p � f0 + 􏽘
m− 1

k1�0
f1k1

Xt− k1τ + 􏽘
m− 1

k2�k1
k1�0

f2k1k2
Xt− k1τXt− k2τ

+ · · · + 􏽘
m− 1

kd�kd− 1
...

k1�0

fdk1k2...kd
Xt− k1τXt− k2τ · · · Xt− kdτ.

(11)

In [44], it has been suggested that using n of XTh
and

XTh+p with known values, the coefficients f can be reached
by the following equation:

X � Af , (12)

where X � (XT1+p, XT2+p, . . . , XTn+p), f � (f0, f10, f11,

. . . , f1(m− 1), . . . , fd(m− 1)(m− 1)···(m− 1)) and A is a n(m + d)!/
m!d! Jacobian matrix described below.

A �

XT1
XT1− τ . . . XT1− (m− 1)τ X

2
T1

. . . X
2
T1− (m− 1)τ

XT2
XT2− τ . . . XT2− (m− 1)τ X

2
T2

. . . X
2
T2− (m− 1)τ

. . . . . . . . . . . . . . . . . . . . .

XTn
XTn− τ . . . XTn− (m− 1)τ X

2
Tn

. . . X
2
Tn− (m− 1)τ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(13)
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However, in this paper, the idea of memory usage is
proposed. In our approach, the Jacobian matrix A not only is
constructed by m points of the current attractor, but also
benefits the other m points of the past attractors to increase
the accuracy of the approximate model. *us, the size of the
Jacobian matrix A is modified as n(K(m+

d))!/(Km)!(K d)!, where 1≤K≤m is selected as an integer.
*e rows matrix A must approve the following inequality to
attain a sure solution:

n≥
(K(m + d))!

(Km)!(K d)!
. (14)

4. Data and Numerical Results

In this section, a brief description of the adopted data is
given. *en, comprehensive numerical simulation and
analysis are provided to verify the data’s complex behavior
and forecast the short-term future of the chaotic financial
time series.

4.1. Financial Data. Recently, some microfinance institutes
have the mission of providing limited loans with no (or at
least a minimum) interest. *e target population of such
interest-free organizations is low-income people who lack
access to the financial services of other banks or traditional
financial institutions. *e essential condition for requesting
an interest-free loan is that the recipient must prove setting
up a small-scale enterprise. *e essential goal of such
microfinance institutions is to help low-income people get
better access to financial services and finance small or
medium projects. Omid Entrepreneurship Fund (OEF) is
the biggest and the most important interest-free institution
in Iran. OEF has at least one branch in each state of Iran. We
have taken the five-year loan payment percent of two
branches of OEF that have the highest activity in the con-
sidered time horizon and call them B1 and B2 branches. For
the considered loans, the due of the first installment is in the
range of years 2011–2017. *e considered period does not
contain any crisis years and other shocks. Since an NPL is
defined as a loan with no payment for at least 18 months for
the OEF policies, the two last years’ data (which do not
contain an NLP) are removed. *e time series of the two
time series are depicted in Figure 1. Furthermore, the sig-
nificant statistical attributes of these time series are given in
Table 1.

4.2. Phase Space. We choose m � 2 and τ � 1 to rebuild the
phase space and make an illustrative attractor. In this case,
the irregular attractor will be projected to the plane
Xi, Xi+1􏼈 􏼉. Figure 2 depicts the phase space reconstruction of
the B1 and B2 time series. One sees that an irregular attractor
occurs in both the phase space plots. Moreover, these plots
deny the requirement for a stochastic modeling approach for
the time series because the attractors are in well-defined
regions, implying that the deterministic chaos can effectively
elucidate the system dynamics.

4.3. Time Delay Assignment. *e time delay is estimated
using the AMI algorithm with a delay time belonging to
[1, 30]. *e results for the two datasets are illustrated in
Figure 3. Finding the first local minima on the diagrams is
needed to estimate an appropriate time delay. *is happens
in the delay time of 4 and 3 for B1 and B2, respectively.

4.4. Embedding Dimension Estimation. Cao’s algorithm is
implemented to find the minimum value of the embedding
dimension to determine the sufficient embedding dimension
for the phase space reconstruction. *e maximum value of
the embedding dimension is assigned equal to 50 to achieve
a good result. *en, the criterion E1(m) is depicted versus
the variation of m. *e simulation results are plotted in
Figure 4. Figure 4(a), which stands for B1 time series, shows
that E1(m) end varies m0 � 16. *us, based on Cao’s
technique, the minimum embedding dimension for B1 is
m � m0 + 1 � 17.

On the other hand, as Figure 4(b) shows, the curve
E1(m) ends vary with m0 � 15 in the case of B2. So, the
minimum embedding dimension of these data equals to
m � m0 + 1 � 16. *e most important issue is that since
E1(m) does not vary after some finite value of m0, both the
time series B1 and B2 are originated from an irregular
attractor, implying the existence of chaos.

4.5. Largest Lyapunov Exponent. *e computation of the
LLE is carried out using the algorithm proposed in [41]. *e
time delay and minimum embedding dimension parameters
computed in the previous subsections are used in the nu-
merical simulation. *e curves for the stretching factor S
versus the number of pointsN are displayed in Figure 5. One
can see that linear increased regions with some fluctuations
placed over the linear parts occur. It is noted that owing to
the stretching factor as an average value of the local
stretching or shrinking rates in the irregular attractor, some
fluctuations typically emerge, and the different rates cannot
be continually flattened by the averaging process of the
algorithm [46].

Accordingly, the slopes of the curves about the linear
regions are determined using a least-squares line fitting
approach aiming to achieve the LLEs of the time series. *e
LLEs of the B1 and B2 time series are achieved as 0.0205 and
0.0178, respectively. *ese positive values of the LLEs
confirm the exponential divergence rate of the trajectories
and, then, the chaotic behavior of the financial time series.
Besides, the inverse of the LLEs is computed to get the
forecast horizon. In this situation, it is revealed that the
forecast horizons are 48 and 56 samples for B1 and B2,
respectively. *e predictions over these values are subject to
extreme uncertainties.

4.6. Surrogate Data. *e potential nonlinearity of the time
series can be tested for the surrogate data procedure. At α � 1%
the significance level, to gather 1/α − 1 � 99 surrogate time
series, the iterative algorithm given in the previous subsections
is adopted to verify that if the original data come from a linear
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stochastic process or not. In this regard, the nonlinear pre-
diction error examination is applied for the test statistic. *e
diagram of the nonlinear prediction errors of 99 surrogates,

and the original data are plotted in Figure 6. *e lower thick
long line stands for the prediction error, and the other thin
lines show the other 99 surrogates, indicating that the null
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Figure 1: Time series of (a) B1 and (b) B2.

Table 1: Statistical attributes of the time series.

Statistical attribute B1 B2
Number of data 1138 851
Mean 87.9281 80.0138
Median 100 92.3100
Min 0 1.9300
Max 100 100
Standard deviation 19.8204 24.4088
Variance 392.8466 595.7916
Skewness − 1.9952 − 1.0641
Kurtosis 7.2104 3.0071
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Figure 2: Phase spaces of the time series (a) B1 and (b) B2.
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Figure 3: AMI for the time series (a) B1 and (b) B2.
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Figure 4: Cao’s results for the time series (a) B1 and (b) B2.
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Figure 5: LLEs for the time series (a) B1 and (b) B2.
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hypothesis is declined at the 99% significance level.*is means
that the hypothesis that the data originality is discarded from a
linear stochastic process. *erefore, the surrogate data test
further validates that the correlation dimension’s convergence
occurs due to the low-dimensional dynamics that are domi-
nant in the chaotic systems; i.e., it is not due to the linear
stochastic nature of the data.

4.7. Prediction. We attempted to forecast the future of the
LPP with the modified chaos-based nonlinear prediction
method. *e performed analysis in the prior sections has
proved that the financial time series exhibit a chaotic be-
havior with a long-term unpredictability feature. On the
other hand, the modified local forecasting algorithm can

model their future values quickly. *e inverse of LLEs
suggests that the maximum window for accurate forecasting
is 48 and 56 samples for B1 and B2, respectively. *e mo-
tivation for such prediction is clear: the developments of
many financial processes have become ever more de-
manding for the exact short-term prediction. It is noticed
that the partial predictability of a chaotic time series owes to
its high sensitivity to initial states. *is fact indicates that the
information is built in the whole time series and that short-
time predictions are reasonable. *e forecasting results of
the time series (with K � 2) and the corresponding actual
values are depicted in Figure 7. It is viewed that the fore-
casting results are satisfactory, and they follow the actual
data reasonably accurately, except for extreme value. As a
result, the predicted values can be utilized to identify and
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Figure 6: Surrogate data test for the time series (a) B1 and (b) B2.
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Figure 7: Forecast results for the time series (a) B1 and (b) B2.
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predict NPLs (an NPL is an LPP whose value is less than a
particular fixed constant in a specified time) before they
become uncontrollable. *erefore, these predictions can
help the managers of economic institutions to develop the
necessary policies regarding the budget and the remainder of
the loans.

5. Concluding Remarks

*is paper has introduced the concept of chaotic predictions
over short periods for the loan time series. *e main idea is
that if one can forecast the future behavior of the loan
payment percent, then the nonperforming loans will be
identified. So, the policies can be modified according to the
current state of the budget. Various nonlinear dynamic
methods have been realized to identify the existence of low-
dimensional chaos in the data to implement this idea. First,
the well-known AMI algorithm has discovered the delay
time to rebuild the possible irregular attractors. Afterward,
the dimensionality of the trajectories was detected using
Cao’s technique. A low embedding dimension has validated
the low-dimensional chaos in the financial data. Accord-
ingly, based on the largest Lyapunov exponent norm, it has
been revealed that the time series is susceptible to tiny
fluctuations of the initial states. *is proves the exponential
divergence of the trajectories and the unpredictability of the
time series. Subsequently, the surrogate data examination
has been adopted to verify that the financial time series do
not originate from a stochastic process. Lastly, a modified
local nonlinear approximator has been presented to forecast
the short-term behavior of the time series. *e numerical
simulations on the data collected from an interest-free
economic institution in Iran have confirmed the complex
nonlinear structure of the LPPs. *e findings of this article
may help the managers of the banks and economic orga-
nizations forecast the short-term horizon of the NPLs and,
therefore, balance the budget and loans.
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