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We consider a scheduling problem where a set of jobs are first processed on a machine with an unavailability interval and, then,
delivered to the customer directly. We focus on an integrated schedule of production and distribution such that the sum of the
maximum delivery time and total delivery cost is optimized. We study two classes of processing machines in the production part.
In the first class, the serial-batch machine, the processing time of a batch is the sum of the processing times of its jobs. In the second
class, the parallel-batch machine, the processing time of a batch is the maximum processing time of the jobs contained in the
batch. The machine has a fixed capacity, and the jobs are processed in batches under the condition that the total size of the jobs in a
batch cannot exceed the machine capacity. Two patterns of job’s processing, i.e., resumable and non-resumable, are considered if it
is interrupted by the unavailability interval on the machine. In the distribution part, there are sufficient vehicles with a fixed
capacity to deliver the completed jobs. The total size of the completed jobs in one delivery cannot exceed the vehicle capacity. We
show that these four problems are NP-hard in the strong sense in which the jobs have the same processing times and arbitrary
sizes, and we propose an approximation algorithm for solving these four problems. Moreover, we show that the performance ratio
of the algorithm is 2 for the serial-batch machine setting, and the error bound is 71/99 for the parallel-batch machine setting. We

also evaluate the performance of the approximation algorithm by the computational results.

1. Introduction

Joint consideration of production and distribution is so
beneficial in making higher level decisions for the manu-
facturers in the realistic supply chain environment that
many researchers kept on studying on various models of
such integrated scheduling problems. Potts [1] was probably
the first researcher who considered scheduling with job
delivery. Hall and Potts [2] studied integrated scheduling
that involves a supplier, a manufacturer, and a customer. Up
to now, there are an increasing number of literature and a
variety of new models on scheduling problems with job
delivery. For one machine, Chen and Vairaktarakis [3]
studied the problem to minimize the weighted sum of
maximum delivery time and total transportation cost with a
relative preference, in which sufficient vehicles without
capacity limit were used to deliver completed jobs to cus-
tomers. They proposed two optimal algorithms for one

customer and multiple customers. Chen [4] and Wang et al.
[5] have surveyed the integrated scheduling problems of
production and distribution operation.

In most models of scheduling with delivery, one machine
processes one job at a time. However, a new kind of inte-
grated scheduling problems concerned with batch pro-
cessing has already been investigated by many researchers.
Batch scheduling is motivated by many industrial
manufacturing processes. For example, in the burn-in stage
of semiconductor manufacturing, burn-in ovens can handle
up to multiple jobs simultaneously. Generally, batch-pro-
cessing machine has two versions: serial-batch and parallel-
batch, according to [6]. When processed on the serial-batch
machine, jobs may be batched and one job in a batch is
processed at a time so that the processing time of a batch is
the sum of the processing times of its jobs. Learning effect of
jobs is always accompanied with the serial-batching
scheduling problems. Lee et al. [7] and Pei et al. [8-10]
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investigated the serial-batching scheduling problems with
deteriorating jobs or learning effects to minimize the
makespan. There is no setup time in [7], but there are in-
dependent setup times in [8-10]. Pei et al. [11] considered
the coordinated scheduling problem of production and
transportation with deteriorating jobs. The batches in-
cluding completed jobs would be delivered to a customer by
a single vehicle with only one batch in one delivery. They
analysed some useful properties and presented a heuristic for
the general case and two optimal algorithms for two special
cases. Lu et al. [12] studied the integrated production and
delivery scheduling on a serial-batch machine to minimize
the makespan and considered four different problems from
the situations whether split is allowed in the production or
delivery of the jobs.

When processed on the parallel-batch machine, several
jobs can be processed as a batch simultaneously on a ma-
chine at one time such that the processing time of a batch is
the maximum processing time of the jobs contained in the
batch. The bounded parallel-batch-processing machine
setting is introduced by Lee et al. [13], which is always
encountered in burn-in operations in the semiconductor
industry and heat treatment operations in the metalworking
industries. Uzsoy [14] showed the problem is NP-hard to
minimize makespan on a single bounded parallel-batch
machine and provided some approximation algorithms.
And Brucker et al. [15] discussed two variants: the un-
bounded model and the bounded model. Lee and Lee [16]
developed a heuristic by iterative decomposition of a mixed
integer programming model. Li et al. [17], Gong et al. [18],
Lu and Yuan [19], and Cheng et al. [20] considered some
integrated scheduling of production and distribution on
parallel-batch-processing machines. In [20], the authors
focused on finding a schedule of the jobs and a delivery plan
so that the maximum delivery time of jobs is minimized.
They showed that the problem can be solved optimally in O
(nlogn) time if the jobs have identical sizes and proposed two
approximation algorithms with an asymptotical perfor-
mance ratio of 11/9 if the jobs have identical processing
times and 2 if the jobs have arbitrary processing times and
arbitrary sizes.

Up to now, most works have studied the machine setting
which is always available. But, the machines can become
unavailable during the production stage due to the occur-
rence of breakdowns or the necessity for maintenance and
repair, which is called as the scheduling under the constraint
of machine unavailability. When job processing is inter-
rupted by machine unavailability, the interrupted job may be
resumable or nonresumable once the machine is available
again. In the resumable case, the interrupted job can be
processed continuously, but in the nonresumable case, the
interrupted job needs to be processed anew. For the inte-
grated scheduling problem with a capacitated vehicle to
minimize the maximum delivery time, Wang and Cheng
[21] showed that it is NP-hard and proposed a 3/2-ap-
proximation algorithm and provided the instance with the
worst-case ratio 3/2. More details on this research stream
can be found in the work of Wang et al. [5] and Ma et al. [22].
There are a few literatures concerned with the integrated

Discrete Dynamics in Nature and Society

scheduling problem on the batch-processing machine with
the unavailable constraints. Pei et al. [23] considered a
single-machine serial-batching scheduling problem with a
machine availability constraint, position-dependent pro-
cessing time, and time-dependent setup time. Fan et al. [24]
studied the integrated scheduling problem to minimize the
maximum delivery time to the customer on a single bounded
parallel-batch machine with an unavailability interval. For
the nonresumable jobs, two approximation algorithms with
the worst-case ratios 3/2 and 5/3 are explored in two cases
where the jobs have the same size and arbitrary processing
times, and the jobs have the same processing time and
arbitrary sizes, respectively.

In this paper, we consider an integrated scheduling
problem for a customer on a bounded batch machine with a
machine unavailability period, where the jobs have identical
processing times and sufficient capacitated vehicles are used
to deliver the completed jobs to the customer. The objective
is to minimize the sum of the delivery time when the last
completed job is delivered to the customer and the total
delivery cost. There are four classes of problems corre-
sponding to different conditions during the processing of the
interrupted job after the unavailability period and the type of
machine, i.e., serial-batching and parallel-batching. In the
practical aluminum-making process, serial-batching is
common. Cylindrical aluminum ingots are processed one
after another in the same batch on an extrusion machine,
which has a schedule to be checked. Also, in the burn-in
stage of semiconductor manufacturing, the burn-in oven can
handle up to multiple jobs simultaneously, which is the form
of parallel-batching. The oven must be stopped to accept
inspection as a plan. All completed jobs have to be trans-
ported to the customer as soon as possible. Therefore, how to
schedule the production and the delivery effectively is worth
to study in such complicated settings.

2. Problem Formulation

A set of njobs {J;,/,,...,J,} is given, where job J; has the
processing time p; and size s;. Each job has an arbitrary size
but an identical processing time p; = pfor j=1,2,...,n.In
the production part, the machine has a capacity U, i.e., it can
simultaneously process several jobs as a batch if their total
size does not exceed the machine capacity. We discuss two
types of batches, that is, serial-batching and parallel-
batching. For the serial-batching, the processing time of a
batch is the sum of the processing times of its jobs. For the
parallel-batching, the processing time of a batch is the
maximum processing time of the jobs contained in the
batch. Meanwhile, the machine has an unavailability period
[, n,] because of maintenance and breakdown. Let # be the
length of the unavailability period, i.e., # = #, — ;. If there
is, at least, one job in a batch that is interrupted by the
unavailable period [#;,7,], the interrupted job may be
processed continuously just after #,, in which case we call it
resumable and denoted by r—a, or needs to be processed
anew after #,, defined as nonresumable and denoted by
nr—a. In the latter case, the processing time of the batch
containing this job is not affected for the parallel-batching
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mao the sum of # and the total processing time of the jobs
and the idle time of the machine for the serial-batching
machine. In the delivery part, there are sufficient vehicles to
deliver the completed jobs to the customer and each of them
has the same capacity V. Similar to [20], we assume that
V = xU, where x > 2 and x is a positive integer. The transport
price of one trip between the machine and the customer is
denoted by ¢ and the total delivery cost is denoted by TC. Let
D i be the delivery time of job ] I i.e., the arrival time of the
batch containing job J; to the customer. Let D, be the
maximum delivery time of all the jobs. Our goal is to
minimize the sum of maximum delivery time and total
delivery cost. Using the five-field notation proposed by Chen
[4] to denote an integrated scheduling problem, we denote
the four classes of the problem in this paper as follows:

(P1): L, hylr —a,s —batch,s;, p; =
plV (00, ¢), direct|1|D,,,, + TC

(P2): 1, hy|nr — a, s — batch, $ppj =
plV (00, ¢), direct|1|D,,,, + TC

(P3): Lhylr —a, p —batch,s;, p; =
plV (00, ¢), direct|1|D,,,, + TC

(P4): 1, hy|nr —a, p — batch,s;, p; =
plV (00, ¢), direct|1|D,,,, + TC

max

Here, h; denotes one unavailability interval and V (oo, ¢)
presents the situation of the vehicle. Also, because there is
one customer, the vehicle should transport jobs directly
from the manufacturer to the customer. In the problems
(P1) and (P2), s-batch means serial-batching. On the
contrary, in the problems (P3) and (P4), p-batch means
parallel-batching.

We organize the rest of the paper as follows. In Section 3,
we show that all problems are NP-hard in the strong sense
and propose some elementary properties. In Section 4, we
present an approximation algorithm for these four problems
and prove the different error bounds for these four prob-
lems. In the last section, we conclude our results and discuss
the direction of the future research.

3. Properties of Four Problems

In this section, we analyse the computational complexity of
the problems (P1)-(P4).

Theorem 1. Problems (P1)-(P4) are all strongly NP-hard.

Proof. Consider the special case (P') of problems (P1) and
(P2), in which p =0, #, = #,, and ¢=0, i.e., the processing
time of each job is zero, and there is no unavailability in-
terval on the machine and no delivery in problem (P’).
Hence, the problem (P') is equivalent to minimize the
number of batches, i.e., the bin-packing problem, which is a
well-known strongly NP-hard problem. Therefore, problems
(P1) and (P2) are strongly NP-hard.

Similarly, we construct the special case (P") of problems
(P3)and (P4),in which 5, = 7, and c=0. Since each job has

a processing time of p, every batch has a processing time of
p. Hence, the problem (P") is also equivalent to the bin-
packing problem. Therefore, problems (P3) and (P4) are
both strongly NP-hard.

Associating with the bin-packing problem, we study
some properties of the optimal solutions for these four
problems. O

Lemma 1. There exists an optimal schedule y; of the problem
(Pi) for i =1,2,3,4, satisfying the following properties:

(1) Let X* to be the number of batches in the optimal
schedule y;; then, X* = [n/U]

(2) The batches are processed consecutively before and
after the unavailability period

(3) The batch that becomes available earlier is delivered
earlier

(4) The first delivery includes f* batches, and each of the
last o* deliveries x batches, where o and * are two
positive integers satisfying X* =a*x+ " and
0<B <x

This lemma can be proved similar with the proof in [21].

4. Algorithm and Analyses

To minimize the objective function value, we must assign
many enough jobs in every batch to reduce the number of
batches and deliveries. Therefore, associating with the al-
gorithm of the bin-packing problem, we present the fol-
lowing algorithm to solve four scheduling problems.

4.1. Algorithm H

Step 1: reindex all jobs as {J,],,...
S128,> ... 25,

,J,} so that

Step 2: use the First Fit Decreasing (FFD) rule to assign
the jobs into batches, in which jobs are to be processed
together on the machine. Build the first empty batch
B, and put the job into it one by one in the sequence in
Step 1 if the current total sizes of the batch B, are no
more than U. When all the jobs have been checked and
there are still jobs need to be assigned, build the
second batch B, and assign the remaining jobs as the
sequence in Step 1. Repeat the assignment until there
is no job left. Let X be the number of batches produced
in Step 2.

Step 3: assign the batches in a nondecreasing order of

their processing times to process continuously from
time 0 except the unavailability interval.

Step 4: Let. X = ax + f3 and 0<f<x deliver the first
completed f8 batches in D;. Also, deliver x batches
immediately in the following every delivery. When the
last x batches are delivered to the customer, the al-
gorithm finishes.



Recalling the FFD rule for the bin-packing problem, we
can easily obtain Lemma 2.

Lemma 2 (see [25]). X <11/9X* + 6/9.

Based on Lemma 2, we can explore the corresponding
values of X and X* if X* <9 (see Table 1).

In order to list the corresponding relationship of values
between X and X* if X* >10, we use two positive integers
a>1and 1<b<9 such that X* = 9a + b similar to that in
[26]. Hence, we can obtain Table 2.

Furthermore, we analyse the relationship of the objective
function values produced by algorithm H and the optimal
schedule in the problems (P1)-(P4), respectively. For
convenience, we use y; to denote the schedule obtained by
algorithm H for the problem (Pi).

Lemma 3

(1) d(P2) — d* (P2) <np, where d(P2)andd" (P2) are
the idle times on the machine before the unavailability
interval in schedules y,, y5 for the problem (P2),
respectively

(2) d(P4) <d” (P4), where d (P4) and d* (P4) are the idle
times on the machine before the unavailability in-
terval in schedules y,, y; for the problem (P4),
respectively

Proof (1) According to Step 3 of Algorithm H, the batches
are processed in a nondecreasing order of
their processing times. Let #,, n; be the
number of jobs completed before the begin-
ning time of [#,,#,]in schedules y,, y5, re-
spectively. Because the length of the available
time before 77, on the machine is the fixed, we
have n,p+d(P2) =n;p+ d* (P2). Hence,
d(P2) - d*(P2)< (nj —m,)p<my * p<np.

(2) Because the processing time of each batch is equal to
p no matter how many jobs are in it and the starting
time of processing is zero by the algorithm H, it is
obvious that the idle time in y, must be no more than
that in yj, ie., d(P4) <d" (P4).

For the problem (Pi), we wuse D,,, (Pi),
D s . (Pi), TC(Pi), and TC" (Pi) to denote the maximum
delivery time, the total delivery cost in y;, and y;
(1=1,2,3,4), respectively. We can easily conclude every

value of D, (Pi), Dy, (Pi), TC(Pi), and TC* (Pi) for
i=1,2,3,4. O
Lemma 4 (1) In the problem (P1),

D, (P1) =n+np, TC(P1) = (a+ 1)c

and D=, (P1)=n+np, TC*(P1) =
(a* + 1)c
(2) In  the problem (P2), D, (P2)=n+np+

d(P2), TC(P2) = (a+1)c and D =*
np +d* (P2), TC* (P2) = (a* + 1)c

(P2) = n+

max
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TaBLE 1: The corresponding values of X and X* if X* <9.

Variables Values

X* 1 2 3 4 5 6 7 8 9
8,9, 9, 10,

X 12,3 3,4 45 5,6 67,8 7,8,9 10 1

TaBLE 2: The maximal values of X and the upper bound of X/X* if
X* >10.

Variables Values

X* 9a+1 9a+2 9a+3 9a+4 9a+5
The maximal value 1,04 11003 11044 11245 11a+6
of X

Upper bound of

X/X* 11/9 14/11 5/4 16/13 11/9
X* 9a+6 9a+7 9a+8 9a+9

The maximal value 1, /6 11049 114410 11a+11

of X

Upper bound of

e 19/15  5/4  21/17  11/9

(3) In the problem (P3), D, (P3) =n+ Xp, TC(P3) =

(¢+1)c and D,  (P3)=n+X*p, TC"(P3)
= (a" +1)c
(4) In  the problem (P4), D, (P4)=n+Xp+

d(P4), TC(P4) = (a+1)c and D=
X*p+d*(P4), TC* (P4) = (a* + 1)c

(P4) = n+

max

Proof. Because the processes of batches are resumable in the
problem (P1), the difference between the result of the al-
gorithm H and the optimal solution is only the number of
deliveries. In the problem (P2), the idle time of the machine
is also different between the result of the algorithm H and the
optimal solution. Moreover, in the problem (P3), the total
processing time X, is needed in the solution of the algorithm
H, but X} is needed in the optimal solution. Also, the
difference of the idle time of the machine is obvious in the
objective function value of the algorithm H and the optimal
schedule in the problem (P4).

It is notable that the completion time of the last batch is
larger than the ending time of the unavailability interval in
the optimal schedule y; * (i =1,2,3,4). Otherwise, the
performance ratio will approach infinity.

From the objectives of every problem, we find that the
relationship between o and a* is critical. Hence, we explore
the following lemma. O

Lemma 5 (See [24]). a* <a<11/9a* + 14/9.

Proof. a* <« is obvious. Due to x>2, Lemma 2, and the
explanation of X* = a*x + 8%, X = ax + 8, we can deduce

X 1/11_, 6 1,11, «~ 0\ 11 , 14
aS—S—(—X +—)=—<—(0c x+ﬂ)+—)§—cx +—
x x\9 9/ x\9 9 9 9

(1)

Moreover, if a = 11/9a* + 14/9, we have
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1., 6 11, , . 6 11, /11 6
— X t—=— (" x+p)+-<—a'x+|—x+=
9 9 9 9 9 9 9
(2)
11 14
<—a x+—x=ax<X,
9 9

which contradicts Lemma 2.

Consequently, we can easily obtain the corresponding
values of « and o if a* <4 (see Table 3).

To simplify the expression the objective function value of
each problem, we use Z(Pi) and Z*(Pi) to denote the
objective function values obtained by algorithm H and the
optimal schedule, respectively. |

Theorem 2. Algorithm H is a 2-approximation algorithm for
solving the problem (P1) and the problem (P2), and the worst-
case ratio is tight.

Proof. According to Lemma 4, it is obvious that
Z(P1)-Z"(P1) - (a—a")c
Z" (P1) Cptnp+(af+1)c pinp+a’c

(a—a")c

x—«

<

*

(24

(3)

From Table 3, we have that the algorithm reaches the
worst-case ratio when o =2 and a* = 1.

For the problem (P2), because of (1) in Lemma 3, we
have

Z(P2)-2"(P2) (a—a")c+(d(P2)-d"(P2))
Z*(P2)  qp+np+d (P2)+(a" +1)c

la—afernp |
np+ac

Z(P3)-2"(P3) _(X-X")p+ (oc—oc*)c< (X-X")p+ (a—a")c

5
TaBLE 3: The corresponding values of « and o™ if a* <4.
Variables Values
o 1 2 3 4
o 1,2 2,3 3,4,5 4,5,6

Similarly, when « = 2 and a* = 1, the algorithm reaches
the worst-case ratio.

Consider the following instance: n=6, p=2, U=7,x=2,
(MMl =[2,2+¢], and s, =5, =3, 53 =5,=55=55 = 2.
The schedule produced by algorithm H is as follows: the first
delivery including job J, as the first batch is delivered at time
2; the second delivery including two batches, which consist
of jobs J, and J, and jobs J;, J,, and J5 respectively, is
delivered at time 12 + e Hence,
Z(P1) =Z(P2) =12 +¢&+2c. However, in the optimal
schedule, there is only one delivery, including two batches
which consist of jobs J,, J5, and J, and jobs J,, J5, and J4
respectively. This delivery occurs at time 12 +¢, and the
optimal objective valueis Z* (P1) = Z* (P2) = 12 + ¢ + ¢. If ¢
is sufficiently large, we have
Z(P1)/Z* (P1) = Z(P2)/Z* (P2) — 2.

For the problem (P3) and the problem (P4), we obtain
the error bound of algorithm H in the following
theorem. O

Theorem 3. Algorithm H has an error bound 71/99 when
solving the problem (P3) and the problem (P4).

Proof. Because of (2) of Lemma 3, we have

Z" (P3)

Z(P4) -2 (P4) _(X-X")p+d(P4)—d" (P4)+ (oc—a*)c< (X-X")p+ (a—a")c

n+X'p+ (a"+1)c ~

>

X'p+ (a" +1)c
(5)

Z" (P4)

We only need analyse the upper bound of
(X-X)p+ (a—a*)c/X*p+ (a* +1)c. Moreover, we
prove the result in two cases according to a* <4 and a* > 5,
respectively.

n+X'p+ (a" +1)c

>

X'p+ (a"+1)c

Case 1: a* <4. We discuss this case in two subcases.

Subcase 1.1: when we consider the situation that
B* < B, we can obtain the following inequality for a =
a* +k (k=0,1,2) according to Table 3:
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((x*+k)x+ﬁ*g(0c*+k)x+/3:ocx+ﬁ:XS%X*+S:%(a*x+ﬁ*)+g. (6)

2., 2 6
(k-gﬂ( —§>XS§. (7)
(X-X")p+(a—a’)c_(a-a")xp+ (B-p)p+ ((x—(x*)c< (a—a")xp+xp+ (a—a’)c )

X'p+ (a"+1)c

For k=0, (X-X")p+ (a—a")c/X*p+ (a* +1)
c<X - X*/X* <3/11<71/99 according to Tables 1 and
2.

For k=1, a* =4, we have (X-X")p+ (a—«a")
cX*p+ (0 + De<xp+xp+cla*xp+ (aF +1)
c<2xp+cldxp +5c<1/2<71/99.

(a"x+ B )p+ (a" +1)c

a’xp+ (af +1)c

Subcase 1.2: when we consider the situation that
B* > B, we have the following inequality from Table 3
except for a* = land a = 2:

(X—X*)p+(oc—0c*)c:(oc—cx*)xp+(ﬁ—/S*)p+(oc—oc*)c<(oc—0c*)xp+(oc—oc*)c <0c—cx* 2 71

X'p+ (af +1)c

*
xdx—«

(X-X")p+ (a—a*)c<X—X*
af +1

X'p+(a"+1) ~ X"

Moreover, associating with * < x, we have

When k=0, k=1 with a* = 4, it is easy to deduce that
inequality (7) holds when, k = 1 with a* = 4.

Fora®* =landa =2, (X -X*")p+(a—a*)c/X*p+ (a
*+1)c= (X - X*)p+c/X*p+ 2c. Moreover, we have
X/X* <3/2 according to Tables 1 and 2. Hence,
X-X*)p+ (a—a*)c/X*p+ (a* +1)c<1/2<71/99.
Case 2: a* > 5. We can easily obtain the inequality (10).

Because X/X*<14/11 according to Table 2 and
a—o*/a* +1<2/9a" +14/9/a* +1=2/9+4/3-
/a* +1<2/9+4/3-1/6 = 4/9 according to Lemma 5, we
obtain

(X—X*)p+(a—a*)c< 3 4 71

< t+-=—, 11
X'p+(a"+1)c 1179 99 (1)
and Z(P3) - Z*(P3)/Z* (P3)<71/99 and
Z(P4) - Z* (P4)/Z* (P4) <71/99. O

5. Computational Results

Since the four problems are all strongly NP-hard and the
bin-packing problem is contained in these problems, solving
them will be costly and time consuming. But, in order to
evaluate the effectiveness of the algorithm H, we consider
four numerical simulations for the small size problems. The
optimal schedule is obtained by processing the batches
according to the branch-and-bound algorithm for the bin-
packing problem in [27] and delivering as (4) in Lemma 1.

(ax+p")p+ (a" +1)c

S——<-<—. 9
a'xp+ (af +1)c a 3799 ®)

(10)

The approximation algorithm and the branch-and-
bound algorithm are coded in VC++, and the computational
experiments are run on a personal computer. We utilize
three different job numbers, n=30 and 50. Let the pro-
cessing time of each job be 1, and the sizes of all jobs are
generated randomly from a discrete uniform distribution
[1, 10]. Let the capacity of the machine U=3, 7 and the
capacity of the vehicle V=xU=2U, 10U. We set two levels of
the length of the unavailability period # = 0.2, 1.2 and two
levels of the beginning time of the unavailability interval
#; = 3, 10 in the experiments. The cost of each delivery batch
is setas ¢ = 0.5, 2. For each combination of n, 1, #;, and ¢, 20
random instances are used, and the computational results
are summarized in from Tables 4 to 7, which reports the
average number of seconds of CPU time of the optimal
solutions and the solutions of algorithm H for each com-
bination of parameters. The percentage error of the solution
produced by the algorithm H is calculated as
p = Z(Pi) - Z* (Pi)/Z* (Pi).

It is observed from Tables 4-7 that the average CPU
times increase in polynomial times for the algorithm H when
the number of jobs increase and increase in exponential
times for the branch-and-bound algorithm. It is found that
the average worst-case error bounds of the optimal solution
of (P2) and (P4) are generally more than (P1) and (P3)
because of the nonresumable conditions. Finally, the most
important thing is that these four tables show that the ap-
proximation algorithm performs efficiently and the actual
error bounds of four problems are lower than the theoretical
error bounds.
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TaBLE 4: The results of the algorithm H and branch-and-bound (B&B) algorithm for (P1).

n U x n n ¢ Average CPU times of the algorithm H Average CPU times of B&B algorithm Average value of p

02 3 0.5 0.0603 15.0346 1.012

2 0.0615 15.0191 1.013

02 10 0.5 0.0618 15.0233 1.011

50 3 2 2 0.0612 15.0212 1.011
12 3 0.5 0.0609 15.0305 1.013

2 0.0620 15.0145 1.012

12 10 0.5 0.0605 15.0221 1.012

2 0.0618 15.0314 1.013

02 3 0.5 0.0607 15.0324 1.011

2 0.0608 15.0219 1.012

02 10 0.5 0.0621 15.0309 1.012

50 7 10 2 0.0624 15.0242 1.013
12 3 0.5 0.0619 15.0287 1.011

2 0.0618 15.0237 1.012

12 10 0.5 0.0620 15.0228 1.010

2 0.0621 15.0158 1.011

TaBLE 5: The results of the algorithm H and branch-and-bound (B&B) algorithm for (P2).

n U x n n ¢ Average CPU times of the algorithm H Average CPU times of B&B algorithm Average value of p

02 3 0.5 0.0512 3.5346 1.130

2 0.0526 3.6121 1.126

02 10 0.5 0.0518 3.5193 1.213

30 3 2 2 0.0572 3.4023 1.204
12 3 0.5 0.0501 3.5012 1.127

2 0.0513 3.3986 1.123

12 10 0.5 0.0542 3.4591 1.113

2 0.0537 3.5029 1.138

02 3 0.5 0.0527 3.3092 1.214

2 0.0528 3.4290 1.209

02 10 0.5 0.0518 3.4232 1.120

30 7 10 2 0.0519 3.5014 1.118
12 3 0.5 0.0529 3.4879 1.104

2 0.0608 3.3871 1.106

12 10 0.5 0.0538 3.4381 1.169

2 0.0521 3.3080 1.184

TaBLE 6: The results of the algorithm H and branch-and-bound (B&B) algorithm for (P3).

n U x n n ¢ Average CPU times of the algorithm H Average CPU times of B&B algorithm Average value of p

02 3 0.5 0.0601 15.0412 1.103

2 0.0612 15.0381 1.104

02 10 0.5 0.0623 15.0315 1.113

50 3 10 2 0.0625 15.0406 1.118
12 3 0.5 0.0614 15.0337 1.217

2 0.0623 15.0341 1.212

12 10 0.5 0.0625 15.0502 1.204

2 0.0631 15.0513 1.210

02 3 0.5 0.0605 15.0372 1.132

2 0.0611 15.0381 1.179

02 10 0.5 0.0608 15.0401 1.124

50 7 2 2 0.0621 15.0427 1.119
12 3 0.5 0.0620 15.0381 1.221

2 0.0619 15.0348 1.220

12 10 0.5 0.0618 15.0329 1.217

2 0.0623 15.0414 1.215
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TaBLE 7: The results of the algorithm H and branch-and-bound (B&B) algorithm for (P4).

n U x n n ¢

Average CPU times of the algorithm H Average CPU times of B&B algorithm Average value of p

02 3 0.5 0.0525 3.5281 1.219

2 0.0527 3.5356 1.193

02 10 0.5 0.0541 3.5027 1.201

30 3 10 2 0.0547 3.5301 1.208
12 3 0.5 0.0535 3.5531 1.120

2 0.0539 3.5890 1.119

12 10 0.5 0.0541 3.6211 1.301

2 0.0545 3.6236 1.271

02 3 0.5 0.0529 3.7210 1.271

2 0.0532 3.8104 1.229

02 10 0.5 0.0537 3.7147 1.201

30 7 3 2 0.0539 3.7818 1.203
12 3 0.5 0.0531 3.8201 1.308

2 0.0610 3.9032 1.320

12 10 0.5 0.0549 3.7138 1.301

2 0.0556 3.9102 1.284

6. Conclusions

We consider four integrated scheduling problems to min-
imize the sum of the maximum delivery time and the total
delivery cost, in which a set of jobs are first processed on a
single batch machine with an unavailability interval and,
then, delivered to the customer directly, and the jobs have
the same processing time and arbitrary sizes. We show that
these four problems are all strongly NP-hard and propose an
approximation algorithm for them. Moreover, we obtain
that the worst-case error bound of the algorithm for the
serial-batch machine setting and the parallel-batch machine
setting, respectively. We also provide computational results
to evaluate the performance of the heuristics.

The direction of future research may focus on other
settings of jobs and vehicles, such as jobs with arbitrary
processing times and arbitrary sizes or one vehicle with
limited capacity.
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Energy Internet (EI) can provide a fair, transparent, and safe environment for the energy market through the rational use of the
Internet and blockchain technology. However, the existing EI has complicated management in energy, capital, and information
flow. Furthermore, blockchain technology (BT) is a new technique with a scalability problem. To overcome the problem, we
proposed a scalable mechanism based on blockchain for information processing in energy trading. The proposed mechanism
adopts three-way communication (TWC) between energy utilities and consumers to effectively manage the energy, capital, and
information flow. In the running of TWC, three modules of BT-based Internet of Things (IoT) system, BT-based virtual currency
system, and BT-based EI information platform are constructed. In addition, we proposed that these modules are managed by
carrying out weak centralized management to make the EI system scalable. In the operation of this mechanism, the functions of
the three modules are independent and parallel. The proposed mechanism can realize the efficient transmission of energy and
information and help to solve the supervision problem of energy trading. Compared with the existing information process
mechanism, it is superior in promoting the dynamic balance of resources in a wide range and meeting the fast, efficient, and safe
energy trade needs between the supply and demand sides.

1. Introduction

According to the BP Statistical Review of World Energy 2015
[1], since 2010, China has been the world’s largest energy
consumer. For a long time, large centralized power plants
use nonrenewable fossil fuels to generate power, which
causes serious threats to energy security, environmental
degeneration, climate change, and human health. To address
the environmental energy dilemma [2], the best solution is to
reduce energy consumption and integrate the increasing
renewable energy sources (RES) into the current energy
system. Nevertheless, energy efficiency needs to be taken
into account. Energy efficiency can be achieved whenever
volatile demands and renewable energy are managed. The
existing energy-efficient power grid mainly is the smart grid

[3], where uncertainties and fluctuations in renewable en-
ergy management and volatile demands have always been
concerned. Furthermore, existing wholesale markets lack a
real-time response to the volatility and intermittent power
generated by RES, and market prices do not reflect local
energy shortages or oversupply [4]. In order to secure energy
efficiency and support the reducing energy consumption and
the integration of distributed RES into the energy system,
new market approaches and information processing ar-
chitectures should reflect the location of their services [5].

The locality of their services is manifested mainly by that
consumers and prosumers trade self-produced energy on
microgrid energy markets (MEM). The prosumers are referred
to as the groups that consume and create energy. MEM allows
consumers and prosumers to actively trade energy with small-
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scale participants in their community in real time [1]. MEM, on
which energy trading is based, facilitates that energy is provided
and consumed in a sustainable, reliable, and balanced way. If the
microgrid is small for every household, the future energy
network will be similar to the existing Internet. This network
system is called Energy Internet (EI) [6]. The multilevel
microgrid is the Energy Internet subsystem to achieve a two-
way flow of energy and information. The EI extends the local
energy trading to that of the big scale. Every family can create
and use their own energy and exchange and share energy
through the EI with other users. Therefore, EI provides a viable
option to integrate the distributed RES economically into the
current energy system [7, 8]. Moreover, investments in local
generation of EI will be incentivized with the empowerment of
small-scale-energy consumers and prosumers, which help to
develop the microgrid communities with the self-sustainable
characteristic and develop a stochastic dynamic programming
model that cooptimizes the use of energy storage for multiple
applications, such as energy, capacity, and backup services [9].
However, the implementation of a smart, secure, and innovative
information system in EI is the key of the successful operation
for EI [10, 11].

Blockchain technology (BT) [12], as a new database
technology, has the advantages of decentralization, intelli-
gent contract, cybersecurity, and privacy protection, etc.
This technology provides transparent and user-friendly
applications [13] in EI and is naturally suitable for the energy
market [14]. At present, BT has come to the fore in the field
of EI energy market. For example, in [15], the author
proposed to manage the daily energy exchange through the
application of a demand response framework based on
decentralized cooperatives within a community of Smart
Buildings. In the framework, a fully decentralized algorithm
based on BT was used to trustily communicate, bill, and
autonomously monitor via smart contracts among the
participants. In [16, 17], the author proposed to manage
transactions in the smart grid and supply chain members by
using BT. The trusted communication and immutability of
the transaction between generators and consumers were
executed. In [18], the potential and applications of block-
chain in the EI market as distributed renewable resources
and smart grid networks were discussed, in which, the
author proposed distributed and decentralized solutions to
the future energy market. Blockchain technology has been
adopted to solve the prevailing problems of existing EI, and
demand response management, complex energy transac-
tions, and data exchange, etc. can be automated by carrying
out smart contracts. The above example shows that the
projects based on BT and applied in EI have been developed.
Among them, some research results were tested through the
process of small-scale experiments in the industry at present.

Recently, in the academic world, several researchers
have given attention to the conceptualization and
implementation of blockchain-based EI energy markets.
The study [1] proposed the concept of the BT-based MEM
and built the framework for the BT-based MEM. This
research validated that BT is a qualified technology for
distributed MEM through simulating the performance of
BT in Brooklyn microgrid. The study [19] studied the
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application of BT in the chemical industry by con-
structing a machine-to-machine electricity market. The
article [20] used the decentralized traceability charac-
teristics of BT to address the malicious actors in the
carbon emissions trading system. That effectively con-
firmed that the application of BT in the carbon emissions
trading system was feasible. The article [21] proposed the
operation model and method of the decentralized dis-
tribution network to ensure the economic and cyberse-
curity of the power distribution network. It minimized
the costs from eliminating the deviation of electricity
through running multilateral trading of deviation power
by bidding. The above research mainly focuses on the
high cost and trust problems of centralized transaction
management vulnerable to attack and the difficulty to
guarantee user’s privacy in the EI trade area. There are
very few research articles on scalable information pro-
cessing for the energy market of EIL.

Based on the above analysis, BT is expected to achieve
multiparty body automatic, reliable, fair, and real-time
transactions in the EI system. However, BT has a scalability
issue [22], and the EI system is complicated for the ad-
ministration of energy, information, and capital flow. Fur-
thermore, due to the insufficient consideration of the special
attributes of energy goods, the EI system cannot promote the
large-scale dynamic balance of resources and improve the
efficiency of energy trading. To solve the problem, a scalable
mechanism based on blockchain for information processing
in energy trading is proposed. This mechanism constructs
three modules: the BT-based Internet of Things (IoT) sys-
tem, the BT-based virtual currency system, and the BT-based
EI information platform to effectively manage energy, in-
formation, and capital flow. The three modules run in
parallel, and their functions are independent. In this paper,
we call this way as three-way communication (TWC) be-
tween merchants and consumers. In the process of TWC, to
make the existing intelligent technologies be incorporated
across the entire system, from energy generation, trans-
mission, and distribution, to energy consumption at the
customers’ premises, the EI system was used to realize the
open interconnection and coordination management of
multienergy system. At the same time, with the aim of
improving the reliability, efficiency, transparency, safety,
and fair of the system, BT is the underlying technology. In
addition, energy is different from general goods, when the
BT-based energy trading lacks the supervision of the central
organization, the determination of relevant standards can be
solved through the implementation of weak centralization of
energy transaction management. At the same time, the flows
of energy, information, and capital are independent and
need to be managed and run in parallel. As a result, a scalable
information processing mechanism is implemented, which
makes the energy exchange reasonable, secure, reliable, and
flexible. Moreover, it can also promote a wide range of
resource dynamic balance in the energy trading market,
resulting in quick, efficient, and safe energy trading between
supply and demand sides.

The contributions of our mechanism are summarized as
follows:
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(1) A scalable information process mechanism is pro-
posed to improve the performance of the EI system.
This mechanism can supply a safe, fair, transparent,
flexible environment for the energy markets.

(2) In this mechanism, the energy, capital, and infor-
mation flow in EI are addressed, respectively, by the
TWC approach. In the TWC approach, we con-
structed three modules: the BT-based 10T system, the
BT-based virtual currency system, and the BT-based
EI information platform to improve the efficiency of
energy trading.

(3) In energy trading, we consider the characteristic of
energy. Each energy trading was audited through
weak centralization management. The combination
of the weak centralization management and the
TWC approach makes the EI system scalable.

2. Relevant Work

In this section, the relevant theories for the proposed
mechanism are described, including the EI energy market,
blockchain technology, and weak centralized management.

2.1. EI Energy Market. The traditional energy market is mainly
composed of exchange transactions and over-the-counter
(OTC) [23]. In exchange transaction mode, market participants
usually include users, central institutions, and third parties.
Energy trading is planned and managed by the exchange center
which is responsible for the overall balance of the energy
market. Third-party institutions perform ratings, insurance,
trust and financing, transaction clearing, and other types of
work. Therefore, energy trading in the exchange mode will
generate high third-party costs. Trading data is easy to be lost or
tampered with, and user privacy is difficult to guarantee.
Furthermore, trading information is asymmetric. Frequent
information proofreading and high time cost are not conducive
to efficient real-time transactions in EI. In OTC transaction
mode, there is no fixed place to trade and there are no re-
strictions on market participants. Market makers are respon-
sible for marketing organizations. Buyers and sellers negotiate
prices outside the exchange through telephone and computer
networks. These transactions are carried out by agents of market
makers, and there is no limit to the number and units of
transactions. Trading is basically a direct transaction between
buyer and seller, and the price does not include the trading
commission. However, the market maker who sets the bid-ask
price will get a certain amount of money from the bid-ask
spread he sets. Therefore, OTC transactions add additional
market costs to energy trading.

EI has introduced the concept of the Internet on the basis
of the traditional energy network. It has new connotations
which are user-centered and distributed peer-to-peer
sharing [24]. In EI, different energy industries are inter-
connected and managed in a coordinated way, many of
which are connected to distributed renewable energy sources
such as wind, solar, and tidal power. In the future, EI will
cover a large number of users who may be consumers or
prosumers. At the same time, energy trading will be

characterized by diversification of subjects, diversification of
commodities, decentralization of decision-making, trans-
parency of information, and timeliness [25]. The new energy
structure will be based on the distributed power generation
technology, microgrid technology, smart grid technology
[26-28], etc., and the energy production, manufacture,
storage, and transportation will be coordinated and man-
aged in EL It is expected to reach comprehensive energy
trading, including power transactions, primary energy
transactions, and auxiliary power services transactions [23].
As a result, in the energy market under the EI environment,
the user can voluntarily choose the type of energy service on
the basis of the self-load characteristic, with the power
exchange as the center. The transaction participants can
independently decide whether to issue or purchase energy
according to different energy service types in EI

2.2. Blockchain Technology. BT, which is introduced as the
underlying technology of bitcoin, is a database technology
without a dedicated central authority to manage data
[12, 29]. In a broader field of economic applications, the use
of BT is called a verification mechanism for cryptocurrency.
The blockchain of BT is a kind of data structure linked by
chronological order [30, 31]. In this structure, blocks are the
basic units of forming a blockchain, and relevant infor-
mation and records are stored in blocks. Each block consists
of a header and a body, where the header is used to link with
the previous block. The body is used to record information.
The network of blockchain is a peer-to-peer (P2P) network
[32, 33], which has no central server and router, encapsu-
lating specific communication protocols and data verifica-
tion mechanisms. In the network, each node has a peer status
and saves all the data information of the whole blockchain.
All participants distributed in different locations jointly own
the right of management and supervision data. Therefore,
BT has the characteristics of decentration, transparency, and
traceability.

The core technologies of blockchain include asym-
metric encryption algorithm [34] and smart contracts
[35, 36]. The former uses public key and private key to
solve the problem of user information security and trust.
Each participant has his own public and private key. After
using one of the keys that encrypted information, only
one other corresponding key is used to unlock it. The
smart contract is a kind of digital contract similar to
business rules, which stipulates the obligations of each
party to fulfill and the judgment conditions of contract
execution. For users, smart contracts are usually con-
sidered an automatic security account, whose code and
status are in BT. Therefore, in an information system
based on BT, it is expected to reach complete decen-
tralization by using cryptographic security, smart con-
tracts, and a decentralized consensus mechanism. For all
this, BT still has some problems, such as scalability issues,
limited transaction loads, and its complex technical
protocol and implementation [22]. Nevertheless, BT is an
emerging technology with the potential to provide new
ways to benefit various systems.



2.3. Weak Centralized Management. Chai et al. [23] sug-
gested that energy with different physical properties, which
is the national strategic resources, is related to the national
economy and people’s livelihood. Therefore, energy trading
is different from ordinary commodity trading. It is essential
to give certain regulatory measures about the access and exit
of participants of the energy market, the process of trans-
action, etc. In addition, it is difficult to solve the problem
completely when there are disputes in the transaction only
by the system itself and the enforcement of intelligent
contracts. The system, whose trading is completely decen-
tralized, is not suitable for the energy market. Some su-
pervision for the management of energy transactions based
on BT is needed, which is called weak -centralized
management.

Weak central management is implemented by weak
central institutions, which have the right to manage accounts
and supervise transactions. It is a special node in the
blockchain trading network. This node is different from the
nodes which participate in the process of energy trading
game and independently completes the determination of
energy price and transaction records. The node is respon-
sible for such work as confirmation of transaction qualifi-
cation and contract review. It does not have the right to store
energy transaction information and modify the information.
Relevant modifications are subject to the consent of the
nodes involved in energy trading. Therefore, in the imple-
mentation of a weak central management system for energy
trading, weak central agencies should audit user qualifica-
tions and approve the right users obtained to register. After
registering, the users’ information is broadcast to all network
nodes of the P2P network. When all the nodes reach a
consensus, account registration is successful, and access to
energy transactions is allowed. All the transaction infor-
mation generated by these users shall be checked by the weak
central institution so that the legitimate transaction can be
broadcast to all network nodes. At the same time, trans-
action information can be stored in the blockchain. If users
exit the energy market, the notification of exit will be issued
in the whole network. After the nodes in the network reach
consensus, the central institution will cancel the registration
information in time.

3. The Proposed Mechanism

In this section, based on BT, we derive TWC for the efficient
operation of the EI market. The aim of the TWC is to
overcome the shortcomings of BT to make the information
system scalable with a high trading volume of business. A
schematic diagram of the EI based on TWC is given in
Figure 1. In the framework, the source, grid, load, and re-
serve are composed of the modules of the BT-based EI
energy market. The modules of the market are closely in-
tegrated and coordinated with the administration of the EI
system. In virtue of energy technologies such as energy
production, transmission, distribution, and use, the pro-
duction, conversion, reserve, and other links can effectively
execute scheduling, controlling, managing, and using in the
source, grid, load, and reserve. In these modules, the source
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represents the traditional energy supply, distributed energy
which mainly includes RES. These energies are transported
and distributed to industrial parks, business enterprises, and
individual users by energy transmission and distribution
systems. Reserves refer to battery energy, capacitive energy,
and pumped storage which are produced by energy enter-
prises, communities, or prosumers. These energies can be
supplied to users through energy storage control technology.
Moreover, the energies in sources and reserves can be
transformed for heat, electricity, and cold energy. The de-
vices, which derive from source, grid, load, and reserve, are
interlinked by IoT technology to form the physical network
of EI. Considering that there is a large amount of personal
data in IoT, and there is arguably no single point of failure or
vulnerability in blockchain, to strengthen cybersecurity and
protect privacy, this paper proposes that the storage of
energy information derived from the devices is based on BT
to form the energy flow (shown in Figure 1 with green
thread). BT-based IOT is responsible for the management of
the energy flow like the logistics companies, whose functions
are independent. In Figure 1, the red line represents the
capital flows which derive from the financial transactions
between buyers and sellers, e.g., clearing information, the
pattern of payment, payment amount, etc. Taking into ac-
count the BT-based bitcoin system, which is a virtual cur-
rency system, it has the advantage of distributed accounting.
To construct a multisignature-protected decentralized
marketplace, this paper proposes the BT-based adminis-
tration of capital flow. In this way, user information will not
be managed and stored. Even if a hacker successfully
breaches the BT-based EI system, the private key of the
virtual wallet cannot be accessed. Another blue line repre-
sents the information flow generated by communication
between energy utilities and consumers, such as proof of
identity for individuals as well as assets, user information,
and system operation status, since the running of energy and
capital flow can produce information from energy and fi-
nance trading. To effectively manage the information, we
propose that the role of administration for information flow
is played by the BT-based EI information platform. The
platform can implement integrated information from the
energy market for the user to access. Based on the above
description, the energy, capital, and information flow are
three breaches of the BT-based EI system, respectively. In
this paper, we call the approach for the three breaches TWC.
The TWC-based scalable information process mechanism
will be described in detail.

3.1. TWC-Based EI. The specific design for the building
elements of various blockchains can vary according to the
specific use case. For the BT-based EI energy market, it has a
distributed software architecture that allows for a complete
and continuously tracking of even the smallest energy
transactions. Its main advantages are transparent, distrib-
uted, and secure transaction logs. However, it has scalability
issues. Furthermore, a certain amount of information
confirmation cost has to be generated in the process of
energy trading creation. Thus, as an information system, a
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FIGURE 1: A schematic diagram of TWC-based EL

trade-off between high information accuracy and storage
mode needs to be considered. To improve the scalability of
the BT-based EI system and the efficiency of energy trading,
we believe that the market participants in EI will be a less
costly hash-based user authentication mechanism. However,
the level of security and resilience required for efficient
integration of distributed energy resources may not be
ensured through proof-of-identity authentication mecha-
nisms. Therefore, we propose a TWC-based EI energy
trading system. In the system, there are three ways to
manage this information flow. One way is to correct and
store information by the BT-based IoT system. The second
way is to address financial transactions by BT-based virtual
currency system. The third way is to manage trading in-
formation by BT-based EI information platform.

3.2. BT-Based IoT System. In the traditional EI system, the
traditional IoT has a data center, which collects information
from the connected devices. Furthermore, the information
derived from devices is stored in a centralized cloud model.
This way may become even more problematic and poten-
tially risky as the number of network nodes increases. For
example, some smart devices violate personal privacy, and
government security agencies can review data stored in
central servers without authorization [37]. Operators can
also sell users’ private data to advertising companies for
commercial profit [38]. Blockchain provides a good way to
solve these problems through promoting collaboration be-
tween transaction processing and interactive devices in the
decentralized IoT. Moreover, the IoT can be scaled up to
ensure privacy, security, and the establishment of untrusted
transactions. Thus, the BT-based IoT approach would be
more suitable and more effective for managing energy in-
formation in the EI energy market.

In 0T, the interconnection devices are several feet apart
from each other; the connection between them needs to go
through EIL. Most devices of IoT send data to EI and messages
can be sent from the EI to the devices, where processing and
storage are often carried out. If a device connected to a server
is hacked, it can disrupt the whole network. On the other
hand, it is difficult for the data center to ensure the validity
and management of data. The BT-based IoT system can
ensure that the good and proper use of information and the
message exchanges between devices can be treated as fi-
nancial transactions in a bitcoin network. From Figure 1, the
energy information in the model of source, grid, load, and
reserve is sent through the blockchain to verify these
cryptographic signatures to ensure that only the originator
of the message could send it. At the same time, the messages
are exchanged through the blockchain cryptographically
sign transactions. Thus, when energy trading with security
holes is not returned, the owner of the device can be tracked
and easily contacted.

In the EI system, the devices of IOT mainly include
energy router, energy exchange, and energy interface. These
devices connect the server as the back end in the EI system.
Among them, energy routers implement the communication
connection with the back end. Energy exchanges supply
energy information for the subnet, such as total input,
output, and storage of electrical energy; total generation,
consumption, and storage of thermal energy; and storage
and consumption of other forms of energy. Energy interfaces
are the port of transportation, petrochemicals, and other
networks. Among them, various distributed renewable en-
ergy, devices for generation of power and heating, and
distributed energy storage devices join up EI to achieve the
identification of the distributed devices, the detection of the
status of the distributed devices, and various forms of energy
calibration. The schematic diagram of the BT-based IoT



system is shown in Figure 2. From Figure 2, the accessing
devices join up the EI through the devices of IoT to construct
the subnet of IoT. All subnets consist of the physical net-
works of EI Its operation achieves distribution and man-
agement of energy flow, safe and reliable network operation,
efficiency, and economy of energy use.

3.3. BT-Based EI Information Platform. In Section 3.2, the
BT-based IoT system, which constitutes the physical net-
work of EI, is described. The energy information flows EI
energy market that combines BT-based virtual currency
system and BT-based EI information platform to produce
energy trading information, financial information, and
communication information, all of which are accessed and
used by the user in BT-based EI information platform. This
process is implemented by the virtual network of EL. The
schematic diagram of the virtual network of EI is shown in
Figure 3. From Figure 3, the energy flow is represented by
green threads. The capital flow (shown in Figure 3 with red
threads) was managed by a BT-based virtual currency
system. The communication information flow is shown with
blue threads.

In the EI energy market, users incarnate the sellers and
buyers, namely, the participants, such as energy traders,
energy enterprises, and energy agents. In BT, smart contracts
have the characteristic of the absence of accountability. The
subject of energy trading is often a virtual account, and there
are a series of ethical problems to be solved. If users want to
log in to the EI energy market by registering at the EI in-
formation platform, the identity of the user needs authen-
tication. Therefore, we proposed to introduce a “digital
identity authentication service” which is based on BT. At the
same time, the process of authentication is implemented as
weak center data management and provides different kinds
of digital identity authentication services. That is to say, the
third-party organization, which proves the personal details,
but does not store the user information, undertakes the
regulatory task to audit the information of participants. In
this way, it is to ensure the rationality and legitimacy of the
energy traders.

Based on the above analysis, the authorized users enter
the EI energy market for energy trading. In this platform,
users can not only order energy from the energy traders or
sell energy to the energy traders but also buy/sell energy to
each other. When they conduct energy trading, they trust
each other by a consensus mechanism derived from a certain
mathematical algorithm. Moreover, the authentication of
energy information follows the data encryption principle of
blockchain technology. The distributed “bookkeeping”
based on blockchain and metrological certification which is
authenticated by all nodes of the whole system can guarantee
the authority of measurement and certification for energy
information. Therefore, the energy information which is
produced by the BT-based IoT system is safe and reliable.
Furthermore, since the smart contracts can guarantee the
unification and synchronization of the control modes,
control interval time, and signal instructions of multienergy
systems with different physical characteristics and
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scheduling modes, energy trading can be automatically
accomplished the underlying communication between
buyers and sellers by means of BT-based EI information
platform. However, considering that the energy commod-
ities are different from general goods, energy trading cannot
be completely out of the country’s credit endorsement. It
needs safeguards and supervision of policy. Thus, when
energy derived from the electric power system, heating
system, gas system, etc. enters the energy market to par-
ticipate in trading, third-party organizations are needed to
audit the trading information. In energy trading, the third-
party organization is the node of EI, but it does not have the
jurisdiction to store the trading information. In financial
trading, the information on energy trading is used for
clearing transactions. Users can freely choose the means of
payment according to the actual situation and preferences
and complete the receiving and payment transactions in the
BT-based EI information platform.

3.4. BT-Based Virtual Currency System. From Figure 3, the
virtual currency is issued, circulated, and traded in the
system. The financial trading between buyers and sellers is
based on a BT-based virtual currency system. At the same
time, this system achieves the issuance and renewal of virtual
currency, and the circulation of virtual currency can be
driven by energy trading in the BT-based EI energy market.
Energy participants play the role of each network node of
virtual currency. They actively engage in energy trading to
compete with the award by a game approach which ensures a
stable virtual currency consensus and security. The system of
virtual currency issues a certain number of virtual currencies
for a new block to reward the creator. To establish revenue
sharing fees, partial participants can cooperate with each
other to play the game together. Thus, after the issuance of
the virtual currency, it goes into circulation. Users who own
virtual currency can pay virtual currency for energy and
services through the BT-based EI information platform. It is
worth noting that this virtual currency is different from the
bitcoin, its value is steadfast, and its attributes are various at
different times. As we all know, the blockchain has the
characteristic of timestamps. This paper proposes that the
issuance and renewal of virtual currency are based on
blockchain and the virtual currency can have the charac-
teristic of timestamp. We give the different attributes of
virtual currency in view of its different issuance times. For
example, to obtain different amounts of virtual currency as
incentives, buyers purchase various energies at different
times. At the same time, the virtual currency with various
attributes has different operating life.

In view of the above analysis, how much energy par-
ticipants gain to depend on the outcome of the game for
energy trading. The game winner gains and gets the right to
pack the blocks. In addition, because of the flexibility of the
energy market, investors or speculators can carry out virtual
currency trading based on BT-based virtual currency sys-
tems. Such trading can be developed between the partici-
pants of energy trading. The financial institutions can take
part in the virtual currency as participants to promote the
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development of the energy market. Regardless of financial
trading, after the transaction is completed, each transaction
will be validated by all nodes in the BT-based EI and
recorded in blocks.

The main contributions of this paper are summarized as
follows:

(1) We present an overview of the literature for the EI
energy market, BT, weak central management, and
their combination.

(2) Based on this existing literature, we proposed to
construct three modules of BT-based IoT system,
BT-based virtual currency system, and BT-based EI
information platform for the efficient design and
operation of BT-based EI energy market.

(3) Thus, we developed the TWC approach and module-
based weak central management to improve the
scalability of the EI system.

However,

(4) The TWC approach which is based on three modules
still needs to be tested and adequately adapted for the
future energy market. The implementation of the

TWC approach requires further development to
adequately implement intelligent supply-demand
response strategies.

(5) The regulation of weak centers needs to be adapted
for allocation efficiency. The corresponding smart
contracts seem to need different departments to
formulate.

4. Conclusion

This paper presents a scalable mechanism based on block-
chain for information processing in energy trading. In the
mechanism, a communication approach (called TWC) be-
tween merchants and consumers is proposed to deal with
energy trade by incorporating the existing intelligent
technologies, especially, the BT technology, across the entire
system. We have derived three modules (including BT-based
IoT system, BT-based virtual currency system, and BT-based
EI information platform) and a weak centralized manage-
ment mechanism to implement TWC. In the process of
TWC, the problem of energy flow was addressed by a BT-
based IoT system. This system can avoid the whole network
to be disrupted because the simple notes are hacked. At the



same time, because of the characteristics of BT, it
strengthens cybersecurity and privacy protection and en-
sures the correctness of data. In addition, the capital flow is
managed through a BT-based virtual currency system. This
system is like the bitcoin system, but it is different. In this
study, the system launches and updates virtual currencies
with different attributes at different times, to improve the
efficiency of the energy market. Furthermore, the commu-
nication information is administrated by a BT-based EI
information platform. In this platform, buyers and sellers
have completed the auditing of identity authentication from
the third-party organizations. The authorized users can use
the game strategy to carry out energy trading. As a result, the
information on energy trading is used for clearing to gen-
erate financial information. Finally, the winner in this game
gets the right to package the information into a blockchain
and broadcast it to all nodes in the network. With all that, we
put forward that there are several advantages of the proposed
mechanism. At the same time, the current type of BT will
promote various industrial and academic projects in the EI
energy market. The project’s findings need to be further
tested to evaluate economic and socioeconomic impacts.
Thus, it is hoped that this study can provide a reference for
researchers of BT-based EL
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The two-stage assembly scheduling problem is widely used in industrial and service industries. This study focuses on the two-stage
three-machine flow shop assembly problem mixed with a controllable number and sum-of-processing times-based learning effect,
in which the job processing time is considered to be a function of the control of the truncation parameters and learning based on
the sum of the processing time. However, the truncation function is very limited in the two-stage flow shop assembly scheduling
settings. Thus, this study explores a two-stage three-machine flow shop assembly problem with truncated learning to minimize the
makespan criterion. To solve the proposed model, we derive several dominance rules, lemmas, and lower bounds applied in the
branch-and-bound method. On the other hand, three simulated annealing algorithms are proposed for finding approximate
solutions. In both the small and large size number of job situations, the SA algorithm is better than the JS algorithm in this study.

All the experimental results of the proposed algorithm are presented on small and large job sizes, respectively.

1. Introduction

For decades, scheduling models usually assumed that the
processing time of the job is known and fixed [1]. But, in a
real production system, both the efficiency of the machine
and the skill of the worker can increase with the working
time, thereby reducing the actual work processing time with
the development of production. Many researchers indicated
certain types of learning effects, such as [2] in the position-
based learning effect and [3] in the time-dependent learning
effect. This topic continues to attract a lot of research interest
[4-6].

On the other hand, Biskup, Kuo and Yang [2, 3], and
Kuolamas and Kyparisis [7] introduced models that involve
a learning effect on two-machine scheduling or flow shop
scheduling settings following the same or different learning
ideas. There are a multitude of studies related to two-ma-
chine scheduling or flow shop scheduling settings with the
learning effect consideration, including [8-11] and [12].
Besides, there are some two-stage models also with the

learning effect consideration. Wu et al. [13] adopted the
learning model developed by Biskup [2] to solve a two-stage
flow shop scheduling problem with three machines to
minimize the makespan. They devised three simulated
annealing (SA) algorithms and three cloud theory-based SA
algorithms. Adopting the learning model in [3, 14], a
branch-and-bound (B&B) algorithm is devised incorpo-
rating six (hybrid) particle swam optimization (PSO)
methods to solve the two-stage flow shop assembly sched-
uling problem to minimize the total job completion time.
Most studies using the learning model are applied in the
single-machine or flow shop setting. However, the two-stage
assembly scheduling problem is relatively unexplored. Re-
cently, Wu et al. and Zou et al. [15, 16] considered position-
based learning in connection with a two-stage assembly
scheduling problem. They proposed different versions of
simulated annealing and cloud theory-based simulated
annealing to solve this problem. Moreover, Wu et al. [17]
considered this problem with general learning effects. They
developed and evaluated the performances of six hybrid
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particle swarm optimizations (PSO). Wu et al. [18] have
conducted the research about a combined approach for two-
agent scheduling with a sum-of-processing-times-based
learning effect. To the best of our knowledge, no other re-
search considers the two-stage assembly scheduling problem
with learning effects. Table 1 presents a comparative study of
existing models to solve the considered scheduling problem.
Many studies claim that most of the productive items in
manufacturing systems may be formulated in a two-stage
assembly scheduling model. However, the literature neglects
accumulated learning experience in solving a two-stage
assembly scheduling problem. In fact, the sum-of-processing
times-based learning model is pertinent to process
manufacturing in which an initial setup is often followed by
a lengthy uninterrupted production process. Motivated by
this observation, this study introduces the 2-stage 3-machine
assembly problem with a sum-of-processing times of already
processed jobs learning to minimize the makespan criterion.
This model assumes that there are two machines in the first
stage and an assembly machine in the second stage. This
study first provides some dominances and a lower bound
applied in the branch-and-bound method for an optimal
solution. Three heuristics modified from Johnson’s rule with
and without improving by an interchange pairwise method
are, then, separately applied in three simulated annealing
algorithms for finding near-optimal solutions. Finally, the
statistical results of the three proposed algorithms are
evaluated and reported.

2. Problem Statement

The considered two-stage assembly scheduling problem is
formally described in this section. We assume a series of n
given jobs to be processed on three machines. The main idea
of the studied problem is executing n given jobs on three

Discrete Dynamics in Nature and Society

TaBLE 1: Small size number of jobs parameters.

Parameter n=10, m=3
T, 1073

T f 10°8

cy 0.95

N, 10

B 0.2

a -0.1

a, -0.1

as -0.2

machines in two stages. Each job has strictly more than two
operations. For the operations of the # job, the first stage is
performed in a parallel way in two machines. The operation
processing of the second stage only begins when the op-
erations of the first stage are completed. All jobs are available
at time zero. Each job j is decomposed on three tasks as
follows: the ordinary processing times (without learning
effect) of job j are aj, bj, and cjon machines M,, M,, and M,
respectively. Other assumptions are no machine can process
more than one job at a time; no idle time is allowed on
machines M; and M,; and once a job has begun processing, it
cannot be interrupted.

Following the works of Kuo and Yang [3] and Liu et al.
[19], the real processing times of J;, if J; scheduling on the
position r of a job sequence S, are considered as
a; max{oc, (1+ Z,r;lla[k])“l}, b; max{oc, (1+ Zz;ib[k])%},
and c; max{oc, (1+ Zz;llc[k])‘“} on machines M;, M,, and
M, respectively, where « denotes the controllable parameter
with « <0, and a,,a,, a; denote the learning indices for M;,
M,, and M;. For a schedule S, the finishing time of a job, say
Jj» to be scheduled on the rth position (in ) on machine M3 is

defined, and denoted, as Cs,; (S):

r—1 ! r—1 % r—1 a3
C3[,](S)=max{tl+ajmax{(x, <1+Za[k]> },t2+bjmax{oc, <1+Zb[k]> ]»,t3]> +cjmax{oc, <1+Zc[k]> },
k=1 k=1 k=1

where ¢, t,, and t; are denoted as the beginning times of J;
on machines M;, M,, and M; in S, respectively. The optimal
criterion of this study is to find a scheduled S to minimize the
makespan (or Cj, (S5)).

3. Lower Bounds and Some Lemmas

This section proposes some useful lower bounds used in a
branch-and-bound method. Before deriving the lower
bounds, we define some notations. Suppose t,, t,, and t;
denote the starting time of the first job in syg on all three
machines. Then, we assume that spg are the partially

(1)

scheduled k jobs and syg are the remaining unscheduled
(n—k) jobs. apy<ap<---<app, bysby<---<
bk and c(y<c < --- <c(, ) denote increasing se-
quences of aj,a,,...,4,4 b,b,,....b,;  and
C1>Cys - - - > €y 1N Oy, Tespectively. Notably, a;, b;, ¢; are not
necessarily from the same job, and sy, Sy, and sgy; are
three subsequences of n jobs n increasing sequences of
a0y, .0, byby, . b, s and ¢, ¢y, ...
respectively.

Additionally, by using the ideas of Kuo and Yang [3] and
Liu et al. [19], a lower bound for a subsequent can be yielded
as follows:

»Cpk 1D Sys,
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k ay k a,
Clisny (8) = max{ﬁ + e max|:“’ <1 + Z“[i]) :|’tz + b maXI:% <1 + me> ] t; ]’
i=1 i=1
k =
* Clies1) max|:(x, <1 + Z%‘]) ]
i=1
k a9 k a3
a+(1+Yi,ag 1+ Y
2t + A ( 2 ) + Clie) ( > )
k a, k a; k a3
+(1+ Y ag +(1+ Y ay a+(1+ Y cq (2)
Clrszy (8) 2 t; +ap ( 21 : ) T Alkr2) ( 21 ) T Clke2) ( 21 : )
n k+j— 1 @ k+n;-1 a3
1 (1+Z ) o+ 1+Z»_1 C[,]
Clim] ()=t + Z a[kH] 2 * Clkrn, ] ( 12 )
=
m 1+ Zk” ! ag : a+(1+ Z:‘:c(,) .
IOWerbdl = tl + ]; a(n,jﬂ) ( 2 ) + C(l) ( 2 )
In a similar way, Case 1. As a> (T + x)°,
n k+j-1 % . T .
, (1+Z b(i)) y- maxfa, (T+x)}=y-a,
- : 4)
lowerbd, =t, + Zb(,,_]n) 5 x- max{a, (T+y)}=x-a
j=1
_ a So, the inequality holds.
n-1 3
+(1 + ZiZI C(i))
T 5 J
(3) Case 2. As (T+x)°=a> (T+ y)’,
n 14+ - 1Cl. % y - max{a, (T +x)}=y-(T+x),
lowerbd; = t; + Z c(n,jJrl ( 2ii ()) ) { e} (5)
=t 2 x - max{a, (T +y)}=x-a
lower bd = max{lower bd |, lower bd, lower bd, }. The inequality holds.
In what follows, we will propose four propertiesusedina ~ Case 3. As (T + y)°>a,
branch-and-bound to improve its search power. Before - ey T .
deriving our properties, we first give four useful lemmas y-max{a, (T+x)} =y (T+x), (6)
which will be used in the proof of Property 1. x-max{a, (T+y)}=x-(T+y)"

Lemma 1. If y>x>0, T>0, and e<0, then
y(T+x)°2x(T+ y).
Lemma 2. If A>1, 0<t, and e<0, then

ML= (1+8)°]=1- (1+A0)"

Lemmas 1 and 2 have been proved by Kuo and Yang and
Liu et al. [3, 19], respectively.

Lemma 3. If y>x>0, T>0, e<0, and 0<a<]1, then
y - max{a, (T +x)°}>x - max{a, (T + y)°}.

Proof. Note that (T + x)°> (T + y)°. O

From Lemma I, the inequality holds.

Lemma 4. IfA>1, t>0, e<0, and 0<f< 1, then A[max{
B, 1} — max{p, (1 +t)°}] >max{B, 1} - max{B, (1 + At)°}.

Proof. Note that (1+Af)>1+¢>0; thus, (1+A)°<
(1+1t)°<1 because e<0. O
Case 1. As < (1+M)°<1,
A[max{f, 1} - max{B, (1 +1)°}] = A[1 - (1 +1)°],
max{f, 1} — max{f, (1 + 1)} =1 - (1 +At)".

From Lemma 2, the inequality holds.

(7)
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Case 2. As (1+At)°<fB<(1+1)<], In summary, the inequality always holds for the given
e B conditions.
/\[max{ﬂ,l}—max{ﬁ,(l+t) }] —)L[l_(l+t) ]a (8) Toshowmax{ﬁ,l}—max{ﬁ,(1+At)e}: ﬁ—ﬁZOiSHO
max{f, 1} — max{f, (1 + )} =1-p, less than S,, it suffices to show C;;(S;) <Cy;(S,).
which is less than 1 — (1 + A¢)°. From Lemma 2, the equality
holds. Property 1. If a;<a;b;<bjc;>c;, t; >max{t1 +a;
max{(x, (1+ Zf.:lla[i])el,tz +b; max{(x, 1+ Zf;lb[,-])ez}}},
Case 3. As (1+1)°<p<1, and t, +a; max{oc, (1+Zf_11a[1])21}+a max{a, (1+ Z::ll ag +
A[max{B, 1} - max{B, (1 +1)°}] = A[1 - I, ) a;)f }>max{t2+b max{(x, (1+Z b[l]) }+bjmax {a, (1+
max{f, 1} — max{f, (1 + 1)} =1-B. ye! b +b)? Lty +¢;max{a, (1+Y,, k—1c) @ }}, then S
is no less than S,.
The equality holds because 1> 1.
Case 4. As f>1, Proof. For a job sequence S, if the job J; is assigned to the rh
. position of S, then according to the definition of the
A[max{B, 1} — max{B, (1 +£)°}] =A[f-B] =0, (10) completion time of a job,

ax{B, 1} — max{B, (1+At)°} = - B =0.

1 “a r—1 € —1 €
[1]) ]»,t2+bjmax{oc, <1+Zb[i]> ]»,t3}+cjmax{oc, (1+Zcm> }
i=1 i=1

r

Cs1(S) = max{t1 +a; max<[0c, <1 +

I’
—

i

(11)
To s1mphfy the proof, let TA =(1+ Zl 1“[1]) !
TB= (1+YF b))%, and TC = (1+ P Lcip)?. Then,
Cs; (S = max{ +a; max{a, (TA)}+ a; max{a, (TA+a;)"},t, + b, max{a, (TB)*} + b; max{a, (TB +b;)?},
max{t;, t, +a; max{a, (TA)"},b;max{a, (TB)*}} + ¢; max{a, (TC)*}} + ¢; max{a, (TC +¢;)"},
. (12)
Cy(S,) = max{t, +a; max{a, (TA)"} +a,;max{a, (TA+a; ) }.t, +b; max{a, (TB)**} + b, max{a, (TB+b;)"},
max{t3,t1 +a; max{a, (TA)},b; ; max{a, (TB)eZ}} +¢; max{a, (TC)e3}} +; max{oc, (TC + cj)%}.
Using the given conditions a;<a;b;<b;,, and
ty> maxft1 +a; max{(x, (TA), t, + bj max{a, (TB)eZ}}},
one has
Cs; ($) = max{t1 +a; max{a, (TA)"}+ a; max{a, (TA+a;)"},t, + b, max{a, (TB)*} + b; max{a, (TB +b;)?},
ty + ¢; max{a, (TC)*}} + ¢; max{a, (TC +¢;)"},
(13)

Csi(S,) = max{tl +a;max{a, (TA)"}+a max{oc, (TA + aj)el},tz +b; max{a, (TB)?} +¥; max{oc, (TB + bj)ez}’
ty + ¢;max{a, (TC)*}} + ¢; max{a, (TC + ¢;)"}.
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Applying the given condition,
t, +a;max{e, (TA)"} +a; max{a, (TA+a;)"}> max{t‘2 +b; max{a, (TB)*} +b; max{a, (TB+b;)"}, (19
14
ty + ¢; max{a, (TC)*}},

and then,
C3;(8)) = t, + a;max{a, (TA)"} +a; max{w, (TA+a;)"}+¢ max{a, (TC + cj)e3}, (15)
Csi(S,) = t, +a;max{a, (TA)"} +aq; max{oc, (TA + aj)el} +¢ max{rx, (TC + cj)e3}. (16)

Equation (16) holds by showing ¢, +a;max{a, (TA)"'}+
a max{oc, (TA+a; ) }> [t, +a;max{a, (TA) el}+ajmax {a,
(TA+ a;)'H.

J

=a; [max{a, (TA)"}

=a;(TA)" - {Z [max{ TA } _

— o 1 aj a; °
max W’ +;i (TA)EI >

=a;(TA)" - {A[max{p, 1} -

where A= (aj/ai) (>1), B=(a/(TA*)(>0), and
t = (a;/ (TA))(>0). Applying Lemma 4,
t, + a; max{a, (TA)*} + a; max{oc, (TA + aj)el} > [t +a;
max{a, (TA)"} +a; max{a, (TA+a;)"}]
thus, completes the claim.

Finally, one needs to show that C;;(S,) — C;;(5;) >0 to
fulfill the proof. From equations (15) and (16), one obtains,
applying a;<aj,¢;>c; and the fact
(TA + aj)el <(TA+a;)" and (TC + cj)e3 > (TC + ¢;)*, that
all three terms of C5; (S,) — C5; (S, ) are greater than or equal
to 0, i.e., C5(S,) — Cs; (8;)=0.

The details of the proofs of Property 24 are omitted because
they can be obtained in a similar way to Property 1. O

follows and,

Property 2. If a;<a;,b;<bj,c;>c),
ty >max{t1 +a; max{oc (1 + il Lap)®, £y + b max{a
,(1+ 350, and ¢, + b, max{a, (1+ lellb[,])“2}+

a; max{a, (TA)"} +a; max{oc, (TA + aj)el} —a; max{a, (TA)} -

- max{a, (TA+a;)"}] - a;[max{a, (TA)"} -

a;max{a, (TA+a,)"}

max{a, (TA+a;)"}],

max{f, (1 +1)}]

o ) a, \" «_
Tae A M A (17)

— [max{B, 1} — max{p, (1 + A)"}]},

b; max {oc, (1+ Z’f_lb[i] + bi)“z} >max {t, +a; max {a, (1+
Zk la[l]) '} +a; max {(x, (1+ Zf_lla[i] + a-)“l} ty + ¢; max
{(x, (1+Y5 c[,])” }} then S, is no less than S,.
Property 3. If a;<a;,b;<bj,c;>c),
t, + a; max {oc, (1+ Z;:lla[i])“l} > max {t3,t2 +b; max
{oc, 1+ Z b[l])“2} , and g rnax{oc, 1+ Zf;lla[i])“l}+
¢; max {cx, (1+ Z c[,]) }> a; max {oc, (1 +Zf:11a[i])“1}+
¢ max{oc, 1+ Zi=1 e’ }, then S, is no less than S,.

Property 4. If a;<a;,b;<b;,c;>c),

t, +b; max{(x, (1+Y% b[,])“z} > max{t3, t, +a; max{a,
(1+Y5 lag)™H, and b; max{a, (1+ e b))} +c¢; max
{(x, (1+ Z, lc[i])“3} > b; max {oc, 1+ Zf-:llb[,-])“z} +¢; max
{oc, 1+ Z c[l]) } then §; is no less than S,.



4. Heuristics and Metaheuristics

This section validates the performance levels of nine algo-
rithms, namely, JS_max, JS_min, JS_mean, JS_maxpi,
JS_minpi, JS_meanpi, SA_max, SA_min, and SA_mean.
Note that all algorithms were developed in FORTRAN and
executed on a computer with a 3.00-GHz Intel® Core™i9-
10980XE CPU and 16-GB RAM. Our experiments are di-
vided into two parts. The first part is dedicated to the small
size instances, and the second is devoted to the large size
instances. For the two cases, we randomly generated the
normal processing times from uniform distribution U (1,
100) on M1, M2, and M3 by fixing an individual seed for
each case. The factor f would be set at 0.2, 0.4, and 0.6. The
learning effect would be set at —0.1, —0.1, and —0.2, and the
computational results for each small and large size instances
are shown. This section describes the considered two-stage
assembly scheduling problem.

4.1. Small Size Number of Jobs. The parameters of the small
size number of jobs are selected as the number of work
pieces (n) at 10, number of machines (m) of 3, and the final
temperature (Tf) is fixed to 1078, B is 0.2, ay is —0.1, a, is
—0.1, and «a; is —0.2. The selections of other parameters are
shown in Table 1.

As a result of parameter selection, the starting tem-
perature (T;) is 1073, cooling coefficient is 0.95, and the
number of tests (N,) of Johnson’s algorithm is 10.

Next, the parameter selection process is explained in
detail.

We select the parameter starting temperature (7). The
range is from 10™* to 10* at 10 times the interval, and the
cooling coeflicient (c ) is fixed at 0.95. The number of tests
of Johnson’s algorithm (N,) is 5, and there are also gen-
erated data and parameters defined before selecting
parameters.

By observing Figure 1, it is obvious that only the initial
temperature (T;) is changed. In this range, it can be observed
that the AEP is relatively low at 1072, so the initial tem-
perature (T;) is 1073,

After fixing the starting temperature (T;) to 1073, we
select the parameter cooling coefficient (c;), ranging from
0.05 to 0.95 with 0.05 intervals, and fix the number of tests
(N,) of the Johnson’s algorithm as 5. There are also gen-
erated data and parameters defined before selecting the
parameters.

By selecting the parameter of the cooling coefficient (c/),
the overall decline in its value is obvious. It becomes flat after
reaching 0.80, so we choose a lower value in this part. The
cooling coeflicient (cp) is fixed at 0.95. After fixing the
starting temperature (T;) to 10”2 and the cooling coefficient
(Cf) to 0.95 (please see Figure 2), we select the parameter
Johnson’s algorithm test times (N,) with a range of 1 to 20
and the interval of 1 and see the difference. The generated
data and parameters are fixed and defined before selecting
the parameters.

When selecting the parameter Johnson’s algorithm test
times (N,), we can see from Figure 3 that although it
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FIGURE 2: Parameter selection cooling coefficient (c;) change.

fluctuates up and down, its AEP value is actually very low, so
we choose a lower value in this part. Johnson’s algorithm test
times (N,) is 10. It shows when the number of work pieces
of the B&B algorithm is 12. The results of finding the best
solution in a few cases cannot be found, so only a few values
(in the Fs column) are recorded. From the viewpoint of the
number of nodes and CPU time, the difference in the
number of jobs can also be clearly seen.

Table 2 uses the f$ values 0of 0.2, 0.4, and 0.6 to distinguish
the table. It can be seen regardless of whether the number of
work pieces is 8, 10, or 12, the smaller the  value, the greater
the number of nodes. Also, there is no best solution for the
CPU time.

Table 3 is a table distinguished by three different situ-
ations of &, a,, a;. It can be observed that regardless of
whether the number of work pieces is 8, 10, or 12, the
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FIGURE 3: Parameter selection of Johnson’s algorithm test times
(N,) change.

TasLE 2: Different f for the mean of nodes and CPU time.

Parameter Node CPU time
N B Mean Mean
0.2 9871 0.11
8 0.4 4474 0.05
0.6 2825 0.03
0.2 751491 10.33
10 0.4 262445 3.89
0.6 196723 3.13
0.2 51984213 978.76
12 0.4 27751022 585.76
0.6 16943700 327.17

TaBLE 3: Different  for the mean of nodes and CPU time.

; Parameter Node CPU time
o a, o Mean Mean
-0.1 -0.1 -0.1 4448 0.06
8 -0.1 -0.1 -0.2 7860 0.08
-0.2 -0.2 -0.1 4861 0.05
-0.1 -0.1 -0.1 281133 3.71
10 -0.1 -0.1 -0.2 608118 8.73
-0.2 -0.2 -0.1 321109 491
-0.1 -0.1 -0.1 22327360 467.04
12 —-0.1 -0.1 -0.2 41700559 775.61
-0.2 -0.2 -0.1 32651016 649.04

number of nodes and CPU time for finding the best solution
for the second case are all more than the third case, and the
third case is more than the first case.

The simulation result for the small size number of jobs
from the total mean at the bottom shows that the SA-related
algorithm performs better in the small size number of jobs.

Table 4 has f3 values of 0.2, 0.4, and 0.6, and no obvious
features are noted.

Table 5 is divided into three different situations of
&, a,, az. Clearly, in the case of various numbers of jobs, the
AEP of the second case is better than the AEP of the first
case. The AEP for each case is better than the AEP for the
third case.

Table 6 compares nine algorithms in total. There are
three changes in the number of jobs (1) and $ and 2 changes
in a;, @y, as.

Before comparing algorithms, normality verification is
carried out on the data. If the data is normal, you can use the
average of the algorithm to compare pairwise.

The residuals are not in line with the normal state, so
they cannot be compared using means. We instead use the
Kruskal-Wallis test to observe whether the medians of the
data are the same (please see Table 7). If they are not the
same, we can use the median of the algorithm to make
pairwise comparisons and observe the calculations for the
difference in the median between methods.

The null hypothesis is that the median of each group is
the same, where the P value <0.05, so the null hypothesis is
rejected, meaning the median of each group is not the same
and multiple comparative analysis can be performed to show
the difference between each group (please see Table 8).

Figure 4 is a box diagram of the nine algorithms scored
by nonparametric statistics. Clearly, the results of the SA-
related algorithms under the small size number of jobs are
superior.

Table 9 shows the results of the pairwise comparison. We
take the significance level of 0.05 as the standard. The
JS_max algorithm and the JS_mean algorithm are grouped
into one group, the JS_mean algorithm is divided into a
group with the JS_maxpi algorithm, and the JS_maxpi al-
gorithm is divided into a group with the JS_meanpi algo-
rithm. Finally, the SA-related algorithms are all divided into
a group. From this, it can be seen that the SA algorithm is a
relatively better group for the small size number of jobs,
followed by the JS_meanpi Algorithm, JS_maxpi algorithm,
JS_mean algorithm, JS_max algorithm, and finally, the
JS_minpi algorithm and JS_min algorithm. There are two
key points clearly observed in the grouping. First, the ]S
algorithm with pi is better. Second, the result obtained by
mean is better than max, and max is better than min.

4.2. Large Size Number of Jobs. The parameters of the large
size number of jobs are selected when the number of work
pieces (n) is 10, the number of machines (m) is 3, and the
final temperature (T ;) is fixed to 107%, 8 is 0.2, a; is —0.1, @,
is —0.1, and «; is —0.2. The selections of other parameters are
shown in Table 10.

From the summary of Tables 11 and 12, the SA algorithm
is the best in calculating the RPD. However, the CPU_time
shows that the SA algorithm takes a relatively long time.
With pi or without pi, the JS algorithm clearly shows that the
solution with pi to the run out of RPD is slightly inferior to
the solution without pi. The JS algorithm with pi for the
CPU_time is the fastest.

Table 13 shows the residual error in the large size
number of jobs is not in line with the normal state, so we also
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TaBLE 4: Simulation result for 3 values.
Parameter JS_max JS_min JS_mean JS_maxpi JS_minpi JS_meanpi SA_max SA_min SA_mean
N B Mean Mean Mean Mean Mean Mean Mean Mean Mean
0.2 2.92 6.69 1.96 1.81 443 1.15 0.10 0.09 0.08
8 0.4 2.87 7.77 2.50 1.78 5.51 1.61 0.07 0.09 0.05
0.6 2.25 7.21 2.01 1.43 5.07 1.29 0.07 0.08 0.06
0.2 1.95 5.94 1.67 1.21 4.18 1.12 0.05 0.06 0.05
10 0.4 2.09 6.70 1.60 1.33 4.95 1.01 0.06 0.06 0.06
0.6 1.59 6.11 1.38 1.09 4.40 0.93 0.07 0.10 0.08
0.2 1.70 5.99 1.36 1.04 4.75 0.88 0.11 0.08 0.10
12 0.4 1.59 5.93 1.40 0.97 4.59 0.93 0.05 0.09 0.08
0.6 1.32 6.24 1.26 0.92 4.88 0.95 0.10 0.09 0.10
Mean 2.03 6.51 1.68 1.28 4.75 1.10 0.08 0.08 0.07
TaBLE 5: Simulation result for «a values.
Parameter JS_max JS_min JS_mean JS_maxpi JS_minpi JS_meanpi SA_max SA_min SA_mean
n o, a, o Mean Mean Mean Mean Mean Mean Mean Mean Mean
-0.1 -0.1 -0.1 2.10 7.14 1.72 1.26 5.15 1.07 0.06 0.08 0.05
8 -01 -01 -02 189 5.52 1.80 1.32 3.82 111 0.05 0.07 0.04
-02 -0.2 -0.1 4.04 9.01 2.95 2.43 6.04 1.88 0.13 0.11 0.10
-0.1 -0.1 -0.1 1.57 6.13 1.42 0.98 4.53 0.98 0.05 0.06 0.06
10 -01 -01 -0.2 1.48 4.52 1.37 1.04 3.20 0.93 0.06 0.06 0.07
-02 -02 -0.1 2.58 8.10 1.87 1.60 5.79 1.15 0.07 0.10 0.06
-0.1 -0.1 -0.1 1.37 6.41 1.23 0.90 491 0.85 0.11 0.14 0.10
12 -01 -01 -02  1.09 432 0.99 0.79 3.55 0.76 0.03 0.02 0.02
-02 -02 -0.1 2.15 7.43 1.80 1.24 5.76 1.15 0.12 0.09 0.15
Mean 2.03 6.51 1.68 1.28 4.75 1.10 0.08 0.08 0.07
TaBLE 6: Small size number of jobs analysis variable.
Class level information
Class Levels Values
Algorithm 9 JS_max, JS_maxpi, JS_mean, JS_meanpi, JS_min, JS_minpi, SA_max, SA_mean, and SA_min
N 3 81012
B 3 0.2 0.4 0.6
o 2 -0.1 -0.2
a, 2 -0.1 -0.2
a 2 -0.1 -0.2
TaBLE 7: Normality test of residual error of the GLM model in the small size number of jobs.
Normality test
Test Statistics P value

Shapiro-Wilk

Kolmogorov-Smirnov
Cramer-von Mises
Anderson-Darling

0.936652
0.086882
0.532874
3.734124

Pr<W
Pr<D
Pr< W-§q
PR < A-Sq

<0.0001
<0.0100
<0.0050
<0.0050

TaBLE 8: Kruskal-Wallis verification of the small size number of

jobs.

Kruskal-Wallis test
Chi-square DF Pr > ChiSq
214.5511 8 <0.0001

use the same method as the small size number of jobs to

compare the relationship between the algorithms.

In the Kruskal-Wallis test, the null hypothesis is rejected
as with the small size number of jobs, meaning the median of
each group is not the same and multiple comparison analysis
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TaBLE 9: Pairwise comparison of nine algorithms for the small size TaBLE 9: Continued.
number of jobs.
Small n
Small n Algorithm Statistic P value
Algorithm Statistic P value JS_minpi vs. SA_mean 8.9229 <0.0001
JS_max vs. JS_min 8.5999 <0.0001 JS_meanpi vs. SA_max 8.9244 <0.0001
JS_max vs. JS_mean 1.8843 0.9218 JS_meanpi vs. SA_min 8.9272 <0.0001
JS_max vs. JS_maxpi 5.3095 0.0054 JS_meanpi vs. SA_mean 8.9234 <0.0001
JS_max vs. JS_minpi 7.7925 <0.0001 SA_max vs. SA_min 0.6278 1.0000
JS_max vs. JS_meanpi 6.9494 <0.0001 SA_max vs. SA_mean 0.4790 1.0000
JS_max vs. SA_max 8.9241 <0.0001 SA_min vs. SA_mean 1.1795 0.9959
JS_max vs. SA_min 8.9268 <0.0001
JS_max vs. SA_mean 8.9231 <0.0001
JS_min vs. JS_mean 8.7717 <0.0001 ) . . .
JS_min vs. JS_maxpi 3.8692 <0.0001 TaBLE 10: Parameter selection of the large size number of jobs.
JS_min vs. ]S_mlnpl 5.0645 0.0103 Parameter n=90, m=3
JS_min vs. JS_meanpi 8.8938 <0.0001 T. 10-3
JS_min vs. SA_max 8.9239 <0.0001 T 10-8
JS_min vs. SA_min 8.9267 <0.0001 c I 0.95
JS_min vs. SA_mean 8.9229 <0.0001 %0
JS_mean vs. JS_maxpi 4.3435 0.0547 B r 0.2
JS_mean vs. JS_minpi 8.6249 <0.0001 o 01
JS_mean vs. JS_meanpi 5.9589 0.0008 (xl _0l
JS_mean vs. SA_max 8.9246 <0.0001  } —02
JS_mean vs. SA_min 8.9273 <0.0001 2
JS_mean vs. SA_mean 8.9236 <0.0001
JS_maxpi vs. JS_minpi 8.7224 <0.0001 can be performed to show the differences between each
JS_maxpi vs. JS_meanpi 1.7866 0.9418 group (please see Table 14).
JS_maxpi vs. SA_max 8.9243 <0.0001 Figure 5 is a box diagram of nine algorithms scored by
JS_maxpi vs. SA_min 8.9270 <0.0001 nonparametric statistics. The figure shows clear differences
JS_maxpi vs. SA_mean 8.9233 <0.0001 among SAs and others under the large size number of jobs.
}g—anp% VS gSA—meanpl gg;}g <8888} Table 15 shows the results of the pairwise comparison. If
_minpi vs. SA_max . <0. . .
JS_minpi vs. SA_min 89267 <0.0001 the P value value is greater than 0.05, it means the effect

between the pair is not significant, but they are correlative. In
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TaBLE 13: Normality test of residual error of the GLM model with the large size number of jobs.

Normality test

Hypothesis test Statistics P value

Shapiro-Wilk w 0.916964 Pr<w <0.0001
Kolmogorov-Smirnov D 0.120337 Pr<D <0.0100
Cramer-von Mises W-Sq 0.862822 Pr<W-Sq <0.0050
Anderson-Darling A-Sq 5.519845 PR < A-Sq <0.0050

TaBLE 14: Kruskal-Wallis test of the small size number of jobs.

Kruskal-Wallis test

Chi-square DF Pr > ChiSq
204.1873 8 <0.0001

250

200 A

150 4

5‘5’ =]
A
100 - )
I O
50 4
0 |pr > ChiSq < 0.0001 ) ) ) ) ) ) ) ) ) ) ) ) ) ) )
JS_max JS_min  JS_mean JS_maxpi JS_maxpi JS_meanpi SA_max SA_min SA_mean
Algorithm
FIGURE 5: Scoring box of nine algorithms.
TaBLE 15: Pairwise comparison of nine algorithms for the large size number of jobs.
Big n

Algorithm Statistic P value
JS_max vs. JS_min 8.9219 <0.0001
JS_max JS_mean 1.5462 0.9754
JS_max JS_maxpi 2.6857 0.6144
JS_max JS_minpi 8.9231 <0.0001
JS_max JS_meanpi 3.0313 0.4434
JS_max SA_max 8.2129 <0.0001
JS_max vs. SA_min 6.3166 0.0003
JS_max SA_mean 8.4541 <0.0001

JS_min JS_mean 8.9231 <0.0001
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TaBLE 15: Continued.
Big n

Algorithm Statistic P value
JS_min JS_maxpi 8.9212 <0.0001
JS_min JS_minpi 1.4563 0.9831

JS_min JS_meanpi 8.9238 <0.0001
JS_min vs. SA_max 8.9450 <0.0001
JS_min vs. SA_min 8.9414 <0.0001
JS_min SA_mean 8.9677 <0.0001
JS_mean JS_maxpi 1.2996 0.9920

JS_mean JS_minpi 8.9243 <0.0001
JS_mean JS_meanpi 1.7044 0.9556

JS_mean SA_max 8.6226 <0.0001
JS_mean SA_min 7.4503 <0.0001
JS_mean SA_mean 8.7932 <0.0001
JS_maxpi JS_minpi 8.9224 <0.0001
JS_maxpi JS_meanpi 0.4543 1.0000

JS_maxpi SA_ma 8.8029 <0.0001
JS_maxpi SA_min 8.1199 <0.0001
JS_maxpi SA_mean 8.9094 <0.0001
JS_minpi JS_meanpi 8.9250 <0.0001
JS_minpi SA_max 8.9462 <0.0001
JS_minpi SA_min 8.9426 <0.0001
JS_minpi SA_mean 8.9689 <0.0001
JS_meanpi SA_max 8.8186 <0.0001
JS_meanpi SA_min 8.2291 <0.0001
JS_meanpi SA_mean 8.9242 <0.0001
SA_max SA_min 5.8616 0.0011

SA_max SA_mean 1.4043 0.9866

SA_min SA_mean 6.7381 <0.0001

the pairwise comparison, JS_max and JS_mean are in the
same group, JS_max and JS_maxpi are in the same group,
JS_max and JS_meanpi are in the same group, JS_min and
JS_minpi are in the same group, JS_mean and JS_meanpi are
in the same group, JS_maxpi and JS_meanpi are in the same
group, and SA_max and the SA_mean are in the same group.
The results of the SA algorithm and ]S algorithms are also
significant, so they would not be divided into the same
group. The RPD summary of the large size number of jobs
shows the solution of the SA algorithm is comparatively
better. The SA algorithm is better than the JS algorithm in
this case.

5. Conclusions

This study focuses on two-stage three-machine flow shop
assembly problems mixed with a controllable number and
sum-of-processing times-based learning effect, in which job
processing time is considered to be a function of the control
of the truncation parameter and learning based on the sum
of the processing time. We derive several dominance rules,
lemmas, and lower bounds applied in the branch-and-bound
method. On the other hand, three simulated annealing al-
gorithms are proposed for finding approximate solutions.
Computational results show that the SA algorithm is rela-
tively better for the small size number of jobs. In the large
size number of jobs, the solution of the SA algorithm is
comparatively better. Both in the small and large size
number of jobs situation, the SA algorithm is better than the

JS algorithm in this study. For future research, it would be
interesting to develop more powerful dominance rules and a
sharper lower bound on the optimal solution for medium-
size instances.
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This paper studies single-machine due-window assignment scheduling problems with truncated learning effect and resource
allocation simultaneously. Linear and convex resource allocation functions under common due-window (CONW) assignment are
considered. The goal is to find the optimal due-window starting (finishing) time, resource allocations and job sequence that
minimize a weighted sum function of earliness and tardiness, due window starting time, due window size, and total resource
consumption cost, where the weight is position-dependent weight. Optimality properties and polynomial time algorithms are

proposed to solve these problems.

1. Introduction

Scheduling models and problems with learning effects (see
Biskup [1]; Lu et al. [2]; Azzouz et al. [3]; Wang et al. [4])
and/or resource allocations (see Shabtay and Steiner [5];
Yang et al. [6]) have become popular topics for scheduling
researchers in recent years. Scheduling with learning effects
and resource allocations simultaneously was introduced by
Wang et al. [7], who focused on single-machine scheduling
problems. Lu et al. [8] studied single-machine due-date
assignment scheduling with learning effects and resource
allocations. They proved that several problems can be solved
in polynomial time. Wang and Wang [9] and Li et al. [10]
considered common and slack due-window assignment
problems with learning effects and resource allocations.
Wang and Wang [11] considered single-machine scheduling
problems with learning effects and convex resource allo-
cation function. For the scheduling criterion (the total re-
source compression criterion) minimization subject to the
constraint that the total resource compression criterion (the
scheduling criterion) is less than or equal to a fixed constant,
they proved that the problems can be solved in polynomial
time. Wang et al. [12] and Liu and Jiang [13] considered due-

date assignment scheduling with job-dependent learning
effects and resource allocation. Liu and Jiang [14] considered
flow shop due-date assignment scheduling with resource
allocation and learning effect. Shi and Wang [15] considered
flow shop due-window assignment scheduling with resource
allocation and learning effect.

In recent years, many researchers focused on the study of
scheduling with due-window, where a time interval is as-
sumed, such that jobs completed within this interval are not
penalized (Janiak et al. [16] and Wang et al. [17]). Wang et al.
[18] considered the single-machine due-window scheduling
problems with position-dependent weights. For the
weighted sum of earliness and tardiness, due window
starting time, and due window size, where the weight only
dependent on its position in a sequence (i.e., a position-
dependent weight), they proved that the problems can be
solved in polynomial time. In this study, we continue the
work of Wang et al. [18], i.e., we consider the due-window
assignment scheduling problems with learning effect and
resource allocation in the single-machine environment. The
goal is to find the optimal due-window starting (finishing)
time, resource allocations, and job sequence such that a sum
of scheduling cost (including weighted sum function of
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earliness and tardiness, due window starting time, due
window size, where the weight is position-dependent
weight) and total resource consumption cost is minimized.
The contributions of this paper are given as follows. (1) The
structural properties of single-machine scheduling problems
are derived. (2) For the linear resource allocation, we proved
that the sum of scheduling cost and total resource con-
sumption cost can be solved in polynomial time. For the
convex resource allocation, three versions of scheduling cost
and total resource consumption cost can be solved in
polynomial time respectively. (3) It is further extended the
model to the case with slack due-window (SLKW) assign-
ment model.

The rest of the article is organized as follows: In Section
2, we introduce the problem. In Sections 3 and 4, we provide
some properties to optimally solve these problems under
linear and convex resource allocation. In Section 5, we
conclude the paper.

2. Problem Formulation

We study a scheduling problem consisting of a set of n
independent jobs N = {J,/,,...,J,} that need to be pro-
cessed on a single machine. For the linear resource allo-
cation, the actual processing time of job J; is

= pjmax{r®,d} - B;u;, (1)

where p; is the basic processing time of job J; (ie. the
processing time without any resource allocation and trun-
cated learning effect), a; <0 is the job-dependent learning
rate (Mosheiov and Sidney [19]) of job I 0<d<1is a
truncation parameter (Wang et al. [20]), ﬁj is the com-
pression rate of job J i and ujis the amount of resource
allocated to job J; and satisfies
0<u;<u; < ((p; max{r®, 8})/B;).

For the convex resource allocation, the actual processing

time of job ]j is
P = (pj max{r®, 6})’7’ (2)
u.
j
where #>0 is a constant, i.e., P
function of resource u;.

Let [d,,d,]be the common due-window for all jobs,
where d, >0(d,,d, <d,) denotes the starting (finishing)
time of the common due window. The length of the due-
window is D = d, — d,. Both d, and d,are decision variables
in this paper. The goal of this paper is to find jointly the
optimal due-window location, the optimal resource

is a convex decreasing

j-1
f] :{hzowh’ forj=1,2,....,kjw,,,, forj=k+1,k+2,...,
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allocation and sequence 7 such that the following objective
function is minimized:

n n
Z(dy,dy,m) = Z w;Lij +wody +w,,, D+ Z Viitp
j=1 j=1

(3)
where [j] denotes the job scheduled in jth position, w; (j =

0,1,2,...,n,n+1) denotes a position- dependent weight,
Ly is the earliness-tardiness of job J|;, and

dl —C[]], fOr dl >C[]],

Ljy=410 for d,<Cj;<d,, (4)
C[]] - dZ’ fOr C[]] >d2,
where Cy;) is the completion time of job J;, j = 1,2,...,n

Using the three-field classification, the problem can be
denoted as 1|CONW,P}| ¥ w; L[J] +wyd, +w,, D+
Z] L ViU, Where Pf‘ € {p] max{r 7,0} = Bju;, ((pjmax
{r% 8})/u )'7} (Graham et al. [21]), where CONW denotes
the common due-window assignment. Wang et al. [18]
considered single-machine scheduling problems with
CONW and slack due-window (SLKW) assignments
problems  1|CONW| Z w;Lj + wed; +w, D and
1|SLKW| Y | w; iLij + woq + wnHD for the SLKW model,
[d d;’] is the due window of job J; such that d <d" where
d; —PA+q di=pPl+q", j=1, 2 Lo lim , q "and q"

ate decision variables and D = q" —q'. Wang et al. [18]
proved that these both problems can be solved in O (nlogn)
time, respectively.

3. Linear Resource Allocation

Lemma 1 [Wang et al. [18]]. For any given sequence 7, there
exists an optimal sequence in whzch d = Cyy for some k and
d, = Cyy for some l,1 >k, wherez Cw; <w,,, <Z, s w;, and

ZIn—lH w; < Wiy < Zl—l w;.

Lemma 2. The objective function of the problem
HCONW, P4 37 wiL(; + wody +w,. D+ Y, vijug)
can be writien ds

n
Y wil(j) + wed, +wn+1D+ZVU”m ZfP[;ﬁZVU”m’
Jj=1 Jj=1

(5)
where
j-1
Z;th, forj=1+11+2,...,n (6)
h=0
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Proof. From Lemma 1, we have

k-1 n

Z(dl’dZ’ T[) wOC[k] + Z

3 gl 3 )
=ipﬁ1<]§wh> i Pm(i

= j=l+1 h=j
n

Zlf P+ Z Vit
£

where fj (j=1,2,...,n) are given by (6).
From Lemma 2, we have

n n
Z(dpdp”) = ijL[j] + wyd; + w1 D + Z Vit
art st

n
= D &(Pyy max{r®, o} = Bryugy) + Z"m“m

-
Il
—

B

fo) j max{r

j=1

", 6} +ZI(VUJ =B ui
=
(8)

From (8), for a given sequence, the optimal resource
allocation u[]] with Vi) — & ﬁ[ 1<0 should be ugp otherwise,
u(y =0, ie., the optimal resource allocation of job J; is

L { 0, if, vy =8B 20, ©)
=1
oLy i vy =By <0

For a given sequence, from (8), we can obtain the op-
timal resource allocation. In order to determine the optimal

§,p; max{r®, 8},
" frf)j max{r", 6} +(

And &, (r=1,2,...,n) are given by (6).
Based on the above analysis, the problem 1|CONW,
= p; max{r®, 8} - fB,ul Z] y Wil +wed, +w,. D + Z L
v[ ]]um can be optimally solved by the followmg
algorithm. O

Algorithm 1

Step 1. Calculate the indices k and [ according to
Lemma 1.

Step 2. Calculate the values ¥;, by using (14).

Step 3. Solve the assignment problem (10)-(13) to
determine the optimal job sequence.

(Cw-Cry)+ Y

=1 =it

>+wn+1< > Pm) ZVUJ“M
j=k+1

vi=&B;)ag,  if v -

3
n
w;(Cpjy = Cy) + Wit (Ciy = Cpg) + . vijugyy
j=1
1 " 1 " n
> w; > Pl |t wa| X Py + ) Vi)
j=l+1 h=j+1 h=k+1 j=1 (7)

sequence, let x;, = 1ifjob J;(j = 1,2,...,n) is scheduled at
position r (r = 1 2,...,n), and x;, = 0, otherwise. Then, the
problem 1|CONW, PA =P; max{r 1,0 = Bul X wily; +
wyd, + w,. D + ZJ 1 vmum can be solved by the followmg
assignment problem:

Min ZZ‘I’V Xjrs (10)
r=1 j=1
n
ST. Y x;, =1, j=12,...,n (11)

n
Zx;-r =

itv;-§,B;20,j,r=12,...,n,

r=1,2...,m (12)
j=1
x,=0orl, j=12,...,n, (13)
where
(14)

Er[)’j<0,j,r= 1,2,...,n

Step 4. Calculate the optimal resource allocation by (7).
Step 5. Calculate d, = Cyy), d, = Cy).

Theorem 1. The problem 1|CONW, PA p; max{r®, §}-
ﬁ]u|zj 1wL[]]+de +wn+1D+ZJ lv[]]u[]] can  be
solved by Algorithm 1 in O (n®) time.

Proof. The correctness of Algorithm 1 follows from the
above analysis. The time complexity of Step 1 is O (n) time,
Step 2 is O (n?) time, Step 3 is O (1) time, Step 4 is O (1), and
5 is O(n) time. Thus, the overall computational complexity
of Algorithm 1 is O (n?).



In order to illustrate Algorithm 1 for 1|CONW, PA
p; max{r®, §}- ﬁ]ulzjle[J]+de +w, D+Z]1v
up;), we present the following example. O

n+1

Example 1. Data: n=7,0 = 0.6, w, = 19, w, = 20, w, = 12,

wy =7, w, = 14, ws = 24, wg = 22, w, = 15, wg = 22, and the

other corresponding parameters shown in Table 1.
Solution:

Step 1. According to Lemma 1, k=1,/=6.

Step 2. From (5), &, =19, &, =& =8, =& =& =22,
§; =15, and the values \¥;, are given in Table 2.

Step 3. Stemming from the assignment problem
(8)-(11), the optimal job sequence is m = (J 4, J7, ]2, Jo»
]13 ]53 ]3)

Step 4. From (7), the optimal resource allocation is
ug=Lu,=5u,=3,us=4u, =5 u;=2,u;=0.
Step 5. Calculate dy =C(;; =C, =7,d,=C =Cs =
22.67617, and ', w;L(;) +wod; + w, D+ w
Lyj) = 886.8757.

4. Convex Resource Allocation

4.1. Problem 1|CONW, PA = (p; max{r®, 8}/u;)| Z
+wyd, +wn+1D+Z 1 v[]]u[]] From Lemma 2 and
PA = ((p; max{r® 8})/u )1, we have

n n
> wiLy + wody + W, D+ Y viuy
1 s

p; max{r®, 6}
= Z () ZVU]“[]]’

j=1 Yj

(15)

where fj (j =1,2,...,n) are given by (6).

By taking the first derivative of the objective given by (15)
with respect to u;;, equating it to zero and solving it for ],
we have (16).

Lemma 3. For a given sequence, the optimal resource allo-

cation of the problem 1|CONW, PA = (p] max{r®, }/uj)l
Z] WL+ wod, +wn+1D+Z 1V[J]”[]] is

175 (1/n+1) (1)
u[*j] = (—) (f)[j] max{jam,é‘}) e (16)

Vi)
By substituting (16) into (15), we have

n n
A _ (= n/n+1) (1/n+1)
Zlij[j] +Z;VU]”UJ =(n +5"1Y)

Zn:(v[ﬂp[]] max J %) 5}) ’7/’1+1)(£j)(1/11+1).

j=1

(17)
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TaBLE 1: Data for Example 1.

J; J1 J> 3 4 Js s J7

:f)j 23 17 19 10 18 16 9

o; -0.32 -024 -0.33 -0.25 -0.28 -0.3 -0.29

ﬁj 2 3 1 3 4 2 1

v; 3 14 30 9 6 15 20

i 5 3 6 1 2 4 5
Let

‘I'jr :(’1(7}1/;1“) 4 ’1(1/;1“))(1}]_?]_ max{r"‘f,é})("/"“) (Er)(u;m),

(18)

where &, (r =1,2,...,n) are given by (6).
As in Section 3, for the problem 1|CONW, PA
(p; max{r®, 8/u;)| Z w;Lj) + wed; + w,, D+ Z] 1"[;]
u J], we can propose the followmg algorithm:

Algorithm 2

Step 1. Calculate the indices k and [ according to
Lemma 1.

Step 2. Calculate the values ¥;, by using (18).

Step 3. Solve the assignment problem (10)-(13) to
determine the optimal job sequence.

Step 4. Calculate the optimal resource allocation by
(16).

Step 5. Calculate d, = Cyy), d, = Cy).

Theorem 2. Algorithm 2 solves the problem 1|CONW, PA
(p] max{r®, 8}/u;)| ¥y w;L; + wod, + w, D+ Y 11/[]]
up;) in O (1) time.
In order to illustrate Algorithm 2 for 1|CONW, PA
(pJ max{r®, 0}/u)| ¥y w;L; + wod, + w, D+ ¥ 11’[]]
up;), we present the followmg example.

Example 2. Consider n=7,6 =0.6, 1 =2, w, =9, w, =8,

w, =12, w; =7, w, = 14,w; = 24, wy = 5, w, = 15, wg = 22,

and the other corresponding parameters shown in Table 3.
Solution:

Step 1. According to Lemma 1, k=2,/=5.

Step 2. From (5), &, =9, §, =17, &, =&, =& =22,
§6 = 20,&; = 15, and the values ¥, are given in Table 4.
Step 3. Stemming from the assignment problem
(8)-(11), the optimal job sequence is 7 = (J,,];, /5,
J7:J6:T55 4)-

Step 4. From (14), the optimal resource allocation is
u, = 10.91533, wu, =10.71178, wuz = 11.53352, wu, =
5.841858, 1y = 9.501238, u; = 9.251873,u, = 5.013141.
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TaBLE 2: Values ¥}, for Example 1.
(jlr) 1 2 3 4 5 6 7
1 262.0000 200.3414 151.0178 119.7068 98.60000 98.60000 72.00000
2 194.0000 160.6827 131.3178 112.1496 98.16679 87.28498 66.85148
3 361.0000 332.5343 290.8883 264.5431 250.8000 250.8000 171.0000
V- 4 142.0000 127.9972 110.1639 98.56349 90.12287 83.56748 56.21822
5 202.0000 162.1420 127.1396 104.6077 88.33854 75.77993 54.00000
6 212.0000 169.9128 137.1665 116.2334 101.1959 95.20000 84.00000
7 171.0000 151.9446 133.9793 122.4548 114.1549 108.8000 81.00000
Bold numbers are the optimal solution.
TaBLE 3: Data for Example 2.
]j ]1 ]2 ]3 ]4 ]5 ]6 ]7
:f)j 13 17 12 10 18 16 9
«; -0.32 -0.24 -0.33 -0.25 -0.28 -0.3 -0.29
Vi 3 4 2 9 6 5 8
TaBLE 4: Values ¥;, for Example 2.
(jir) 1 2 3 4 5 6 7
1 45.20903 48.20302 48.17622 45.30844 43.32309 41.96834 38.13077
2 65.49197 72.45895 74.00176 70.67272 68.19401 64.16226 56.87507
3 32.70817 34.71350 34.60055 32.47854 31.34372 30.36358 27.58714
Y- 4 78.94848 86.94426 88.55579 84.40999 81.32839 76.42716 67.67740
5 89.15204 96.82953 97.82774 92.71289 88.93040 83.26686 7519374
6 72.98642 78.54253 78.92439 74.51153 71.25929 67.75459 61.55913
7 68.03574 73.55408 7411175 70.10229 67.14231 63.15878 57.38356

Bold numbers are the optimal solution.

Step 5. Calculate d; = Cyy
C[S] = C6 = 60368777, and
wn+1D + Z;I:I V[J]u[J] = 440.6014.

=C, =3.370785, d, =
ZJ \w L[]]+w0d+

4.2. Problem 1|CONW, PA = ((p; max{r®, 8})/u;)", Z”
V) <U| Z w;Lij + wod +w,,D. In this sectlon, we
aim to minimize the following cost function Z w;L +

Lemma 4. For a given sequence, the optimal resource allo-
cation of the problem 1|CONW, PA = ((p] max{r®i 8})/u ),
Yo VU] <U| Yiawilg +w0d +w, D is

n+1

. (6])(1/7]+1)(V[]])( 1/5+1) (p[]] max{] Gl 8})(1’]/1’]+1

> (5) "y macty ) ™"

j=1
wod; + Wy, D subject to Y, viup; <U, 1|CONW, P;‘ = -
((p; max{r®, 8})/1,1]-)’7,2;':1 Vi8] <U]| Z;-':l w;Lj) + wod, + xU, j=L2....n
w,,,;D where U is a limitation on the total resource con- (19)
sumption cost. Obviously, in an optimal solution for the .., £ (j=1,2,...,n) are given by (6).
problem 1|{CONW, PA ((p] max{r® 6})/u ), Z] L VGIMG)
<UIYT wil + del + W, D the constraint will be  proof For a given sequence = T > T ) the
satisfied as Z?:l viug =U. Lagrange function is
n n n 5 i n n
~ " o Py max{j*, 6} _
j=1 Jj=1 Jj=1 (/] j=1
where A is the Lagrangian multiplier. Deriving (20) with It follows that
respect to u;; and A, we have
(1/n+1)
oL (1, 1) (p; max{j*,5})" o _ (n;(py max{j“. e})") 22)
3 = Av;) = né; X P =0. (21) U = 3 (U/n+1) :
“u (411) (i)



From Y7, v(;u(; = U, we have

( ) (1/n+1) (

V[]] max{] Ul 8}) (n/n+1)

U

2 QD) _ (23)
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Finally, inserting (23) into (22), we have (19).
By substituting the values u; given in (19) into
Z;’zl ij‘[“j] = z;-':l & ((py;) max{j*, d}/u;)))", we have

" " n+1
D &P =0 <Z (vi;)P1j max{j*", 8}) ”/M)(‘ff)(wm> ' ey
=

Jj=1

Similarly to Section 4.1, we have the following. O

Theorem 3. Problem 1|CONW, PA = (((p] max{r%, 6})/
u;))" Z 1v[]]u[]]<U| z] 1wL[]]+w0d +w, D can be
solved m O (1) time.

4.3. Problem 1|CONW, P4 = ((p; max{r®, })/u; ), Z
L[J + wod,; +wn+1D<V|i V[ ]u[]] In this sectlon the
inverse version’ of 1|CONW P = ((p; max{r®, 8}/u; N7,

Z] VLI <U| Z] WL +wed; +w,,, D will be con-
sidered, i.e., the problem of minimizing 7, Vi) subject
tozj WL + wed; +w,,;D<V, where Visa given real
number.

Similarly to Section 4.2, we have.

Lemma 5. For a given sequence, the optimal resource allo-
cation of the problem1|CONW, P ((pJ max{r i 6})/u ),
21:1 w]L[J] +w0d +u)n+1D§V| i] IV[]]u[]

(17m)
iy = V() () T (B maxd o, o) <i( &) (B max{f“[j]"s})(”/MI)) 29

where fj (j=1,2,...,n) are given by (6).
By substituting the values uf; given in (25) into
Y1 vijuyjp we have

: (1/n)+1
ZV[J U = v /,1)<Z(V[j]}~7[j] max{j"‘[z])6})(’7/’7*1>(Ej)<1/q+1)> .

j=1

(26)

Similarly to Section 4.2, we have.

Theorem 4. Problem 1|CONW, P4 = ((p] max{r%, 6})/
u,)", Z i WL+ wod, +w,, D<V| i] | Vi) can  be
solved in O(n ) time.

Remark. Obviously, the CONW model can be extended to the
slack due-window (SLKW) assignment model. The objective
function Z;l:l w;Lj) + wyd, + w,,, D can be replaced by

n+l
n
!
Z w]-Lm +wyq +w,, D, (27)
=1
where
! !
dijy=Cpyp for dp>Cyy,
L[]] =10, for dl SC[J] Sdz, (28)
n
C[]] d[]], fOr C[]]>d[]],
and D=dj-d;=q" -4

j=1

5. Conclusions

This paper considered the single-machine due-window as-
signment scheduling problems with learning effect and re-
source allocation. For the linear and convex resource
allocations, we showed that some different models are pol-
ynomially solvable, respectively. Future research may focus on
the flow shop scheduling problems with learning effect and
resource allocation or study the Pareto-optimal solutions with
respect to the criterion Z _ w;Lj + wed; + w1 D and the
resource compression cost 2ot Viju -

n+1
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Supplier evaluation and selection is critical for schools to save costs. Supplier evaluation indexes must be developed before
evaluation. In addition, how to select the most appropriate supplier and make the best procurement decision are also important
topics. This study selected three most important supplier evaluation and selection criteria and established a supplier evaluation
model through fuzzy logic inference using MATLAB. This method can overcome the defects in some methodologies and improve
organizational capability and competitiveness. This model can also be used to address practical supplier evaluation and selection
matters. Modelling took several steps, including fuzzification, fuzzy rule base, fuzzy inference engine, and defuzzification. Then, a
supplier evaluation model was established based on the fuzzy rules obtained from the abovementioned operations. This model can

provide a basis for school purchasers or managers in executing supplier selection policies in the future.

1. Introduction

With increasingly intense market competition and growing
consumer awareness over recent years, consumers are
provided with more and more opportunities to select the
products they need. Mass, simple, and standard production
cannot effectively satisfy ever-changing consumer demands
any more. Manufacturers must be able to efficiently provide
diverse products to satisfy consumer demands and maintain
their presence against fierce competition. Schools also
represent a group of consumers who frequently procure
large amounts of various products. Therefore, supplier se-
lection not only affects a school’s procurement cost but also
affects its operation quality. Supplier selection is a key step in
the procurement process. A school that does not engage an
appropriate supplier to provide low-cost and high-quality
products cannot attract students, which will invisibly in-
crease costs. This study, based on the data acquired from a
supplier database and literature review, used fuzzy logic to
propose an evaluation method which addressed such
problems. Using a germane supplier selection and evaluation
model to cut school procurement cost, it is also the key for
schools to increase school competitiveness. Therefore, a

supplier evaluation model provides an important basis for
school procurement decisions [1, 2].

2. Fuzzy Theory Method

Fuzzy theory is a famous paper “Fuzzy Sets (Fuzzy Sets),
which was published by Professor LA Zadeh of the Uni-
versity of California, Berkeley, in 1965, in the Information
and Control (Information and Control) academic journal).”
[3]. He believes that traditional control theory places too
much emphasis on precision to master complex systems. If
you use the concepts of fuzzy sets and continuous mem-
bership functions (Membership Function) to control, you
won’t have this problem. In 1973, he published a paper
introducing the concept of semantic variables and proposed
the use of fuzzy logic (Fuzzy If-Then Rule) [4] to formulate
human knowledge and establish the basis of fuzzy control. In
1978, the first fuzzy controller appeared to verify the fea-
sibility of fuzzy theory [5]. However, the scholars at that time
insisted on the traditional set theory, so when the fuzzy
theory was put forward, it received many criticisms, but it
developed rapidly in the following two decades and com-
bined with other different theories to become a new branch
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of mathematics, and the related applications were also ex-
ponential. Growth, such as the application of fuzzy logic
systems [6], image recognition [7], time series prediction [8],
intelligent robots [9], and its scope, is quite extensive
(Figure 1). The basic structure of the fuzzy system is shown
in Figures 2 and 3. The main functional blocks include: (1)
fuzzification, (2) fuzzy rule base, (3) fuzzy inference engine,
and (4) defuzzification.

2.1. Fuzzification and Attribution Function. Fuzzy theory
uses the attribute function of the range in the interval [0, 1]
to represent the fuzzy set on the range U.Common fuzzy
attribution functions include trapezoidal and triangular
attribution functions.

(1) Triangular attribute function, as shown in Figure 2.

The mathematical expression of the triangle attri-
bution function is

x -k
, k<x<n,
m-—k
=4 r-x
Ha(x) . m<x<r, (1)
r—m
L 0, otherwise.

(2) Trapezoidal attribute function, as shown in Figure 3.

The mathematical expression of the trapezoidal at-
tribute function is

z:]]z k<x<a,
1, a<x<b,
phy (%) = A (2)
::;, b<x<r,
| 0, otherwise.

2.2. Fuzzy Rule Base. Fuzzy Rule Base is a classification rule
of fuzzy theory. The design method is expressed in the form
of the If-Then column formula, and the fuzzy control al-
gorithm is shown in the following formula:

If (x,)is (A;yand...and (x;) is {A;>
Then y is {action,),

i=1,2,...,n,

(3)

where 7 is the number of control rules, x is the input pa-
rameter, A is the condition, and action is the corresponding
action based on the previous conditions. Generally speaking,
there are three main methods for generating rule bases:

(1) Based on expert knowledge and experience: a fuzzy
rule library is designed based on expert consultation
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Acknowledgement base

I

) Inference engine: Defuzzifier:
Fuzzifier jmm{(1) Logical AND: min centroid of  |m—)

) (2) Implication: min area

(3) Aggregation: max

FIGUREe 1: Fuzzy inference.

tha (x)

k m r

FIGURE 2: Triangle attribute function.

pha (%)

k a b r

FiGure 3: Trapezoidal attribution function.

with experience in this research field or reference
books with reference value.

(2) Response according to the input of the controlled
object: according to the input and output reaction
actions of the controlled object, it can be summa-
rized as the method of system identification.

(3) Through self-learning: after collecting some mea-
surement data, the data are measured by a specific
training algorithm, and fuzzy rules are extracted
from it, for example, Genetic Algorithm (GA) and
Artificial Neural Network (ANN).

2.3. Fuzzy Inference Engine. The fuzzy inference engine is the
core of the fuzzy system. It simulates human thinking and
decision-making modes through approximate inference or
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FIGURE 5: Fuzzy rules.

fuzzy inference to achieve the main purpose of problem
solving. In this research, the maximum-minimum com-
posite operation in fuzzy inference is used. The formula is as
follows:

Maximum-minimum composite operation:

o' (2) = max[min (uy (), pp (6 )] (4)

2.4. Defuzzification. After the parameters are fuzzified and
fuzzy inference engine, clear values must be solved
through defuzzification. The process of converting the
conclusions generated after fuzzy inference into clear
values is called “defuzzification.” The legal meaning is to
calculate the area center point of the overlapping area,
and the set value of the position of the center of gravity
point is the fuzzy output value as shown in the following
formula:

. [Zi:lﬂc () 'J’i]. (5)

Yiwe (v)

Among them, N is the total number of fuzzy rules, y; is
the inferred result of the i-th fuzzy rule, y. (y;) represents
the attribution value of the i-th rule fuzzy set.

3. Simulation Results

This research is based on the supplier data established over
the years as a database. Three variables are selected including
price, delivery speed, and quality variables. Based on this, a
set of fuzzy rules is compiled, and the design steps are as
follows:

(1) Input and output language variables are created

(2) Relevant terms are established, and attribution
functions are defined

(3) Fuzzy rules and inferences are given
(4) Deblurring

This study designed and constructed a supplier evalu-
ation model based on this rule.

3.1. Creating Input and Output Language Variables. This
research uses fuzzy logic inference tools to establish a
supplier system and uses fuzzy algorithms to make judg-
ments. Before making judgments, first, the input and output
parameters are confirmed, and price, delivery date, and
quality are choosen as input parameters.

3.2. Establishing Related Terms and Attribution Functions.
In the fuzzy judgment, the relevant terms are corresponding
to the input language variables, and the input and output
settings of each parameter are as follows:

We enter the parameters of price and quality in three
steps of low, medium, and high and the delivery speed in
three steps of fast, normal, and delayed. After establishing
the relevant terminology, an attribution function must be
defined for each term. The input and output functions of this
study use triangular attribution functions. The various
central values of the attribution function and the size of its
range will affect the fuzzy value of the input variable, which is
good for fuzzy judgment design. The influence is very large,
and the suitable value range designed in this study is shown
in Figures 4 and 5.
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FIGURrE 7: Surface plot.

4. Conclusions

This study acquired data from a database containing years of
supplier data and carried out fuzzy inference and defuzzi-
fication using MATLAB. The centroid method was used for
defuzzification. As inferenced by it, 27 rules were triggered
in total. As shown in the figure, when the price is above NT$
5000, quality is above medium and high levels, delivery is
efficient within 20 days, and 80.7% of suppliers are reliable,
as shown in Figures 6 and 7.

Supplier selection is the first step to establish a sup-
plier system. Selection of appropriate suppliers is helpful
to school procurement evaluation. In contrast, if inap-
propriate or uncooperative suppliers are selected, schools
(and even their operations) will be negatively affected.
Therefore, cautions must be exercised in selecting sup-
pliers. The fuzzy multiple criteria method was used for

analyzing and validating the efficacy and feasibility of the
model.

Data Availability

After the article is published and accepted, data sharing and
use can be allowed.
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Carbon policies and consumer environmental consciousness are effective motivators that drive enterprises to adopt sustainability
technology. To provide enterprises insights into sustainable investment and inventory-transportation decision-making and
governments insights into policy-making, this study investigates integrated inventory-transportation scheduling considering
consumer environmental consciousness and sustainability technology under carbon cap, tax, and cap-and-trade policies. We first
examined sustainability that extends the economic order quantity (EOQ) models, simultaneously taking into account the
comprehensive emission model, consumer environmental consciousness, and carbon policies. We then optimized the sus-
tainability level and EOQ using the simulation method. Furthermore, we performed a regression analysis on the carbon policy
effects on sustainability level, profit, and emission. Moreover, using the regression models, we estimated and discussed the optimal
policy parameters from the perspective of social welfare maximization. The results indicate that the carbon cap-and-trade policy is
superior to carbon cap and tax policies. Under carbon cap and tax policies, the tougher the carbon policy, the higher the
sustainability level and the lower the profit and carbon emission. Meanwhile, under the carbon cap-and-trade policy, the carbon
trading price is the decisive factor that affects the sustainability level, enterprises’ profit, and carbon emission; the carbon cap has a

positive regulatory effect on profit.

1. Introduction

In recent years, global warming and climate change have
created increasing awareness of environmental issues among
people [1]. Moreover, carbon emission is regarded as the
main contributor to global warming and climate change [2].
Due to the frequent occurrences of natural disasters, many
countries and regional organizations have passed carbon
emission regulations to prevent enterprises from excessively
discharging emissions into the air [3]. In general, govern-
ments often adopt three policies, namely, carbon cap, tax,
and cap-and-trade policies, to reduce carbon emission [4].
For example, the US Congress carries out a carbon cap policy
[5]. Meanwhile, the carbon tax policy is adopted in Den-
mark, Japan, Ireland, and Finland, and the cap-and-trade

policy is adopted in Norway, Switzerland, Sweden, Italy,
Slovenia, UK, USA, Canada, and China [3, 6]. At the same
time, the public environmental consciousness and social
responsibility are increasing with more frequent occurrence
of extreme weather events [7], and sustainable consumption
is becoming more and more popular all over the world. The
idea of carbon label is used to identify the sustainability level
of a product. For instance, Walmart has requested its
100,000 suppliers to complete the carbon footprint verifi-
cation and labeled their products with colors according to
the carbon footprints [8]. The sustainability level of the
product enables environmental-conscious consumers to
select products with the smallest carbon footprints. The
higher the consumer environmental consciousness is, the
more the customers are willing to accept sustainable
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products even with a higher price [9, 10]. The European
Commission surveys show that 83% of the Europeans ex-
press concern about the carbon emission of products when
buying them [11]. The Environmental Protection Ministry of
China has launched a pilot project to arouse the public’s
environmental consciousness by attaching carbon labels and
certifying sustainable products [9]. Enhanced environmental
awareness means familiarity with the public with the ideas of
carbon reduction and sustainable development [3].

In this context, the dual effects of governments and the
public cause more stressful and challenging enterprise op-
erations. With the increasing consumer environmental
awareness, sustainable technology is an effective way for
enterprises to achieve a competitive and commercial ad-
vantage [8] and enhance environmental sustainability [12].
Sustainable investment can cut down the carbon emission in
the supply chain [13] and improve environmental sustain-
ability and enterprises’ competitiveness in the long run [14].
However, enterprises should invest in sustainable operations
when adopting sustainable technology, which may lead to a
change in their cost structure [8]. Hence, determining an
appropriate level of sustainability is a primary concern for
enterprises. To meet governments’ carbon regulations, en-
terprises have to adjust their operations’ objective from
economy to environment. By nature, emission from supply
chain operations exceeds 20% of the total global emission
[5], and production, inventory, and transportation activities
contribute to sustainability problems in enterprises’ oper-
ations [15]. In particular, inventory activity is responsible for
11% of the carbon emission from the logistics sector. For
example, by optimizing inventory operations, Hew-
lett-Packard decreased its carbon emission from 26.1 tonnes
to 18.3 tonnes in 2010 [4]. Moreover, transportation ac-
counts for around 5% of the world’s carbon emission [16],
which is considered one of the principal sources of carbon
emission [15]. The carbon emission generated from the
inventory and transportation process is mainly determined
by inventory control decisions and transportation sched-
uling [17]. The interaction of trade-off between inventory
and transportation indicates that their integrated optimi-
zation is needed to reduce costs and carbon emission [18].
When enterprises adopt sustainable technology, market
demand and cost structure will change according to the
product’s sustainability level. These changes will influence
the inventory control decision and transportation sched-
uling, thereby influencing costs and carbon emission in
logistics. In turn, the inventory-transportation scheduling
will affect the marginal cost of sustainable investment, thus
affecting the decision of sustainability level. Therefore, en-
terprises need joint decisions on sustainability level and
inventory-transportation solutions to satisfy the carbon
emission requirements set by the governments.

As far as our knowledge from the literature review, a few
studies have attempted to optimize sustainability level and
inventory-transportation scheduling simultaneously. For
instance, Toptal et al. [19] and Huang et al. [3] developed
EOQ models with sustainable investment. However, they
did not consider consumer environmental awareness; that is,
the demand in their models was constant and did not vary
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with the sustainability level. In this study, inventory-
transportation models that consider consumer environ-
mental awareness and sustainable investment under carbon
cap, tax, and cap-and-trade policies were investigated.
Furthermore, a comprehensive fuel consumption function is
integrated into these models to calculate the costs and
emissions in transportation, which can improve reliability
and applicability in optimization [20]. We focus on inves-
tigating the following questions:

(1) How do enterprises decide sustainability level and
inventory-transportation scheduling simultaneously
under carbon cap, tax, and cap-and-trade policies?

(2) How do carbon cap, tax, and cap-and-trade policies
affect enterprises’ sustainability level, profit, and
emission?

(3) How do governments set policy parameters to
harmonize economic and environmental objectives?

The rest of this paper is organized as follows. The rel-
evant literature is presented in Section 2. Model assumptions
and notations are proposed in Section 3. The optimization
models of the integrated sustainability level and inventory-
transportation problem under carbon cap, tax, and cap-and-
trade policies are explored and solved using the simulation
solution method in Section 4. Then, the results of simula-
tions and the effect of carbon policies on sustainability level
and enterprises’ performance are presented in Section 5.
Policy parameters set by governments are estimated and
discussed in Section 6. Finally, a conclusion is presented in
Section 7.

2. Literature Review

Integrated inventory-transportation model incorporates
inventory and transportation decisions simultaneously be-
cause of their trade-off. Earlier models aimed to maximize
the overall total costs of inventory and transportation [21]
without taking into account carbon emission. The classical
economic order quantity (EOQ) was the first integrated
inventory-transportation model introduced by Ford
W. Harris in 1913. Since then, increasing numbers of
scholars have extended the integrated inventory-trans-
portation model in several ways. In integrated inventory-
transportation models, they analyzed different demand
functions, such as constant [3, 19, 22], random [20, 23],
linear [24], quadratic [25], and time-varying demands [1].
The logistics network has been expanded from a single-
single type to single-many [26], many-single [27], and
many-many forms [20, 23]. For the decision level, the
existing research mainly focuses on the tactical level problem
[20, 23, 28-30], with few researchers considering strategic
level problem [31]. In terms of the product, the existing
research can be divided into the following categories: single
product [5] and multiple products [20, 32]. Some researchers
also consider other characters in the integrated inventory-
transportation model. For example, Alim and Beullens [33]
integrated a flexible delivery option into the inventory-
transportation model for an online sales firm. Meanwhile,
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Gautam et al. [34] jointly optimize the number of shipments
and quantities of orders with defect management.

Following the sustainable development, the amount of
literature on the integrated inventory-transportation prob-
lem considering environmental factors has increased rapidly
in recent years. Benjaafar et al. [18] examined a simplified
inventory model to explore the impacts of operations de-
cisions on carbon emission. Meanwhile, Soysal et al. [23]
explored an inventory routing problem with a compre-
hensive emissions model in transportation. The results in-
dicated that horizontal collaboration decreases the costs and
emissions in logistics. Biuki et al. [35] integrated the eco-
nomic, ecological, and societal aspects into a location-in-
ventory routing model. Moreover, Bouchery, et al. [16]
presented an EOQ model that considers vehicle capacities to
provide sufficient conditions that ensure a decrease in costs
and carbon emission. The joint decision on inventory and
transportation under carbon policies is a hot research topic.
Considering carbon tax policy, Wang et al. [30] developed an
inventory-transportation model in refined oil logistics. Xu
et al. [36] constructed nonlinear models to optimize in-
ventory and transportation strategy for perishable items
under carbon tax and carbon cap-and-trade regulations.
Meanwhile, Micheli and Mantella [20] extended the model
of Soysal et al. [23] with a heterogeneous fleet under carbon
cap, carbon tax, and carbon cap-and-trade regulations; they
ignored the emissions associated with inventory. Moreover,
Tang et al. [17] examined the effect of controlling carbon
emission in inventory-transportation management with
stochastic demand. They analyzed three carbon regulations,
namely, carbon tax, cap-and-trade, and carbon offset. Under
the cap-and-trade scheme, Hua et al. [37] extended the
classical EOQ model with carbon emission and proved that
the optimal order quantity is between the classical EOQ
model and the model that minimizes carbon emission.
Furthermore, Konur and Schaefer [5] investigated the EOQ
model with less-than-truckload and truckload trans-
portation under carbon tax and cap, cap-and-trade, and cap-
and-offset regulations. Chen et al. [38] used EOQ models
under various environmental regulations to illustrate the
conditions where emissions may be reduced and the relative
reduction in emissions is greater than the relative increase in
cost. Meanwhile, Liao and Deng [39] extended an EOQ
model with uncertain demand under carbon tax regulation,
and the result showed that increasing carbon tax will de-
crease profit margins and alter the optimal order decisions.
Finally, Rabta [29] presented an EOQ model in a circular
economy and proposed various relationships (linear and
nonlinear) between the circularity level and demand, and
cost and selling price.

In the context of a sustainable economy, consumer
environmental awareness is integrated into a supply chain
optimization model. Yu et al. [40] developed an optimiza-
tion model under oligopolistic competition, and their results
show that manufacturers could promote a product’s sus-
tainability level due to an increase in consumer environ-
mental awareness. Moreover, to analyze the effect of carbon
tax price on carbon emission, Hovelaque and Bironneau [28]
explored an EOQ model with demand dependent on price

and carbon emission in production and logistics activities.
Meanwhile, Zhang et al. [41] investigated the effect of
consumer environmental awareness on channel coordina-
tion and order quantities. Cheng et al. [8] integrated carbon-
labeling scheme into game-theoretic models between a
manufacturer and a retailer to investigate the impact of
consumer environmental awareness on supply chain per-
formance. Consumer environmental awareness increases
market demand or sale price, which drives manufacturers to
adopt clean technology and thus increase the sustainability
level of product. Hence, integrating clean technology or
sustainable investment into supply chain activities has also
become a research hotspot. Drake et al. [42] addressed the
technology choice problem under carbon tax and cap-and-
trade policies. Their results revealed that the expected profit
under the cap-and-trade policy is greater than that under
carbon tax policy. Meanwhile, Tao and Xu [43] examined an
EOQ model to investigate the effect of consumer environ-
mental awareness on optimal order quantity, emission level,
and total costs under carbon tax and carbon cap-and-trade
regulations. Toptal et al. [19] investigated an EOQ model
considering green technology under carbon tax, cap, and
cap-and-trade policies. The results revealed that green
technology can simultaneously reduce costs and carbon
emissions. Moreover, by extending the model, Huang et al.
[3] developed green technology to determine the green
investment amount, delivery quantity, and optimal pro-
duction quantity under the same regulations. Dong et al. [13]
integrated sustainable investment into order quantity de-
cision with stochastic demand under the carbon cap-and-
trade policy. They indicated that sustainable investment has
a major impact on the performance of supply chain. Under a
carbon tax regulation, Cheng et al. [8] explored a sustainable
investment decision-making model using Bayesian infor-
mation updating. Furthermore, to explore the effects of the
government subsidy coefficient on the sustainability level
and the retail price, Su et al. [44] examined a green supply
chain model under different government subsidies.

This study points out three research gaps on this topic:
(1) studies extending classical EOQ models by considering
sustainable investment and consumer environmental
awareness are scarce. Tao and Xu [43] only considered
consumer environmental awareness, whereas Toptal et al.
[19] and Huang et al. [3] only considered sustainable in-
vestment. Meanwhile, Dong et al. [13], Cheng et al. [10], and
Su et al. [44] considered them both; however, they did not
consider inventory and transportation activities in their
models. (2) In those EOQ models, transportation cost and
emission are assumed to have fixed values or piecewise
functions, giving a less accurate estimation of transportation
cost and emission. (3) When considering carbon policies, the
literature focuses on the sensitivity analysis of policy pa-
rameters. There are few studies on deciding appropriate
policy parameters from the government perspective.

To conclude, our study adds to the literature on the
integrated inventory-transportation model by (1) extending
EOQ model with sustainable investment and consumer
environmental awareness simultaneously under different
carbon emission regulations (i.e., cap, tax, and cap-and-



trade) and (2) employing a comprehensive fuel consumption
function, on the basis of factors such as vehicle type, vehicle
load, vehicle speed, and traveled distance, to compute trans-
portation cost and emission. The explicit consideration of fuel
consumption ensures a more accurate estimation of trans-
portation cost and emission [20, 23]. This study also con-
tributes to the literature by (3) developing regression models to
analyze the effect of policy parameters on sustainability level,
profit, and emission, and estimate optimal policy parameters
based on maximizing social welfare. Table 1 presents the lit-
erature positioning of the present paper.

3. Model Assumptions and Notations

We consider an enterprise that manufactures a sustainable item
and sells the product on its own salespoint. The enterprise
determines the sustainability level and controls the inventory
and transportation for the item. The main forces driving
sustainable investment are governments’ carbon policies and
consumers’ environmental awareness. The market demand is
dependent on the sustainability level, which affects the in-
ventory control and transportation decision. The enterprise
needs joint decisions on sustainability level and EOQ to
maximize its profit and satisfy carbon policies. We consider
three carbon regulations: cap, tax, and cap-and-trade. The
major notations used in the models are summarized in Table 2.
The models are developed under the following assumptions:

(1) The enterprise assumes the basic EOQ settings: the
demand is uniform and continuous; no shortage is
allowed; the order lead time is known and constant;
the inventory replenishment is completed instanta-
neously; the ordering cost per time is constant and
independent of order quantity; and the holding cost
is a linear function of inventory [43]. In addition, the
production cost of each unit is constant and inde-
pendent of the sustainability level.

(2) We assume that the sustainability level only de-
scribes the carbon emission in the manufacturing
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process but does not include the carbon emission in
transportation and inventory. Sustainability level S is
a dimensionless indicator ranging from 0 to 1 [29].
The sustainability level S is determined by the
manufacturer and measured by equation (1), where
e, is the carbon emission in production, a is the base
carbon emission per unit when S =0, and b is the
minimum carbon emission when § = I:

a-e

S:a—b'

(1)

(3) We assume that the sustainable investment cost is a
quadratic function [10, 13]; that is, 8S%/2, where & is
the sustainable investment coefficient. The cost and
cost growth rate of sustainable investment increase
monotonously with the sustainability level.

(4) We assume a linear demand function affected by the
sustainability level; that is, D = D, + pS, where p is
the coefficient of the sustainable effect on the in-
creasing demand [29] and D, is the potential de-
mand per year when S=0, or p = 0.

(5) We assume a limited, capacitated, and homogeneous
fleet. Moreover, to compute the cost and carbon
emission in transportation, we assume compre-
hensive fuel consumption [20, 23]. Given a traveled
distance d and a vehicle speed f, the fuel con-
sumption, denoted by FC, is computed by equation
(2), where & is fuel-to-air mass ratio, k, is engine
friction factor, N, is engine speed, V, is engine
displacement, @ is efficiency parameter for diesel
engines, A is frontal surface area, ¢ is vehicle drive
train efficiency, ¢, is coeflicient of aerodynamic drag,
 is air density, g is gravitational constant, ¢ is road
angle, c, is coefficient of rolling resistance, y is curt-
weight, « is heating value of a typical diesel fuel, and
V is payload:

EC - E( (kN V. dIf) +(0.5cd(fodf2/(1000a)e)) +dg((sing +c, cosg) (u + V)/(lOOOGJe))) @)

Let A= (¢/(xy), y=kN,V, y=(1/(1000d¢)),
B=0.5c;0Af, and 0 = g(sing +c,cosg); then FC
=A((yd/f) + dyBf? + dyo (u+V)). Let 7, = (Ady/f)
+Ady (Bf? + uo) and 1, = Adyos; then the vehicle
transportation cost is 9k7; + 97,Q, where k is the
number of vehicles, Q is order quantity, and 9 is fuel
price. The carbon emission in transportation
is Okt, + 07,Q, where 0 denotes fuel conversion
factor.

(ky)

4. Optimization Model

4.1. Base Case Model (M,). The base case model, denoted by
M,, represents the case where there is no carbon policy. The
enterprise’s goal is to maximize profits. Without any carbon
policy in place, the average annual profit is given by equation
(3), where k = [Q/L]. In equation (3), the first, second, third,
fourth, fifth, and sixth terms are sales income,
manufacturing cost, sustainable investment cost, inventory
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TaBLE 1: The literature positioning of this paper.

Carbon emission
Consumer

en

p Sustainable . Comprehensive fuel regulation Decision on policy
apers . environmental .
investment Awareness consumption Cap T Cap-and- parameters
ap Tax
trade
Konur and Schaefer
[5], Tang et al. Vo v
Dong et al. [13] N N N
Soysal et al. [23] N
Micheli and
Mantella [20] v VoV v
Tao and Xu [43] v VARV v
Toptal et al. [19],
Huang et al. [3] v VoV v
Cheng et al. [8],
Su et al. [44] Vv v
This paper N N N v N J
TaBLE 2: Main notations.
Parameters Meaning
A Fixed cost of inventory replenishment
h Holding cost per unit per year held in inventory
[N Manufacturing cost per unit
¢ Transportation cost, ¢, = 9kt + 97,Q
L Vehicle capacity
P Sale price
D, Potential demand per year when S=0
p Coeflicient of the effect of sustainability on demand
) Coefficient of sustainable investment
D Actual demand per year, D = D + pS
ZX Carbon emission amount due to inventory replenishment
h Carbon emission amount due to holding a unit inventory per year
G Carbon emission amount due to transportation, ¢, = 6kt + 6h7,Q
n Carbon policy index: n=0 for no carbon, n=1 for cap, n=2 for tax, and n=3 for cap-and-trade policies
C, Carbon emission cap per year
C, Carbon emission trading price per ton
Cr Carbon tax price per ton
N4 Social welfare
U,. Economic utility
U Environmental utility

Decision variables

Q Order quantity

S Sustainability level

Functions

E(Q,S) Average annual carbon emission function

Z(Q,S) Average annual profit function

replenishment cost, inventory holding cost, and trans- where Z,(Q,S) is a discontinuous function, and the optimal
portation cost, respectively: solution (Q,S) cannot be directly obtained by the first-order

ZO(Q’S):P(D0+PS)_C0(D0+PS)‘T_

_hQ
2

(

k97, (D, + pS)

partial derivative. We design a two-stage optimization method to
58S A (D, + pS) solve the problem. First, we assume that the sustainability level is
—aq given by the enterprise, under which we solve the optimal order
quantity problem. Second, we obtain the optimal S by the
simulation method. In the following analysis, the optimal order
+ 97, (D, + pS)), quantity problems under different carbon regulations are solved
in Sections 4.1-4.4. Meanwhile, the simulation method for

(3)  solving the optimal S is analyzed in Section 4.5.

Q



Given S, the optimal EOQ Q; that maximizes Z, (Q, S)
also cannot be determined using the first-order derivative.
Z,(Q,S), especially, is a piecewise continuous function such
that each piece is in the form of equation (2) over a given
quantity range of length L. Obviously, the sum of the first
five terms of Z, (Q, S) is an EOQ-type convex function of Q
with a maximum at ge,q = \/(2A(D, + pS)/h). For each
fixed positive integer k, the sixth term is a decreasing convex
function of Q over (k—1)L<Q<kL. Based on these
characteristics of Z,(Q,S), the following properties are
verified [22].

Property 1. Let ng =\ 2(A+k91,)(Dy + pS)/h), k=1,
JIf (k-1)L< Q’g <kL, Q’g is realizable.

Property 2. Define i to be the unique integer such that
(i— 1)L<qeoq<zL For all k<i-1, Z,(Q,S) is increasing
over (k—1)L<Q<kL and Qo is not reahzable

Property 3. If k>1, then Z,(Q,S) < Z,(kL,S) for Q=>kL.
Property 4. If Q) >iL, then Z,(Q,S) is increasing over

(i-1)L<Q< iL. If Qg <iL, then Z, (Q, S) is increasing over
(i-1)L<Q<Q and decreasing over Q, <Q <iL.

(M1): max Z,;(Q,S) =(P

co = 973) (Dy + pS) =

s.t. E(Q,S) = Q

Q=0.

Z,(Q,S) and E(Q,S) are discontinuous functions and
should be analyzed simultaneously to find the optimal so-
lution to M1, which is denoted by Q,*. Feasible solutions
exist for M1 when the minimum of E (Q, S) is lager than C,.
Similar to Z, (Q, S), each piece of the E (Q, S) function is an
EOQ type. Accordmg to Corollary 1, the optimal emission
order quantity Q" and the least emission E* can be deter-
mined by the following algorithm [22, 45]:

Step 1. Compute geoq = \(2A (D, + pS)/h) and

i = [Geog/L1-
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From Properties 1-4, the optimal EOQ Q is defined by
the following corollary.

Corollary 1. Given the sustainability level S,
Q) = alrgmax{Z(mln{Q”rl (i+ 1)L}, S), Z(L,S)}. Q;
can be determined by the following algorithm:
Step 1.

Deoqg = (2A(Dgy + pS)/h)  and
i = [qEOq/L-]

Step 2. Compute Q’ = 2(A +i97)) (D, + pS)/h). If
Qi >iL, let Q) =

Step 3.Compute and compare  Z(Qi,S) and
Zy((i = 1)L,S). Select the one that yields the maximum
profit as the optimal Qg , and stop.

Compute

4.2. Model under Carbon Cap Regulation (M,). Under a cap
regulation, the enterprise is subject to an upper bound on the
total average annual carbon emission. The enterprise’s
problem is to find the sustainability level of production and
the optimal order quantity to maximize the average annual
total profit without exceeding the emission cap C,. This
problem can be formulated as follows:

88’ (A+k9r))(Dy+pS) hQ
2 Q 2

(A+Kk6r,)Dy+pS hQ (4)

ot (a+(b-a)S+0r,) (D, +pS)<C

Stgp 2. Compute Qi = \/(2(;1 +i91,) (D, +pS)/E). If

Q' >iL let Q = '

Step 3. Compute and compare E(@Q,S) and
E((z— l)L S) , If EWQ, S)<E((1 -1)L,S),
Q Q E" —E(Q S); else, Q =(i-1)L,

E'=E((i-1)L,S), and stop.

We assume that C, > E’; that is, feasible order quan-
tities exist for M1. Given S, the feasible solution consists
of all pairs (Q,,S) such that g} <Q, < g}, where

C,—(a+(b-a)S+0r,) (D, +pS) - \/(Ca —(a+(b-a)S+01,)(Dy +pS))* - 2?;(2& + i@rl) (Dg + pS)

(5)

q =

h

i

(6)

~(a+(b-a)S+61,) (Dy +pS) +\(C, — (a+ (b —a)S+ 01,) (Dy +pS))’ ~ 2h(A + i1, ) (D, + pS)

h
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where ¢ and ¢, are the two roots of (A +k6r))
(Dy +pS)/IQ+hQ/2 + (a+ (b—a)S+0r,) (D, +pS) =C,,.
Now, consider the range ((i—1)L,iL]. When
qg <(i-1)Lor q’i >iL, there is no feasible solution in the
range ((i —1)L,iL]. Otherwise, the feasible range of Q, is
[Q,QL], where Q) = max{q}, (i - 1)L} and
Q, =min{g,iL}. It is easy to verify that
AE< - <qi<qi<qy'<---<q), and the length of
feasible region is decreasing in the number of vehicles i. Let
m, and m, be defined as the minimum and the maximum
number of vehicles, respectively, such that M1 is feasible. 1,
and m, can be easily determined using the relation
P<G< - <qr<qi<qyt<--- <qi. By the definitions of
m, and m,, it follows that Q; € [Q]",Q5"?] [5].

Recall form Property 2 that i is the unique integer, such
that (i — 1)L <q,,q <iL. The following corollary summarizes
the optimal solution for M1 [5].

Corollary 2. Given the sustainability level S and supposing
that M1 is feasible,

(1) if my =i, then Q = Q) if Q) € [Q", Q") Qf =
QY < Q) and Q7 = Q) if Q> Q)

(2) if my<i—1, then QF =Q5", if my =m,; and Q =
arg max{Z1 @Qr=,8), Z, (Qy", S)} if m; #m,

(3)if m<i-1<i<m,, then Q)" = argmax
{Z,((i-1)L,S), Z, (min{Q}, Q}},S)}

From Corollary 2, Q[ can be determined by the following

algorithm:

Step 1. Compute Qg = | (2A(Dy +pS)/h) and
i = [qeoq/L1-

Step 2. Compute Qi) = \/(2(A +i91)) (D, + pS)/h).
Step 3. Let j =1,2,..., andseti = jin equations (5) and
(6) to compute q] andq,. Let m, be defined as the
minimum integer such that [Q], Q)] # &, and let m, be
defined as the maximum integer such that [Q], Qé] + .
Step 4. Set Q" =max{q,", (m; - 1)L}, Q[ = max
(", (my — DLL QY = minfgum L}, and Q)" =
min{g,?,m,L}. Ifm, >i, go to Step 5. If m, <i— 1, go to
Step 6. Otherwise, go to Step 7.

Step 5. 1FQ)" > Q), Q) = Q. If Q" < Q) Qf =
Otherwise, Q; = Qj and stop.

Step 6. If m; = m,, Q" = Q}". Otherwise, compute the
profit for Q= Q™" and Q = Q>. Select the one that
yields the maximum profit as the optimal Q;", and stop.
Step 7. Let Q; = min{Q)), Q}}. Compute the profit for
Q=Q and Q = (i — 1)L. Select the one that yields the
maximum profit as the optimal Q[ , and stop.

4.3. Model under Carbon Tax Regulation (M,). Under a tax
regulation, the enterprise pays C; monetary units in taxes
for unit carbon emission. The enterprise’s objective is to
maximize average annual total profit without restriction on
the maximum carbon emission and its problem can be
formulated as follows:

38 (A+k9r)) (Do +pS) hQ

(M?2): max ZZ(Q,S):(P—CO—STZ)(D0+/)S)—7 a —T—CTE(Q,S)
A+ kb S) (7)
T G Tl()Q(DOer)+h7Q+(a+(b—a)S+(972)(D0+pS)
Q=0.

Substituting E (Q, S) into Z, (Q,S), then we have
Z,(Q,8) =(P-c¢y—1,(9+ Cp0)
s’
—Cr(a+(b-a)s)) (D, +pS) - >
(A+CrA+kr, (9+Cr0))(Dy+pS)  (8)
Q

(h+Crh)Q
—

Equation (8) indicates that Z,(Q,S) has the same
function structure as Z;(Q,S). Hence, the following cor-
ollary is obtained from Properties 1-4 to find the optimal
EOQ, which is denoted by Q; .

Corollary 3. Given  the  sustainability  level S,
Q; =argmax{Z(min{Q},iL},S), Z((i - 1)L,S)}. Q; can be
determined by the following algorithm:

Step 1. Compute G2e0q =
V(2(A +CrA) (Dy + pS))/ (h+ Crh)) and i = [qpeny/
L].

Step 2. Compute Q=
V(@(A +CrA+i(9+ Cr0)7) (Dy + pS))/ (h + Crh)).
If Q >iL, let Q) = iL.

Step 3. Compute and compare Z,(Q5,S) and

Z,((i — 1)L, S). Select the one that yields the maximum
profit as the optimal Q' , and stop.




4.4. Model under Carbon Cap-and-Trade Regulation (Ms;).
Under a cap-and-trade regulation, the enterprise is sub-
ject to an emission cap on the total carbon emission. If the
carbon emission is more than or lower than the cap, the
enterprise can buy carbon emission permits or sell
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extracarbon emission with a carbon emission trading
system [19]. Supply and demand are assumed to be always
available for buying and selling carbon emissions. The
enterprise’s problem of deciding the optimal order
quantity is formulated as follows:

38’ (A+k9r))(Dy+pS) hQ
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x= E(Q,S)-C,. (11)

Q=0. (12)

The objective function Z;(Q,S) is translated deduced directly. A simulation method is used to seek for

into equation (13) by substituting E(Q,S) and x into
equation (9):
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Note that Z; (Q, S) follows a similar functional form with
Z,(Q,S) and Z,(Q,S). From Properties 1-4, the optimal
EOQ under carbon cap-and-trade regulation, denoted by
Qj", can be determined by the following corollary.

Corollary 4. Given  the  sustainability — level S,
Q; =argmax{Z (min{Q;,iL},S),Z ((i - 1)L,S)}. Q5 can
be determined by the following algorithm:

Step L Compute D3e0q =
\(2(A+C,A) (Dy +pS))/ (h+C,h)) and i = (ga,q/1).
Step 2. Compute Q=

V(Q(A +C,A +i(9+C,0)7,) (Dy +pS))/ (h + C, ).
If Q, >iL, let Q, =iL.
Step 3. Compute and compare Z5(Q.,S) and

Z4((i— 1)L, S). Select the one that yields the maximum
profit as the optimal Q5 , and stop.

4.5. Simulation Method for Optimizing Sustainability Level.
Corollaries 1-4 show that the optimal order quantity is
dependent on the sustainability level S at any carbon
policy case. The optimal sustainability level S cannot be

the optimal sustainability level S by transforming the
continuous variable S into a discrete variable. Considering
0<S8<1, and setting the optimization precision error to
0.001, 1001 feasible solutions exist for S, that is, 0, 0.001,
0.002, ..., 0.999, 1. At any carbon policy case, the sim-
ulation process consists of nine steps, as shown in
Figure 1.

Step 1. Set j=0, ZZ =0, SS=0.
Step 2. Let S(j) = j*0.001.

Step 3. Given S(j), compute the EOQ using the al-
gorithms of Corollaries 1-4 and obtain Q(}).

Step 4. For the solution pair (Q(j),S(j)), compute the
profit Z (j) using Z(Q,S).
Step 5. Compare Z (j) and ZZ. If Z(j) > ZZ, go to Step
6. Otherwise, go to Step 7.

Step 6. Let SS = S(j), ZZ = Z(}).

Step 7. Let j=j+ 1.

Step 8. If j>1000, go to Step 9. Otherwise, go
back to Step 2.

Step 9. Assign SS to the optimal S, and stop.

Let us take the following as an example. Set A =$150,
h=$3, A=200kg, h=5kg P=$0.5/kg c,=%0.2/kg
a=0.4kg, b=0.1kg, 9 =815/, 6 = 2.63kg/l,
D, = 250,000kg, p = 50,000kg, & = $70,000, f = 80 km/h,
and d =500km. Based on the model of Micheli and
Mantella [20], the vehicle parameters are reported as follows:
&=1, k,=(0.25kj/rev/l), N,=383rev/s, V,=45],
@ =045 A;=7m? e=045, ¢; = 0.6, a = 12041 kg/m’,
9.81m/s*>, ¢=0, ¢,=001, u=3500kg, «=44, and
L =4,000kg. Carbon policy parameters are assumed as
follows: the carbon tax price and carbon trading price are
$200/ton, and the cap is 80% of allowed emissions with
respect to the base case when the sustainable investment is
not considered. Based on the simulation optimization
process shown in Figure 1, the simulation calculations under
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End

FiGgure 1: Simulation optimization process.

each carbon policy were programmed separately in MAT-
LAB. The optimal sustainability level S, EOQ Q, profit Z, and
carbon emission E are shown in Table 3. The computation
time is less than 0.5s in all cases, implying the feasibility of
the simulation optimization method.

5. Simulation Analysis

In this section, we focus on the simulation analysis to explore the
effects of carbon emission regulations on sustainability level,
profit, and carbon emission. In all of the problem instances, we
assume that d ~U[100, 500] km and f ~U[20, 80] km/h, where
U [m, n] denotes a uniform distribution with bounds m and n.
The same vehicle parameters are adopted as in Section 4.5 [20].
The fuel price 9 is assumed to be U$[1,2]/l. The emission
conversion factor 6 is set equal to 2.63 kg/l. The cost and carbon
emission parameters are randomly generated assuming that
P~US$[0.5,0.6]/kg, ¢, ~ U$[0.2,0.3]/kg, a ~ U[0.4,0.6] kg,
b~U[0.1,0.2] kg. h ~U$[1,5]/kg, D, ~ U[100, 500] tonne,
A~U$[50,250], h ~ U$[2,8], and A ~ U[50,300] kg (similar
values are used by Konur and Schaefer [5]). The sustainable
parameters p and § are assumed to be U[0.1D,, 0.3D,] kg and
U$[50000, 100000], respectively. All the above parameters
randomly generate 1,000 different parameters and then
generate 1,000 different situations through random combi-
nation. Based on the previous model solution method and the
above data, the simulation method programmed in MATLAB
is used to solve the optimal sustainability level, profit, and
carbon emission under the three policies, namely, carbon cap,
tax, and cap-and-trade.

TaBLE 3: Simulation computation results of the example.

Carbon policy No policy Cap Tax Cap-and-trade
S 0.139 0.281 0.316 0.331
Q(kg) 4,000 4,000 8,000 8,000
Z($) 46,971 43,348 13,362 44,816
E(kg) 170,767 130,413 139,371 131,840

5.1. Effects of Carbon Cap under Carbon Cap Regulation.
Under the carbon cap policy, we use the model M, to calculate
the carbon emission when the profit is maximized. Use this
carbon emission as a benchmark, and set a carbon cap policy
between 50% and 100% of this benchmark; that is, set the policy
parameter to a carbon cap ratio. Let the carbon cap ratio be
Ceap> and set 51 different C,, values, which are evenly gen-
erated from 0.5 to 1 using the LINSPACE function of
MATLAB. At each C,,, we analyze all 1,000 problem instances
and, respectively, recorded their average values in terms of
optimal sustainability level, carbon emission, and profit. The
independent variable is C,,, whereas the dependent variables
are sustainability level, profit, and carbon emission. Three
regression models are constructed as shown in equations
(14)-(16), and the regression results are shown in Table 4:

S =0y + P11 Cep & (14)
Ei=ap+BCqp t & (15)
Zl =03 +ﬂl3ccap & (16)

The regression results show that the sustainability level
negatively correlates with the carbon cap ratio, whereas
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carbon emission and profit positively correlate with the
carbon cap ratio. The smaller the carbon cap ratio, the
smaller the carbon cap. To meet the carbon cap require-
ments, enterprises must further increase the sustainability
level. Increasing the sustainability level reduces carbon
emission, whereas increasing the cost of sustainable in-
vestment reduces the profits. The simulation results show
that when the carbon cap ratio increases by 1%, the sus-
tainability level decreases by 0.01672, the carbon emission
increases by 1,318.623kg, and the profit increases by
$200.797.

5.2. Effects of Carbon Tax Price under Carbon Tax
Regulation. To analyze the effects of carbon tax price, we set
101 different C; values that are evenly generated from 0 to 1
using LINSPACE function of MATLAB. At each C;, we
analyze all 1,000 problem instances and, respectively,
recorded their average values in terms of optimal sustain-
ability level, carbon emission, and profit. Regression analyses
are carried out to analyze the effects of carbon tax price C;.
on sustainability level, profit, and carbon emission. By using
the data generated from simulation results under carbon tax
regulation, we developed three regression models as shown
in equations (17)-(19). Then, we present the regression
results in Table 5:

S, =ay +,Cr +& (17)
E, =ay +B,Cr +e (18)
Zy =0, + B3Cr + & (19)

The regression results show that the sustainability level
significantly positively correlates with carbon tax price,
whereas carbon emission and profit significantly negatively
correlate with carbon tax price. When carbon tax price
increases by $1/ton, the sustainability level will increase by
0.000714, but carbon emission and profit will decrease by
69.228 kg and $121.570, respectively. As the carbon tax raises
the sustainability level, the cost of sustainable investment
also increases. Although the increase in carbon tax prices can
reduce carbon emission, it does not necessarily reduce the
amount of carbon taxes. The economic income brought by
the sustainability level cannot offset the increase of sus-
tainable investment cost and carbon tax amount, causing the
profit to decline.

5.3. Effects of Carbon Cap and Trading Price under Carbon
Cap-and-Trade Regulation. Under the carbon cap-and-
trade policy, we set carbon cap ratio to C,, ~ U[0.5,1] (i.e,,
the same as the carbon cap policy) and carbon trading price
toC, ~U [0, 1]. The carbon cap ratio and the carbon trading
price randomly generate 1,001 random policy combinations
in MATLAB. These 1,001 different policies are applied to
1,000 different situations, and the operations under different
policies are simulated. By performing regression analysis on
the simulation results, the regression model is obtained, as
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shown in equations (20)-(22). Moreover, the regression
results are shown in Table 6:

S; = ay; +/331Cp + & (20)
E;=as +/j’32Cp + & (21)
Zy =33+ B33C, + Py (Cp * Ccap) te (22)

The results show that f;, >0, which indicates that the
sustainability level is positively related to the carbon trading
price. Meanwhile, the coefficient 35, <0 indicates that carbon
emission is inversely related to carbon trading price. Model (22)
indicates that the relationship between profit and carbon trading
price is affected by the carbon cap ratio; in particular, it has a
positive regulatory effect on the relationship between carbon
trading prices and profits. When C,,, is greater (less) than 0.616,
carbon trading price positively (negatively) correlates with profit.
When C,, = 1 and carbon trading price increases $1/tonne, the
profit would increase by $76.762. By contrast, when C,, = 0.5
and carbon trading price increases by $1/tonne, profits would
decrease by $23.078. When C,,, = 0.616, the carbon trading
price had no effect on profit. At this critical point, the carbon
trading volume is 0, so no matter what the carbon trading price
is, the carbon trading value (turnover) is still 0. Therefore, the
carbon trading price will not have an impact on profit.

Models (20) and (21) indicate that no matter what the
carbon price is, when carbon trading price increases by $1/
tonne, the sustainability level will increase by 0.000715,
whereas carbon emission will decrease by 69.466kg.
Comparing the results under the carbon tax, we find that
carbon trading price has a similar impact on the sustain-
ability level and carbon emission as carbon tax price. When
Cep =0, carbon trading price positively correlates with
profit. At this point, when the carbon trading price increases
by $1/tonne, the profit decreases by $122.920. Considering
the error caused by random factors in simulation, the carbon
trading price and the carbon tax price also have the same
effect on profit when C_,, = 0,. The above analysis results
show that, under carbon cap-and-trade policy, carbon
trading price plays a decisive role in sustainability level and
carbon emission, which are dependent on carbon trading
price and irrelevant to the carbon cap ratio. However, the
carbon cap ratio will affect the enterprises’ profit. The larger
the carbon cap ratio, the more carbon emission enterprises
can emit freely, which should be more beneficial to them.
Therefore, when the carbon cap is 0, the effect of carbon
trading policy is similar to that of the carbon tax policy [20].
Therefore, enterprises would choose to operate under the
cap-and-trade policy involving incentives rather than under
the carbon tax policy involving penalties when the carbon
trading price is equal to the carbon tax price [3, 19].

6. Parameters Estimation of Carbon Policies
and Discussion

The above results provide the exemplification of the effects
of different carbon emission regulations on the perfor-
mance of supply chain. In general, carbon policies have
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TABLE 4: Regression results under carbon cap regulation.

Model (14)

Variables S

Model (15)
E(kg)

Model (16)
Z($)

Ccap(standard error) -1.672*** (0.031)
Constant (standard error)> 1.802*** (0.021)
Observations 51
R-squared 0.987

131862.277*** (2044.752) 20079.715*** (1130.034)
49569.496*** (1562.821) 46572.010*** (863.694)
51 51
0.988 0.866

**p<0.01; **p<0.05 *p<0.1.

TaBLE 5: Regression results under carbon tax regulation.

Model (17)

Variables S

Model (18)
E(kg)

Model (19)
Z,($)

Cr ($/kg) (standard error) 0.714*** (0.020)
Constant (standard error) 0.312*** (0.102)
Observations 101
R-squared 0.927

—69228"** (2717.332) —121570"** (906.902)
160212*** (1572.769) 56842*** (524.904)
101 101
0.868 0.994

1 p<0.015 " p<0.05 *p<0.

TABLE 6: Regression results under carbon cap-and-trade regulation.

. Model (20) Model (21) Model (22)
Variables S E(kg) 7.(9)
C,(standard error) 0.715*** (0.006) —69466.637*** (845.203) ~122920.356** (620.912)

C,"Ceyp(standard error)

Constant (standard error) 0.324™** (0.004)

199682.801*** (788.726)

160858.469*** (493.1061) 58381.626"** (163.311)

Observations 1001 1001 1001

R-squared 0.923 0.871 0.986
**p<0.01; **p<0.05 *p<0.1.

positive effects on the environment and negative effects on s(oc +B,C )2

the economy [19]. For the government, the permissive SW = )3+ B13Ceqp - ATz T Pizep) (24)

policy cannot achieve improvement of the environment,
whereas the severe policy will affect the economic de-
velopment. It is necessary to design appropriate carbon
policy parameters from the perspective of maximizing
social welfare.

Social welfare includes economic and environmental
utilities. Economic utility is a positive utility. In the research
environment of this paper, the economic utility under
carbon cap and cap-and-trade policies is the profit of the
enterprise, and that under a carbon tax policy includes the
carbon tax revenue obtained by the government. Environ-
mental utility is a negative utility, which reflects the envi-
ronmental damage caused by carbon emission. We use a
quadratic environmental damage function to represent
environmental utility [46]. The social welfare function is
expressed in equation (23). The first and second items in
equation (23) are the economic and environmental utilities,
respectively:

SW=U, -U,, (23)

Under the carbon cap policy, U, = a5 + 13Ccap and
E, = a;, + $,,Ccap- Substituting U,. and U,, into equa-
tion (23), we obtain the social welfare as shown in
equation (24):

2

By the first-order derivative, the optimal carbon cap ratio
that maximizes social welfare under the carbon cap policy
can be obtained (equation (24)):

c* Bis — Brans

S

Set £ = 107°. Substituting the results of the regression
models (14)-(16) into equation (25), we obtain the optimal
carbon cap ratio CJ, = 77.8%. The corresponding social
welfare, profits, carbon emission, and sustainability levels
are shown in Table 7.

Under the carbon tax policy, E, = &y, + ,,C and
Ue = ty3 + f3Cr + CrE, , where CE, is the carbon tax
levied by governments. Equation (26) presents the social
welfare under the carbon tax policy:

(25)

2
SW = ay; + B3Cr + Cp + E, — %, (26)

Similarly, through the first-order derivative, the optimal
carbon tax price that maximizes social welfare under the
carbon tax policy can be obtained from the following
equation:
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TaBLE 7: Decision results under different carbon policies.

Policy level Parameter value Social welfare Profit ($) Carbon emission (kg) Sustainability
CAP 77.8% 50618 62194 152158 0.501
TAX 347%/tonne 52641 14657 136190 0.560
Cap-and-trade 347%$/tonne, 77.8% 62308 69635 121054 0.573
. + 0, — 0 -
C; = ﬂ 23 ﬁzzz 2/5/522 2 (27) trai?;z(g:‘ice - Carbon cap
&P~ 4P

Based on the results of the regression models (17)-(19),
we obtain the optimal carbon tax price C; = $347/tonne.
The corresponding social welfare, profit, carbon emission,
and sustainability level are shown in Table 7.

Under the carbon cap-and-trade policy, U, = aq; +
B33 Cp + B3 (C,Cqqp) and E; = a3, +f5,C,. The social
welfare under the carbon cap-and-trade policy is shown in
the following equation:

2
+ f35,C
SW =as; +f33Cp + ﬁ34(cpccap) - W-
(28)

There are two parameters, that is, Cp and C,,, under
carbon cap-and-trade policy. Since carbon trading price Cp
is usually determined by the supply and demand of the
carbon trading market, the government mainly needs to
decide the C,, value. Taking the first derivative of SW with
respect to C,,, we obtain (dSW/dC,,,) = B5,C,, > 0. That is,
social welfare increases monotonously with the carbon cap
ratio. From this, a very interesting conclusion can be drawn:
when the carbon cap ratio is 100%, that is, the maximum
value, social welfare is maximized. This conclusion indicates
that to maximize social welfare, the government should
increase the carbon cap as much as possible because it has no
restrictive effect on enterprises. Based on the conclusion of
the previous regression models, we summarized the causal
influence mechanism in the social welfare system under the
carbon trading policy in Figure 2.

As shown in the figure, sustainability level and carbon
emission are determined by carbon trading price and are not
related to carbon cap. The carbon cap will only affect the
profit [17]. Therefore, when the carbon trading price is fixed,
regardless of the carbon cap, the sustainability level and
carbon emission are also fixed, resulting in a fixed envi-
ronmental utility. The greater the carbon cap, the greater the
carbon emission that an enterprise can obtain for free.
Moreover, the profit of the enterprise is higher, and the
economic utility is greater, and, therefore, the social welfare
is greater. To be precise, the maximum social welfare
mentioned here actually refers to the social welfare caused by
a single enterprise. From the perspective of the whole so-
ciety, social welfare is actually unchanged. When conducting
carbon trading, some companies increase their profits due to
the sale of carbon emission rights, and, thus, there must be a
decline in profits due to the purchase of carbon emission
rights. Therefore, from the perspective of the entire society,
carbon trading itself has no impact on economic utility and

+
Sustainability level

Environmental
utility

+
Economical utility

Social welfare

FIGURE 2: Causal relationships under cap-and-trade policy.

social welfare. Under the carbon cap-and-trade policy, social
welfare is determined by the carbon trading price. The
government can exert two aspects of regulation effect
through a reasonable carbon cap. The first aspect is to adjust
the relative balance of profits in different industries through
carbon cap. For industries with higher profit margins, a strict
carbon cap policy can be adopted. By contrast, industries
with lower margins can adopt a loose carbon cap policy. The
second aspect is to stabilize the carbon trading price through
the carbon cap. When the carbon trading price is high, the
carbon cap could be set at a large value to reduce the carbon
trading price and vice versa.

To compare the results under various policies, we use the
optimal parameter values under the carbon cap and the
carbon tax policies. Moreover, the decision results under the
carbon cap-and-trade policy are calculated (ie,
(C, = $347/tonne, C,, = 77.8%)). The corresponding so-
cial welfare, profit, carbon emission, and sustainability level
are shown in Table 7.

The operation results reveal that the sustainability level
under the carbon cap policy is the lowest, whereas that under
the carbon cap-and-trade policy is the highest. Under the
carbon cap policy, the sustainability level is 0.501, and its
carbon emission is the largest of the three policies. The
enterprises’ emission reduction goal is to control carbon
emission within the carbon cap. Hence, when the carbon cap
is high, the enterprises’ enthusiasm for reducing emissions is
not strong. Meanwhile, under the carbon tax policy, social
welfare is slightly higher than the carbon cap policy.
However, the enterprise’s profit is only $14,657, and the
carbon tax revenue is $47,258. This is because under the
carbon tax policy, the government is both the leader and the
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beneficiary of the policy, so it sets a relatively high carbon tax
price. A high tax price not only can encourage enterprises to
increase their sustainability level, reduce carbon tax costs,
and improve the economic utility, but also can maintain
social welfare at a high level. However, due to high carbon
tax price, the enterprise’s profit has been greatly reduced.
The results shown in Table 7 indicate that the enterprise’s
profit under the carbon tax policy has fallen by 76.4%
compared with that under the carbon cap policy. Therefore,
excessively high carbon tax price will frustrate the enter-
prise’s enthusiasm for sustainable investment [30]. If the
enterprise gives up its business because of low profits, it will
be a double defeat for the government and the enterprise.
Therefore, if the government takes part of the carbon tax
revenue to subsidize the enterprise [30], the enterprise’s
profit will increase, as well as their enthusiasm to achieve a
win-win situation. The social welfare, enterprise’s profit, and
carbon emission under the carbon cap-and-trade policy are
superior to those under the carbon cap policy and carbon tax
policy [42]. This is because carbon cap-and-trade policy
absorbs the advantages of carbon cap and carbon tax pol-
icies. To obtain greater profit, enterprises have increased
their sustainability levels to reduce their carbon emission.
They could even make greater profits by selling the
remaining carbon emission rights. The analysis results show
that a single carbon policy has certain limitations, and a
composite carbon policy can consider both the economic
and emission reduction goals, thereby achieving the coor-
dination of economic and environmental utilities.

7. Conclusions

Integrating environmental factors into inventory-trans-
portation problem is a hot topic in sustainable development,
and carbon policies such as cap, tax, and cap-and-trade are
regarded as effective ways to reduce carbon emission.
However, research on the integrated inventory-trans-
portation model simultaneously taking into account con-
sumer  environmental  consciousness,  sustainable
investment, and carbon policies on a global scale is lacking.
Under carbon cap, tax, and cap-and-trade policies, we in-
vestigated consumer environmental consciousness extended
in inventory-transportation problem with demand depen-
dent on the sustainability level of the product. First, we
examined four integrated inventory-transportation models
under different policy cases (i.e., no carbon policy, cap, tax,
and cap-and-trade) and presented corresponding algorithms
to optimize EOQ by giving sustainability level. Second, we
designed a simulation method to determine the appropriate
sustainability level and EOQ simultaneously. Third, we
performed simulations under carbon cap, tax, and cap-and-
trade policies, and we used regression models to analyze the
effect of carbon policies on the sustainability level, profit,
and carbon emission. Finally, by maximizing social welfare,
we estimated and discussed carbon policy parameters on the
basis of the regression results.

Under carbon cap policy, the carbon cap positively
correlates with enterprises’ profit and carbon emission but
negatively correlates with the sustainability level.
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Meanwhile, under carbon tax policy, the carbon tax price
significantly positively correlates with the sustainability level
but negatively correlates with enterprises’ profit and carbon
emission. Moreover, under carbon cap-and-trade policy, the
carbon trading price is the decisive factor that affects the
sustainability level, enterprises’ profit, and carbon emission.
The carbon cap has no effect on the sustainability level and
enterprises’ carbon emission but has a positive regulatory
effect on the relationship between carbon trading prices and
profits. Furthermore, the carbon trading price is positively
related to the sustainability level and inversely related to
carbon emission. When carbon trading price is low (high),
carbon trading price negatively (positively) correlates with
profit. The results indicate that carbon cap-and-trade policy
is superior to carbon cap and tax policies because it could
absorb the advantages of the single carbon policy and
achieve the coordination of economic and environmental
utilities.

Under carbon cap and tax policies, policy parameters
could be estimated from the perspective of social welfare
maximization by using regression models. The governments
tend to set a high carbon tax parameter because they benefit
from the carbon tax. However, a high carbon tax parameter
will markedly decrease enterprises’ profit, which has a sig-
nificantly negative effect on enterprises’ enthusiasm for
sustainable investment. Therefore, the government subsidy
strategy is needed when a severe carbon tax policy is
adopted. Under the carbon cap-and-trade policy, the carbon
trading price has the same effect as the carbon tax price when
the carbon cap is 0. The situation when carbon cap is 0
means that enterprises do not have free carbon emission
permits. At this point, the same drawback as carbon tax
policy will occur; that is, enterprises’ profit will be decreased
markedly. Hence, the governments should avoid the situ-
ation to promote the initiative of enterprises to reduce
emissions in practice. Though governments cannot estimate
carbon cap parameter by maximizing social welfare, they
should set an appropriate carbon cap parameter according to
the profit of enterprise and carbon trading price to play its
regulatory role.

The novel contributions of this paper are as follows.
Integrated inventory-transportation optimization models
considering the sustainability of the product under carbon
cap, tax, cap-and-trade policies were developed. To our
knowledge, this is the first study to combine consumer
environmental awareness, sustainable technology, and
comprehensive emission model in inventory-transportation
problem, thereby closing this gap in the literature. Fur-
thermore, simulations were designed to optimize inventory-
transportation models. Based on the simulation results,
regression models are proposed to analyze the effect of
carbon policy parameters on sustainability level, profit, and
emission. The policy parameters are estimated and analyzed
using the regression results. The proposed models could be
used as a reference for enterprises needing to formulate
inventory-transportation scheduling and governments
intending to implement carbon policies.

Although this paper has several novel contributions,
certain limitations should be considered. Future research
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should address the following aspects: (1) The homogeneous
vehicle was used as a delivery medium in the model. The
possible extension of the model is to consider heterogeneous
vehicles in future studies. (2) Our research assumes a single
item. Extending the model with multiple items is also a
direction worthy of further study. (3) We assume that the
carbon label only includes carbon emission in production. In
the future research, the carbon emission in inventory and
transportation should be included in the carbon label,
thereby making the optimization model more complicated
and challenging. (4) The last extension worth mentioning is
to expand inventory-transportation model using more
complex logistics networks, such as “one-to-many” or
“many-to-many”, and consider varying consumer envi-
ronmental consciousness in different markets.
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Improving the prediction accuracy of a complex trait of interest is key to performing genomic selection (GS) for crop breeding.
For the complex trait measured in multiple environments, this paper proposes a two-stage method to solve a linear model that
jointly models the genetic effects and the genotype x environment interaction (G x E) effects. In the first stage, the least absolute
shrinkage and selection operator (LASSO) penalized method was utilized to identify quantitative trait loci (QTL). Then, the
ordinary least squares (OLS) approach was used in the second stage to reestimate the QTL effects. As a case study, this approach
was used to improve the prediction accuracies of flowering time (FT), oil content (OC), and seed yield per plant (SY) in Brassica
napus (B. napus). The results showed that the G x E effects reduced the mean squared error (MSE) significantly. Numerous QTL
were environment-specific and presented minor effects. On average, the two-stage method, named OLS post-LASSO, offers the
highest prediction accuracies (correlations are 0.8789, 0.9045, and 0.5507 for FT, OC, and SY, respectively). It was followed by the
marker x environment interaction (M x E) genomic best linear unbiased prediction (GBLUP) model (correlations are 0.8347,
0.8205, and 0.4005 for FT, OC, and SY, respectively), the LASSO method (correlations are 0.7583, 0.7755, and 0.2718 for FT, OC,
and SY, respectively), and the stratified GBLUP model (correlations are 0.6789, 0.6361, and 0.2860 for FT, OC, and SY, re-
spectively). The two-stage method showed an obvious improvement in the prediction accuracy, and this study will provide
methods and reference to improve GS of breeding.

1. Introduction

In the last three decades, the development of molecular
marker technology has provided numerous molecular
markers for the most important species [1]. Regarding the
use of molecular markers in the selection of a genetic trait,
marker-assisted selection (MAS) [2] became a valuable tool
in animal and plant breeding in the 1990s and works well for
traits with a simple genetic architecture. However, MAS is
not suitable for complex traits controlled by multiple genes,
many of which have minor effects. Therefore, genomic se-
lection (GS) as an advanced form of MAS was first pro-
pounded by Meuwissen et al. [3]. Instead of using a subset of
significant markers for selection in MAS, GS uses whole

genome-wide markers to predict the genome-estimated
breeding values (GEBVs) of selected individuals and thus
avoids biased marker effects estimates due to the detection
process in MAS. However, with high-density molecular
markers, the number of markers (p) can vastly exceed the
sample size (n), which is referred to as a “large p small n”
problem. Thus, it is impossible to obtain the estimates of
markers effects via a linear model by OLS [4].

To deal with the “large p small n” problem, one can
impose some constraints on the linear model, resulting in
penalized estimation methods, such as ridge regression (RR)
[5] and LASSO [6]. RR performs parameter shrinkage only,
while LASSO offers both parameter shrinkage and variable
selection simultaneously. Both RR and LASSO can generate
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parsimonious models in the presence of a large number of
predictors. The predictor size selected by LASSO is generally
less than the sample size (1) [7], so applying OLS to the
model selected by LASSO is feasible. The post-model-se-
lection estimator was called “OLS post-LASSO” in the study
of Belloni and Chernozhukov [8] and it possesses the ad-
vantage of a smaller bias than LASSO. The debiasing in OLS
post-LASSO often improves the prediction error of the
model [9], and this two-stage process is also known as the
relaxed LASSO [10].

Bayesian methods are also applied to fit this “large p
small n” problem in GS [11]. In Bayesian inference, the
marker effects are considered as random instead of fixed,
and the mixed-effects model is often adopted to describe the
phenotypic variation. By specifying different priors for the
random marker effects, many different models, including
BLUP (best linear unbiased prediction) [12], BayesA, BayesB
[3], BayesC [13], and Bayesian LASSO [14], have been
proposed in GS (see de los Campos et al. [11] for an
overview). BLUP is a statistical procedure used to estimate
the random effects and is easily obtained by solving the well-
known Henderson’s mixed model equations (MME) [15].
Thus, BLUP and its extensions, including rrBLUP (ridge
regression BLUP) [16,17] and GBLUP [18], have become the
most widely used methods in GS. Many software packages
for those methods, for example, rrBLUP [17] and BGLR
(Bayesian Generalized Linear Regression) [19], are freely
available online. Recently, the GBLUP model has been ex-
tended to multienvironment data. For example, Lopez-Cruz
et al. [20] proposed a M x E GBLUP model to accommodate
the G x E, and they also compared the M x E GBLUP model
with the stratified (within the environment) GBLUP model.
The results showed that the prediction accuracy of the M x E
GBLUP model was substantially greater than the stratified
GBLUP model. The significant increase in the prediction
accuracy of using multienvironment models compared with
single-environment analysis has been confirmed in many
crops, such as maize [21] and rice [22].

B. napus is one of the most important oil crops
worldwide. To better understand the genetic control of
important agronomic traits in B. napus, a doubled haploid
(DH) population, named TNDH population, which was
derived from the F1 cross between European cultivar
Tapidor and Chinese cultivar Ningyou?7, was developed [23].
After several years and trial locations, the phenotypic data
were collected from a multienvironment, and the TNDH
population has been adopted as reference resources by the
OREGIN (Oilseed Rape Genetic Improvement Network)
management team. Based on the TNDH population, many
QTL for the complex traits have been detected (see Shi et al.
[24], etc.). Recently, a high-density genetic map of the
TNDH population with a total of 2041 molecular markers
was constructed [25]. Using this high-density genetic map,
the genomic prediction accuracy of the FT trait in B. napus
was evaluated via eight existing models by Li et al. [26].
However, the authors did not incorporate the G x E effects
into their study. As previously noted, the G x E effects play a
very important role in explaining the variation of the
complex traits. Accumulating studies showed that
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incorporating G x E effects into the GS model could sub-
stantially increase the prediction accuracy of the complex
trait. Therefore, in this study, based on the representative
TNDH population, we will evaluate the performance of a
two-stage approach via a linear model that jointly models the
genetic effects and G x E effects. The objective of the present
study is to improve the prediction accuracy of complex traits
for B. napus. In contrast to the most commonly used G x E
GS models, such as the M x E GBLUP model of Lopez-Cruz
et al. [20], we treat the marker effects as fixed instead of
random. We assume that the LASSO method can be used to
identify the main effect and environment-specific effect
QTL. Based on the identified QTL, a parsimonious linear
model can be established and the OLS method is used to
reestimate the QTL’s effects. The performances of this two-
stage approach named OLS post-LASSO and other com-
parison methods, including LASSO, M x E GBLUP model,
and the stratified GBLUP model of Lopez-Cruz et al. [20],
are evaluated in terms of prediction accuracy for FT, OC,
and SY.

2. Materials and Methods

2.1. Genotypic and Phenotypic Data. A published dataset for
the TNDH population was used in this study (see Luo et al.
[27] for details). The TNDH population was derived from an
F; progeny of a cross between a European winter cultivar
“Tapidor” and a Chinese semiwinter cultivar “Ningyou7”
[23]. The population comprises 182 DH lines grown at five
different sites (Wuhan, Jiangling, Daye, Hangzhou, and
Dali) in China for over five years (2002-2007). Combining
the harvest year and the location, a total number of ten
environments (year-location combinations) are available
and are coded as “S3,” “S4,” “S5,” “S6,” “S7,” “E7,” “N3,”
“N4,” “N6,” and “N7,” separately. There are a total of 2041
molecular markers for each DH line genotyped (“A” and “B”
were denoted for “Tapidor” and “Ningyou7”, respectively)
by the Brassica 60K Illumina Infinium SNP array, and a total
of 22 traits, including SY, OC, and FT, are collected from all
the ten environments. Details of phenotypic and genotypic
data and how the TNDH population was developed can be
found in Luo et al. [27]. These 182 TNDH lines, the 2041
markers, and the phenotypic data for three complex traits
(SY, OC, and FT) across all the ten environments were used
in the present study.

2.2. Two-Stage Approach. Suppose that there are several n
population lines (individuals) cultivated in a total of m
environments, yy; is individual #’s trait value collected from
environment k (i=1, ..., n, k=1, ..., m). Since those n
individuals cultivated in different environments share the
same genotypes, we use x; to denote the genotype of in-
dividual i at locus j (j=1, ..., p). x;;=1 and 0, respectively,
represent A and B genotypes, where p is the number of
markers. For jointly modeling the genetic effect and the
G X E effect, a G x E linear model by regressing phenotypes
on markers across all the multiple environments can be
described as follows:
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p
Yii = B+t inj(ﬁj + “kj)
= (1)

+e,;, (=1, ...,mk=1,...,m),

where p is the overall mean (the intercept term), which is
stable across the environments, and y; is the environment
effect (E) that may vary by environment, $;is the main effect
across all the environments (Q), ayjis the environment-
specific effect or equivalently the interaction effect between
the j™ locus and the k™ environment (QxE), and
€ ~ N (0, 02) is the residual error. If some s or ay s are
not equal to zero, we considered that there exist the main
effects or the Q X E effects.

Model (1) is very similar to the “M x E GBLUP model” of
Lopez-Cruz et al. [20]. In M x E GBLUP model, both the
main effects and the environment-specific effects are treated
as random effects. Also, the M x E GBLUP model does not
include the overall mean and can be expressed as follows:

P
Yii = Bk +];xij(ﬁj +“kj) )

tey (=1, ...,nk=1,...,m),

where ay ;s are called M x E effects by Lopez-Cruz et al. [20].
Furthermore, ignoring the M x E effect and analyzing data
separately in each environment, model (1) was reduced to as
the “stratified GBLUP model” by Lopez-Cruz et al. [20]. The
stratified GBLUP model can be expressed as follows:

p
yki:yk+2xij/3kj+eki (=1, ...,mk=1, ...,m),
=1

(3)

where fyis the effect of the j™ marker on the k™
environment.

In the study, marker effects, including the main effect
and the environment-specific effect, are considered as fixed
instead of random. Considering that the number of pa-
rameters in model (1) is often larger than the sample size in
GS, a two-stage approach, that is, OLS post-LASSO, was
used to solve this problem, and the approach can be de-
scribed as follows.

In the first stage, the LASSO method was used to select
markers that have nonzero effects or equivalently detect
QTL from the markers as pointed out by Zhang et al. [28]. In
matrix form, model (1) can be expressed as

y=ul,, +1, 0l u+xel, f+x0I, a+e, (4)

where ® is the Kronecker product of two matrices and 1,,,,,
1,, and 1, are the vectors of ones of order mn, n, and m,
respectively. I, is the identity matrix of order m,
Y= V11> oo Yims --> Yuls ++» Vo). are the pheno-
typic values across environments, x = (x;;),, is the ge-
notype matrix, y = (4,..., H,,) are the environmental
effects, B = (By, -, ﬁp)T are the main marker effects, a =

T .
(@115 «oos @pps o5 Qs - o5 ) are the environment-

specific marker effects, and € = (e, ...
€,,,) is the residual error.

Let Z=1,81I,, X=(x®1,,x®l,), 0= (", a")’,
and K = (m+1) p is the number of columns in matrix X; then
Z is an mn x m matrix, X is an mn x K matrix, and 6 is a K-
dimensional column vector. Matrices Z and X can be par-
titioned by columns, such that Z= (Z,,...,Z,) and
X=(X,,..., Xg), and vector 6 can be written as
0= (6;,---, 0x) . Then, model (4) can be expressed as

s €L e > Epplo - - oo

m K
y=ylmn+zzkyk+ZX191+£. (5)
k=1 =1

Equation (5) is the standard form of a linear model.
Considering that the number of predictors (K + m) in model
(5) is often much larger than the sample size (mn) in the
context of G x E, we use the LASSO method to solve the
model first. The LASSO estimator of model (5) can be
obtained by minimizing

m K
. y —<H1mn + sz#k + ZX191>

2 K
5 ) +1) 16, (6
=1 I=1 =1

where |- || denotes the /,-norm and A>0is a tuning pa-
rameter. The tuning parameter can be selected by k-fold
cross-validation, for example, using 10-fold cross-validation.
As noted by many studies, such as Zou and Hastie [7], the
number of nonzero effects selected by LASSO is generally
less than the sample size, that is, mn for model (6). Therefore,
after LASSO, OLS regression using the selected QTL is
feasible and possesses some advantages, especially reducing
the shrinkage bias of LASSO [8].

Thus, in the second stage, we adopt the OLS to
reestimate the QTL effects. This two-stage method was
referred to as OLS post-LASSO by Belloni and Cher-
nozhukov [8].

2.3. Full Data Analysis. To estimate the marker effects and
show G x E relevance and structure in the dataset, model
(5) was first fitted to the full dataset using OLS post-LASSO.
As noted previously, the markers with nonzero main effects
and environment-specific effects by LASSO in the first stage
were reported as QTL. Based on the selected QTL, the OLS
method was used to reestimate its values. The reestimated
values from OLS are reported as the final estimated effects
of QTL. We use the ¢-test to test whether the corresponding
reestimated effect of each QTL is equal to zero or not. If the
p value of the t-test is less than 0.05, the corresponding
QTL is reported as significant QTL. Otherwise, it is re-
ported as a nonsignificant QTL. For the nonsignificant
QTL, the corresponding effects are not significantly dif-
ferent from zero or, equivalently, the corresponding effects
are ignorable. Meanwhile, the OLS approach can produce
the corresponding standard errors (S.E.) of the estimate for
the parameters. Based on the standard errors of the esti-
mate for the QTL’s effect, we can construct the 95%
confidence intervals for the estimate of QTL’s effect, in-
cluding the main effects and the environment-specific



effects. The 95% confidence intervals are calculated by the
estimated effects plus or minus 1.96 times the standard
errors.

For the linear regression, R-squared is often reported as
the measure that represents the proportion of the variation
in the dependent variable explained by the model. How-
ever, R-squared always does not decrease as more pre-
dictors are added to the model. Thus, R-squared cannot be
used to measure the contributions of each predictor. The
adjusted R-squared does not increase as more predictors
are added; thus it is chosen as the measure to evaluate the
contribution of each component of the model. However, we
cannot interpret the adjusted R-squared the same as
R-squared. Note that the adjusted R-squared is equal to the
percentage of the decrement of the MSE from the null
model that only contains the intercept term to the alter-
native model that contains both the intercept term and
other components of the model. Therefore, we calculate the
MSE of both the null model and the alternative model.
Meanwhile, we calculate the decrement and the percentage
of decrement between them. To better understand the
contributions of the three components of the model, that is,
E, Q, and QxE, five alternative models incorporating the
three components of the model and its combinations, E + Q
and E+ Q+ QXE, are evaluated in the article. Those al-
ternative models with higher values of the adjusted
R-squared, that is, higher percentages of the decrement of
the MSE from the null model to the corresponding al-
ternative model, are the better models. The corresponding
components included in the better models would play an
important role in prediction.

2.4. Randomly Splitting the Data for Assessing Prediction
Accuracy. For comparison, the existing “M xE GBLUP
model” and “stratified GBLUP model” mentioned above
are chosen as comparison methods. Meanwhile, the
n =182 TNDH lines across all the ten environments (i.e.,
m=10) are chosen as a working example for assessing the
prediction accuracy of the two-stage method and the
comparison methods. Based on the 182 TNDH lines, for
each complex trait, that is, SY, OC, and FT, we merge the
phenotypic datasets as a long vector just as described in
the methodology from all the ten environments into one
dataset. After merging, the sample size is enlarged to 1820
(=nm=182x10). Then, for each merged dataset, we
randomly partition it into training and testing datasets at
a proportion of 2:1. This random partition is repeated
100 times, resulting in a total of 100 random training
datasets and the corresponding 100 random testing
datasets. The marker effects are estimated on each
training dataset across environments using LASSO, OLS
post-LASSO, and M x E GBLUP model and within each
environment using stratified GBLUP model. The GEBV's
are computed in the corresponding testing dataset across
environments using estimated LASSO, OLS post-LASSO,
and M x E GBLUP model and within each environment
using the estimated stratified GBLUP model. Then, we
calculate the correlation between the GEBVs and the
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observed phenotypes for each trait within each envi-
ronment. Taking the average across 100 replicated par-
titions, we obtain the average correlation and report it as
prediction accuracy within each environment. Mean-
while, the standard deviation (SD) of the sampling dis-
tribution of the prediction accuracy among 100 replicated
partitions is also reported to indicate the deviation of the
accuracy.

2.5. Software. 'The minimizing problem of equation (6) can
be efficiently solved by Least Angle Regression [29] in R
software [30] using “lars” package or Alternating Direction
Method of Multipliers (ADMM) [31] algorithms in MAT-
LAB software using “lasso” function, which is used in the
present study. The M x E GBLUP model (2) and stratified
GBLUP model (3) are implemented using the R package
BGLR [19].

3. Results

3.1. Marker Effects. The number of detected QTL and the
frequency analysis of significant or nonsignificant QTL are
reported in Table 1. From Table 1, we can see that the total
number of QTL with main effects varied across traits. There
are a total of 46, 77, and 26 QTL with main effects for FT,
OC, and SY, respectively, and there are also a total of 231,
237, and 146 QTL with environment-specific effects for FT,
OC, and SY, respectively. For main marker effects, fewer of
them have significantly nonzero effects, and the percent-
ages of significant QTL are 39.13%, 32.47%, and 42.31% for
FT, OC, and SY, respectively. Equivalently, most identified
main effect QTL by LASSO have small or ignorable effects,
and the percentages of nonsignificant QTL are 60.87%,
67.53%, and 57.69% for FT, OC, and SY, respectively. For
environment-specific marker effects, 15.58%, 16.03%, and
6.85% for FT, OC, and SY, respectively, have effects sig-
nificantly different from zero. Thus, most identified envi-
ronment-specific effects QTL by LASSO have small or
ignorable effects.

Figures 1-3 show the point estimates and 95% confi-
dence interval (95% CI) of marker main and environment-
specific effects along the chromosomes. The vertical green
confidence intervals that overlap the horizontal line of zero
contain the value of zero; thus, the corresponding marker
effects are nonsignificant. The vertical blue confidence
intervals that represent the corresponding marker effects
are statistically significant under the significance level of
0.05. As noted from these figures, most of the main and
environment-specific marker effects are small and not
significantly different from zero. Figures 1(c)-3(c) show the
standard error (SE) of environment-specific marker effects
for the same detected environment-specific QTL. The
positive values (blue lines) of S.E. indicate that the cor-
responding QTL have environment-specific effects in
multiple environments. Figures 1-3 show that few envi-
ronment-specific effects QTL interact with multiple envi-
ronments, and most of them display their effects in only
one environment.



Discrete Dynamics in Nature and Society

TaBLE 1: The total number of QTL detected by LASSO and the
frequency of significant and nonsignificant QTL by OLS post-
LASSO (significance level a =0.05).

Trait Effect Total Significant Nonsignificant

FT Main 46 18 28
Environment-specific 231 36 195

ocC ‘ Main A 77 25 52
Environment-specific 237 38 199

Sy Main 26 11 15
Environment-specific 146 10 136

FT, flowering time; OC, oil content; SY, seed yield per plant; QTL:
quantitative trait loci; LASSO, least absolute shrinkage and selection op-
erator; OLS, ordinary least squares.

3.2. Decrement of MSE. The decrements of the MSE from the
null model that only includes the intercept term to the al-
ternative model that includes both the intercept term and
one of the components of E, Q, QxE, E+Q, and
E+ Q+ QXxE are reported in Table 2.

From Table 2, we can see that the MSE of the null model
is 198.4734 for FT, 6.2661 for OC, and 0.3503 for SY, re-
spectively. After adding the component of the Q x E into the
model, the decrement of the MSE is 189.3257 for FT, 4.6635
for OC, and 0.2143 for SY, respectively, and the corre-
sponding percentage of the decrement, that is, the adjusted
R-squared, is 95.3910% for FT, 74.4235% for OC, and
61.1769% for SY, respectively. That means Q x E plays a key
role in the model. If adding the combination of E and Q into
the null model, the corresponding percentage of the dec-
rement of the MSE is 98.2912% for FT, 74.6738% for OC,
and 62.0056% for SY, respectively, which is slightly larger
than that of the alternative model that contains both in-
tercept and Q x E. The percentage of the decrement of MSE
for the full model that contains all of the three components,
E+ Q+ QXE, has the highest values of 98.6731%, 88.0751%,
and 66.6784% for FT, OC, and SY, respectively. Thus, the full
model is most appropriate to use to predict the complex
traits.

Another interesting finding is that the percentage of the
decrement of MSE for the model with combined compo-
nents, such as E+Q and E+ Q+ QxE, is not equal to the
sum of the percentages of decrement of the MSE for all
separated models that contain only one of them. This is
because the main effects QTL and the environment-specific
effects QTL are highly correlated. Correlations among them
can change the percentages of the decrement of the MSE
dramatically from what they would be in a separate model.

3.3. Prediction Accuracy. Respectively, the prediction ac-
curacies of FT, OC, and SY are evaluated (Tables 3-5). From
Tables 3-5, we can see that the highest average prediction
accuracy among ten environments was obtained using the
OLS post-LASSO method (average correlations are 0.8789,
0.9045, and 0.5507 for FT, OC, and SY, respectively). This
two-stage method is followed by the M x E GBLUP model
(average correlations are 0.8347, 0.8205, and 0.4005 for FT,
OC, and SY, respectively). For FT and OC, the third per-
forming method is the LASSO approach (average

correlations are 0.7583 and 0.7755 for FT and OC, respec-
tively). However, for SY, the stratified GBLUP method is the
third performing method (average correlation is 0.2860).
Thus, on average, the two-stage method always performs the
best in prediction accuracy for all the three complex traits.

Also, although the performances of various methods
vary in different environments, the OLS post-LASSO
method is advantageous in all the 10 environments except
for “N6” for FT and “S5” for SY. The OLS post-LASSO
achieves its best accuracy in “S4” for FT (correlation is
0.9333), in “S7” for OC (correlation is 0.9188), and “N6” for
SY (correlation is 0.7039). For FT, in the environment “N6,”
the M xE GBLUP model has higher prediction accuracy
than the OLS post-LASSO method (correlations of 0.8512
and 0.8270 for the MxE GBLUP model and OLS post-
LASSO method, respectively). For SY, in the environment
“S5,” the M x E GBLUP model also has higher prediction
accuracy than the OLS post-LASSO method (correlations of
0.3924 and 0.2285 for the M x E GBLUP model and OLS
post-LASSO method, respectively).

Generally, the LASSO method yielded lower prediction
accuracies compared with the M x E GBLUP method for FT,
OC, and SY, whereas the OLS post-LASSO method, which
refits the model again based on the QTL identified by the
LASSO method, outperforms the M x E GBLUP model. The
improvement of prediction accuracy from LASSO to OLS
post-LASSO is significant. For example, the average pre-
diction accuracy of the M x E GBLUP model (correlation is
0.8347) for FT locates outside the 95% confidence interval of
OLS post-LASSO (0.8789 +1.96 x 0.0038 = [0.8715, 0.8864])
(Table 3). In other words, the probability of the difference
between the average prediction accuracies of the OLS post-
LASSO and M x E GBLUP model is less than 0.05. Thus, the
improvement is significant for FT, and this finding is also
true for OC and SY as shown in Tables 4 and 5, respectively.

4. Discussion

Since GS was proposed by Meuwissen et al. [3] in 2001,
numerous studies have been performed to increase the
prediction accuracy of the trait of interest, and numerous
approaches have been proposed for GS in different sit-
uations, especially BLUP type methods. As one of the
derivations of the BLUP method, the GBLUP method has
become a commonly used GS method and has shown
success in many situations, such as in the presence of the
G x E. In this study, we established a general G x E linear
model to simultaneously model the genetic effects and the
GXE effects. By treating the marker effects, including the
main marker effects across all environments and the
environment-specific marker effects, as fixed instead of
random, a two-stage method named OLS post-LASSO
was used to solve the model and obtain a genomic
prediction.

The OLS method was also used by Meuwissen et al. [3]
but not in the context of G x E. For using the OLS method in
GS, the biggest effects selected by some procedure, such as
single segment regression analysis performed by Meuwissen
et al. [3], were included. However, this stepwise procedure
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FIGURE 1: The point estimates and 95% confidence intervals (95% CI) for marker main and environment-specific effects and the standard
error (SE) of environment-specific effects for FT. (a) Point estimates (red dots) and 95% CI for main effects (the vertical blue and green Cls
represent statistically significant or nonsignificant values, respectively). (b) Point estimates (red dots) and 95% CI for environment-specific
effects (the vertical blue and green CIs represent statistically significant or nonsignificant values, respectively). (c) SE for environment-
specific effects (the blue and green stems represent environment-specific effects found in multiple environments or only one environment,

respectively).

tends to overestimate the marker effects and cause lower
prediction accuracy. This issue also exists in the context of
QTL mapping using linkage disequilibrium (LD) or linkage
analysis, especially in the context of G x E. In the study, we
adopt the LASSO method to estimate the effects of all the
markers simultaneously in the first stage. As we know, the

LASSO method can shrink the marker effects estimates
precisely and select the biggest effects. When we have done
QTL selection by LASSO beforehand, the OLS estimates are
no longer unbiased in the second stage. Therefore, the two-
stage method can mitigate this issue in GS, especially in the
context of G x E.
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TaBLE 2: The decrement and its percentages of the MSE between the null model and the alternative model.
) . Alternative model (adding components as below)
Trait Type Null model (intercept)
E Q QXE E+Q E+Q+QXE
MSE? 198.4734 17.0725 196.5320 9.1477 3.3914 2.6336
FT Decrement” — 181.4009 1.9414 189.3257 195.0819 195.8397
% of decrement® — 91.3981 0.9781 95.3910 98.2912 98.6731
MSE 6.2661 4.4863 41189 1.6027 1.5870 0.7472
OC Decrement — 1.7798 2.1473 4.6635 4.6792 5.5189
% of decrement — 28.4040 34.2680 74.4235 74.6738 88.0751
MSE 0.3503 0.2259 0.3284 0.1360 0.1331 0.1167
SY Decrement — 0.1245 0.0219 0.2143 0.2172 0.2336
% of decrement — 35.5276 6.2476 61.1769 62.0056 66.6784

*Mean square error; "the decrement of MSE between the null model that only includes the intercept term and the alternative model that includes both
intercept and the corresponding components; “the percentage of the decrement of the MSE between the null model and the alternative model or, equivalently,
the adjusted R-squared; FT, flowering time; OC, oil content; SY, seed yield per plant; E, the environment effect; Q, the main effect of locus; QxE, the

interaction effect between the locus and the environment.

TaBLE 3: The prediction accuracy (standard deviation, SD) of four methods for FT.

Environment LASSO OLS post-LASSO Stratified GBLUP M x E GBLUP
E7 0.6030 (0.0077) 0.9008 (0.0040) 0.6906 (0.0056) 0.7563 (0.0049)
N3 0.7871 (0.0045) 0.8774 (0.0036) 0.6724 (0.0064) 0.8656 (0.0028)
N4 0.8091 (0.0040) 0.8924 (0.0037) 0.7032 (0.0057) 0.8882 (0.0026)
N6 0.7864 (0.0056) 0.8270 (0.0048) 0.6791 (0.0057) 0.8512 (0.0040)
N7 0.7634 (0.0063) 0.9048 (0.0049) 0.6429 (0.0062) 0.8284 (0.0053)
S3 0.8124 (0.0032) 0.8706 (0.0037) 0.6907 (0.0052) 0.8536 (0.0023)
S4 0.7935 (0.0039) 0.9333 (0.0023) 0.7497 (0.0045) 0.8948 (0.0025)
S5 0.7563 (0.0053) 0.7889 (0.0047) 0.6038 (0.0076) 0.7659 (0.0051)
S6 0.8048 (0.0042) 0.8858 (0.0033) 0.6916 (0.0055) 0.8630 (0.0031)
S7 0.6675 (0.0071) 0.9083 (0.0031) 0.6646 (0.0062) 0.7796 (0.0044)
Average 0.7583 (0.0052) 0.8789 (0.0038) 0.6789 (0.0058) 0.8347 (0.0037)

FT, flowering time; LASSO, least absolute shrinkage and selection operator; OLS, ordinary least squares; GBLUP, genomic best linear unbiased prediction;

M x E, marker x environment interaction.

TaBLE 4: The prediction accuracy (standard deviation, SD) of four methods for OC.

Environment LASSO OLS post-LASSO Stratified GBLUP M x E GBLUP
E7 0.7552 (0.0060) 0.8665 (0.0041) 0.5956 (0.0075) 0.7784 (0.0057)
N3 0.8239 (0.0043) 0.9097 (0.0030) 0.6721 (0.0065) 0.8514 (0.0033)
N4 0.7594 (0.0049) 0.9153 (0.0027) 0.6261 (0.0078) 0.8048 (0.0045)
N6 0.8255 (0.0038) 0.9130 (0.0025) 0.7300 (0.0055) 0.8729 (0.0030)
N7 0.7625 (0.0073) 0.8866 (0.0044) 0.5837 (0.0096) 0.7859 (0.0065)
S3 0.8127 (0.0037) 0.9175 (0.0021) 0.6767 (0.0063) 0.8336 (0.0034)
S4 0.7809 (0.0048) 0.9114 (0.0028) 0.6600 (0.0068) 0.8372 (0.0042)
S5 0.7189 (0.0065) 0.9030 (0.0029) 0.5806 (0.0075) 0.7990 (0.0040)
S6 0.7174 (0.0045) 0.9037 (0.0028) 0.5625 (0.0070) 0.7846 (0.0035)
S7 0.7986 (0.0047) 0.9188 (0.0026) 0.6741 (0.0059) 0.8572 (0.0034)
Average 0.7755 (0.0051) 0.9045 (0.0030) 0.6361 (0.0070) 0.8205 (0.0042)

OC, oil content; LASSO, least absolute shrinkage and selection operator; OLS, ordinary least squares; GBLUP, genomic best linear unbiased prediction; M X E,

marker X environment interaction.

Using the TNDH population as a working example,
prediction accuracy was compared for three complex traits
(FT, OC, and SY) using four methods, namely, OLS post-
LASSO, LASSO, M x E GBLUP model, and stratified GBLUP
model. Generally, the two-stage method, that is, OLS post-
LASSO, achieved the highest prediction accuracies on av-
erage across environments and also achieved the highest
prediction accuracies within most of the ten environments.

The M x E GBLUP model performed worse than the two-
stage method but better than the other two approaches,
namely, the LASSO and the stratified GBLUP model. Al-
though LASSO performed worse than the M x E GBLUP
model, the OLS after LASSO, that is, OLS post-LASSO,
outperformed the M x E GBLUP model, and the improve-
ment in prediction accuracy is significant. The results show
that the OLS post-LASSO could always outperform the
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TaBLE 5: The prediction accuracy (standard deviation, SD) of four methods for SY.

Environment LASSO OLS post-LASSO Stratified GBLUP MxE GBLUP

E7 0.4952 (0.0082) 0.5735 (0.0075) 0.4418 (0.0076) 0.4767 (0.0071)
N3 0.1600 (0.0104) 0.6958 (0.0092) 0.1336 (0.0097) 0.2322 (0.0104)
N4 0.2635 (0.0115) 0.3816 (0.0089) 0.1509 (0.0110) 0.3049 (0.0098)
N6 0.2811 (0.0097) 0.7039 (0.0092) 0.4038 (0.0089) 0.4653 (0.0097)
N7 0.2224 (0.0106) 0.6312 (0.0089) 0.3251 (0.0079) 0.4464 (0.0087)
S3 0.1351 (0.0111) 0.4698 (0.0108) 0.0907 (0.0110) 0.2088 (0.0114)
S4 0.2887 (0.0109) 0.6395 (0.0082) 0.3056 (0.0099) 0.4269 (0.0094)
S5 0.1232 (0.0093) 0.2285 (0.0113) 0.3595 (0.0106) 0.3924 (0.0079)
S6 0.4142 (0.0100) 0.6203 (0.0074) 0.3973 (0.0099) 0.5919 (0.0070)
S7 0.3351 (0.0093) 0.5627 (0.0092) 0.2517 (0.0099) 0.4597 (0.0087)
Average 0.2718 (0.0101) 0.5507 (0.0091) 0.2860 (0.0096) 0.4005 (0.0090)

SY, seed yield per plant; LASSO, least absolute shrinkage and selection operator; OLS, ordinary least squares; GBLUP, genomic best linear unbiased
prediction; M x E, marker x environment interaction.
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FIGURE 2: The point estimates and 95% confidence intervals (95% CI) for marker main and environment-specific effects and the standard
error (SE) of environment-specific effects for OC. (a) Point estimates (red dots) and 95% CI for main effects (the vertical blue and green CIs
represent statistically significant or nonsignificant values, respectively). (b) Point estimates (red dots) and 95% CI for environment-specific
effects (the vertical blue and green CIs represent statistically significant or nonsignificant values, respectively). (c) SE for environment-
specific effects (the blue and green stems represent environment-specific effects found in multiple environments or only one environment,

respectively).

LASSO, whether for FT, OC, or SY. Although the advantage
of the two-stage method has been reported by Belloni and
Chernozhukov [8], the application in GS and its benefit in
increasing predictive ability are first studied in this study.

From the computational aspects of the model, the two-
stage approach took around 45 minutes to compute
(Windows10 Pro with a 1.6GHz Intel Core i5-8250U
processor and 8 GB of memory) in the first stage and around
0.1 seconds to compute in the second stage. The computation
time is higher than that of the stratified and the GxE
GBLUP models. It took around 30 seconds and 10 minutes
for the stratified and the G x E GBLUP models, respectively.
However, in the case of G x E, the two-stage method tends to
fit easily compared to traditional methods, such as the
factor-analytic method. The factor-analytic method tries to
simplify a complex covariance structure and, in some cases,
for example, in the case of GxE, difficulty in reaching
convergence [32].

As a penalized regression method, LASSO was first
implemented in GS by Usai et al. [33], and its prediction
performance was evaluated by many studies, such as Ogutu
et al. [34] and Xu et al. [35]. LASSO as well as GBLUP, the
most commonly used method in GS, always outperformed
other methods, such as rr-BLUP [34] and support vector
machine (SVM) [35]. Based on the FT trait dataset of TNDH
population, the study of Li et al. [26] indicated that the
average prediction accuracies across the ten environments
varied from 0.593 to 0.651 using the existing eight models:
rr-BLUP, reproducing kernel Hilbert spaces (RKHS),
Bayesian LASSO, BayesA, BayesB, random forest (RF), and
SVM (linear kernel and Gaussian kernel). The average
prediction accuracies obtained by Li et al. [26] for the FT
trait were lower than those in the four methods evaluated in
the present study (average correlations are 0.8789, 0.8347,
0.7583, and 0.6789 for OLS post-LASSO, M x E GBLUP
model, LASSO, and the stratified GBLUP model,

respectively). The stratified GBLUP model performed sim-
ilarly bad to the eight models evaluated by Li et al. [26]
because those methods ignore the GxE effects in the
analysis. The results of our study confirmed that incorpo-
rating G x E effects into the GS model increased prediction
accuracy, which has been noted by many studies, such as
Lopez-Cruz et al. [20]. In particular, the two-stage method
performed the best for complex traits FT, OC, and SY.

The percentage of decrement of MSE by our model (1)
(corresponding to the alternative model with E+ Q + Q X E)
is very close to 100% for the FT trait (98.6731%). This finding
indicates that our proposed model fits the FT trait dataset
perfectly. However, the performance is reduced when ap-
plying the same model (1) to other traits, for example, to OC
(the percentage of decrement of MSE is 88.0751%) and SY
(the percentage of decrement of MSE is 66.6784%). As noted
by Luo et al. [27], the FT shows very high heritability;
however, the SY shows low heritability. Thus, it is reasonable
that our proposed model accounts for more variation of FT
but less variation of SY. However, even in the case of more
complex traits, that is, the OC and SY, the prediction
performance of our proposed method remains superior
compared with previous approaches, like the M x E GBLUP
model and other models.

Although the FT is not complex as SY, the identified
number of QTL for FT is larger than that for SY (Table 1). If
we only focus on the number of identified QTL, there seems
to be some irrationality. We can explain the issue from at
least the following two aspects. First, the identified QTL by
LASSO is suggestive, and further experimental identification
is required. That means the detected QTL may not be the
true QTL. Second, from the first subplot (a) of Figure 1, we
can see that there exists a major QTL on chromosome C5 for
FT, which has the largest main marker effect, and the other
significant QTL (the blue lines) have smaller main marker
effects than the major QTL. However, we cannot find the
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FIGURE 3: The point estimates and 95% confidence intervals (95% CI) for marker main and environment-specific effects and the standard

error (SE) of environment-specific effects for SY. (a) Point estimate

s (red dots) and 95% CI for main effects (the vertical blue and green Cls

represent statistically significant or nonsignificant values, respectively). (b) Point estimates (red dots) and 95% CI for environment-specific
effects (the vertical blue and green CIs represent statistically significant or nonsignificant values, respectively). (c) SE for environment-
specific effects (the blue and green stems represent environment-specific effects found in multiple environments or only one environment,

respectively).

major QTL for OC and SY (please see subplots (a) in
Figures 2 and 3). Meanwhile, from the magnitude of the
absolute value of the main marker effects, we can see that it
decreases from around 4 for FT to around 1.5 for OC and
around 0.3 for SY. Similar patterns can be found for the
environment-specific marker effects (please see the subplots
(b) of Figures 1-3 for details). Thus, the finding of our study

also supports that the FT trait is not as complex as OC and
SY as we expected.

Data Availability

Phenotypic and marker data used in the article can be found
in Supplemental file S1.
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The compressed supplementary file named “S1_TN182
Phenotypic and marker data.zip” includes an Excel file
named “TN182 Phenotypic and marker data.xlsx.” The Excel
file includes four sheets. The “Environment” sheet shows the
information about the ten environments, including the
name of macro environments, the code of the experiment,
and so on. The “Irait name” sheet shows the names, the
abbreviation, and the measurement of the three traits which
are studied in the paper. The “Phenotype” sheet shows all the
phenotypic values of the three traits collected from all the ten
environments. The “Genotype” sheet shows the genotype
matrix of all the individuals. (Supplementary Materials)
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This paper considers a single-machine due-window assignment scheduling problem with position-dependent weights, where the weights
only depend on their position in a sequence. The objective is to minimise the total weighted penalty of earliness, tardiness, due-window
starting time, and due-window size of all jobs. Optimal properties of the problem are given, and then, a polynomial-time algorithm is
provided to solve the problem. An extension to the problem is offered by assuming general position-dependent processing time.

1. Introduction

Conventionally, in scheduling theory, due-windows are job-
dependent either if they are dictated by the customer (i.e.,
given constants) or they are decision variables (i.e., due-
window assignment). A due-window for job J; is defined by
a due-window starting time d;} and a due-window finishing
time d,, i.e., the due-window [d},d], and the due-window
size is D; =d;—d}. In the just-in-time (JIT) production
methodology and scheduling theory, setting proper due-
windows is challenging (see Gong et al. [1], Janiak et al. [2],
and Geng et al. [3]). In the literature, three very popular due-
window assignment methods are studied:

Common due-window (CON-DW) assignment method
(Liman et al. [4, 5]): all jobs are assigned a common due-
window, i.e., all the jobs have a common due-window
[d',d'], where d} = d', d; = d', the due-window size of
all thejobsis D = d' — d*, and both d" and D are decision
variables. In the literature, most studies considered the
CON-DW assignment method, e.g., Mosheiov and Sarig
[6] addressed a minmax CON-DW assignment problem,
the objective of which is to minimise the largest cost
among earliness, tardiness, due-window starting time,
and due-window size. They proved that the single-ma-
chine and two-machine flow-shop problems can be

solved in polynomial time. They also proved that the cases
of parallel identical machines and uniform machines are
NP-hard. Yin et al. [7] considered the batch delivery
scheduling problem with an assignable common due-
window on a single machine. Yin et al. [8] studied the
single-machine scheduling problem with CON-DW as-
signment and batch delivery cost. Liu et al. [9] considered
the single-machine CON-DW assignment scheduling
problem with deteriorating jobs. For the weighted sum of
earliness, tardiness, and due-window location penalty
minimization, they proposed a polynomial-time algo-
rithm to solve the problem. Wang and Wang [10] con-
sidered the single-machine resource allocation scheduling
problem with learning effect and CON-DW assignment.

Slack due-window (SLK-DW) assignment method
(Mosheiov and Oron [11]) isd} = p; +q', d; = p; + 4,
and D; =d;—d} = q' - g' = D, where p; is the normal
processing time of job J; and g' and D are decision
variables. Wang et al. [12] considered the single-ma-
chine SLK-DW assignment scheduling problem with
deteriorating jobs and learning effect. Ji et al. [13]
considered the single-machine SLK-DW assignment
scheduling problem with group technology. Yin et al.
[14], Yin et al. [15], and Wang et al. [16] considered
SLK-DW assignment scheduling problems with
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resource allocation (controllable processing time). Mor
and Mosheiov [17] considered SLK-DW assignment
proportionate flow-shop scheduling problems.

Different due-windows’ (DIF-DW) assignment
method: it is assumed that the job J; has a due-window
[d},d;], where d! >0 and d;>0(d! <d;) denote the
starting time and finishing time of the due-window,
respectively. The due-window size of the job J; is
D; = d; - d}, and both d! and D; are decision variables.
Wang et al. [12] considered DIF-DW assignment
scheduling problems with deteriorating jobs and
learning effect.

In a recent paper, Wang et al. [18] considered CON-DW
and SLK-DW assignment methods with position-dependent
weights, i.e., the weight does not correspond with the job but
with the position in which some job is scheduled. They
proved that both these due-window assignment methods
with position-dependent weights can be solved in polyno-
mial time, respectively. “The scheduling with due-window
assignment has many real-world applications. For example,
the due-window might reflect an assembly environment in
which the components of the product should be ready within a
time interval in order to avoid staging delays or a shop where
several jobs constitute a single customer’s order. It is clear that
a wide due-window increases the supplier’s production and
delivery flexibility. However, a large due-window and
delaying job completion reduce the supplier’s competitiveness
and customer service level” (Yang et al. [19]). It is natural and
interesting to continue the work of Wang et al. [18] but study
the DIF-DW assignment scheduling problem with position-
dependent weights. The contributions of this paper are given
as follows: (1) the structural properties of scheduling
problems are derived; (2) the total weighted penalty of
earliness, tardiness, due-window starting time, and due-
window size of all jobs’ minimization can be solved in

1
dé(i) - C&(i)’
!
Cé(i) - d(’)‘(i)’

Using the three-field notation (Graham et al. [20]), the
problem studied here is 1|DIF-DW|}7, y;Lsq+
Wod5 i) + V1 Doy Wang et al. [18] considered single-ma-
chine scheduling problems with common due-window
(CON-DW) and slack due-window (SLK-DW) assignments.
They proved that the problems 1|CON - DW| Y, y;Ls ;) +
Yod' + . D and 1ISLK - DW| X yiLs ) + ¥oq' + Yy D
can be solved in O (nlogn) time, respectively.

3. Main Results

Obviously, there exists an optimal sequence §* without any
machine idle time between the processing of jobs, and the
first job in the sequence starts at time zero.
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polynomial time; and (3) it is further extended the model to
the case with general position-dependent processing time.
We refer the reader to the survey of Janiak et al. [2] on the
scheduling problems with (CON-DW, SLK-DW, and DIF-
DW) due-windows.

The remainder of the paper is organized as follows. In
Section 2, we formulate the problem. Section 3 gives some
results and an optimal policy for the proposed problem. An
extension of the proposed problem is given in Section 4.
Finally, the conclusion and future work are given.

2. Problem Description

Asetofnjobs N ={J,],,...,],} needsto be processed on a
single machine. All the independent jobs are available at time
zero, and preemption is not allowed. For a given sequence, we
assume that job J; has a due-window [d},d;], where d! >0
(d;>0) denote the starting time (finishing time) of the due-
window, d} <d;. The due-window size of job J; is defined by
D, =d;-d!, and d! and D; of all jobs are decision variables.
The normal processing time of job J; is denoted by p; (i.e., the
processing time without being influenced by any factor),
i=1,2,...,n For a given sequence, let C; be the completion
time of job J;. The aim is to find the optimal starting time of the
due-windows, the size of the due-windows, and the sequence of
jobs & such that the following measure is minimized:

Z(d;, D;,8(i)) = ;%La(i) +¥odsy + Yun Doy (1)

where (i) denotes the job scheduled in the ith position,
;>0 (i=1,2,...,n) denote a position-dependent weight
(i.e., weight y; does not correspond with the job but with the
position in which some job is scheduled), v, (v,,,) is the
unit cost of d}s(i) (Ds(i))> Lg(;) is the earliness-tardiness of job
Jouy (i=1,2,...,n), and

fordé(i) > C(S(i)’
for d(ls(l) < CU(i) < d:s(l)’ (2)

fOr C(S(i) > d:g(l)

Lemma 1. There exists an optimal sequence such that
1 /
da(i)Sd(;(i)SC(;(i).

Proof. We consider two cases that contradict this optimal
property:
Case i: if dj;, < Cy;) < dji)» then the total cost for job
Ji 5(0) is

Zsi) = Wodé(i) + ‘l/n+1(dz§(i) - dcls(i))' 3)

We shift dy; to the left such that dj;, = Cy;), and we
have
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Zs(i) = Yodsqy + Wn+1(ca(i) - da(i)) <Zs(i)- (4)

Hence, Case i is not an optimal due-window
assignment.

Case ii: if Cy(;) <dj;) <dy;, then the total cost for job
]5(1-) is

1 1 1
Zs() = Wi(d5<i> - Ca(z‘)) +Yods + Wn+1(d:3(i) - da(i))

(5)
We shift dy; and dg; to the left such that
d(;(l) = d(; 0= C5(1)7 and we have
Zsiy = YoCsi) <Zs (- (6)
Hence, Case ii is not an optimal due-window
assignment.
To summarise, we have d};(i) Sd%(z’) <Csa- O

Lemma 2. For a given sequence 6, the optimal due-window
locations dg;, and ds i) for job J s can be obtained as follows:

(1) When min{y,, o, ¥, } = v, then setdj ) =djs; = 0

(2) When  min{y,, vo, V.1 } = ¥, then set dy; =

dS(i) = Cé(i)
(3) When min{y;, Vo, ¥, } = ¥,y then set dg ;) = 0 and
ds(iy = Cs (i)

Proof

(1) When min{y,, vy, ¥,,,1} =
have z;5;, = ¥,Cs;)

y;and dj ;) = dj;) = 0, we
From Lemma 1, we consider the following two cases:
Case i: if ds(l) < C(;(l <dj ;) then the total cost for job
Jsq is Zs( = = Yod 5(1) + V/n+1 (dsi = dip) = Vids) +
‘/’z(da<z ds) = Vids 2 ViCo) = 25y

Case i: 1fd6( < da(l < Cs(;)» then the total cost for;ob
Jsy s =i (Copy —ds)+  Wods+

!
d5i) 2 Vi (Cop) — dsp) + Vidsp +
ViCsaiy = Zs(i)
To summarlse, if min{y;, Yo V.1 } = ¥, then set

8(i) — d5(1) -
Slmllarly, cases (2) and (3) can be proved. O

Vi (d8(l
v (dspy — dyp) =

dj

Lemma 3. For a given sequence 6, the optimal due-window
locations dj;, and dj i) for job J 5 ;) can be obtained as follows:

(1) When v, = 1//0<1;/n+1, then set dj = dj = Cy(jp
where j =0,1,.

(2) When y; = v, <, then set dj; = 0,d5.) = Cs(j)s
where j =0,1,...,i

(3) When vy, =v,,, <y, then set d} s = Cs(j and
dy i) = Csy) where j=0,1,.

(4) When v, =v,,, =V, then set d(;(l) —C5 ) and
di i) = Co (G where j1=0,1,... and

Jo=Jjpjit L. i
Proof. The proof is similar to the proof of Lemma 2. [

Lemma 4. The optimal sequence of the problem
1DIF = DWI YL, wiLsgiy + Wodg ) + Vi Doy can be ob-
tained by sequencing the jobs in a nondecreasing order of p;,
i.e., the smallest processing time (SPT) first rule.

Proof. From Lemmas 1-3, the objective function
Yt ViLsa) + Vods + Wa Ds(y can be transformed into
the following three cases: (1) Z, 1 V/;Ca(z)’ (2) ¥4Cs(;ys and (3)
V,11Co(s)- For all the three cases, it is easy to verify (by the
pairwise interchange method) that sequencing the jobs in a
nondecreasing order of p; is optimal.

Let A= {i|min{y, vy v,,} =v, i=12,...,nU
{ilyi= vo<¥u i=L2...nUfily; =y, <y i
=1,2,...,0U{ily;=vyy =V, i=12,...,n}, B=
{ilmin{y, vo, v} = v i=12,..,nfUfily, =
Vs <V 1=12,...,n}, and C = {i|min{y; v, ¥, } =
V.1, i=12,...,n} then,

n
1 1
Z(di » Dy 5) = z ViLsq) + Yodsi) + Yu Dsgy

i=1

=2 Z Pocy + ). Vi Z Pscy + ) Vi Z Ps(j

icA  j=1

i
Vi Pa
j=1

n

6(1 Z

Il 1]
||M: TI'M:

iPs iy

Il
.M:
~

I
—_

where

ieB  j=1 ieC  j=1

(7)



4
{778 i€A,
V=4 v, i€B (8)
1//n+1’ ieC.
And
A=Yy (9)
j=i

O

Remark 1. Obviously, A; = Y, ¥ is a decreasing function
on i; from Hardy et al. [21], the optimal sequence can be
obtained by the SPT rule, and it is the same as Lemma 4.
From Lemmas 1-4, a polynomial-time algorithm can be
proposed for the
1DIF - DW| YL, ;Ls) + Yodj ) + Vi1 Ds(iy problem.

Theorem 1. Algorithm 1  solves the  problem
1IDIF - DW| L wiLsi) + Wod}s(f) + Y1 Ds i) in
O(nlogn) time.

Proof. Optimality can be guaranteed by Lemmas 1-4. In
Algorithm 1, Step 1 needs O (nlogn) time by the SPT rule;
Steps 2 and 3 can be performed in O () time. Thus, the total
time for Algorithm 1 is O (nlogn).

In order to illustrate Algorithm 1 for the problem
1DIF — DWI YL, wiLsy + Wods i) + Y1 Do(ip» We present
the following instance. O

Example 1. The data are as follows: n =10, p, = 15, p, =
20, p; = 26, py =24, ps = 17, p = 28, p, = 21, pg = 25,
Py =27, p1o=14 ¥ =14,y =7, ¥, =20, y3 = 12, y, =
24, Y5 = 14, o = 22, Y7 = 15, Y3 = 8, Yy = 19, ¥y = 12,
and v, = 50.

Now, we can solve the problem 1|DIFW| Y., v;Ls) +
Wod5 i) + V1 Ds(iy according to Algorithm 1 as follows:

Step 1: according to Lemma 4, the optimal sequence is
0" = (]10’]1’]5’]2’]7>]4>]8>]3’]9’]6)

Step 2: for the optimal sequence &" =
(]1(), Ji5Ts55 s T 75 45 s T35 Jos ]6)’ the completion time
of all jobsis C,, = 14, C, =29, C; =46, C, =66, C, =
87, C, = 111, Cy = 136, C, = 162, C, = 189, and
Cs = 217, and the optimal due-window locations d;
and djs;) for each job are given in Table 1

Step 3: the optimal due-window sizes are D) =0
(i=1,2,...,10), A, = 123, 1, = 116, A, = 102, A, = 90,
A=76, Ag=62, A, =48, Ag=34, Ay =26, and
Ao = 12, and the objective functionis Z = }/'; y;Ls()+
Vo3 i) + Vi Doy = Licy AiPoy = 13202,

4. An Extension

In thlS section, the problem 1|DIF—DW|Y, y;Lsq)+

v,d 5(1) + ¥, Ds(;) is extended to a settlng of general po-
sition-dependent processing time. Let p?* be the actual
processing time of J;; under the general position-dependent
processing time setting, the actual processing time of J; is

Discrete Dynamics in Nature and Society

p = 0(i,r)ifitis assigned to positionr,i,7 = 1,...,n. Thus,
the input for the problem contains a matrix of (n x n) job-
position values. Biskup [22] introduced a job-indepen-
dent learning effect model in which p# = 0(i,r) = p;r%,
where <0 is the learning index (see also Wang et al.
[23]). Mosheiov and Sidney [24] introduced job-depen-
dent learning effects, i.e., p* = 0(i,r) = p,;r%, where a; <0
is the job-dependent learning index of job J;. Wang et al.
[25] introduced truncated job-dependent learning effects,
ie, pt=00(,r)=p max{rsp}, where 0<f<1 is a
truncation parameter. We refer the reader to the survey of
Azzouz et al. [26] on scheduling problems with learning
effects.
From (7), we have
Z(dil’Di’8) = Z ViLsgi) + WOd(IF(i) + Va1 Dsy = Zlie(i’ r), (10)
i1 i=1
where A; are given by (9).
From (10), the optimal sequence of the problem 1|DIF —
DW, pt = 0(i, )| XLy ¥iLsgi) + Vo) + Y Doy can be
obtained by solving the following assignment problem:

Min ZZA 0, r)x;,»
s.t. ixi, =1,

N
—
\,

r=1,...,n, (11)

where A,,r =1,...,n, are given by (9), and
1, ifjob J;isassigned to positionr,
ir = . (12)
0, otherwise.
Based on the above analysis, the solution procedure of
the  problem  1|DIF - DW, p = 0(i,r)| Y., v;Ls)+
Vo3 + V1 Doy can be summarized as follows.

solves the
=03, XL viLs + vods

Theorem 2. Algorithm 2
1|DIF - DW, p#
in O(n?) time.

problem
8(i) + WnHD&

Proof. Optimality is guaranteed by Lemmas 1-3 and the
above analysis. In Algorithm 2, Step 1 needs O (1n*) time by
the SPT rule; Steps 2 and 3 can be performed in O (n) time.
Thus, the total time for Algorithm 2 is O(n®). In order to
illustrate Algorithm 2 for the problem 1|DIF — DW, p =
0G, M XLy Wilsgy + Yods) + Vi Doy, We  present  the
following instance. U

Example 2. The data are as follows: n =38, y, =14, y, =
8 ¥, =18, v, =12, yy = 24, y5 = 10, ys = 20, y;
=15, y3 =7, and yy = 21. The job-dependent processing
time is given in Table 2.
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Step 1: obtain the optimal sequence by the SPT rule (see Lemma 4)

Step 2: calculate the completion time of each job under the optimal sequence, and determine the optimal due-window locations dj
and dj; for each job according to Lemmas 2 and 3

Step 3: obtain the optimal due-window size by setting Dy = dy ;) — dj (i=1,2,...,n), and calculate the objective function

Yty WiLsy + Wodsi) + Waii Doy by equation (7)

ALGORITHM 1

TaBLE 1: Results of the optimal due-window location.

Job s Job Js d ds iy

Tsq J1o dsiy =0 ,dau)’zo

Js2) Ty dy = Co) =29 dsy = Cs) =29

Js@3) Js dyz =0 ds3=0

Jo(a) J2 dj) = Co) = 66 dsea) = Coay = 66

Jo(s) J, djs) € {Copy 1=10,1,2,3,4,5} ie, d} s € {0,14,29,46,66,87} da(s) dis,

Js(6) J4 d1 56 = Coe = 111 d6<6) Coe) =

]5(7) ]8 d 87 = C8(7) =136 d5(7) C6(7) =136

Ts(s) I b =0 , s =

59 Jo djg) = Co(9) = 189 ds9) = Cs(e) = 189
!

J5(10) J6 dj0) = 0 dg(10)=0

Step 1: solve assignment problem (11) to obtain the optimal sequence

Step 2: calculate the completion time of each job under the optimal sequence, and determine the optimal due-window locations d} 56)
and dj; for each job according to Lemmas 2 and 3

Step 3: obtain the optimal due-window size by setting Dy = dy ;) — d}s(i) (i=1,2,...,n), and calculate the objective function
it ViLsy + Wodig + Y Ds(y by assignment problem (11)

ALGORITHM 2

TaBLE 2: Date of Example 2.

r

Ji 1 2 3 4 5 6 7 8
A 6 7 11 5 6 22 13 21
I 8 14 7 8 11 17 12 6
I3 9 11 13 32 7 10 12 8
T4 17 22 19 10 5 9 13 7
Js 16 8 15 14 11 17 13 14
Js 18 17 31 14 8 23 15 20
]7 15 12 18 19 8 16 21 13
Js 13 17 24 16 18 16 13 15
TaBLE 3: Results of the optimal due-window location.

Job Js;) Job J 5 dy ds iy

Tsq) I3 dyy =0 ,dm), =0
Js Is djy = Coy = 17 dsa) = Cor) = 17
Ts(3) I, djz =0 ,d5(3), =0
Jo(a) 1 gy = Coay =29 s = Coay =29
Iss) Js . dy5) =0 ,da(s) =

Ts6) 4 d6(6) =Cs) =46 da(sg =Cs) =46
Ts) I3 sz = Coz) = 59 dsz) = Csz) =59

!
Tss) I djg =0 ds=0




5. Conclusion and Future Work

This study addressed the due-window (DIF-DW) assign-
ment scheduling problem under the consideration of po-
sition-dependent weights. The goal is to determine the
optimal sequence, the optimal due-window location, and
size such that the total penalty (including the earliness,
tardiness, due-window starting time, and due-window size
of all jobs) is minimized. It was proved that the problem can
be solved in polynomial time. The proposed model was also
extended to the general position-dependent processing time,
and the polynomial-time solution was provided. Further
extensions are considering the above problems in the setting
of m-machine flow-shop and m-identical (unrelated) par-
allel machines (Hsu and Liao [27]), studying the scheduling
with two-agent resource-dependent release time (Liu and
Duan [28]), or investigating scheduling with rate-modifying
activity under deterioration effect (Xue and Zhang [29]).

Step 1: by (9), we have A, =93, 1, =85, A, =71,
Ay=59, A;=45 A =35 A =21, and Ag=7.
According to assignment problem (11), the optimal
sequence is 8" = (J5, /5. T J1s Jgo Jus s J7)-

Step 2: for the optimal sequence
8" = (U3, Jso J25J1J 6> J4s Jg» 7). the completion time of
all jobs is C;=9Cs=17,C,=24,C, =
29,C¢=37,C, =46, Cy =59, andC;, =72, and the
optimal due-window locations d};(i) and dj ;) for each
job are given in Table 3.

Step 3: the optimal due-window sizes are D) =0
(i=1,2,...,8), and the objective function is
Z =¥ ¥iLse) + Vo) + Vi Doy = 3348.
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The objective of this paper is to minimize both the makespan and the total completion time. Since parallel-machine scheduling
which contains the function constraint problem has been a new issue, this paper explored two parallel-machine scheduling
problems with function constraint, which refers to the situation that the two machines have a same function but one of the
machines has another. We pointed out that the function constraint occurs not only in the manufacturing system but also in the
service system. For the makespan problem, we demonstrated that it is NP-hard in the ordinary sense. In addition, we presented a
polynomial time heuristic for this problem and have proved its worst-case ratio is not greater than 5/4. Furthermore, we simulated
the performance of the algorithm through computational testing. The overall mean percent error of the heuristic is 0.0565%. The
results revealed that the proposed algorithm is quite efficient. For the total completion time problem, we have proved that it can be

solved in O (n*) time.

1. Introduction

The scheduling problem studied in this paper was motivated
by the manufacturing of the metal processing industry. In
the traditional manufacturing, a lathe machine and a milling
machine have different functions. Generally speaking, the
lathe machine is a tool that rotates a workpiece about an axis
of rotation to perform various operations such as cutting,
deformation, knurling sanding, and turning. The milling
machine is used to cut the plane, while the shape of the
forming surface, the spiral groove, or the tooth shape of the
gear is milled with a special-shaped milling cutter. During
milling, the workpiece is mounted on a table or an indexing
head attachment, and the milling cutter performs a cutting
motion, supplemented by a table for feeding motion. And
now, a 5-axis machining center for milling and turning has
all the functions of lathe machine and milling machine. As
the company’s performance grows rapidly, companies must
purchase machines to meet customer needs. While newly
purchased machines tend to have more function than older

machines, functional alternatives occur between machines.
We named this phenomenon as function constraint (e.g.,
lathe machine versus 5-axis machining centers for milling
and turning). The function constraint occurs not only in the
manufacturing system but also in the service system. In the
service system, the parallel-machine is composed by the
employees. The senior staff, the junior employees, and the
new employees all have the ability to limit and replace.
Parallel machine in a production environment can be
divided into three categories according to the nature of the
machine: identical, uniform, and unrelated paralle]l ma-
chines. For decades, the parallel-machine production
scheduling problem has been extensively studied under
various classical scheduling performance measurement
criteria. The makespan and total completion time are the two
best important performance measurement criteria. The
makespan is also called the maximum completion time or
the completion time of the last workpiece on the last ma-
chine. The makespan is usually used to measure the utili-
zation of machinery and equipment. If one shortens the
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makespan and the machine utilization and production ef-
ficiency is improved, more flexible time can be reserved to
prevent the sudden occurrence of the production line. The
completion time refers to the time spent in the system from
the time of the workpiece that arrives at the site to its
completion, and the total completion time is the sum of the
completion time of all the workpieces. Therefore, the total
completion time is expected to be minimized. That is, the in-
process inventory of the factory is expected to be minimized
to reduce the cost of inventory.

Chung et al. [1] explored a two identical parallel-ma-
chine scheduling problem with molds constraints. Their
objective is to minimize the makespan. For the problem is
NP-hard, they give three heuristics and analyze each
heuristic has a worst-case performance ratio of 3/2.
Computational results revealed that heuristics are efficient
even for the large-sized problem. Xu and Yang [2] studied a
two parallel-machine scheduling with a periodic avail-
ability constraint. Their objective is to minimize the
makespan. Because the problem is NP-hard, they present a
mathematical programming model to solve it and, next,
compare the performance of the longest processing time
first (LPT) algorithm with the list scheduling (LS) via
computational experiments. Most of the results showed
that the LPT is better than the LS. Xu et al. [3] examined a
two parallel machine scheduling problem to minimize the
makespan. The problem is known as NP-hard. They applied
the branch-and-bound method to solve the small-sized
problem and presented a Tabu search algorithm for the
large-sized problem. Ji and Cheng [4] presented a fully
polynomial-time approximation scheme for parallel-ma-
chine scheduling under a grade of service provision to
minimize makespan consideration. Lee et al. [5] addressed
a makespan minimization scheduling problem on identical
parallel-machine. They applied the simulated annealing
method, and several heuristic algorithms have been pro-
posed to tackle the problem. Computational results dem-
onstrated that the simulated annealing method is efficient
and better than the existing methods. Yin et al. [6] explored
parallel-machine scheduling of deteriorating jobs with
potential machine disruptions. The authors examined two
cases of machine disruption (i.e., performing maintenance
immediately on the disrupted machine when a disruption
occurred and not performing machine maintenance). The
nature of the jobs has two types: nonresumable and
resumable. They determined the computational complexity
status of various cases of the total completion time min-
imization problem and provided pseudopolynomial-time
solution algorithms and fully polynomial-time approxi-
mation schemes for them.

Zhao et al. [7] explored a two parallel-machine
scheduling problem where one machine is not available in
a specified time period. The unavailable time period is fixed
and known in advance. They proposed a fully polynomial-
time approximation scheme for the total weighted com-
pletion time minimization problem and generalized the
results to the case with m parallel machine. Kuo and Yang
[8] studied parallel-machine scheduling with time-de-
pendent processing time. For the total completion time
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and the total load problems, they showed that the two
problems are polynomially solvable. Gerstl and Mosheiov
[9] proposed a general position-dependent processing
time model. They considered scheduling problems which
combine the option of job rejection and the model on
parallel machine. Their objectives are total flow-time and
total load. They proved that both problems can be solved in
polynomial time in the number of jobs. Huang and Wang
[10] stressed parallel-machine scheduling problems with
deteriorating jobs. They showed that the total absolute
differences in completion time and the total absolute
differences in waiting time minimization problems can be
solved in polynomial time.

Wang and Wang [11] studied a three-machine permu-
tation flow shop scheduling problem with time-dependent
processing times. The objective is to find a sequence that
minimizes the makespan. Several dominance properties and
a lower bound are derived to speed up the elimination
process of a branch-and-bound algorithm. Moreover, two
heuristic algorithms are proposed to overcome the ineffi-
ciency of the branch-and-bound algorithm. Computational
results show that the heuristic algorithm M-NEH performs
effectively and efficiently.

For more information, the reader may refer to the
concise surveys on this topic by Cheng and Sin [12],
Mokotoff [13], Pfund et al. [14], Kravchenko and Werner
[15], Kaabi and Harrath [16], and Wang and Li [17].

Parallel-machine scheduling combines the function
constraint problem is a new issue. Therefore, this paper
explored two parallel-machine scheduling problems with
function constraint. The objectives are to minimize the
makespan and the total completion time.

The rest of the paper is organized as follows. In Section 2,
we introduced the notation and formally formulated our
problems. In Section 3, we demonstrated the computational
complexity status and presented a heuristic algorithm,
worst-case ratio, and computational experiments for the
makespan minimization problem. In Section 4, we formu-
lated the total completion time minimization problem as an
assignment. In the last section, we concluded the paper and
suggested issues for the future research.

2. Problem Formulation

There are n jobs in the set N = (J1, [y s s Ty s15005 J)-
Assume set N consists of two classes of job that are the first
class jobs and the second class jobs. Let n; and n, denote the
number of jobs of the first class and the second class, re-
spectively. Let S; and S, denote the set of the jobs of the first
class and the second class, respectively. Thatis, N =S, U S,,
where S; = (J1, /5. J,) and S = (J, 415 J,). Let p;
denote the processing time of ]j (j=1,2,..,n). Assume
there are two parallel machines M; (i = 1,2), where M, can
process the first class jobs only and M, can process both of
the first class jobs and the second class jobs. Some common
assumptions are as follows: (1) all jobs are non-preemptive
and available for processing at time zero; (2) each machine
can handle at most one job at a time and cannot stand idle
until the last job assigned to it has finished processing; and
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(3) each job can be processed on at most one machine at a
time. The objectives are to minimize the makespan and the
total completion time. We used “fc” to denote the function
constraint relations between the two machines. Following
the common scheduling notation, the problems can be
described as P2|f¢c|C,,,, and P2|fc|TC, respectively.

3. Minimization of the Makespan

In this section, we confirmed the complexity and pre-
sented the worst-case bound for P2|fc|C,,,. First, we
excluded the case of the sum of processing time in the
second class jobs is larger than the sum of processing time
in the first class jobs because the first class jobs processed
on M, and the second class jobs processed on M, are
optimal for the abovementioned case. Second, we analyze
the complexity of the problem P2|fc|C,,,. Third, we
presented a heuristic approach and analyze the worst-case
bound of the algorithm. Finally, a computational exper-
iment was conducted to evaluate the performance of the
proposed algorithm.

3.1. The Heuristic and Worst-Case Bound. The special case of
all the jobs belongs to the first class, n; = n, and then the
problem P2|f¢|C,,. becomes the «classical problem
P2||C,,,.- It is known in advance that P2|C,,,, is NP-hard in
the ordinary sense [18]. Therefore, the following theorem
holds.

Theorem 1. Scheduling problem P2|fc|C,,,, is NP-hard in
the ordinary sense.

A simple heuristic approach is described in Algorithm 1.

A simple sort can be done in O(nlogn) (e.g., heap
sorting). Hence, the complexity of Step 1 is O (nlogn). The
complexity of Step 2 is O (n). Overall, the complexity of the
algorithm is O (nlogn).

A straightforward result is given as follows.

max

Lemma 1. For the problem P2|fc|C,,,,, the following holds:
(1) Cr;ax 2 z;‘l:nlﬂ pj’ where Cr;ax
of the optimal schedule

(2) Crox= (X3Ly pj+ Xy 11 Pj)/2 = LB, where LB de-
notes the lower bound of the problem

denotes the makespan

Theorem 2. For the problem P2|fc|C
5C /4

max’

C,y (LPT) <

max’

Proof. Assume J is the last processed job based on the LPT
approach. If J, € S,, then C,,, (LPT) = C . Therefore, the

max( max*
following proof processes are under the assumption of

Je €S,

If k=1, then C,, (LPT) =C ..

For the case of k> 2, assume s;, denotes the starting time
of J.. Since there is no idle time on the machines prior to the
time s,

3
s, < (Z]]:ll.p] + Z?:nlﬂ p])
k= 2
_ (Z?:l pPj +(Z;’=n1+1 Pj) - Pk)
’ ()
_(ER i+ X P Pe)
= 2
cr P
- max 2 N

Consider the following two cases: p,<C. /2 and
Pi>Chod2.

max

When p, <C>. /2, we have

max

Croax (LPT) = s + py

* Pr
<C_ -
max 2 +pk
_ L Pk
= Conax 75 2)

*

. C
< C + 2

— 5 Cn*;ax

5
When p; >C; .. /2, based on optimal consideration, we
have 37, ., p;<C,,/2 and each machine cannot arrange
two jobs that belong to S; and whose job’s index is less or
equal to k. Therefore, J; is the only job that belongs to S, and
being processed on M,. That is, C,,, (LPT) = p; + Z;’:nl P
Within the optimal sequence, ] is the only job that belongs

to S; and can be processed on M,. We have C._ >C

max — max
(LPT). Hence, C; = C,., (LPT). O

max

3.2. The Computational Experiments. Although the worst
case above seems quite good from the theoretical aspects,
25% errors cannot be accepted from the application di-
mensions. Therefore, some computational experiments were
conducted to evaluate the performance of the LPT approach.
The LPT approach was coded in Visual BASIC 6.0 and
implemented on a personal computer with Intel core i7 16G
CPU. Some test problems for each environment were
randomly generated, the details of which are as follows:

(1) nis equal to 50, 100, 150, 200, 250, 300, 500, and 1000

(2) ny is uniformly distributed over [1, n]. n, =n-mn,

(3) p; is uniformly distributed over [1, 50], [1, 100], [1,
200], [1, 500], and [1, 1000]

A ratio of ((C,,, (LPT) — LB) x 100)/LB is used as an
index to evaluate the performance of the LPT approach, where
C..ox (LPT) is the solution found by the LPT approach and LB
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TisTaseeor T

the first class is put on the machine.

Step 1. Arrange the first class jobs in nonincreasing order, without loss of generality, and assume the LPT sequence remains

Step 2. Assign J,, 1 Jy 125 -+ ], to the M,. After that, whenever a machine is freed, the longest job among those not yet processed in

ArcoriTHM 1: The longest processing time first (LPT) approach.

TaBLE 1: Computational results of the LPT approach with five
different processing time distribution periods.

p(i)

" v v v v U Average

(1, 50) (1, 100) (1, 200) (1, 500) (1, 1000) 8
50 0.0971 0.1884 0.2817 0.3714 0.4576  0.2792
100 0.0270 0.0492 0.0715 0.0939 0.1167 0.0716
150 0.0156 0.0264 0.0372 0.0483 0.0580  0.0371
200 0.0105 0.0174 0.0236 0.0295 0.0350  0.0232
250 0.0081 0.0132 0.0175 0.0211 0.0247  0.0169
300 0.0066 0.0107 0.0137 0.0163 0.0189  0.0132
500 0.0040 0.0059 0.0071 0.0080 0.0089  0.0068
1000 0.0022 0.0033 0.0038 0.0041 0.0043  0.0035
Average 0.0214 0.0397 0.0570 0.0741  0.0905  0.0565

is the solution found by lower bound. The ratio is computed
for 300 test problems in each problem size; hence, 12000
(300 x 8 x 5) test problems are generated for the proposed
problem P2| f¢|C,,,.. The computational results are shown
in Table 1. The results revealed that the mean percentage
errors of the LPT approach are 0.0214, 0.0397, 0.0560,
0.0741, and 0.0905 with five different processing time
distribution periods, respectively. From Table 1, we found
that the larger the problem the smaller the error per-
centages and the wider the processing time range the larger
the error percentages. The overall mean percent error of the
LPT approach is 0.0565%.

4. Minimization of the Total Completion Time

In this section, we showed that the problem P2| f¢|TC can be
solved in O (n*) time. Let (k;,k,) denotes the vector of the
number of jobs allocated to M| and M,, where 1 <k, <n, and
ny<k,<n-1. We excluded the case of (k,k,)= (0,n)
because it becomes a single machine scheduling problem and
the SPT (shortest processing time first) is optimal. Let J ; ; and
Pyij denote a job scheduled in the jth position on a machine i
and its processing time, respectively. For the convenience, we
rename the job sequences processing on M, and M, as
T Trap o T kg1 @04 T 1y J 2] -+ ] ok, > respectively. Then,
the total completion time can be calculated as follows:

k k
IC= ZCJ = Zl(kl —j+ 1)P[1j] + Zl(kz -j+ 1)P[zj]-
j= =

(3)

We rewrite equation (3) as

TC=)C;= Z;ij[jp (4)
p=

where
{kl—j+1, 1<j<k,
w.: =
Toln-j+1, Kk +1<j<n -
. 5
Do = Pujp 1<j<k,
(71 p[ijkl]’ k1+lSan.

Assume the position of job that is processing on M; and
M, is 1,...,k, and k; +1,k; +2,k;,k, (n), respectively.
Obviously, the second class of jobs cannot be scheduled at
the previous position of k;. Then, we gave the elements of
assignment vector as follows:

w;p, l<isn, 1<j<n,
a;; =4 0, n +1<i<n, 1<j<k,, (6)
w;p;, m+1<is<n ki +1<j<n,

where

(7)

w: =

{kl—j+1, 1<j<k,
i

n—j+1,

Constraint of the second line at g;; ensures that the
second class jobs are not scheduled before the position of k,
under minimization consideration. For a given vector
(k> ky), P2|fc|TC can be formulated as the following as-
signment problem:

n
minimize z

a. . x

n
ij%ij>
—

B (8)

It is well-known that an assignment problem can be
solved in O(n’) time. For a given vector of (ki,k,),
1<k, <n, and n,<k,<n-1, problem P2|fc|TC can be
solved in O(n®) time. There are n; possible vectors of
(ky, k,), that is, (1,n—-1),..., (n;,n—n;). Hence, problem
P2|fc|TC can be solved in O (n,n®) time, since 1, <. This
implies that the following theorem holds.

Theorem 3. Problem P2|fc|TC can be solved in O (n*) time.

Example 1. Assume N=S,US,, S, ={],]»/s}h
Sz = {]4)]5)]6)]7)]8)]9)]]0}) n =10, ny = 3, and n, = 7,and
their processing time is listed in Table 2.
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TaBLE 2: The 10 jobs processing time.

i 1 2 3 4 6 7 8 9 10

pi 50 40 30 7 5 4 3 2 1

The following solution reports were obtained from Lingo
14.0 package. If (ky,k;) =(1,9), then TC=290. If
(ky,k,) = (2,8), then TC =262. Therefore, the optimal
solution is 262.

The optimal sequences those scheduling on M; and M,
are Jy — Jy and Jig —Jo — Jg —J; — Js — s
— J, — ], respectively.

The Lingo programming code under (k;,k,) = (2,8) is
listed as follows:

Model:

Sets:

Jindex/1..10/;
Assign (jindex,jindex):w, x;

Endsets

Data:

w=100 50 400 350 300 250 200 150 100 50
80 40 320 280 240 200 160 120 80 40

60 30 240 210 180 150 120 90 60 30

35000 35000 56 49 42 35 28 21 14 7
30000 30000 48 42 36 30 24 18 12 ©
25000 25000 40 35 30 25 20 15 10 5
20000 20000 32 28 24 20 16 12 8 4
15000 15000 24 21 18 15 12 9 6 3
10000 10000 16 14 12 10 8 6 4 2

5000 5000 8§ 7 6 5 4 3 2 1
Enddata
Min = @sum (assign:w*x);
@for (jindex(i):
@sum (jindex (j): x (Lj)) = 1;

@sum (jindex (j): x (j,))) = 1

End

5. Conclusions

This paper explored two parallel-machine scheduling problems
with function constraint. We pointed out that the function
constraint occurs not only in the manufacturing system but
also in the service system. Therefore, this work is meaningful.

In this research, two important and famous classical
objectives, the makespan and the total completion time, were
studied. For the makespan problem, we demonstrated that it
is NP-hard in the ordinary sense. We presented a polynomial
time heuristic for this problem and have proved its worst-
case ratio is not greater than 5/4. Computational testing of
the heuristic was conducted, and the results revealed that the
overall mean percent error of the proposed algorithm is
0.0565%. For the total completion time problem, we have
proved that it can be solved in O(n*) time.

Future research may examine other topics such as the
total load, total tardiness, and number of tardy jobs or
extending the model to the uniform parallel-machine setting
or other settings.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] T. Chung, J. N. D. Gupta, H. Zhao, and F. Werner, “Mini-
mizing the makespan on two identical parallel machines with
mold constraints,” Computers & Operations Research, vol. 105,
pp. 141-155, 2019.

[2] D. Xu and D.-L. Yang, “Makespan minimization for two
parallel machines scheduling with a periodic availability
constraint: mathematical programming model, average-case
analysis, and anomalies,” Applied Mathematical Modelling,
vol. 37, no. 14-15, pp. 7561-7567, 2013.

[3] J. Xu, S.-C. Liu, C. Zhao, J]. Wu, W.-C. Lin, and P.-W. Yu, “An
iterated local search and tabu search for two-parallel machine
scheduling problem to minimize the maximum total com-
pletion time,” Journal of Information and Optimization Sci-
ences, vol. 40, no. 3, pp. 751-766, 2019.

[4] M. Ji and T. C. E. Cheng, “An FPTAS for parallel-machine
scheduling under a grade of service provision to minimize
makespan,” Information Processing Letters, vol. 108, no. 4,
pp. 171-174, 2008.

[5] W.-C. Lee, C.-C. Wu, and P. Chen, “A simulated annealing
approach to makespan minimization on identical parallel
machines,” The International Journal of Advanced
Manufacturing Technology, vol. 31, no. 3-4, pp. 328-334, 2006.



(6]

(7]

(8]

[9]

(10]

(11]

(12]

(13]

(14]

(15]

(16]

(17]

(18]

Y. Yin, Y. Wang, T. C. E. Cheng, W. Liu, and J. Li, “Parallel-
machine scheduling of deteriorating jobs with potential
machine disruptions,” Omega, vol. 69, pp. 17-28, 2017.

C. Zhao, M. Ji, and H. Tang, “Parallel-machine scheduling
with an availability constraint,” Computers & Industrial En-
gineering, vol. 61, no. 3, pp. 778-781, 2011.

W.-H. Kuo and D.-L. Yang, “Parallel-machine scheduling
with time dependent processing times,” Theoretical Computer
Science, vol. 393, no. 1-3, pp. 204-210, 2008.

E. Gerstl and G. Mosheiov, “Scheduling on parallel identical
machines with job-rejection and position-dependent pro-
cessing times,” Information Processing Letters, vol. 112, no. 19,
pp. 743-747, 2012.

X. Huang and M.-Z. Wang, “Parallel identical machines
scheduling with deteriorating jobs and total absolute differ-
ences penalties,” Applied Mathematical Modelling, vol. 35,
no. 3, pp. 1349-1353, 2011.

J. B. Wang and M. Z. Wang, “Minimizing makespan in three-
machine flow shops with deteriorating jobs,” Computers &
Operations Research, vol. 40, pp. 47-557, 2013.

T. C. E. Cheng and C. C. S. Sin, “A state-of-the-art review of
parallel-machine scheduling research,” European Journal of
Operational Research, vol. 47, no. 3, pp. 271-292, 1990.

E. Mokotoff, “Parallel machine scheduling problems: a sur-
vey,” Asia-Pacific Journal of Operational Research, vol. 18,
no. 2, pp. 193-242, 2001.

M. Pfund, J. W. Fowler, and J. N. D. Gupta, “A survey of
algorithms for single and multi-objective unrelated parallel-
machine deterministic scheduling problems,” Journal of the
Chinese Institute of Industrial Engineers, vol. 21, no. 3,
pp. 230-241, 2004.

S. A. Kravchenko and F. Werner, “Parallel machine problems
with equal processing times: a survey,” Journal of Scheduling,
vol. 14, no. 5, pp. 435-444, 2011.

J. Kaabi and Y. Harrath, “A survey of parallel machine
scheduling under availability constraints,” International
Journal of Computer and Information Technology, vol. 3,
pp. 238-245, 2014

J.-B. Wang and L. Li, “Machine scheduling with deteriorating
jobs and modifying maintenance activities,” The Computer
Journal, vol. 61, no. 1, pp. 47-53, 2018.

M. Pinedo, Scheduling: Theory, Algorithms, and System,
Prentice-Hall, Upper Saddle River, NJ, USA, 3rd edition,
2008.

Discrete Dynamics in Nature and Society



