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!is is the Fourth Special Issue (SI) dealing with “Building
Mathematical Models for Multicriteria and Multiobjective
Applications.”!e first one was published in 2016, and based
on its success, another one was published in 2018 and 2019
each and now this one in 2020.!e ambition is to henceforth
publish an annual Special Issue. !is series has been
attracting the Multicriteria Decision-Making/Aid (MCDM/
A) and multiobjective community, researchers, and
practitioners.

!e focus of this Special Issue is to demonstrate how
MCDM/A and multiobjective methods can be highly useful
for decision-makers (DMs) in solving decision problems
involving multiple criteria.

!is Special Issue offers seven original research papers
covering a variety of applications for real-world problems
while combining theoretical methodology and mathematical
analysis. !e authors of these papers are from Brazil, China,
and!ailand. Two papers bring new approaches to deal with
group decision-making and negotiation. Two papers discuss
applications of the FITradeoff method, and three papers are
focused on multiobjective applications.

!e paper, which deals with a novel group decision-
making approach, applies the hesitant fuzzy linguistic term
sets (HFLTSs) to elicit the decision-makers’ linguistic
preferences as they are efficient and flexible in representing
uncertainty. !e approach considers the advantages of the

rough set theory and OWA operators and presents an ex-
tended VIKOR method. Another paper brings a novel
procedure to pursue aspired procurement negotiation (PN)
outcomes using the combined multiple attribute decision-
making (MADM) model. !is model allows identifying,
measuring, and depicting suboptimal situations in the
context of an influential network relation map (INRM).

!e papers which bring applications of the FITradeoff
method are focused on ranking problems. One paper dis-
cusses a supplier selection for a wholesaler and retailer
company of the construction sector to assist the DM in
selecting new suppliers to keep the products and suppliers in
line with the company’s strategic plans and objectives. !e
other paper presents the multicriteria decision model that
prioritizes sections of Brazilian roads by criticality and the
risk of their use for drivers. !e goal is to ensure an efficient
movement of traffic under stable conditions and minimal
traffic congestion, i.e., keep the federal highways safe and
prevent accidents.

!is Special Issue brings three different approaches
concerning multiobjective applications. One paper presents
a goal programming approach to nurse scheduling that
simultaneously considers workload fairness and individual
preferences on working shift and day off assignments.
Another paper presents a combination of the Kriging model,
optimal Latin hypercube sampling, and particle swarm
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optimization, an algorithm, EIR2-MOEA, for solving ex-
pensive multiobjective optimization problems. It is applied
to three sets of standard test functions of varying difficulty
and compared with two other competitive infill point cri-
teria. Finally, the last paper presents a design-task-oriented
model assignment framework that involves model value
selection, multiobjective model establishment, and multi-
objective optimization algorithm. It provides a solution for
the problem of model assignment in the model repository to
the design tasks in Model-Based System Engineering
(MBSE).

We hope that the papers presented in this Special Issue
will be useful and stimulating for further developments and
applications of multicriteria and multiobjective models and
that we again have been able to highlight the extensive range
of contexts over which these methods can be used.
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In the modern global economy, public and private organizations frequently procure goods and services from external suppliers. As
such, negotiations are essential to reach procurement agreements and thus achieve organizational objectives and meet criteria in a
timely and economically efficient manner. However, numerous relevant studies have revealed that suboptimal agreements frequently
occur in procurement negotiation (PN) settings, which negatively affect the realization of business objectives and criteria. )is study
proposes the addition of a novel procedure that integrates a combined multiple attribute decision-making (MADM) model into the
PN framework to identify, measure, and depict suboptimal situations in the context of an influential network relation map (INRM).
)is approach enables visualized and systematic information to be continuously provided, thus helping to determine possible
improvement initiatives for transitioning suboptimal agreements to aspired levels. A real numerical case study is used to demonstrate
the practical application of the proposed procedure.)e results reveal that by employing the combinedMADMmodel, the proposed
procedure can provide managers with a practical foundation for early identification of the critical factors/dimensions for continuous
improvement of a negotiated agreement regardless of how or why a suboptimal agreement initially occurs.

1. Introduction

In the modern cooperative business environment, functions
are rarely performed entirely in-house. Public and private
organizations must procure goods and services from ex-
ternal suppliers to achieve organizational objectives and
criteria in a timely and economically efficient manner [1].
However, managing multiple procurement tasks can be
complicated. Procurement typically involves an unclear
scope, unforeseen costs, or a long lifespan that requires
buyers and sellers to engage in trade-offs of technical, fi-
nancial, and commercial factors [2]. In such situations,
negotiations are commonly used to reach final agreements
[3, 4]. Given that procurement is essential to businesses’
success, such negotiations play a critical role in corporate
management [5–8].

However, although some procurement decision-makers
successfully apply such negotiations to clarify trade terms in
formulating mutually beneficial agreements [9], numerous
studies have indicated that other negotiated agreements are
unable to fully support all aspects of procurement in
achieving business objectives [10–12]. For example, in most
procurement negotiation (PN) settings, negotiators typically
hide information to gain advantages [1]. )is opacity of
information prevents managers from reaching agreements
that ensure optimized business objectives [13]. Additionally,
most procurement agreements have a defined lifespan. A
time constraint is typically imposed on PN completion [1],
which can create pressure and reduce a manager’s moti-
vation or ability to fully process, evaluate, and determine all
possible alternatives in the pursuance of optimization
[14, 15]. Instead, managers are forced to finalize negotiations
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to achieve suboptimal agreements that create variations,
including changed orders and claims, during their imple-
mentation [4, 5]. )ese studies have implied that suboptimal
agreements occur frequently in the PN setting.

A practical survey by Turner and Keegan [12] indicated
that an agreement is merely a tentative settlement, which by
its nature is incomplete; further improvements are always
required later during the process of implementation. More
comprehensively, Ertel [11] analyzed hundreds of complex
negotiation projects and concluded that “countless deals that
were signed with optimism fall apart during implementa-
tion, despite the care and creativity with which their terms
were crafted.” His study emphasized how decisions made in
a negotiated agreement can be affected by future trends, and
he also highlighted the need for continuous improvement to
facilitate optimal results for the business objectives and
criteria. Kujala et al. [3] examined negotiated agreements
from the perspectives of sales and implementation and
highlighted the importance of improving joint decisions
between buyers and sellers over a transaction’s lifecycle.
Yang et al. [16] argued that negotiated agreements cause the
most substantial project delays, which in turn create serious
conflicts during and after implementation of such agree-
ments. )ese studies have suggested that an efficient ap-
proach is required to improve the implementation of
negotiated agreements.

)e relevant literature on how to settle suboptimal
negotiated agreement problems can be traced back to 1985,
when Raiffa [17] argued that the majority of negotiated
agreements have the potential for improvement. His study
also proposed a postsettlement settlement concept that
encourages negotiators to use the negotiated agreement as a
foundation to seek additional value. Based on Raiffa’s
concepts, Susskind [18] argued that pos-settlement settle-
ment can be applicable under cooperative negotiation, in
which the negotiating parties treat each other as partners and
share information. William [19], who adopted a macro-
perspective, suggested that monitoring and evaluation of
negotiated agreements should be viewed as an essential part
of the negotiation process. Smolinski and Xiong [20] con-
cluded that postsettlement settlement is a critical negotiation
competency to manage conflicts in the increasingly complex
modern business environment. )ese studies have intro-
duced several helpful ideas to address the problems that are
associated with negotiated agreements. However, based on
this study’s literature review, these ideas have not been
developed into an operational procedure for practical use.

)is study proposes a novel procedure that integrates a
hybrid multiattribute decision-making (HMADM) model
into the PN framework to increase the ability of negotiated
agreements to obtain optimal PN outcomes during their
implementation. )e HMADM model was originally in-
troduced by Tzeng to solve decision problems in interde-
pendent situations [21]. )e HMADM model provides
theoretical suggestions for how to continuously improve
decision implementation toward aspired levels [22–25], and
thus, its use is appropriate for this study. )e proposed
procedure enables the identification, measurement, and
depiction of suboptimal agreements in a context of the

influence network relation map (INRM). )e INRM pro-
vides managers with visualized and systematic information
to easily analyze index gaps among factors, dimensions, and
the overall agreement to pursue the aspired PN outcomes.
)is study uses a numerical example to demonstrate the
functionalities of the proposed procedure. )e results of the
HMADM model revealed that the proposed procedure can
provide managers with a critical foundation for the early
identification of the critical factors and dimensions of a
negotiated agreement, which are needed to continuously
improve outcomes, regardless of how and why a suboptimal
agreement initially occurs. )e remainder of this study is
arranged as follows. Section 2 reviews the literature on the
PN process. Section 3 introduces the HMADM model
comprising the DEMATEL method, the DEMATEL-based
analytic network process, and the modified VIKOR method.
Section 4 discusses the proposed procedure. Section 5
demonstrates the operation of the proposed procedure by
examining a real-world numerical example and discusses the
results. Section 6 provides conclusions and further remarks.

2. Literature Review

In practice, negotiations can be characterized differently
depending on specific business situations. PNs can occur
between buyers and sellers at numerous points in the
procurement process. However, this study emphasizes how
to improve negotiated agreements during the imple-
mentation of such agreements and when two parties have
multiple issues in play. Additionally, this study assumes that
the parties involved in PN intend to obtain and implement
favorable agreements to produce aspired outcomes and thus
fulfil their procurement objectives and criteria.

Typically, PN follows a three-phase framework adopted
by procurement professionals worldwide [1] comprising
prenegotiation, meeting, and postnegotiation (Figure 1).

Prenegotiation starts with issues that the negotiating
parties disagree about, such as time, cost, scope, and quality
[26]. In the PN environment, if any of these issues or di-
mensions change, at least one other issue or dimension is
likely to be influenced. For example, if the procurement time
is reduced, costs often rise due to the additional resources
needed to complete the same scope of procurement in a
shorter time. If a budget increase is not possible, both
procurement scope and desired quality may be reduced.
Negotiators must consider these mutually interdependent
situations to prepare a set of alternatives to finalize nego-
tiations in each PN phase [1].

Two types of negotiating strategies are most common:
win-lose and win-win. In a win-lose situation, each party
seeks a maximized share of a fixed amount of resources. In a
win-win negotiation, one party’s gain does not necessarily
come at the other’s expense [13]. In most PN settings, a win-
lose strategy typically emerges early in the negotiation
process, but communication and information sharing can
transform this into a win-win situation [27]. During the
meeting phase, negotiators present their initial offers and
then decide whether tomake concessions based on a package
or separately [3]. Determining and offering the right options
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can provide flexibility and expedite the negotiation process.
A range of decision-making methods have therefore been
developed to streamline option selection in negotiations [5].

Keeney and Raiffa [28] proposed a utility function to
model negotiator preferences. Rubinstein [29] proposed the
use of alternating-offer bargaining in his analysis of nego-
tiation game outcomes. Following these studies, many re-
searchers have proposed negotiation decision aids [30].
Teich et al. [31] classified these decision-aid models into four
categories: (a) value function-based and concession-based
models; (b) value function-based and Pareto-improvement-
seeking models; (c) interactive concession-making models;
and (d) interactive Pareto-improvement models. Most de-
cision-aid models emphasize the determination of a Pareto-
optimal solution through concessions [32] under limited
resources (which are presumably subject to constraints).
However, limited resources impose difficulties in deter-
mining the Pareto frontier to seek optimal solutions,
resulting in suboptimal agreements that deliver inferior
outcomes in the conventional approach [20]. To fulfil the
shortcomings, Tzeng and Huang [33] proposed a hybrid
multiple attribute decision-making (HMADM) model to
pursue aspired decision outcomes through continuous
improvements.

)e HMADM model employs a decision-making trial
and evaluation laboratory (DEMATEL) technique [34],
which allows for interinfluential effects to be identified
between the decision factors/dimensions (or objectives/
criteria) on an influential network relations map (INRM).
Second, this model applies an analytic network process
(ANP) [35] to transform the DEMATEL interinfluential
values into influential weights (IWs), so as to be able to
better prioritize the decision-making criteria, a procedure
called a DEMATEL-based ANP (DANP). )ird, this model
employs an “aspiration level” principle to modify the
multicriteria optimization and compromise solution
method, named “ViseKriterijumska Optimizacija I Kom-
promisno Rešenje” in Serbian (called the “modified VIKOR
method”) [36], to avoid “choosing the best among inferior
options/alternatives,” [33]. )e aspiration level concept was
proposed by Simon [37], who argued that actual human
decision-making behavior is a sequential process, and a
decision-maker is satisfied when a selected alternative aligns
with an aspiration level criterion, which is the highly de-
sirable outcome level. )erefore, the modified VIKOR

method replaces the traditional max/min approach
(choosing relatively good solutions from existing alterna-
tives) with an aspiration level, which enables a shift from
ranking and selection when determining the most preferable
alternative to attaining performance improvements based on
the INRM [36]. By combining these aforementioned con-
cepts and procedures, the HMADM model can provide
managers with systematic visual information to allow for the
identification of the critical factors needed to enact im-
provement strategies that would better enable the aspired
outcomes to be reached [21].

Currently, behaviors, models, and support systems as-
sociated with multiple criteria group decision-making and
negotiations remain a prominent research topic for a wide
range of applications [38, 39]. For example, Frej et al. [40]
proposed a decision support tool based on the FITradeoff
method to expertise agreement achievement for multiple
criteria group decision-making with situations of partial/
incomplete/imprecise information. )eir study has also
indicated the usefulness of graphical visualization tech-
niques in collective decision-making processes. With these
advanced studies, negotiators enable to apply new methods
and tools to reduce the level of uncertainties in evaluating,
ranking, and selecting alternative offers and counteroffers in
obtaining group consensus at different stages within a ne-
gotiation process.

In the postnegotiation phase, both parties implement
and administer the negotiated agreement in an attempt to
achieve the aspired outcomes and to satisfy the determined
performance objectives and criteria [11]. However, subop-
timal negotiated agreements frequently occur, and the
parties involved typically hold meetings to discuss related
issues such as performance gaps, possible changes, and
improvement requirements [17, 19]. Generally, these
meetings can foster closer relationships between the parties
and increase mutual trust through information sharing [13].
Additionally, implementing such agreements often takes a
long time. In the cloud-computing era, new technologies
and management mechanisms emerge on an almost daily
basis [41]. Accordingly, in contrast to traditional negotia-
tions that follow a suboptimal agreement, the modern
postnegotiation phase provides opportunities to create ad-
ditional value.

Research has indicated that adding value to a negotiated
agreement requires additional effort to evaluate problems

Fulfill business 
objectives and 
requirements 

through 
procurements

Deliver inferior outcomes

Decision makings 
(DM)

Procurement negotiation (PN)

Prenegotiation Meeting Postnegotiation
Negotiated 
agreements

Suboptimal agreements 
frequently occur

Figure 1: General PN framework.
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and to generate a comprehensive list of potential options
from which workable solutions can be selected [13]. Ad-
ditionally, the negotiating parties must constantly assess the
implementation of the agreement and maintain proactive
communications to determine possible improvements [16].
As such, the next section proposes a novel procedure to
analyze and improve on suboptimal outcomes in the
postnegotiation phase within the PN setting.

3. A Novel Procedure to Pursue Aspired
PN Outcomes

)is section first briefly introduces the essential concepts
and computational equations related to the DEMATEL
method, DANP, and the modified VIKOR method. Next, it
explains the proposed procedure.

3.1. (e DEMATEL Method. )e DEMATEL method was
developed by the Battelle Geneva Institute in 1972 for
assessing and solving complex groups of problems. )is
method uses Boolean operations and Markov processes [34]
to measure cause and effect relationships in each dimension
or criterion within a system (or subsystem). Quantitative
measurements are thenmapped onto an INRM-representing
problem structure with a visual rout exhibiting the degree
and direction in which each dimension or criterion influ-
ences the overall system performance. )is method has been
widely applied to help managers easily obtain valuable in-
formation for practical improvements in fields such as se-
curity systems and aerospace services [26, 33]. )e
computational steps for the DEMATEL method are de-
scribed as follows.

Step 1. Obtain the initial average influence relation matrix
A. )is step uses a team comprising E experts to identify the
number of factors or criteria, n, in a system. Each expert
measures the degree of influence that factor i has on factor j
in achieving system objectives. Typically, the measurement
scale ranges from 0 to 4, with 0 representing “absolutely no
influence,” 1 representing “low influence,” 2 representing
“medium influence,” 3 representing “high influence,” and 4
representing “very high influence.” )rough pairwise
comparisons, the results of all expert measurements are
denoted as matrix He � [he

ij], where e � 1, 2, . . . , E, and E is
the number of experts. By averaging the matrix He � [he

ij],
the initial average influence relation matrix A can be ob-
tained, as illustrated by

A � aij􏽨 􏽩
n×n

, (1)

where aij � 􏽐
E
e�1(he

ij/E), and he
ij is the measurement by eth

expert in He.

Step 2. Obtain the normalized influence relation matrix D.
By using A [ ], the normalized influence relation matrix D
can be obtained as shown in

D �
A
s

� dij􏽨 􏽩
n×n

, (2)

where s � max(max1≤i≤n 􏽐
n
j�1 aij,max1≤i≤n 􏽐

n
i�1 aij).

Step 3. Obtain the total influence relationmatrixT.)rough
the matrix operation ofD, the total influence relation matrix
T can be obtained as shown in

T � D(I − D)
− 1

, when u⟶∞, lim
u⟶∞

Du
� [0]n×n,

(3)

where I is an identity matrix, D � [dij]n×n, 0≤ dij ≤ 1,

0≤􏽐idij ≤ 1, 0≤􏽐jdij ≤ 1 and at least one column or one
row of summation but not every column or row equals one;
then, limu⟶∞Du � [0]n×n can be guaranteed.

Step 4. Obtain the INRM. Based on the matrix T, the INRM
can be constructed using the following substeps (SSs):

SS 4-1.Define each row sum and column sum of matrix
T as a respective n × 1 vector, as shown in the following
equations:

r � ri􏼂 􏼃n×1 � 􏽘
n

j�1
tij

⎡⎢⎢⎣ ⎤⎥⎥⎦

n×1

, (4)

c � cj􏽨 􏽩1×n
′ � 􏽘

n

t�1
tij

⎡⎣ ⎤⎦

1×n

′
� cj􏽨 􏽩

n×1, (5)

where ri indicates the total influence that factor i has on
the all other factors and cj indicates the total influence
that the all other factors have on factor j for i, j� 1, 2,
. . ., n; the superscript ′ denotes the transpose.
SS 4-2. Compute ri + cj and ri − cj, i, j ∈ 1, 2, . . . , n{ }.
When i � j, ri + ci provides an index representing the
strength of the total influence that each factor exerts on
and receives from the others; that is, ri + ci indicates the
centrality of the role that factor i plays in the system. In
addition, ri − ci indicates the net influence that factor i
contributes to the system. If (ri − ci) is positive, factor i
influences the other factors, and if (ri − ci) is negative,
factor i is influenced by the other factors.
SS 4-3. Plot the dataset [(ri + ci), (ri − ci)] into the
INRM to visualize the structure of the interrelationship
among all factors related to the system performance;
this plot reveals valuable information for problem
solving.

3.2. DANP. DANP can be described as DEMATEL-based
ANP. ANP was proposed by Saaty [35] to address inter-
dependence and feedback among the factors, dimensions, or
alternatives associated with a decision-making problem. By
applying the basic concept of ANP to formulate the influence
relation matrix obtained from the DEMATEL method,
DANP can derive the influence weights (IWs) among a set of
interrelated factors for superior communication of real
interdependent problematic situations, improvement al-
ternatives, and decisions [33]. DANP’s operational steps are
described as follows.
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Step 5. Obtain an unweighted supermatrix. )is step in-
volves the following three SSs:

SS 5-1. Classify all factors in the total influence relation
matrix T (see Step 3) into the appropriate dimensions

(clusters) to form a new matrix, which is referred to as
the total influence relation matrix of factors, TC, as
shown in equation (6), where 􏽐

m
j�1 mj � n, m< n, and

Tij
c is an mi × mj matrix.

Tc =

D1

D1

Di

Dm

c11…c1m1

n×n|m<n, ∑j–1mj = n

… …

…

…

… …

…

…

…

…
…

…
…

…

…
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11
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m1

Dj
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…
…
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ij
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mj
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…
…

Tc
1m

Tim
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mm
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cmmm

ci1

c11c12

cm1cm2

ci2

m

(6)

SS 5-2. Normalize each dimension (cluster) of criteria
by its total degree of effect to obtain a matrix, which is

referred to as the normalized total influence relation
matrix of factors, as demonstrated in

Tcα =

D1

D1

Di

Dm

c11…c1m1

n×n|m<n, ∑j–1mj = n

… …

…

…

… …

…

…

…

…
…

…
…

…

…

Tcα11
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i1
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m1

Dj
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…
…
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1j

Tcα
ij
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mj

Dm
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…
…
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1m
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im
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c1m1
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cmmm

ci1

c11c12

cm1cm2

ci2

m

,
(7)

where Tα11
C is calculated as shown in equation (8). )e

other elements, Tαij

C , can be obtained using the same
method.

Tα
D �

t11
c11

d11
1

· · ·
t11
c1j

d11
1

· · ·
t11
c1m1

d11
1

⋮ ⋮ ⋮

t11
ci1

d11
i

· · ·
t11
cij

d11
i

· · ·
t11
cim1

d11
i

⋮ ⋮ ⋮

t11
cm11

d11
m1

· · ·
t11
cm1j

d11
m1

· · ·
t11cm1m1

d11
m1
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, (8)
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where d11
ci � 􏽐

m1
j�1t

11
ij , i � 1, 2, . . . , m1. SS 5-3. Transpose Tα

C into an unweighted supermatrix
W according to the dependent relationship in the di-
mension (cluster), as shown in

W = (Tcα)′ =

D1

D1

Dj

Dm

c11…c1m1

n×n|m<n, ∑j=1mj = n

… …
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… …
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…
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cjmj
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W11 Wi1 Wm1

W1j Wij Wmj

W1m Wim Wmm m

,
(9)

where W11 is calculated as indicated in equation (10).
)e other Wij can be obtained using the same method.
If a blank space or a zero appears in the matrix, the
dimension or factor is independent.

W11 = (Tc11)′ =

c11

…

…

…

…

… …

…

…

…

…

…
…

ci1

…
…

cm11

…
…

c1m1

c1j

c11 tα11
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ci1
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cm1j
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cm11

tα11
cijtα11

c1j
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c1m1
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cim1

tα11
cm1m1

. (10)

Step 6. Obtain the weighted supermatrix. )is involves the
following three SSs:

SS 6-1. Based on equation (6) in SS 5-1, each dimension
in TC is grouped as the total influence relation matrix of
dimensions TD by using

TD �

t11D · · · t
1j
D · · · t1m

D

⋮ ⋮ ⋮

ti1
D · · · t

ij
D · · · tim

D

⋮ ⋮ ⋮

tm1
D · · · t

mj
D · · · tmm

D
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m×m

(11)

SS 6-2. Normalize each dimension in TDwith respect to
the total degree of the effects and obtain the normalized
total influence relation matrix of dimensions Tα

D, as
shown in
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m×m

,

(12)

where di � 􏽐
m
j�1 t

ij

D, i � 1, 2, . . . , m.
SS 6-3. Based on equations (9) and (12), the weighted
supermatrix can be obtained using equation (13), where
tα D
ij is a scalar and 􏽐

m
j�1 mj � n.
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Step 7. Limit the weighted supermatrix. )is step involves
multiplying the weighted supermatrix Wα � [wij]n×n by
itself, denoted as (Wα)z, until ([wij]n×n)

2 converges to some
other value that is the same for all instances of j. Using
limz⟶∞(Wα)z, the IWs of factors can be obtained as fol-
lows: w � (w1, . . . , wj, . . . , wn).

3.3.ModifiedVIKOR. )eVIKORmethod was proposed by
Opricovic [42] to solve problems that involve incom-
mensurable and conflicting factors. Originally, this method
focused on analyzing a set of alternatives and selecting a
compromise solution closest to the ideal state [36, 43]. )e
ideal state was defined as a set of maximum or minimum
values related to the benefit or cost criteria for all alter-
natives, if performance values fkj|k � 1, 2, . . . , K􏽮 􏽯

exhibited k alternatives in the jth criterion, where higher is
better, and then f∗j � max fkj|k � 1, 2, . . . , K􏽮 􏽯 and f−

j �

min fkj|k �􏽮 1, 2, . . . , K} in the conventional approach (i.e.,
“max-min” as the benchmark). However, these traditional
compromises can lead to situations of “choosing the best
among inferior options/alternatives”; hence, Tzeng and
Huang [33] proposed the modified VIKOR method to
replace the maximum/minimum approach with the “as-
pired worst” method, in which f

aspired
j � 10 and fworst

j � 0
are set as the aspired level and the worst level, respectively,
for criterion j, if the questionnaire scores range from 0
(“complete dissatisfaction/bad”) to 10 (“extreme satisfac-
tion/good”). Recently, this method has been used to aid
decision-makers in identifying critical gaps in need of
further improvement [44]. Details regarding the opera-
tional steps of the modified VIKOR method are presented
as follows.

Step 8. Obtain an aspired or tolerable level. Assume that a
problem with K alternatives denoted as A1, A2, . . . Ak,

. . . AK is evaluated using n factors.)e performance value
of alternative Ak with respect to the jth factor is denoted as
fkj, and the IW of the jth factor is denoted as wj obtained
using DANP, where j � 1, 2, . . . , n. )en, the best value
(aspired level) f

aspired
j and worst value fworst

j are deter-
mined for all criteria j � 1, 2, . . . , n, and the original
ratings fkj are transformed into normalized gap-ratings,
as shown in

rkj �
f
aspired
j − fkj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

f
aspired
j − f

worst
j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
. (14)

Step 9. Compute themean of group utility Sk (average value)
and maximal regret Qk (priority improvement). In this step,
Sk indicates the synthesized gaps based on the weighted
average operations from each factor into specific dimensions
and overall.Qk indicates the maximal gap of k alternatives in
each dimension and the overall for the priority improve-
ment. )e values of Sk and Qk are computed as presented in
the following equations:

L
p�1
k � Sk � 􏽘

n

j�1
wjrkj

� 􏽘
n

j�1
wj

f
aspired
j − fkj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

f
aspired
j − f

worst
j

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

⎛⎝ ⎞⎠, k � 1, 2, . . . K,

(15)

where wj are the influential weights of the criteria from
DANP.

L
p�∞
k � Qk � max

j
rkj|j � 1, 2, . . . , n􏽮 􏽯, k � 1, 2, . . . , K.

(16)

Step 10. Compute the index value. )e index values are
computed using the relation as shown in

Rk � v
Sk − S

aspired
􏼐 􏼑

S
worst

− S
aspired +(1 − v)

Qk − Q
aspired

􏼐 􏼑

Q
worst

− Q
aspired, (17)

where k � 1, 2, . . . , K, and setting “Saspired � minkSk and
Qaspired � minkQk” and “Sworst � maxkSk and Qworst �

maxkQk”. We can also assume that Saspired � 0 and Qaspired �

0 (when all criteria are achieved up to the aspiration level,
completely and without gaps as the target) and that Sworst � 1
and Qworst � 1 (i.e., all criteria are as in the worst situations);
v is presented as the weight of the strategy for paying at-
tention to the average gap Sk (i.e., the maximum group utility
in how the gap nears zero), or paying attention (1 − v) to
punishing gap Qk which is the maximized gap criterion (i.e.,
the individual regret/gap) that should be prioritized for
improvement. As such, equation (17) can be rewritten as
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equation (18) to measure the gaps with dual ranking and
selecting criteria.

Rk � vSk +(1 − v)Qk, (18)

where Saspired � 0, Sworst � 1, Qaspired � 0, and Qworst � 1.

Step 11. Rerank or improve the alternatives for a com-
promise solution. In this step, the values Sl, Ql, andRl for
l � 1, 2, . . . , K are sorted in decreasing order, and a com-
promise solution is presented based on the alternatives
A(1), A(2), . . . A(l), . . . A(k) by applying equation (17). Finally,
the performance gaps in each factor, each dimension, and
the overall system that correspond to the compromise so-
lution are measured using equations (15) and (16).

3.4. Development of the Proposed Procedure. )is section
introduces how the MADM method is integrated into the
PN setting to evaluate the dependency relationships and
performance gaps in a negotiated agreement for obtaining
the aspired PN outcomes. Figure 2 is a graphical repre-
sentation of the proposed procedure. As presented in Fig-
ure 2, the proposed procedure first organizes a team of
experts familiar with the procurement project under ne-
gotiation. )e experts then identify and determine strategies
to improve all factors that may impair the realization of the
procurement objectives, dimensions, and criteria during the
postnegotiation stage. More specifically, the proposed ap-
proach comprises four main stages: (1) identification of
factors (criteria) to be improved using the expert team; (2)
evaluation of interinfluential effects at all tiers using the
DEMATEL method to reveal the degree and direction of
each factor’s influence upon the aspired objectives or cri-
teria; (3) computation of the IW of each factor or dimension
using DANP to determine at which priority level they help
reduce the performance gaps; and (4) measurement of the
gap indices using the modified VIKOR method. We then
integrate the measurements with the weights on the INRM,
thus providing managers with systematic tools for deter-
mining how to implement continuous improvement. )e
next section demonstrates the proposed procedure in
practice.

4. Application of the Proposed Procedure to a
Real Numerical Example: Results
and Discussion

)is section examines a logistics service project operating in
both the public and private sectors to demonstrate the
proposed procedure’s functionality in a PN setting. To
preserve project information confidentiality, all data are
transformed into equivalent units.

4.1. Background. )e case study organization (hereafter
referred to as the buyer) has implemented a logistics
transformation policy by outsourcing part of its organic
workload to domestic private contractors. )is policy re-
quires potential contractors to ensure that support systems

are reliable, available, and maintainable by the end users.
Due to the limited number of suppliers in the market, such
logistics service projects are executed through sole-source
procurement by negotiation. One example is a three-year
logistics support service for a TA helicopter that the buyer
purchases from Company B (hereafter referred to as the
seller) in a PN context. During the meeting phase of the
negotiation, the seller disagrees with the supportability
deployment level of several subsystems requested by the
buyer. To meet the end user’s deadline, the buyer accepts the
seller’s offered supportability. However, the compromise-
level agreement contains performance gaps that could
negatively impact the buyer’s operations. )erefore, the
buyer asks the seller to implement improvements over the 3-
year service period. )e seller claims that because this ne-
cessitates additional resources, they cannot guarantee im-
provements to all subsystems. Meanwhile, the seller asks the
buyer to submit a proposal for further consideration. )e
buyer applies this study’s proposed procedure to obtain a
proposal to satisfactorily settle the problems that result from
the suboptimal negotiated agreement.

4.2. Application of the Proposed Procedure. )is section
describes how the buyer follows the proposed procedure to
pursue its aspired PN outcomes.

4.2.1. Identification of Factors to be Improved Using an Expert
Team. )e buyer forms a team of experts from its depart-
ments in charge of logistics (two experts), procurement (one
expert), finance (one expert), end users (two experts), and
project management (two experts), all of whom have con-
siderable backgrounds in this project. )e team members
analyze the negotiated agreement and the pertinent infor-
mation, determining that three main systems (dimensions)
of the 12 subsystems (factors or criteria) contain perfor-
mance gaps that require improvement in the deployment
level of supportability (Table 1). Table 1 illustrates the three
different levels of supportability under the buyer’s consid-
eration on each respective subsystem in terms of its oper-
ations. )e threshold is the lowest level of supportability
(minimized criteria) required by the buyer, the deployment
is the highest level of supportability (maximized criteria)
that the buyer expects to obtain, and the negotiated level of
supportability is what the buyer and the seller agree on.
Additionally, the gaps to be improved are the differences
between the negotiated level and the deployment level that
the buyer requests from the seller during implementation of
the agreement.

4.2.2. Evaluation of Interinfluential Effects Using the
DEMATEL Method. As illustrated in Table 1, the team
members aggregate the analytical results in the 12-by-12
matrix of initial average influence relations A (Table 2) by
using equation (1). )e initial average influence relation
matrix is further normalized to obtain matrix D (Table 3) by
using equation (2). Subsequently, the team members cal-
culate a total influence relation matrix T by using equation
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(3). )ey then use equation (6) to classify the 12 factors and
three dimensions to obtain a total influence relation matrix
of factors or criteria TC, after which equation (11) is used to
obtain a total influence relation matrix for dimensions TD.
)e results are summarized in Table 4. In matrix T, the
inconsistency rate of the evaluation results from the experts
is only 1.16%, which is much lower than 5%. )is result
implies that the inclusion of an additional expert would not
influence the findings and that the results are significant at a
confidence level of 98.84%.

Table 4 illustrates the degree of total influence that a
factor exerts on the other factors using equation (4) and the
degree of total influence received by a factor from the other

factors using equation (5). )e results are summarized in
Table 5, which also presents role centrality (ri + ci) and net
influence (ri − ci) for the factors and dimensions. Based on
these values, the buyer establishes an INRM illustrating the
degrees and directions of interinfluential effects between the
12 factors in the three dimensions associated with the
supportability deployment level for the mission operations
(Figure 3).

For example, in the airframe dimension (D1; upper right
in Figure 3), the x-coordinate is the role centrality (ri + ci),
and the y-coordinate is the net influence (ri − ci). First, with
reference to Table 5, we determine the values for the airframe
(D1), electrics (D2), and weapon (D3) dimensions, which are

(1) Identify factors/criteria 
to be improved
using a team with experts

(2) Evaluate 
interinfluential
effects using 
DEMATEL

(3) Compute 
influential weights
using DANP

Determine routes
for continuous
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(4) Measure gap indices
using modified VIKOR

Fulfill business objectives 
and requirements through 

procurements

�e proposed procedure

Procurement negotiation (PN)

Evaluate size of gaps on suboptimal 
factors/dimensions to aspiration levels

Obtain the normalized influence 
relation matrix 

Obtain the total influence
relation matrix

Obtain initial average influence 
relation matrix 

Obtain unweighted
supermatrix

Obtain weighted
supermatrix

Compute influential 
weights of DANP 

Segment total influence relation 
matrix with criteria 

Segment total influence relation 
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Prenegotiation Meeting Postnegotiation
Negotiated 
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Normalize influence relation 
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Normalize influence relation 
matrix of dimensions
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influential network

relation map (INRM)

Figure 2: Proposed procedure.
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(0.8978, 0.1163), (0.8436, 0.0805), and (0.8643, −0.1968),
respectively. We then determine their directions based on
the degree of total influence of the dimensions according to
Table 4, which indicates that the total influence degree of the
D1 on D2 is 0.1436; conversely, the total influence degree of
D2 onD1 is 0.1205.)e directional arrow is then drawn from
D1 to D2 because 0.1436 is greater than 0.1205. )e influence
directions between all dimensions and factors are similarly

determined and presented in Figure 3. As Figure 3 illustrates,
the interinfluential relationships between the three dimen-
sions are as follows: (1) D1 influences D2 and D3, and (2) D2
influence D3. When adopting the same approach, the
interinfluential effects visualized on the different tiers of the
INRM reveal a structure that allows for analysis of the factors
and dimensions that require enhanced scrutiny when de-
termining strategies for improvement.

Table 1: Expert-identified improvement factors.

Dimensions and factors/criteria Supportability (%)
Main systems (dimensions) Subsystems (factors/criteria) )reshold Deployment Negotiated Gaps to be improved

Airframe (7)

Landing gear (LG) 76 85 78 7
Hydraulics system (HS) 78 86 80 6

Fuel system (FS) 80 88 83 5
Assistant power units (APU) 78 84 80 4

Structure system (SS) 78 86 79 7
Transmission system (TS) 76 84 78 6
Flight control system (FCS) 75 83 77 6

Electrics (2) Communication system (CS) 80 84 83 1
Radio system (RDS) 82 87 85 2

Weapons (3)
Missile system (MS) 79 81 80 1
Rocket system (RS) 85 88 86 2
Gun system (GS) 84 89 87 2

Table 2: Initial average influence relation matrix A � [aij]n×n obtained using the DEMATEL method.

A LD HS FS APU SS TS FCS CS RDS MS RS GS
LD 0.0000 1.1250 1.6250 1.6250 3.0000 2.0000 1.1250 0.3750 0.3750 0.3750 0.3750 0.3750
HS 3.6250 0.0000 3.8750 3.7500 2.0000 3.5000 3.5000 1.7500 1.7500 3.1250 3.0000 2.8750
FS 2.6250 3.6250 0.0000 1.3750 1.2500 1.2500 1.3750 1.2500 1.2500 1.2500 1.2500 1.1250
APU 3.5000 3.0000 2.8750 0.0000 2.0000 2.8750 3.1250 1.8750 1.8750 2.8750 2.0000 1.0000
SS 2.3750 1.8750 2.1250 3.0000 0.0000 2.8750 2.2500 2.0000 1.8750 2.8750 2.8750 2.7500
TS 2.0000 2.7500 2.7500 2.8750 2.0000 0.0000 2.8750 1.0000 1.0000 1.8750 1.8750 1.8750
FCS 2.0000 2.1250 2.0000 3.0000 1.0000 2.0000 0.0000 3.0000 3.8750 3.1250 3.0000 2.8750
CS 1.2500 0.3750 1.0000 0.3750 1.8750 1.0000 3.1250 0.0000 4.2500 2.6250 2.6250 3.0000
RDS 1.1250 0.2500 0.8750 0.2500 1.7500 0.8750 3.0000 3.7500 0.0000 2.8750 2.8750 2.8750
MS 0.6250 1.7500 0.8750 1.7500 1.7500 1.0000 1.8750 1.0000 1.0000 0.0000 2.5000 2.5000
RS 0.6250 1.0000 0.8750 0.8750 1.7500 1.0000 1.0000 1.0000 1.0000 2.6250 0.0000 2.8750
GS 0.6250 0.8750 0.8750 0.8750 1.8750 1.0000 1.1250 0.8750 1.0000 2.6250 3.1250 0.0000

Table 3: Normalized influence relation matrix D � [dij]n×n obtained using the DEMATEL method.

D LD HS FS APU SS TS FCS CS RDS MS RS GS
LD 0.0000 0.0344 0.0496 0.0496 0.0916 0.0611 0.0344 0.0115 0.0115 0.0115 0.0115 0.0115
HS 0.1107 0.0000 0.1183 0.1145 0.0611 0.1069 0.1069 0.0534 0.0534 0.0954 0.0916 0.0878
FS 0.0802 0.1107 0.0000 0.0420 0.0382 0.0382 0.0420 0.0382 0.0382 0.0382 0.0382 0.0344
APU 0.1069 0.0916 0.0878 0.0000 0.0611 0.0878 0.0954 0.0573 0.0573 0.0878 0.0611 0.0305
SS 0.0725 0.0573 0.0649 0.0916 0.0000 0.0878 0.0687 0.0611 0.0573 0.0878 0.0878 0.0840
TS 0.0611 0.0840 0.0840 0.0878 0.0611 0.0000 0.0878 0.0305 0.0305 0.0573 0.0573 0.0573
FCS 0.0611 0.0649 0.0611 0.0916 0.0305 0.0611 0.0000 0.0916 0.1183 0.0954 0.0916 0.0878
CS 0.0382 0.0115 0.0305 0.0115 0.0573 0.0305 0.0954 0.0000 0.1298 0.0802 0.0802 0.0916
RDS 0.0344 0.0076 0.0267 0.0076 0.0534 0.0267 0.0916 0.1145 0.0000 0.0878 0.0878 0.0878
MS 0.0191 0.0534 0.0267 0.0534 0.0534 0.0305 0.0573 0.0305 0.0305 0.0000 0.0763 0.0763
RS 0.0191 0.0305 0.0267 0.0267 0.0534 0.0305 0.0305 0.0305 0.0305 0.0802 0.0000 0.0878
GS 0.0191 0.0267 0.0267 0.0267 0.0573 0.0305 0.0344 0.0267 0.0305 0.0802 0.0954 0.0000
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4.2.3. Computation of IWs Using DANP. After the estab-
lishment of the INRM, the expert team normalizes the total
influence relation matrix of factors and dimensions by using
equations (7), (8), (11), and (12), as exhibited in Table 6.
Additionally, the expert team transposes the matrices in
Table 6 to an unweighted supermatrix by using equations (9)
and (10) and then uses equation (13) to obtain a weighted
supermatrix, as illustrated in Table 7. Finally, the buyer
multiplies the weighted super matrix until it converges into a
steady-state condition, with the IWs for the factors and
dimensions, as presented in Table 8.

4.2.4. Measurement of Gap Indices Based on the Modified
VIKOR Method. During this stage, based on Table 1, the
buyer sets the worst-case value fworst

j and best-case value
f
aspired
j (aspired level) to analyze the three supportability

levels, which are denoted by A1, A2, and A3. Subsequently,

the buyer uses the IWs from DANP together with the
modified VIKOR method to compute the gap indices for
the three alternatives and their dimensions and factors by
using equations (14)–(18). )e computational results,
which are summarized in Table 9, reveal the extent to
which each alternative, dimension, and factor would need
to be improved to reach the respective aspiration levels.
Based on Table 9, the expert team aggregates the gap
indices on the INRM (Figure 3) and arranges meetings
including those with external participants to discuss ac-
tionable ways to eliminate the gaps. All participants re-
view Tables 1–9 with reference to the INRM to realize the
extent of the gaps that require bridging. )e meeting
results provide the buyer with valuable insights regarding
the provision of alternative methods to finalize the im-
provement solutions with the seller. Table 10 presents an
example to illustrate how the different types of infor-
mation produced by the proposed procedure are used to

Table 4: Total influence relation matrix of factors T, TC by factors, and TD by dimensions, obtained using the DEMATEL method.

T (T C) LD HS FS APU SS TS FCS CS RDS MS RS GS
LD 0.0660 0.0958 0.1112 0.1131 0.1471 0.1208 0.1064 0.0661 0.0693 0.0906 0.0879 0.0833
HS 0.2458 0.1398 0.2490 0.2481 0.2018 0.2361 0.2646 0.1752 0.1841 0.2704 0.2619 0.2485
FS 0.1608 0.1805 0.0842 0.1255 0.1213 0.1196 0.1389 0.1090 0.1139 0.1427 0.1398 0.1311
APU 0.2218 0.2018 0.2021 0.1238 0.1802 0.1998 0.2316 0.1613 0.1690 0.2360 0.2083 0.1743
SS 0.1844 0.1664 0.1755 0.2015 0.1196 0.1943 0.2032 0.1611 0.1651 0.2346 0.2306 0.2193
TS 0.1668 0.1820 0.1845 0.1900 0.1631 0.1044 0.2056 0.1232 0.1299 0.1907 0.1865 0.1786
FCS 0.1743 0.1713 0.1717 0.1991 0.1530 0.1703 0.1447 0.1954 0.2258 0.2480 0.2408 0.2299
CS 0.1189 0.0917 0.1109 0.0974 0.1457 0.1116 0.1950 0.0878 0.2103 0.1984 0.1971 0.2025
RDS 0.1107 0.0844 0.1030 0.0898 0.1379 0.1039 0.1860 0.1856 0.0900 0.1989 0.1978 0.1940
MS 0.0938 0.1214 0.0998 0.1262 0.1267 0.1030 0.1428 0.0976 0.1025 0.1019 0.1705 0.1651
RS 0.0799 0.0892 0.0865 0.0895 0.1158 0.0902 0.1047 0.0862 0.0901 0.1607 0.0853 0.1619
GS 0.0805 0.0867 0.0871 0.0903 0.1199 0.0909 0.1086 0.0836 0.0907 0.1619 0.1737 0.0823
TD Airframe (D1) Electrics (D2) Weapons (D3)
Airframe (D1) 0.1686 0.1463 0.1921
Electrics (D2) 0.1205 0.1434 0.1981
Weapons (D3) 0.1016 0.0918 0.1404
Note. IR � (1/n2) 􏽐

n
i�1 􏽐

n
j�1(|t

p
ij − t

p−1
ij |/tp

ij) × 100 � 1.16%< 5%, where t
p
ij and t

p−1
ij denote the average influence of the ith criterion on the jth criterion by the

experts (samples) for p � 8 and p − 1 � 7, respectively, and n � 12 denotes the number of factors or criteria. )us, the results are significant at a confidence
level of 98.84%, which is greater than the 95% level used to test for significance.

Table 5: Total influence exerted and received for the dimensions and factors obtained using the DEMATEL method.

Dimensions/factors ri ci ri+ ci ri − ci
Airframe (D1) 0.8978 0.1163
LD (C1) 1.1575 1.7038 2.8613 −0.5463
HS (C2) 2.7252 1.6111 4.3364 1.1141
FS (C3) 1.5673 1.6655 3.2328 −0.0981
APU (C4) 2.3099 1.6943 4.0042 0.6157
SS (C5) 2.2556 1.7322 3.9878 0.5234
TS (C6) 2.0055 1.6450 3.6505 0.3606
FCS (C7) 2.3244 2.0321 4.3565 0.2923

Electrics (D2) 0.8436 0.0805
CS (C8) 1.7674 1.5321 3.2996 0.2353
RDS (C9) 1.6820 1.6407 3.3227 0.0413

Weapons (D3) 0.8643 −0.1968
MS (C10) 1.4514 2.2348 3.6862 −0.7834
RS (C11) 1.2401 2.1802 3.4203 −0.9400
GS (C12) 1.2562 2.0709 3.3271 −0.8148

)e values in bold are used to distinguish the total influence between dimensions and factors.
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determine the improvement proposals, which also pro-
vides the buyer with a basis on which to iterate the
proposed procedure in the postnegotiation phase to im-
plement continuous improvements.

5. Discussion and Implications

)is study derives several critical results concerning im-
provements to suboptimal PN agreements. First, according
to Table 5, using the DEMATEL method to evaluate the
interinfluential effects between the criteria and dimensions
associated with the negotiated PN agreement can yield
valuable information to assist managers to systematically
understand suboptimal situations at different levels. )is

understanding provides managers with insight into the
identification of the critical subsystems and systems that
should be prioritized for improvement. For example, in the
DEMATEL results illustrated in Table 5, the (ri + ci, ri − ci)
values at the dimension level are (0.8978, 0.1163) for D1,
(0.8436, 0.0805) for D2, and (0.8643, −0.1968) for D3. In
these values, the ri + ci values indicate that the expert team
members generally agreed that all three main systems are
central to achieving the desired supportability. Additionally,
according to the ri − ci values, D1 influences D2 and D3, and
D2 influences D3, implying that improvements to the air-
frame (D1) should contribute the greatest improvement to
the overall supportability, followed by improvements to the
electronics system (D2) and the weapons system (D3).

Airframe (D1)

–0.21

–0.16

–0.11

–0.06

–0.01

0.04

0.09

0.84 0.85 0.86 0.87 0.88 0.89 0.90 0.91

Airframe 

Gaps

Weapon

Gaps

ri – ci

ri + ci

Electric 

Gaps

Main systems (dimensions)

Subsystems (criteria/factors)

0.00

0.05

0.10

0.15

0.20

0.25

3.30 3.30 3.31 3.31 3.32 3.32 3.33

ri – ci

ri + ci

Communication 
system

C8 (3.2996, 0.2353)
Gaps

A2 (0.4167);
A3 (0.3333)

Electric (D2)

–0.95

–0.90

–0.85

–0.80

–0.75
3.30 3.40 3.50 3.60 3.70 3.80

Gun system
C12 (3.3271,

–0.8148)
Gaps

A2 (0.4286);
A3 (0.2857)

ri – ci ri + ci

Missile system
C11 (3.6862,

–0.7834)
Gaps

A2 (0.6250);
A3 (0.5000)Rocket system

C12 (3.4203,
–0.9400)

Gaps
A2 (0.6000);
A3 (0.4000)

Weapon (D3)

–0.60
–0.40
–0.20

0.00
0.20
0.40
0.60
0.80
1.00
1.20

2.80 3.00 3.20 3.40 3.60 3.80 4.00 4.20 4.40

Fuel system
C3 (3.2328, –0.0981)

Gaps
A2 (0.4500);
A3 (0.2000)

Hydraulic system
C2 (4.3364, 1.1141)

Gaps
A2 (0.5000);
A3 (0.2000)

Flight control system
C7 (4.3565, 0.2923)

Gaps
A2 (0.5000);
A3 (0.2000)

Assistant power unit
C4 (4.004, 0.6157)

Gaps
A2 (0.5000);
A3 (0.2500)

Transmission system
C6 (3.6505, 0.3606)

Gaps
A2 (0.5000);
A3 (0.2000)

Landing gear
C1 (2.8613, –0.5463)

Gaps
A2 (0.5000);
A3 (0.1818)

Structure system
C5 (3.9878,

0.5234)
Gaps

A2 (0.5500);
A3 (0.2000)

Radio system
C9 (3.3227, 0.0413)

Gaps
A2 (0.4286);
A3 (0.2857)

D3 (0.88643, –0.1968)

D1 (0.8978, 0.1163)

D2 (0.8436, 0.0805)

A2 (0.5512); A3 (0.3952)

A2 (0.5000); A3 (0.2045)

A2 (0.4226); A3 (0.3095)

(a)

(b)

(c) (d)
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12 Mathematical Problems in Engineering



Table 6: Normalized total influence relation matrix of factors Tα
C and dimensions Tα

D derived using DANP.

Tα
C LD HS FS APU SS TS FCS CS RDS MS RS GS

LD 0.0869 0.1260 0.1463 0.1487 0.1934 0.1589 0.1399 0.4880 0.5120 0.3460 0.3359 0.3180
HS 0.1550 0.0882 0.1571 0.1565 0.1273 0.1489 0.1669 0.4876 0.5124 0.3463 0.3354 0.3183
FS 0.1728 0.1939 0.0904 0.1348 0.1303 0.1285 0.1492 0.4891 0.5109 0.3449 0.3380 0.3171
APU 0.1630 0.1483 0.1485 0.0910 0.1324 0.1468 0.1701 0.4883 0.5117 0.3815 0.3367 0.2818
SS 0.1481 0.1336 0.1410 0.1618 0.0961 0.1561 0.1632 0.4939 0.5061 0.3428 0.3369 0.3203
TS 0.1394 0.1521 0.1542 0.1588 0.1364 0.0873 0.1719 0.4868 0.5132 0.3431 0.3355 0.3214
FCS 0.1472 0.1446 0.1450 0.1681 0.1292 0.1438 0.1222 0.4639 0.5361 0.3451 0.3350 0.3199
CS 0.1365 0.1053 0.1272 0.1118 0.1672 0.1281 0.2239 0.2945 0.7055 0.3317 0.3296 0.3386
RDS 0.1357 0.1035 0.1262 0.1101 0.1691 0.1274 0.2280 0.6733 0.3267 0.3367 0.3348 0.3285
MS 0.1153 0.1492 0.1227 0.1551 0.1557 0.1266 0.1755 0.4878 0.5122 0.2329 0.3897 0.3774
RS 0.1219 0.1361 0.1319 0.1365 0.1766 0.1375 0.1596 0.4891 0.5109 0.3940 0.2092 0.3969
GS 0.1212 0.1306 0.1312 0.1361 0.1806 0.1369 0.1635 0.4798 0.5202 0.3874 0.4156 0.1970
Tα

D Airframe (D1) Electrics (D2) Weapons (D3)
Airframe (D1) 0.3326 0.2886 0.3788
Electrics (D2) 0.2608 0.3104 0.4288
Weapons (D3) 0.3044 0.2750 0.4206

Table 7: Unweighted and weighted supermatrices W � (Tα
C)′ and Wα � Tα

DW derived using DANP.

W LD HS FS APU SS TS FCS CS RDS MS RS GS
LD 0.0279 0.0497 0.0554 0.0523 0.0475 0.0447 0.0472 0.0319 0.0317 0.0335 0.0354 0.0352
HS 0.0404 0.0283 0.0622 0.0476 0.0429 0.0488 0.0464 0.0246 0.0242 0.0433 0.0395 0.0380
FS 0.0469 0.0504 0.0290 0.0476 0.0452 0.0495 0.0465 0.0297 0.0295 0.0356 0.0383 0.0381
APU 0.0477 0.0502 0.0432 0.0292 0.0519 0.0509 0.0539 0.0261 0.0257 0.0451 0.0397 0.0395
SS 0.0620 0.0408 0.0418 0.0425 0.0308 0.0437 0.0414 0.0390 0.0395 0.0452 0.0513 0.0525
TS 0.0510 0.0478 0.0412 0.0471 0.0501 0.0280 0.0461 0.0299 0.0297 0.0368 0.0399 0.0398
FCS 0.0449 0.0535 0.0479 0.0546 0.0524 0.0551 0.0392 0.0523 0.0532 0.0510 0.0464 0.0475
CS 0.1502 0.1501 0.1506 0.1503 0.1520 0.1499 0.1428 0.1006 0.2299 0.1446 0.1450 0.1422
RDS 0.1576 0.1577 0.1573 0.1575 0.1558 0.1580 0.1650 0.2409 0.1115 0.1518 0.1515 0.1542
MS 0.1285 0.1286 0.1281 0.1417 0.1273 0.1274 0.1282 0.1410 0.1431 0.0962 0.1627 0.1600
RS 0.1248 0.1246 0.1255 0.1250 0.1251 0.1246 0.1244 0.1401 0.1423 0.1609 0.0864 0.1717
GS 0.1181 0.1182 0.1178 0.1047 0.1190 0.1194 0.1188 0.1439 0.1396 0.1558 0.1639 0.0814
Wα LD HS FS APU SS TS FCS CS RDS MS RS GS
LD 0.0379 0.0375 0.0373 0.0373 0.0375 0.0377 0.0376 0.0364 0.0364 0.0375 0.0373 0.0373
HS 0.0372 0.0374 0.0364 0.0370 0.0371 0.0370 0.0370 0.0360 0.0361 0.0367 0.0370 0.0372
FS 0.0374 0.0373 0.0378 0.0373 0.0375 0.0373 0.0374 0.0365 0.0365 0.0375 0.0372 0.0373
APU 0.0384 0.0383 0.0385 0.0388 0.0382 0.0383 0.0382 0.0376 0.0377 0.0382 0.0386 0.0386
SS 0.0439 0.0445 0.0446 0.0445 0.0446 0.0444 0.0445 0.0446 0.0445 0.0448 0.0444 0.0443
TS 0.0377 0.0378 0.0381 0.0378 0.0377 0.0382 0.0378 0.0371 0.0372 0.0380 0.0378 0.0378
FCS 0.0503 0.0500 0.0501 0.0500 0.0500 0.0500 0.0502 0.0499 0.0498 0.0498 0.0501 0.0500
CS 0.1528 0.1527 0.1527 0.1527 0.1524 0.1527 0.1537 0.1614 0.1447 0.1522 0.1522 0.1527
RDS 0.1612 0.1612 0.1613 0.1613 0.1615 0.1612 0.1602 0.1530 0.1698 0.1609 0.1609 0.1603
MS 0.1370 0.1370 0.1370 0.1359 0.1372 0.1371 0.1371 0.1383 0.1379 0.1403 0.1358 0.1362
RS 0.1353 0.1353 0.1352 0.1351 0.1352 0.1353 0.1353 0.1370 0.1365 0.1343 0.1399 0.1327
GS 0.1311 0.1310 0.1312 0.1323 0.1310 0.1309 0.1309 0.1321 0.1330 0.1299 0.1288 0.1356

Table 8: limZ⟶∞(Wα)Z and IWs obtained using DANP.

limZ⟶∞(Wα)Z LD HS FS APU SS TS FCS CS RDS MS RS GS

LD 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371
HS 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367 0.0367
FS 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371 0.0371
APU 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382 0.0382
SS 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445 0.0445
TS 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376 0.0376
FCS 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500 0.0500
CS 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526 0.1526
RDS 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611 0.1611
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Following this approach allows for the level of interinfluence
between the factors to be understood. As revealed in Table 5,
between the 12 subsystems, the hydraulics system (HS,
C2_4.3364, 1.1141), the assistant power units (APU,
C4_4.0042, 0.6157), and the flight control system (FCS,
C7_4.3565, 0.2923) are the most critical subsystems for
improving overall supportability. )is reflects the facts that
(1) they have higher role centrality than the other factors do,
and (2) their net influences are positive.

Because each evaluation dimension and criterion pro-
duce essential information for improving negotiated
agreements, we strongly suggest that managers use the

DEMATEL method to evaluate the interdependencies
among the dimensions and criteria of negotiated agreements
during their implementation. In addition, as presented in
Table 6, the interrelationships generated from the DEMA-
TEL method can also be used as input data for DANP to
derive the IWs for each criterion and dimension. Although
the assumption of most decision-making methodologies
regarding mutual exclusivity and independence on the de-
cision variables may not hold in a PN setting, the proposed
procedure employs DANP to enable interdependent nego-
tiation situations to be considered in the decision process
and outcomes of the PN setting.

Table 8: Continued.

limZ⟶∞(Wα)Z LD HS FS APU SS TS FCS CS RDS MS RS GS

MS 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375 0.1375
RS 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359 0.1359
GS 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317 0.1317
IWs LD HS FS APU SS TS FCS CS RDS MS RS GS
Local 0.0371 0.0367 0.0371 0.0382 0.0445 0.0376 0.0500 0.1526 0.1611 0.1375 0.1359 0.1317

Global

Airframe Electrics Weapons
LD HS FS APU SS TS FCS CS RDS MS RS GS

0.2812 0.3137 0.4051
0.1319 0.1305 0.1319 0.1358 0.1583 0.1337 0.1778 0.4865 0.5135 0.3394 0.3355 0.3251

)e values in bold are used to distinguish the IWs between dimensions and factors.

Table 9: Gap indices for factors, dimensions, and alternatives obtained using the modified VIKOR method.

Dimension/factor

Influential weights
according to

DANP

Performance measurements
with respect to factors of each

alternative f
aspired
j fworst

j

Gap indices on factors/
dimensions with respect to

each alternative
Local Global A1 A2 A3 A1 A2 A3

Airframe 0.2812 0.7955 0.5000 0.2045
LD 0.1319 0.0371 0.7800 0.8150 0.8500 0.8700 0.7600 0.8182 0.5000 0.1818
HS 0.1305 0.0367 0.8000 0.8300 0.8600 0.8800 0.7800 0.8000 0.5000 0.2000
FS 0.1319 0.0371 0.8300 0.8550 0.8800 0.9000 0.8000 0.7000 0.4500 0.2000
APU 0.1358 0.0382 0.8000 0.8200 0.8400 0.8600 0.7800 0.7500 0.5000 0.2500
SS 0.1582 0.0445 0.7900 0.8250 0.8600 0.8800 0.7800 0.9000 0.5500 0.2000
TS 0.1339 0.0376 0.7800 0.8100 0.8400 0.8600 0.7600 0.8000 0.5000 0.2000
FCS 0.1778 0.0500 0.7700 0.8000 0.8300 0.8500 0.7500 0.8000 0.5000 0.2000

Electrics 0.3137 0.5357 0.4226 0.3095
CS 0.4865 0.1526 0.8300 0.8350 0.8400 0.8600 0.8000 0.5000 0.4167 0.3333
RDS 0.5135 0.1611 0.8500 0.8600 0.8700 0.8900 0.8200 0.5714 0.4286 0.2857

Weapons 0.4051 0.7071 0.5512 0.3952
MS 0.3394 0.1375 0.8000 0.8050 0.8100 0.8300 0.7900 0.7500 0.6250 0.5000
RS 0.3355 0.1359 0.8600 0.8700 0.8800 0.9000 0.8500 0.8000 0.6000 0.4000
GS 0.3251 0.1317 0.8700 0.8800 0.8900 0.9100 0.8400 0.5714 0.4286 0.2857

Gap indices on alternatives 0.7900 0.5613 0.4076
)e values in bold are used to distinguish the influential weights and the gap indices between dimensions and factors.

Table 10: Example of determining an improvement proposal.

Options Levels Proposals Main consideration

1 Dimensions Weapons (D3)≺Airframe (D1)≺ Electrics (D2) Performance gap sizeCriteria MS (C10)≺RS (C11)≺ SS (C5)≺HS (C2)≺ FCS

2 Dimensions Airframe (D1)≺Weapons (D3)≺ Electrics (D2) Degree of centralityCriteria SS (C5)≺HS (C2)≺APU (C4)≺MS (C10)≺RS (C11)
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)e results of the case study also reveal that combining
DANP with the modified VIKORmethod can help the buyer
gain insights into practical methods to solve suboptimality
problems. For example, the proposed procedure measures
gap indices in both the main systems (the three dimensions)
and the subsystems (12 factors) under the respective alter-
natives (Table 9). )ese measurements provide the buyer
with additional options when formulating improvement
proposals. Taking A2 as an example (Table 9), the gap indices
in the dimension and factor levels indicate that the weapons
system (D3) and its subsystems (i.e., the missile system (MS)
and the rocket system (RS)) should be prioritized when
determining improvement proposals because of their sub-
stantial aspiration level gaps compared with those of the
other main systems and subsystems. )is finding differs
from the implications of the DEMATEL results (Table 5), in
which it is assumed that improving the airframe (D1) should
be prioritized. For the buyer, the additional information
obtained from the gap indices provides for increased options
and flexibility when determining improvement proposals
before negotiating with the seller to produce sustainable
improvement solutions. For example, in Table 10, option 1
of the improvement proposals is based first on the perfor-
mance gap size and then on the role centrality. By contrast,
option 2 is considered differently. Consideration of the
different types of information produced from the proposed
procedure can result in various improvement effects and
priorities for the main systems and subsystems, which, in
turn, provide the buyer with increased flexibility to prepare
and pursue the aspired PN outcomes.

)e proposed procedure also enables the different tiers
of the interinfluential effects and the gap indices to be
systemized and visualized in an INRM.)e INRM provides
the PN participants with a solid basis to manage the dy-
namics of improvement situations that arise during an
agreement’s implementation lifecycle. According to Ta-
ble 9, when the supportability level is increased to A3, the
sequence of the dimension-level gap indices differs from
that of A2, which indicates that the organizations have
different perspectives on implementation. )erefore, pe-
riodic meetings between the parties are essential. )e
INRM (Figure 3) is updated by the buyer before each
meeting by comparing the undated total influence effects
between each dimension and factor. )e buyer is then able
to inform the seller about the main systems and subsystems
that should be prioritized. For example, as exhibited in
Figure 3, from the weapons system perspective, the seller
should prioritize the MS because maintaining its sup-
portability would positively influence both the gun system
(GS) and the RS. By assisting parties to understand their
own requirements and by providing alternatives and
possible solutions to share with the opposite party, the
proposed procedure can ensure practical settlement of
negotiated agreements in a PN setting.

6. Conclusions and Remarks

Complicated PNs are usually concluded at a suboptimal
level. )is study proposes a novel procedure, based on a

combined MADM model to help managers create post-
negotiation settlements over an agreement’s implementation
lifecycle.

A numerical example of a logistics service project
demonstrates the proposed procedure’s merits: (1) interin-
fluential effects and gap indices are used to support im-
provement strategies in the pursuit of aspired outcomes
regardless of how and why a suboptimal agreement initially
occurs; (2) managers obtain detailed and systematic infor-
mation on a visualized map to identify the core issues
causing suboptimality PN problems; and (3) it extends on
previous studies of improving negotiated agreements from
the conceptual level to a practical operational level. )ese
merits indicate that the proposed procedure can provide a
valuable foundation for solving suboptimal agreement
problems in the PN setting.

However, this study also has several limitations. First, its
conclusions are based on a procurement project between a
public organization and private contractor in the case study
country. Future research could apply our procedure to other
settings, such as those occurring across countries and or-
ganizations in different industries, to examine how our
procedure functions over a wide range of procurement
situations. )e resulting comparisons could offer more in-
sights into the applicability of the proposed procedure.
Second, the improvement proposals addressed in the ex-
ample only comprise principle concepts. Future research
could be undertaken to identify substantial aspects for
improvement. Such work could be formulated as a design
problem, and future research could adopt multiple criteria
decision-making methods such as the de novo programming
for multiple objective decision-making, which might pro-
vide valuable results for improving negotiated agreements
with changeable objectives and decision spaces. Finally, the
proposed procedure assumes that negotiating parties are
willing to work cooperatively to resolve suboptimality
problems after the negotiated agreement is concluded. In
reality, incentives could be applied to the proposed proce-
dure so that it functions more pragmatically to enhance the
efficiency and effectiveness of the initial negotiations. In-
tegrating practical incentives and flexible contractual
mechanisms to motivate procurement agreement partici-
pants to pursue continuous improvement solutions also
deserves further study.

Data Availability

)e numerical data used to support the findings of this study
are included within the article.

Disclosure

)e sponsors had no role in the design of the study; in the
collection, analysis, or interpretation of the data; in the
writing of the manuscript; or in the decision to publish.

Conflicts of Interest

)e authors declare no conflicts of interest.

Mathematical Problems in Engineering 15



Acknowledgments

)is research was funded by Sanming University, Fujian,
China, grant number KD190013.

References

[1] P. Baily, D. Farmer, D. Jessop, and D. Jones, Purchasing
Principle and Management, Pearson Education Limited,
London, UK, 2005.

[2] M. Skaates, H. Tikkanen, and J. Lindblom, “Relationships and
project marketing success,” Journal of Business & Industrial
Marketing, vol. 17, no. 5, pp. 389–406, 2002.

[3] J. Kujala, J. Murtoaro, and K. Artto, “A negotiation approach
to project sales and implementation,” Project Management
Journal, vol. 38, no. 4, pp. 33–44, 2007.

[4] W. Zartman, “Negotiation as a joint decision-making pro-
cess,” Journal of Conflict Resolution, vol. 21, no. 4,
pp. 619–638, 1977.

[5] J. Murtoaro and J. Kujala, “Project negotiation analysis,”
International Journal of Project Management, vol. 25, no. 7,
pp. 722–733, 2007.

[6] R. Fisher, W. Ury, and B. Patton, Getting to Yes: Negotiating
Agreement without Giving in, Penguin, New York, NY, USA,
2011.

[7] J. K. Sebenius, “Negotiation analysis: from games to infer-
ences to decisions to deals,”Negotiation Journal, vol. 25, no. 4,
pp. 449–465, 2009.

[8] R.-J. Dzeng and Y.-C. Lin, “Intelligent agents for supporting
construction procurement negotiation,” Expert Systems with
Applications, vol. 27, no. 1, pp. 107–119, 2004.

[9] H. Ehtamo and R. P. Hämäläinen, “Interactive multiple cri-
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�ree of the most important objectives of the Federal Road Police (Patrol) whenmanaging the traffic on federal roads in Brazil are
to ensure that there is an efficient movement of traffic under stable conditions and minimal traffic congestion problems that the
federal highways are safe and that accidents do not occur.�erefore, multiple matters are relevant for road safety and user security,
such as prompt maintenance of these highways, regular monitoring of their state of conservation and their characteristics;
controlling the traffic; and preventing and combatting criminal activities on the highways. However, considering the vast network
and different conditions of roads, the different types of traffic accidents and their consequences, and different levels of violence on
federal roads, it is essential that these roads undergo regular maintenance and regular inspections, are constantly patrolled, and are
subject to continuous improvements. �erefore, defining the prioritization and criticality of roads takes on the characteristics of
a multicriteria decision, given the multidimensional aspects of the risks inherent in them.�us, this paper presents a multicriteria
decision model for prioritizing road sections, based on their criticality and the risks that users face. �e model was applied using
the FITradeoff method, due to its flexibility and due to it requiring less cognitive effort from the decision-maker with regard to
providing information regarding his/her preferences. A case study was undertaken on a set of the federal roads of the state of
Pernambuco (Brazil), covering 22 different sections with different characteristics. As a result, it was possible to rank and identify
the most critical sections of a highway.�e use of FITradeoff gave support to decision-making on ordering the sections and also let
a general analysis of the data be undertaken.

1. Introduction

Worldwide, about 1.35 million people die every year in
traffic accidents [1]. Moreover, between 20 and 50 million
other people have some degree of physical or psychological
sequelae. In addition to the irreparable loss of human lives,
the sequelae and trauma of victims, and the immeasurable
impact on the families affected and on the communities in
which they live, the monetary costs of traffic accidents for
society as a whole are high. �e social and economic costs
amount to 3% of the gross domestic product (GDP) of all
countries in the world [2].

In 2016, deaths caused by traffic accidents rose by two
positions in the ranking of deaths from all causes due to the

increase in road accident fatalities, which, therefore, became
the eighth leading cause of death. �ere were 1.4 million
such deaths (2.5% of all deaths), and road accidents were the
leading cause of death among young people aged 15 to 29
years. In contrast, when only high-income countries are
considered, traffic fatalities are not among the top ten causes
of death, thus reinforcing how serious this possible cause of
death is for the 15–29-year-old age group, especially in low-
and middle-income countries [3].

In Brazil, tens of thousands of people die on roads and
tens of millions are injured or disabled every year. In 2015,
for instance, 38,651 traffic fatalities were recorded. Brazil was
ranked third among the countries with most traffic deaths in
absolute terms. When the ratio of the number of deaths to
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the total number of inhabitants is taken into account, Brazil
ranks 14th, with an average of 19.7 deaths per 100,000 in-
habitants [1].

Hence, the large number of traffic accidents makes them
the leading cause of adverse impacts on humans such as
death, injury, and hospitalization, resulting in high eco-
nomic and social costs. In 2014, approximately 170,000
traffic accidents generated a cost of R$ 12.3 billion for Brazil,
of which 64.7% were associated with the victims of such
accidents. �is included expenditure on health care and the
costs arising from loss of production due to injuries or death,
and 34.7% were related to vehicles, such as damage to public
and private property, loss of cargo, and the cost of removing
wrecked and damaged vehicles [4].

Intervening in the road system and making improve-
ments to the roads, in order to reduce the number of deaths
and injured victims and thus to reduce the damage and
losses from accidents, is a major challenge for transport
management and engineering. �erefore, studying the most
critical locations is an appropriate way to establish a policy
for improving safety levels on roads, thereby prioritizing
critical roads [5]. Furthermore, considering that resources
are limited, it is not possible to invest in all roads simul-
taneously, so the most critical roads must be targeted [6].

It is noteworthy that the issue of prioritizing road sec-
tions is not restricted only to issues related to traffic acci-
dents, since security issues also affect users of roads. Some of
the crimes that can occur within the jurisdiction of federal
highways are drug trafficking, arms trafficking, human
trafficking, smuggling, environmental crimes, theft of cargo
and theft of vehicles, and sexual exploitation of children and
adolescents. �erefore, in addition to traffic safety issues on
roads, the role of the Federal Road Police (FRP) in Brazil also
includes endeavoring to ensure that federal roads are not
used to support criminal activities such as the transport of
illegal drugs, arms, contraband, and people trafficking nor as
to the stage for crimes such as the hijacking of goods and
vehicles or hold-ups of long-distance buses and robbing
passengers. Similarly, another duty of the FRP is to identify
and arrest perpetrators of crime travelling on federal roads
in public or private transport including stolen vehicles. In
the first half of 2020, about 316 tons of marijuana and about
14 tons of cocaine were seized by the FRP in Brazil, cor-
responding to about 25% and 15% of all marijuana and
cocaine, respectively, seized in Brazil [7]. As to the hijacking
of trucks and the theft of cargo, these are crimes that have
been shown to be constantly increasing in Brazil, and the
FRP has had to devote more and more resources to combat
them. In fact, Brazil is one of the countries in which the
security of cargo is at the highest risk from criminal activity.
�e estimated direct cost of the theft of cargo to the Brazilian
economy is 442 million USD per year, an amount that has
been increasing in the last decade [8].

It is emphasized that some characteristics (condition/
state) of the roads can influence issues associated with crime
[9]. For example, drivers can avoid driving at certain times
on certain roads, for fear of being held up; certain conditions
of the road may also facilitate criminal activity, such as
having to reduce speed on sections of a road which is in

a poor state of repair; road sections that are not regularly
policed favor the circulation of narcotics, and raise issues
about the control of borders. Finally, when looking to im-
prove the “general conditions” of the road, the objective is to
reduce both accidents and criminal actions and thus to
improve safety in a more comprehensive way and from
a wider perspective than other countries in which the extent
of criminal activity on highways is considerably less in
volume and value than in Brazil.

One way to reduce the problems related to the costs and
severity of the consequences generated by road accidents is
by studying the most critical sites to establish a policy of
improving the level of safety on the roads, thus guiding what
priority to give to the most critical road sections. However, it
should be noted that this type of study involving the phe-
nomenon of road safety is complex and should involve
detailed aspects of the causality of accidents and injuries, not
only data on the number of occurrences. Road crashes are
a consequence of multiple factors, which are generally
grouped in relation to the infrastructure (road condition),
the vehicle, and the driver (human state of health and fitness
to drive) [10–15]. Additionally, given that this study ad-
dresses issues associated with the scope of the FRP, violence
on roads is considered to be another dimension that the FRP
must deal with. Such violence can be regarded as a form of
criminality, not only when there are acts of aggression and
physical assault but also when drivers are under the influ-
ence of alcohol and/or drugs or are otherwise incapable of
driving safely (e.g., truck drivers driving continuously for
longer than the law permits and falling asleep at the wheel,
a not uncommon occurrence). �erefore, this involves
a multidimensional concept that cannot be captured by
a single indicator, which implies that there is a multi-
objective feature to the problem [16–18]. It can be seen, from
this overview of the duties of the FRP, that traffic accidents
and violence on the roads compete for common resources,
for example, since the patrol that deals with traffic accident
issues also deals with criminality.

Given this structure, a multicriteria approach to deal
with this type of problem is frequently taken [6, 19–21].
Within the different approaches used in multicriteria
analysis, additive models stand out [22–25]. However, an
inherent difficulty when using these methods concerns the
elicitation of weights, given the cognitive effort required in
this process [19, 20, 24, 26, 27].

�us, this paper proposes using a multicriteria approach
to address the problem [21]. To this end, considering the
advantages that will be discussed below, the FITradeoff
(flexible and interactive tradeoff) method [24], widely used
in the literature [22–25, 28], was used to identify the most
critical road sections in the state of Pernambuco and to
indicate the amount of future investments needed in order to
improve road safety and security.

In view of the difficulty in the elicitation process,
a procedure must be chosen, which in addition to mitigating
the effort required in the process, also takes proper account
of the compensation among the criteria. In this respect, the
FITradeoff method [24] stands out because it offers a pro-
cedure of flexible elicitation of weights or scale constants
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based on the traditional axiomatic procedure of tradeoff
elicitation, which is one of the most used when considering
additive methods. However, unlike the traditional pro-
cedure, which takes into account the relationship of in-
difference, the FITradeoff also admits the relationship of
preference which makes the cognitive effort that the de-
cision-maker (DM) needs to make smaller, while, at the
same time, the possibility of inconsistencies regarding the
DM’s judgments is reduced [24].

�e article is structured as follows: in the related work
section, a literature review on assessing the conditions of
roads using a multicriteria approach is presented; in the
Materials and Methods section, a framework developed for
this application is presented and the FITradeoff method is
explained; the subsequent section is devoted to the Case
study which was used to analyze the decision problem that
prompted this study. �e Results and Discussion section
presents some insights about the results and some conclu-
sions are drawn in the last section.

2. Related Work

Given the complexity of studies related to the factors that
link accidents and road conditions, a multidimensional
analysis is often required. Hence, some authors use a mul-
ticriteria approach in order to analyze the multiple di-
mensions of the problem.

�e performance indicators of traffic safety are listed in
a global index and combined with linguistic descriptors that
are based on the knowledge of experts by a fuzzy TOPSIS
hierarchical model [16]. �e model proved to be useful
because it helps the general public to have a good un-
derstanding of the results, thereby supporting the desired
policy. �is was achieved by displaying several road safety
performance indicators in a single composite index together
with experts’ comments.

�is is also commented on by Tešić et al. [19], who used
data envelopment analysis (DEA) to assess the efficiency of
European countries in terms of traffic safety on the basis of
the following criteria: laws about driving and alcohol, speed
limits, and adequacy of protection systems (e.g., seat belts,
airbags, central reservation or protective barriers, condition
of vehicles, condition of roads, and provision of trauma
management). �e study highlighted the importance of
selecting indicators that have the greatest influence on the
outcome.�e result depends on the collection and quality of
data, on the method used and on the indicators. In addition,
the study pointed out that a greater number of indicators
provide a higher quality result so that DMs can precisely
define actions and identifying strengths and weaknesses. In
contrast, in practice, there is a need to use an index that has
a limited number of indicators that provide enough quality
to compare countries.

Fancello et al. [29] used a multicriteria ranking method
with the objective of comparing different road sections
regarding safety conditions. �erefore, an algorithm based
on the ELECTRE III method was used to rank road sections
in a real study case. Hence, the analysis of intervention
priorities was based on the final ranking. In a similar

approach, Fancello et al. [20] developed a decision support
system (DSS) for road analysis incorporating different in-
dicators. �eir main objective was to determine which
sections require interventions to improve safety conditions.
In multicriteria terms, concordance analysis was used. With
the objective of improving both previous methodologies,
Fancello et al. [6] combined two multicriteria methods
(VIKOR and TOPSIS) for comparison of the concordance
analysis. �ey used eight criteria based on traffic volume and
the geometrics of road sections.

Temrungsie et al. [27] used the analytic hierarchy process
(AHP) method as a tool for learning and prioritizing the
information that can prevent and reduce accidents. �e
subcriteria in the analysis of this study were framed into 4
main criteria: engineering, economic, socioenvironmental,
and safety. To collect the information necessary for the
method, a questionnaire was applied to 100 respondents
distributed in different expert groups.

However, still using the AHP method, Kanuganti et al.
[30] aimed at prioritizing safety requirements of a simple
additive weighting category of rural roads in India. �ree
different methods were analyzed for this purpose: simple
additive weighting, AHP, and fuzzy AHP.

In Khorasani et al. study [31], a multicriteria method for
assessing the safety performance of 21 European countries
was presented. �e evaluation of the countries was based on
a survey of 11 indicators and the simple additive weighting
method was used. To determine the weights, the entropy
method applied to the decision matrix was used.

Castro-Nuño and Arévalo-Quijada [32] presented two
multidimensional safety indicators that combine a set of
criteria related to the economy, demography, and sustain-
ability in urban transport. �ese indicators were used to
determine safety performance in 50 Spanish provinces.�us,
a multicriteria analysis using the PROMETHEE (Preference
Ranking Organization Method for Enrichment Evaluation)
method was applied along with the entropy method of
determining weights.

With the same aim of determining an aggregation index,
Rosić et al. [33] used different models with the aim of in-
creasing efficiency in generating a composite safety index in
relation to roads.�us, the authors based the construction of
their index on a combined analysis using DEA and TOPSIS
to present a model for selecting composite indicators by
using the PROMETHEE-RS method. Based on the same
idea, Chen et al. [34] presented a methodology for formu-
lating a composite index based on the TOPSIS–RSR entropy
methodology.

For Hermans et al. [35], the idea of building a composite
road safety indicator was used on the basis of a methodology
that applies ordered weighted averaging (OWA) operators.
Based on this approach, seven indicators were combined
into a single indicator for evaluating different countries. �e
weights of each indicator were determined by the relative
importance of each criterion by means of the AHP method.

In a broader context, Rodrigues et al. [36] presented
a road network classification model based on traffic acci-
dents integrated with a geographical information system. In
the model, an equation was defined to obtain a road safety
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index based on the following indicators: severity, damage to
property only, and the costs of accidents. In addition to the
advantage of classification, the model enabled the analysis of
the spatial coverage of accidents with a view to determining
the location of regions with the highest accident rates.

In the context of expansion using a DEA model, Shen
et al. [37] presented a generalized multiple layer data en-
velopment analysis (MLDEA)model.�emodel was applied
to a case study that evaluated the performance of safety
measures in a set of 19 European countries and used 13
hierarchical performance indicators of safety.

Furthermore, there are several cases of road accidents
that have been attributed to human factors due to crime-
related activities. A high level of crime may affect road
transport in many different ways. For instance, police
pursuits of criminals; criminals holding up tourist buses and
private cars; intercity or interstate buses and private cars:
robbing drivers and passengers. [38]. �e study by Barreto
et al. [39] reported on criminality with regard to trans-
porting goods in Brazil, where the use of force, violence, and
threats to steal goods is most likely to occur on highways or
when trucks are parked at key locations on the way to the
distribution center.

In this relationship between crime and road safety, Brace
et al. [40] suggested that there is a direct correlation between (i)
the general negative behavior (e.g., involvement in antisocial
behaviors) and risky driving behavior; (ii) criminal behavior
and traffic offenses (specifically violence, theft and burglary and
recidivist/drink driving, and driving whilst disqualified); (iii)
risky traffic behavior contributing to a crash and the criminal
record of the perpetrator (particularly for violent crime,
vandalism, property crime, and involvement in drug or people
trafficking; (iv) involvement in crashes, drink driving, and
general criminal record of the perpetrator including theft, car
theft, drug and alcohol-related crimes, violence and property
damage.

2.1. )e Framework Proposed and the Method FITradeoff.
�e purpose of this section is to address the framework
applied to the case study and to discuss the method used.
Before presenting these, some issues need to be considered.

First, in a multicriteria decision context, a particularly
important issue to deal with is the DM’s preferential in-
formation. In this paper, the DM was judged to have
compensatory rationality and the model presented in the
next section incorporates a method suitable for this. As to
the DM’s rationality, it is important to understand the
meaning of the preferential information that the model
requires. In connection with this, two terms are commonly
used in the literature that refers to intercriteria parameters:
weights and scales constant. �e former represents the
relative importance of criteria and is suitable for non-
compensatory decisions. �e latter is more suitable for
compensatory decisions and represents not only the relative
importance but incorporates the scale information required
for the DM’s tradeoffs over the criteria. Nevertheless, in the
context of compensatory decisions, the term weights are
commonly used for the sake of linguistic simplicity [21]. So,

throughout this paper, when the term ‘weights’ is used, its
meaning is that of scale constants.

�e other issue, still in relation to the criteria weights,
concerns the choice of the FITradeoff method. As discussed
in the literature [26, 41–42], one of the difficulties in using
multicriteria methods to support real-life decisions is the
process of eliciting weights. Many methods require the DM
to provide the values of the weights directly, which often
results in imprecise information, which undermines de-
cision support. Although the methods using the trade-off
procedure have contributed to minimizing the difficulty of
the process of eliciting weights, much information is still
required from the DM. Unlike the traditional trade-off
procedure that takes into account the indifference relations,
the FITradeoff method admits preference relations, which
reduces both the cognitive effort that the DM needs to make
and the possibility of inconsistencies regarding the DM’s
judgment [24].�e procedure for eliciting criteria weights in
the FITradeoff method is more flexible does not require
direct information and requires less information from the
DM. In fact, simulations performed by Mendes et al. [43]
show that, in 5% of the cases, a unique solution can be found
after the criteria weights have been ranked using FITradeoff.
Also, in 98% of the cases simulated, the subset of potentially
optimal alternatives is reduced after the criteria weights have
been ranked.

2.1.1. )e Framework. In order to structure the application
of FITradeoff in the problem addressed, a framework was
developed based on de Almeida et al. [21, 44], based on other
real applications of the FITradeoff [25, 45]. �e framework is
presented in Figure 1.

�e first part of this framework consists of structuring
the problem, during which DMs and other actors in the
process are identified and objectives, criteria, and decision
alternatives are defined. In the problem addressed in this
article, the DM represents the Federal Road Police (FRP),
and the objective is to identify the most critical sections of
a high-traffic road, which is supervised by an FRP unit. �e
criteria were defined based on the objectives and the sections
to be evaluated by these criteria were identified from in-
formation obtained from the National Department of
Transport Infrastructure (NDTI) and also from qualitative
evaluations carried out by the DM.

�e objective of the second part is to obtain a ranking of
the sections in terms of their criticality and for that purpose
the FITradeoff method for ranking was used. Although the
method is detailed in the next section, it is emphasized here
that, it is applied in two stages. In the first stage, based on the
DM’s preferences, a ranking of the criteria weights is ob-
tained, and in the second stage, considering the DM’s
preferences with respect to the performance of some al-
ternatives, a ranking of the road sections is obtained.

�en, the method presents the results and the possibility
of carrying out some sensitivity analysis. Discussions were
held regarding the results, which was of great value since this
helped the DM to understand the tool in greater depth.
Further details about this are given in the discussion section.
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It is important to note that the framework is not a wa-
terfall model. Returning to previous steps is not allowed. In
fact, the return to previous steps due to the knowledge,
which was built up throughout the process, happened a few
times in this application. Also, the framework developed can
be replicated in supporting similar problems to the one
covered in this paper. �erefore, the criteria and alternatives
can be redefined, in addition to which the data used to carry
out the assessment of the alternatives can be obtained from
other sources.

2.1.2. FITradeoff for Ranking. �e decision model that we
present in this paper with a view to prioritizing sections of
Brazilian roads, according to the criticality related to several
aspects associated with the objectives of the institutions
responsible for the roads, is based on the method presented
by Frej et al. [23].

�e decision model calculates the criticality level of each
road section (v(RSi)) using the additive model, described in
the following equation:

v RSi( 􏼁 � 􏽘
m

j�1
wjvj RSij􏼐 􏼑, (1)

where RSi is a road section i, RSij is the finding about the
criticality of a road section i in criterion j, and wj is the scale
constant of criterion j and vj is the intracriterial function of
j, described in the following equation:

vj RSij􏼐 􏼑 �
RSij − RS−

j

RS+
j − RS−

j

, (2)

where RS+
j and RS

−
j are, respectively, the most critical and the

least critical findings among all road sections for criterion j.
�e FITradeoff method was proposed by de Almeida

et al. [24], based on the tradeoff procedure proposed by [46],
which has a strong axiomatic structure. �e FITradeoff
method, however, uses a flexible and interactive procedure
that allows the decision model to recommend the best al-
ternative to the DM without needing him/her to provide
information at a high cognitive cost. �is means that even

though the model receives incomplete information, it can
provide the DM with a soundly-based recommendation in
the context of the objectives set for a choice problematic
which does not require all the alternatives to be ranked.

For a ranking problem, however, the FITradeoff adapted
by [23] is more appropriate, as it incorporates the concept of
pairwise dominance.�us, it provides information that can be
used to obtain a partial or complete ranking, depending on
the information provided by the DM in a certain cycle during
the implementation of the model, so that he/she can be
satisfied with the recommendation provided. In other words,
even without a complete ranking, the DMcan be satisfied with
a partial one that informs him/her of the preferred re-
lationships for the alternatives of his/her greatest interest. �e
FITradeoff method for the sorting problem can be easily
implemented in a decision model using the FITradeoff
software which is available at http://fitradeoff.org/.

Initially, the FITradeoff method consists of ranking the
criteria according to the value of their scale constants. �e
criteria ranking step, in the FITradeoff software, can be
conducted by two procedures, the holistic evaluation and the
pairwise comparison procedure.

In the holistic assessment, the DM is faced with a ficti-
tious consequence, the outcomes of which in each criterion
are the least critical (RS−

j ). �en, the DM is asked which
criterion, assuming the most critical outcome (RS+

j ), would
increase the criticality of the consequence the most. In its
first statement, the DM identifies the criterion with the
highest scale constant. �en, by asking similar questions, the
remaining criteria are ordered so that the order shows which
one increases the criticality of the consequence the most
after those with a higher impact have been identified, thereby
completing the ranking of the criteria.

In the pairwise comparison procedure, two fictitious
consequences are presented to the DM so that he/she can
identify which is the most critical. Each consequence is
represented by the most critical outcome (RS+

j ) in one
criterion and the least critical (RS−

j ) in the other criteria, so
that, in the two consequences, the criterion with the most
critical outcome is different. According to equations (1) and
(2), the value of each consequence is the scale constant value

�e FITradeoff application

Apply step 
2 of 

FITradeoff

Define criteria
Characterise the 
DM and other 

actors

Identify
objectives

Identify road 
sections

(alternatives) 

Apply step 1 
of FITradeoff

Conduct 
sensitivity 

analysis of the 
results

Present and discuss 
results with DM

�e problem structuring

Figure 1: �e framework developed for the road section prioritization.
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of the criterion with the most critical outcome. When the
DM chooses the most critical consequence, this means that
the value of the scale constant represented by the chosen
consequence is greater than the value of the scale constant
represented by the other consequence, even though the value
of neither is yet known. �e rest of the ranking is obtained
from the DM’s answers to questions about similar pairwise
comparisons.

It is important to note that there is an important dif-
ference between the two procedures. �e holistic evaluation
is faster; as the DM only needs to provide m − 1 statements,
while in the ranking procedure by pairwise comparison, this
number can be much higher. However, the ranking pro-
cedure by holistic evaluation can be cognitively more dif-
ficult for the DM, since he/she must consider all the criteria
at the same time, especially when he/she defines which is the
criterion with the highest scale constant, in the first state-
ment. �us, the DM can choose the ranking procedure by
pairwise comparison if he/she does not feel comfortable
about ranking or able to rank the criteria by holistic
evaluation.

After ranking the criteria, the model seeks to find a rank
among the road sections. �e FITradeoff method, Frej et al.
[23], solves a linear programming problem for each pair of
alternatives (i, k), described by the following equations:

Max Ai, Ak( 􏼁 � 􏽘
m

j�1
wjvj Ai( 􏼁 − 􏽘

m

j�1
wjvj Ak( 􏼁, i≠ k, (3)

s.t.

w1 >w2 > · · · >wm, (4)

􏽘

m

j�1
wj � 1, (5)

wjvj xj
′􏼐 􏼑>wj+1, j � 1 tom − 1, (6)

wjvj xj
″􏼐 􏼑<wj+1, j � 1 tom − 1, (7)

wj ≥ 0, j � 1, 2, . . . , m. (8)

Equation (3) calculates the maximum difference in the
value between two alternatives Ai and Ak. In our model, the
alternatives Ai and Ak will be road sections. Equation (4)
represents the constraints related to the ranking between the
scale constants of the criteria. Equation (5) represents the
constraint that obliges the scale constants to be normalized.
Equations (6) and (7) define the maximum and minimum
limits of a scale constant, when compared to a partial value
of the scale constant immediately above in the ranking. In
ourmodel, initially xj

′ and xj
″ assume the values of (RS+

j ) and
(RS−

j ), respectively. Equation (8) represents the non-nega-
tivity constraint of the scale constants.

According to Frej et al. [23], three situations can occur
when comparing two alternatives using the FITradeoff re-
sults for ranking. If Max(Ai, Ak)< 0, then Ak dominates Ai.
If Max(Ai, Ak)< ε and Max(Ak, Ai)< ε, then Ai and Ak are

indifferent, considering the current weight subspace of the
problem. If Max(Ai, Ak)> 0 and Max(Ak, Ai)> 0, then Ai

and Ak are incomparable considering the current weight
subspace of the problem. By using the preference relations
obtained from the pairwise comparisons, the model can
obtain a partial or complete ranking of alternatives based on
the weight subspace obtained with the partial information
that the DM has provided.

If the DM is not satisfied with the information obtained
with the ranking of the criteria, the FITradeoff method for
ranking continues the flexible elicitation procedure. �is
presents the DM with two consequences in each cycle,
similar to the procedure for ranking the criteria by pairwise
comparison. However, in this step, in the consequence that
represents the criterion with the highest scale constant, an
intermediate outcome is presented, between the most and
least critical. �e DM can choose one of the consequences as
being the most critical, or he/she can declare indifference or
not answer the question if he/she does not feel able to or
prefers not to answer, thus moving on to the next question, if
it is still possible to explore the weight subspace.

If the DM chooses one of the consequences or declares
indifference, the current subspace of weights is reduced by
adjusting the vectors Xj

′ and Xj
″, and solving again the linear

programming problems described in equations (3)–(8).
�ese cycles are repeated. �e elicitation procedure ends if
the model finds a complete order, if the DM is satisfied with
the partial result or if it is not possible to obtain more in-
formation from the DM.

3. Case Study

�e model presented was applied to the problem of prior-
itizing sections of roads according to the criticality for action
planning by the Federal Road Police (FRP) in the state of
Pernambuco, Brazil. To do so, several road sections under
the jurisdiction of the FRP team were considered, so that by
identifying the most critical sections, the planning of actions
and investments could be better directed and consequently
dealt with in greater detail. As previously noted, it is
noteworthy that one of the FRP’s functions, besides en-
deavoring to ensure the safety of road traffic, is to be the
police force for the jurisdiction of federal highways, i.e., one
duty of the FRP is to prevent and combat crimes and vio-
lence that occur on these highways.

For the DM, among the objectives considered in the
problem that makes a road section critical are the damage
(impacts) to human beings resulting from traffic accidents,
issues related to violence/crime, and characteristics/condi-
tions of the road and its traffic. �erefore, several criteria j

were chosen, together with the DM, that assess the extent to
which these objectives have been achieved: c1: accident rate
(In); c2: index of accidents with fatal victims (IF); c3: index
of people with serious injuries involved in traffic accidents
(ISI); c4: index of people with minor injuries involved in
traffic accidents (IMI); c5: index of traffic accidents with
damage only to property (IDP), c6: percentage of heavy
vehicles in road traffic (such as trucks, buses) (%NHV); c7:
percentage of motorcycles in road traffic (%NMC); c8:
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Pavement characteristics/conditions (PAV); c9: Signaling
characteristics/conditions (SIN); c10: Characteristics of the
track geometry (GEO); c11: criminality (CRIM). �e cri-
terion C1 is related to the frequency of traffic accidents, c2 to
c4 are related to objective damage to human beings resulting
from traffic accidents. Furthermore, criterion C5 considers
the material losses resulting from a traffic accident. �e
criteria c6 to c10 are related to objective characteristics/
conditions of the road and its traffic, and finally, criterion c11
is related to the objective issues related to violence (crime).

It is important to highlight here the importance of the
decision-maker in a multicriteria decision problem since
issues that range from defining the decision criteria to
eliciting the parameters of the model are relevant to the DM.
In other words, the way that criteria are presented here are
appropriate for this case study, but that does not mean that
they will be relevant in any other problem. Eachmulticriteria
decision problem needs a structuring stage, represented by
the first stage of Figure 1. �e model presented has the
flexibility to adapt to other decision problems, and this
includes being used to elicit parameters for which the
FITradeoff method is used. It takes into account, partially or
totally, the criteria of this case study, as well as other criteria.

�e first seven criteria are continuous and quantitative
criteria, in order to measure the criticality of the roads. �e
DM wishes to maximize them because the DM wants to
identify which road section has the worst indices (or highest
values) that make them critical. �e indices described above
are calculated from equation (9) to equation (13) associated
with road section i.

In �
106ni

365(AADT)iLi

, (9)

IF �
106nFi

365(AADT)iLi

, (10)

ISI �
106nSIi

365(AADT)iLi

, (11)

IMI �
106nMIi

365(AADT)iLi

, (12)

IDP �
106nMDi

365(AADT)iLi

, (13)

where AADTi is the average annual daily traffic; Li is the
length of the road section i in kilometers; ni is the annual
number of accidents in section i; nFi

is the number of traffic
accidents with fatality victims; nSIi is the number of people
with serious injuries involved in traffic accidents related to
section i; nMIi is the number of people with minor injuries
involved in traffic accidents related to section i; nMDi

is the
number of traffic accidents with damage only to property.

Criterion c6 reflects issues associated with the risk of
heavy vehicles being involved in serious accidents and high
secondary accidents. As the demand for freight trans-
portation has increased in recent years, traffic agencies have

become more interested in monitoring the risk of heavy
vehicles being involved in accidents [47].

Criterion c7 reflects exposure to motorcycle accidents
since victims of accidents caused by motorcycles and
nonmotorized means of transport (bicycles and carts) have
higher accident rates with serious injuries on roads when
compared to other types of vehicles [48].

Criterion c8 (pavement) identifies the characteristics
of the road pavement, in which information about the
surface condition, speed due to the condition of the
pavement, and the presence of critical points are con-
sidered and are described on a nominal scale; criterion c9
(signage) identifies the presence and conditions of hori-
zontal signage (central and lateral lanes), vertical signage
(presence of speed signs, indication signs and intersection,
and visibility signs and legibility of all signs, which are
described on a nominal scale. In criterion c10 (road ge-
ometry), the conditions of the geometric characteristics of
the road are identified, subdivided into the type of road,
road profile, presence of additional lane, presence of
bridges and viaducts, presence of dangerous curves, and
condition the dangerous curve, which are described on
a nominal scale. For further details about the qualitative
scales of these criteria see CNT [49].

Finally, criterion c11 (criminality) considers the number
and the frequency and types of road crimes that fall under
the jurisdiction of the FRP. Table 1 presents the qualitative
scales of criteria from c8 to c11.

For the case study, 22 road sections are considered.
Table 2 shows these road sections, the average annual daily
traffic (AADT) of these sections, the length (L) of the road
sections in kilometers, and the performance of these sections
for the criteria considered.

On being given this information, initially, the DM was
informed about the questions that he would be asked and
what options of the answers he could provide. He was also
advised that he could return to previous phases if he so
desired. �e FITradeoff method was applied using software
downloaded from http://fitradeoff.org/.

�e DM was asked to rank the criteria using the holistic
evaluation, which is faster. However, he did not feel able to
do so due to the high degree of complexity of the problem,
the high number of criteria, and his inexperience of working
with multicriteria decision methods.

It is important to note that the FITradeoff software is
flexible. �erefore the procedure for ranking the criteria can
be changed. For this, it was decided to switch to the pairwise
comparison procedure for ranking the criteria, with which
the DM felt more comfortable, even though he would have to
answer more questions to reach the complete ranking of the
criteria when compared to the holistic evaluation. Figure 2
shows one of the steps of ranking the criteria by pairwise
comparison.

�e FITradeoff method asked the DM thirty questions to
rank the criteria. However, the DM had no difficulty in
providing the answers, so that despite there being a higher
number of questions, the procedure was considered quick
and clear. �e criteria were ranked as follows: CRIM>
IF>ISI>IMI>In>IDP>SIN>%NMC>PAV>%NHV>GEO.
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Table 2: Road sections data.

AADT L (km) IN IF ISI IMI IDP %NHV %NMC PAV SIN GEO CRIM

A1 4808 3 3.039 0.000 0.570 2.849 0.570 0.148 0.143 5 3 4 4
A2 5284 3 1.383 0.000 0.346 0.519 0.519 0.128 0.146 5 3 4 4
A3 4808 11 1.295 0.155 0.207 0.829 0.415 0.148 0.143 2 1 4 4
A4 5284 11 0.424 0.047 0.047 0.330 0.094 0.128 0.146 2 1 4 4
A5 4471 9 0.817 0.068 0.272 0.477 0.136 0.178 0.138 4 2 4 4
A6 4693 9 0.843 0.065 0.130 0.714 0.195 0.162 0.140 4 2 4 4
A7 4134 1 0.000 0.000 0.000 0.000 0.000 0.213 0.132 3 4 4 2
A8 4102 1 1.336 0.000 0.000 0.000 1.336 0.206 0.133 3 2 4 2
A9 4134 4 0.166 0.000 0.166 0.166 0.000 0.213 0.070 3 3 3 4
A10 4102 4 0.835 0.000 0.501 0.835 0.000 0.206 0.071 3 3 3 4
A11 4134 7 0.663 0.000 0.000 0.379 0.379 0.213 0.070 3 3 2 3
A12 4102 7 0.668 0.000 0.095 0.859 0.000 0.206 0.071 3 3 2 3
A13 4744 8 0.361 0.000 0.072 0.217 0.144 0.276 0.065 2 3 4 3
A14 4770 8 0.359 0.000 0.000 0.431 0.000 0.281 0.064 2 3 4 3
A15 4723 7 0.580 0.083 0.083 0.663 0.083 0.283 0.064 3 1 2 2
A16 4785 7 0.900 0.164 0.327 0.736 0.164 0.291 0.063 3 1 2 2
A17 2738 53 0.529 0.057 0.227 0.397 0.094 0.354 0.064 4 2 4 2
A18 2743 53 0.603 0.057 0.057 0.452 0.132 0.360 0.063 4 2 4 2
A19 5211 6 0.263 0.000 0.000 0.263 0.088 0.387 0.067 4 2 4 4
A20 5177 6 0.265 0.000 0.265 0.176 0.000 0.391 0.066 4 2 4 4
A21 4147 30 0.198 0.044 0.110 0.110 0.022 0.353 0.071 4 2 3 3
A22 3908 30 0.234 0.023 0.094 0.210 0.023 0.317 0.074 4 2 3 3

Figure 2: Pairwise comparison procedure for ranking the criteria using FITradeoff software.

Table 1: Qualitative scales of the criteria of pavement, signage, road geometry, and criminality.

Level Pavement (c8) Signage (c9) Road geometry (c10) Criminality (c11)

1 Very bad
conditions Missing signage in all (or almost all) the section Very bad geometric characteristics

of the road section
Very high level of

criminality

2 Bad conditions Missing signage in parts of the section. Damaged or
unclear signage in many parts of the section

Bad geometric characteristics of
the road section

High level of
criminality

3 Regular
conditions

Damaged or unclear signage in many parts of the
section

Regular geometric characteristics
of the road section

Moderate level of
criminality

4 Good
conditions

Damaged or unclear signage in some few parts of the
section

Good geometric characteristics of
the road section

Low level of
criminality

5 Very good
conditions Signage in all sections and is very clear Very good geometric

characteristics of the road section
Very low level of

criminality
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After ranking the criteria, the FITradeoff has already
provided partial information with only two ranked positions
for the alternatives (road sections); it has identified that A9
and A19 were the least critical, occupying the second po-
sition, while the other 20 alternatives were in the first
position.

�e DM considered that this information was in-
sufficient. �us, the second step of FITradeoff was carried
out for which the flexible elicitation procedure was used. In
this step, the DMwas asked to choose themost critical of two
consequences, similar to the first step. In this step, however,
the consequence that represented the criterion in a higher
position in the criteria ranking presented an intermediate
outcome between the least and the most critical. Figure 3
presents FITradeoff’s first question for the flexible elicitation
procedure, which, by comparing the first ranked criterion
with the last, seeks to identify the pattern of the distribution
of weights. �e subsequent questions compare adjacent
criteria in the ranking.

After the DM has provided each answer, the model
reduces the weight space according to the information
obtained and recalculates the ranking of the road sections
according to equations (3)–(8). Table 3 describes the first 13
questions of the flexible elicitation step. �e first, second,
and third columns show the outcome of the criteria rep-
resented by the two consequences presented to DM. �e
criteria are numbered by their position in the ranking. �e
fourth column shows the DM’s answer, and the last column
shows how many levels in the ranking of the road sections
have been defined by FITradeoff with the information
obtained.

After thirteen questions, the FITradedoffmethod defined
fourteen ranking levels with the information obtained. Al-
though the model did not provide a complete ranking, the
DMwas satisfied with the result provided after the thirteenth
question. Figure 4 shows the last question answered by the
DM.

�e results identified the ordered ranking of the six most
critical road sections, as well as the three least critical.
Figure 5 shows the Hasse diagram provided by the FITra-
deoff software, which presents the preference relations be-
tween the alternatives, as well as the ordering levels.

4. Results and Discussion

�e results presented by the model identified fourteen
ranking levels.�e first six positions in the ranking were well
defined. �e DM found the Hasse diagram quite enlight-
ening. According to Figure 5, the road section 16 (A16) is
considered the most critical. It can be seen from Table 2 that
this road section has the most critical outcomes for the
criteria of criminality and the index of accidents with fa-
talities. �ese are the criteria with the highest weights
according to the information obtained from the DM.

Despite the incomplete ranking, the DM found the clear
definition of the first six levels in the ranking very useful,

since these show the roads sections that should be prioritized
in future FRP actions.

Road sections 03, 21, and 22 occupy level seven in the
ranking. Although there is no clear definition of which road
section occupies the seventh level, the diagram shows the
preference relations that can be identified between the three
alternatives. �e DM considered that this was very useful.
�is was because, despite there being preference relations
defined for sections 21 and 22, the position itself had not yet
been determined because there was not enough information
to define the criticality of these road sections, when com-
pared to road section 03, with an incomparable relation,
within the information obtained until the thirteenth ques-
tion of flexible elicitation. �is also occurs at level 11, where
it is not possible to establish a preference relationship be-
tween road sections 02 and 04.

�e greatest lack of information, however, can be
identified in position 08, which are occupied by six road
sections (01, 05, 11, 12, 13, and 14). However, some relations
are defined. Many road sections occupy position 08 due to
the difficulty of comparing road section 01 with the other
ones which is considered incomparable with all other road
sections within this level in the ranking. It can also be seen
that with the level of information obtained, it was not
possible to establish a preferential relation among road
sections 05, 11, and 14.

�e DM, however, found the information provided by
FITradeoff quite useful, as in a practical decision, the
identification of the most critical road sections would be
sufficient to prioritize the most important actions and even
for lower positions in the ranking, although the information
is incomplete, nevertheless, it could guide decisions that are
considered less important.

�e DM considered it was very useful to have the
support of the analyst when using the software which he
found easy to understand. He also appreciated the software
being flexible. For example, the fact that it is possible to
change the procedure for ranking the criteria and to return
to previous steps. �e use of graphic visualization to support
the elicitation process was also considered one of the ad-
vantages in the process.

�e results obtained from FITradeoff software also
provided the possible weight values for each criterion
considered in the decision. �e limits that define the sub-
space of weights delimited by the information obtained up to
the thirteenth question are shown in Figure 6 and Table 4.
�ese are partial results from the FITradeoff software.

Note that there is a greater concentration of weights in
the criteria related to the objectives of combatting crime and
the index of accidents with fatal victims. It is important to
note that the scale constant does not only consider the
relative importance of the decision criterion but also in-
formation on the scale of the outcomes of the alternatives in
the problem. �is means that not only does the relative
importance of the criterion affect the value of its scale
constant but also the variation in performance between the
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Figure 3: �e first question for the flexible elicitation procedure using FITradeoff software.

Figure 4: �e last question for the flexible elicitation procedure using FITradeoff software.

Table 3: Data on road sections.

Pairwise assessment Consequence A Consequence B DM’s answer Ranking levels
1 3 of C1 2 of C11 A 2
2 3 of C1 0.164 of C2 B 2
3 0.082 of C2 0.57 of C3 Indifferent 4
4 0.0285 of C3 2.849 of C4 A 4
5 1.425 of C4 3.039 of C5 A 7
6 1.52 of C5 1.336 of C6 A 10
7 0.668 of C6 1 of C7 A 10
8 3 of C7 0.146 of C8 B 10
9 0.105 of C8 2 of C9 B 10
10 4 of C9 0.391 of C10 B 10
11 0.26 of C10 2 of C11 B 10
12 2 of C1 0.164 of C2 A 10
13 0.1425 of C3 2.849 of C4 B 14
14 0.712 of C4 3.039 of C5 B 14

10 Mathematical Problems in Engineering



alternative with the lowest and the highest outcome. Scale
constants of criteria with a greater range can assume a higher
value.

�e information obtained on the criminality criterion is
related to the extent to which the FRP is commonly called for
due to the crimes in each section considered in the problem
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Figure 5: Hasse diagram of the preference relations between the alternatives, as well as the ordering levels provided by the FITradeoff
software.
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and the extent to which this varies between sections. If all
sections have an equally high or equally low level of crime,
the variation in crime between sections would not be large
and that would make the scale constant have a lower value.
�e criteria of pavements, signs, geometry, and crime are
constructed criteria, which means that it does not make
sense to analyze only the difference between classes for each
criterion, but what they mean for the DM, which has an
impact on the definition of the constant of scale. �e
meaning of the classes in these criteria for the DM is
considered in each step of the FITradeoff method.

Although the criteria related to the characteristics and
conditions of the road sections, C7 to C11 in the criteria
ranking have very low weights; it can nevertheless be seen
that together these criteria can significantly affect the crit-
icality of the decision, considering the information obtained
up to the end of the elicitation process. �is demonstrates
that the objectives represented by these criteria should not be
disregarded in the decision.

�e possibility of dealing with partial information is
another advantage of the model. Despite the problem having
eleven criteria, only thirteen questions were necessary before
obtaining a satisfactory result for the DM. Compared with
models that require complete information about weights and
indifference ratios, the DM would have to make at least ten
statements of indifference about the adjacent criteria in the
ranking. However, it is very difficult for the DM to provide
statements of indifference directly.

Considering another scenario that softens the process of
obtaining indifference, two approach questions, and a third
determination question for each indifference would be
asked, totaling 3(n − 1) statements from DM. In this case,
the DM would have to answer thirty questions to define all
weights.

When compared to these complete information ap-
proaches for obtaining weights, note that, in addition to the
model requiring the DM to provide fewer answers, the

questions are based mainly on strict preference relations,
which are easier to provide, resulting in a faster procedure
with fewer inconsistencies.

5. Conclusions

Traffic accidents, in addition to being responsible for one of
the biggest causes of death worldwide, represent a consid-
erable economic and social cost for countries, especially
middle-income countries. In Brazil, this situation is not
different. In 2015, it occupied the fourteenth position in the
world ranking that considers the ratio between the number
of deaths and the total number of inhabitants.

�e risk of accidents can be reduced by first identifying
the most critical locations and then establishing a policy to
improve the level of safety and security on the roads by
prioritizing the most critical road sections. In order to define
the most critical locations, it was noticed that several factors
influence traffic safety and road security, which causes the
problem to be characterized as a multicriteria problem.

After an analysis of the characteristics of the problem, in
terms of the decision actors, the data available, and the
objectives, the applicability of the FITradeoff method for
ranking the most critical road sections was presented as
a tool to support the decision.

Hence, a case study was carried out on 22 road sections
and 11 evaluation criteria. �e variety of criteria considered
by the DM well represents the diversity and multiplicity of
factors that affect the issue of road safety. �e criteria
considered included aspects associated with damage (im-
pacts) to humans, issues related to violence, and charac-
teristics/conditions of the road and its traffic.

FITradeoff was applied considering the DM’s preferences
which were obtained by analysing his answers to the system’s
questions. �e entire process was supported by the software.
As presented, after ordering the criteria weights, 2 levels of
the ranking were defined and after 13 interactions with the

Results
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Figure 6: �e limits that define the subspace of weights delimited by the information obtained up to the thirteenth question.

Table 4: �e limits that define the subspace of weights delimited by the information obtained up to the thirteenth question.

C1 (CRIM) C2 (IF) C3 (ISI) C4 (IMI) C5 (IN) C6 (IDP) C7 (SIN) C8 (%NMC) C9 (PAV) C10 (%NHV) C11 (GEO)

Min k 0.389 0.244 0.122 0.033 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Max k 0.552 0.338 0.169 0.081 0.039 0.019 0.009 0.009 0.009 0.009 0.009
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DM, 14 levels of ranking, and the 6 most critical sections
were identified.

�e criticality of road sections was represented through
a diagram that presents the rank according to the DM
objectives. �e definition of the six most critical road sec-
tions in a precise rank position is provided.

�e criticality of the road sections was represented by
means of a diagram that presents the ranking according to
the DM’s objectives. �e definition of the six most critical
road sections in an accurate ranking position provided the
DM with information that allows for proper planning of
future actions. Other road sections have an intermediate
position in the less defined rank, but still, provide the DM
with partial information that can contribute to the planning
of actions in sections considered less critical.

Given this result, the DM felt more confident in directing
the available resources (such as financial resources, work
team, vehicles, radar, and extrasignage) to prevent and
mitigate traffic accidents for the prioritized sections. �is
reflects the confidence that the DM has in the statements he
provided since themodel requires less information, and such
information is obtained by asking the DM questions that he
found easier to answer.

Future studies could usefully investigate improving the
decision model by examining the DM’s evaluation as to the
effectiveness and efficiency of using the resources available
on the different road sections prioritized. Normally, each
preventive/mitigating action directs “energy” towards
diminishing or eliminating some dimensions of conse-
quences, e.g., an action of the patrol system regarding the use
of police vehicles can reduce the level of violence (crimi-
nality). However, this may have little impact on the issues
associated with the road pavement, with a view to improving
road safety.
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[15] D. Llopis-Castelló and D. J. Findley, “Influence of calibration
factors on crash prediction on rural two-lane two-way
roadway segments,” Journal of Transportation Engineering
Part A: Systems, vol. 145, Article ID 04019024, 2019.

[16] Q. Bao, D. Ruan, Y. Shen, E. Hermans, and D. Janssens,
“Improved hierarchical fuzzy TOPSIS for road safety per-
formance evaluation,” Knowledge-Based Systems, vol. 32,
pp. 84–90, 2012.

[17] A. T. de Almeida, M. H. Alencar, T. V. Garcez, and
R. J. P. Ferreira, “A systematic literature review of multi-
criteria and multi-objective models applied in risk manage-
ment,” IMA Journal of Management Mathematics, vol. 28,
no. 2, pp. 153–184, Article ID dpw021, 2016.

Mathematical Problems in Engineering 13

https://Forumseguranca.Org.Br/Wp-Content/Uploads/2020/10/Anuario-14-2020-v1-Interativo.Pdf
https://Forumseguranca.Org.Br/Wp-Content/Uploads/2020/10/Anuario-14-2020-v1-Interativo.Pdf
https://Forumseguranca.Org.Br/Wp-Content/Uploads/2020/10/Anuario-14-2020-v1-Interativo.Pdf


[18] T. V. Garcez and A. T. de Almeida, “Multidimensional risk
assessment of manhole events as a decision tool for ranking
the vaults of an underground electricity distribution system,”
IEEE Transactions on Power Delivery, vol. 29, no. 2,
pp. 624–632, 2014.
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,e use of scheduling optimization tools is essential in creating an efficient nurse shift-rotation schedule. A well-designed nurse
scheduling technique can improve nurses’ job satisfaction and their intention to stay. ,is study develops a goal programming
approach to nurse scheduling that simultaneously considers workload fairness and individual preferences on working shift and
day off assignments. A case study of an operating room at a hospital in ,ailand is used to illustrate the model capabilities for
solving an actual nurse scheduling problem. ,e job satisfaction factors defined based on an interview and questionnaire survey
are integrated into the model.When compared against themanual scheduling result, the optimal schedules can be implemented to
improve the nurse’s perception of fairness and preference satisfaction.,e analysis of fairness and multiple individual preferences
based on a case study investigation is the main contribution of this study.

1. Introduction

,e problem of intensified workload and poor working
conditions has been identified as one of the major causes of
the global nurse shortage predicament [1]. Hospital nurses
who do shift work are exposed to understaffing, heavy-
workload, and irregular work-scheduling conditions. ,e
overworking and understaffing of nursing staff not only
adversely affect the service quality of healthcare operations,
but also lead to less patient-nurse interaction [2] and patient
safety issues (Liu et al. [3] and Baker et al. [4]). At the same
time, the demanding working conditions also impose var-
ious negative health consequences on nurses including fa-
tigue, obesity, sleep disorder, and a wide range of chronic
diseases [5].,e impact of shift work also includes decreased
work-life balance, which can significantly affect nurse’s job
satisfaction and retention intention [6].

,e positive effects of job satisfaction on nurse retention
have been addressed in many countries [7–10]. For any
profession, the control of job satisfaction in the workplace is
an indefinite task due to the variations in job characteristics
and individual characteristics. ,e understanding of the
impacts of both types of characteristics is crucial in im-
proving job satisfaction [11]. According to the nurse job
satisfaction literature, the work environment is an important
job characteristic affecting nurse job satisfaction and re-
tention intention. DeKeyser Ganz and Toren [12] reviews
that a well-designed nurse practice environment that pro-
motes nurse engagement in management, staffing adequacy,
and positive relations among colleagues is essential for
ensuring job satisfaction and preventing the intention to
leave. A survey in the underserved areas of Jordan by
AbuAlRub et al. [13] suggests that the design of a work
environment that promotes job satisfaction and nurse

Hindawi
Mathematical Problems in Engineering
Volume 2020, Article ID 2379091, 11 pages
https://doi.org/10.1155/2020/2379091

mailto:suno@siit.tu.ac.th
https://orcid.org/0000-0001-8496-4197
https://orcid.org/0000-0002-3860-7815
https://orcid.org/0000-0002-3965-2861
https://orcid.org/0000-0003-0173-1908
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/2379091


intention to stay should consider the shortcomings of
nurses’ living conditions. Recent job satisfaction studies tend
to include both job and individual characteristics in their
investigation. ,e perceptions of job autonomy and orga-
nizational justice have received more research attention than
other individual characteristics in recent literature. As
shown in Li et al. [14], Giles et al. [15], Mahoney et al. [16],
and Koning [17], the perception of job control or autonomy
is an important job satisfaction factor that can improve job
satisfaction and nurse retention. With autonomy, nurses
take part in their shift scheduling process, enabling the direct
consideration of their preferences. Organizational justice is
another key factor affecting nurse job satisfaction [18]. ,e
recent survey study by Rizany et al. [19] indicates that the
implementation of nurse schedules developed by a sys-
tematic scheduling method with organizational justice
consideration has a positive effect on nurse job satisfaction.
,e studying results suggest that organizational justice can
be achieved by providing an equitable allocation of workload
and favorable scheduling outcomes. In a shift-rotation
system, many personal preferences can be considered in-
cluding the preferred shift time, day off, coworkers, etc.

,e development of nurse scheduling algorithms has
received significant research attention to resolve the job
satisfaction and retention issues that are becoming more
problematic in different countries. ,e use of mathematical
programming in nurse scheduling tasks helps not only re-
duce the burdensome and time-consuming manual sched-
uling efforts, but also allow any change to be made to the
initial scheduling easily. Nurse scheduling problems (NSP)
have been widely studied in the literature to date. ,e
primary objective of nurse scheduling is to satisfy the
hospital’s patient demand and staffing policies. For job-
satisfaction-enhanced NSP, the fairness and nurse prefer-
ences are incorporated into the scheduling models in the
form of constraints and objectives. When compared to
manual scheduling, which is still widely used by hospitals,
the job-satisfaction-enhanced models are capable of pro-
ducing more fair schedules, as shown by the previous case
studies [20, 21]. ,e manual scheduling task allows sched-
ulers to have the control to assign schedules based on their
judgment and may result in an unfair schedule. Manual
scheduling is also time-consuming, preventing the
rescheduling of nurses shifts should any disruption occurs
during the implementation of the proposed schedule. As a
result, the original attempt to create a fair and job-satis-
faction-enhanced schedule can be compromised. Both
single- and multiple-objective techniques have been used in
formulating job-satisfaction-enhanced NSP models.
Schedulers can maximize or control the level of job satis-
faction while being able to pursue other operating objectives.
,us far, there exists a research gap concerning the inte-
gration of workforce and individual preferences into nurse
scheduling practices. ,ere is also very limited research that
combines fairness and preference goals in NSP and use an
actual case study to illustrate the practicality of the proposed
approach.,e details of the literature review are given in the
next section. After that, materials and methods are described
to gain insights into how the proposed NSP model is

developed based on the operating-room-nurse case study.
Results and discussion are given to see how the scheduling
solutions allocate nurses in response to the simultaneous
consideration of multiple scheduling goals. In the end, the
conclusion of findings and the main research contributions
are provided.

2. Literature Review

,e research of NSP has been well-documented in the
previous studies for different designing and solving ap-
proaches. Especially during the past decade, there has been a
growing NSP literature focusing on the job satisfaction of
nurses. Many studies in the literature develop nurse
scheduling approaches that create positive effects on job
satisfaction based on nurse preference. El Adoly et al. [20]
proposed a scheduling algorithm that considers shift and day
off preferences and uses an actual hospital case study in
Egypt for model validation.,ongsanit et al. [22] applied the
nurse scheduling technique to balance shift assignments
among the nurses. ,e aim is to improve overall nurse
preferences in a hospital in ,ailand. Similarly, Cetin and
Sarucan [23] aimed for balancing the total work hours
among the nurses. ,ey consider factors influencing nurses’
preferences such as the desirable shift patterns, weekend day
off allocation, and balance between day and night shifts.
However, these preferences are based on the group, not
individual preferences. Another group of NSP studies makes
it possible to specify individual nurse scheduling preferences
on shift and day off. Deterministic (Lin et al. [24], Huang
et al. [25], and Widyastiti et al. [26]) and stochastic (Bagheri
et al. [27]) single-objective linear programming approaches
are proposed. ,e exact or optimization techniques such as
Linear programming (LP) or Mixed-integer programming
(MIP) have shown to be effective in solving NSP. In more
recent NSP studies, the development of fair and preference
scheduling using multiobjective optimization techniques
such as Goal programming (GP) is observed. ,e use of GP
allows the planners to regard job satisfaction factors as
optimization goals. ,en, the relative importance of each
goal can be assigned to reach the most suitable scheduling
solutions. Lim et al. [28] proposed a goal programming-
based NSP considering assignment cost, idle time, and nurse
preferences simultaneously. In Agyei et al. [29] and Al-Hinai
et al. [30] studies, goal programming is used to generate
balanced shift assignments for nurses. ,e undesirable shift
patterns or shift precedence is regarded as the main job
satisfaction factors. ,e use of goal programming to reach
multi-criteria scheduling decisions is also found in Dum-
rongsiri and Chongphaisal [31]. ,e desirable shift work
characteristics for an emergency room with nurses’ skill
heterogeneity in a ,ai university hospital are formulated as
the GP objectives. Mohammadian et al. [32]’s proposed a GP
model to solve an NSP using an emergency room in a
hospital in Tehran as a case study. In their case, nurses are
entirely homogeneous in skill and experience levels. ,eir
highlight is the formation of seven goals related to the
desirable shift work characteristics and nurses’ interests.
Aside from the skill consideration, these two multi-criteria
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scheduling approaches aim to maximize job satisfaction
based on a different set of hard and soft constraints.

Based on this part of the literature, GP allows decision-
makers to find practical solutions based on the desirable
scheduling characteristics with target values. ,e problem-
solving is executed by minimizing the unwanted deviation
from the target values. At this point, the goals’ priority level
can be defined based on management interests. Wang et al.
[21] developed a weighted goal programming NSP by
assigning the overtime restriction as the most important
goal. Sundari and Mardiyati [33] formulated a preemptive
goal programming NSP, where the goals related to hospital
regulations are to be satisfied before nurses’ preferences.
Another interesting area of NSP literature is the formulating
and solving of highly constraint NSP. In this case, previous
studies such as Santos et al. [34], Mischek and Musliu [35],
and Rahimian et al. [36] use constraint programming (CP)
to find feasible solutions rather than optimal solutions based
on hard and soft constraints. Hard constraints include
hospital regulations and restrictions that need to be satisfied.
Soft constraints are those that are formulated based on
personal preferences, which can be violated at a penalty.

In the NSP literature, heuristic algorithms are important
tools researchers use to solve large-scale NSP. Chiaramonte
and Caswell [37] proposed an advanced nurse scheduling
algorithm named as competitive nurse rostering and
rerostering. ,e algorithm offers a rerostering ability to
generate alternate cost-optimal scheduling solutions that
have a minimum negative impact on nurse preferences. An
iterated local search is proposed as the solving tool. Zhong
et al. [38] develop a two-stage heuristic algorithm to create a
nurse schedule with a balanced weekend workload. ,e
algorithm accounts for the individual nurse preferences,
patient volume fluctuation, required patient-to-nurse ratio,
and other work-rest rules. ,e solution impact of uncer-
tainty arising from the patient volume fluctuation is shown
to be significant for the US hospital case study. ,e inves-
tigation of uncertain impacts is important and has been the
subject of an investigation by several other NSP studies. ,e
study of Maass et al. [39] accounts for not only uncertainty
arising from patient demand, but also nurse absenteeism.
,eir model is solved by using the genetic algorithm (GA) to
create long-term staffing decisions for different tiers of
nursing staff. Leksakul and Phetsawat [40] also use GA to
solve NSP that considers the demand for nurse and fair
overtime pay for nurses. In Sajadi et al. [41], simulated
annealing (SA) and simulation are used in tandem in
searching for solutions with less patient wait time. In their
NSP, the simulation of emergency room activities in a
hospital case study is performed, considering important
input data such as patient arrival rate and nurse service time.
In the model of Liu et al. [42], the wage of nurses and
preference penalty costs are combined into a single cost
minimization objective. ,e computational performances of
their proposed heuristic approach are benchmarked against
those of several meta-heuristics approaches. Guessoum et al.
[43] proposed a two-stage method where the original NSP is
reduced in size by a variable fixing heuristic and solvable to
optimal or near-optimal by an exact method.

In the current satisfaction-enhanced NSP research pool,
the existing models are dedicated to maximizing nurse
preferences, desirable scheduling characteristics, and satis-
faction. However, there is still a need for more case study
research to accommodate the constant change of the NSP
context. For nurse scheduling, the exploration of the
practicality of the proposed approach based on an actual case
study is also important [44]. Regarding job satisfaction
factors, there are still limited studies that consider individual
preferences together with fairness. ,is research aims to
strengthen the fundamental understanding of the actual
nurse scheduling case and to develop a fair and satisfaction-
enhanced scheduling tool that can be implemented easily
on-site by the existing personnel. Our first step is to conduct
field surveys at an operating room department in a private
hospital located in Pathum ,ani, ,ailand. ,e survey
objective is to define the system parameters based on the
actual job satisfaction factors, scheduling regulations, and
problem environment. ,e second step is to formulate a
mathematical scheduling model, using GP, to achieve all the
scheduling goals concerning fairness and job satisfaction. A
free add-in optimization software in Microsoft Excel called
Opensolver is used, so that it can be implemented by the
head nurse without any additional cost or complication.

3. Materials and Methods

3.1. Case Study andDataCollection. ,is research focuses on
the scheduling of operating-room nurses in a private hos-
pital with 200 beds in Pathum ,ani, ,ailand. A field
survey, an interview with the head nurse, and a question-
naire survey with operating room nurses were conducted
during December-January 2019/20. ,e operating room has
17 nurses (1 head nurse and 16 full-time nurses), working in
a 3-shift rotation system: morning shift (8:00–16:00), af-
ternoon shift (16:00–24:00), and night shift (0:00–8:00).
Currently, the shift schedule is manually generated by the
head nurse at the beginning of each month. In the case
presented, the scheduling period of 28 days is assumed. ,e
main scheduling task is to assign an adequate number of
nurses for each shift across the scheduling period. ,e
scheduling criteria and the relevant hospital’s regulations are
given in the next section. Aside from these scheduling re-
quirements, based on the survey and interview results, the
fairness of workload and job satisfaction of nurses are the
areas of interest for management and of this research. ,e
questionnaire survey results indicate that shift and day off
preferences are the important parameters contributing to
nurses’ job satisfaction, mainly because operation room
tasks are nonrepetitive and require a variety of skills.
However, for the case where nurses are required to perform
repetitive tasks over an extended period, job satisfaction
factors related to fatigue and job boredom may need to be
considered. ,e job satisfaction effects of job boredom in
workforce scheduling research have been investigated in our
recent study [45].

To improve job satisfaction, this study develops a nurse
scheduling approach that improves nurse’s perception of
workload fairness and preference fulfillment. A
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questionnaire is administered to nurses asking them to
indicate their preferred shifts and days off across the 28-day
scheduling period. Each nurse specifies 8 preferred days off:
4 most preferred days off and 4 second-most preferred days
off. A goal programming model for nurse scheduling is
formulated to simultaneously address a set of multiple job-
satisfaction enhancement objectives: (1) minimizing the
unbalanced workload, (2) minimizing the unbalanced
preferred shift, and (3) minimizing the unbalanced preferred
day off among the nurses. ,e details of model formulation
are as follows.

3.2. Mathematical Model Formulation. ,e proposed nurse
scheduling model is formulated for multishift scheduling
over a series of consecutive sequences of days. ,e het-
erogeneous characteristics of nurses considered in the model
include the experience levels and their preferences on shift
and day off. ,e scheduling model is formulated to account
for the shift time and the following case study’s conditions
and assumptions, which are similar in principle to the
previous case study oriented NSP studies (Dumrongsiri and
Chongphaisal [31], and Mohammadian et al. [32]).

3.3. Modeling Conditions and Assumptions

(i) ,e scheduling period is 28 days. In a workday,
there are three 8-hour shifts: morning, afternoon,
and night shifts.

(ii) ,e number of nurses in each shift must meet the
requirements: 6 for the morning shift, 6 for the
afternoon shift, and 2 for the night shift.

(iii) Based on the working experiences, nurses with
working experience more and less than 5 years of
experience are classified as level-1 and level-2
nurses, respectively.

(iv) In each shift, the number of level-1 (experienced)
nurses must be at least half of the total number of
nurses.

(v) Nurses must work no less than 22 shifts and no
more than 24 shifts in a month.

(vi) Nurses must have at least one day off each week.
(vii) Nurses can work only one shift per day.
(viii) No more than 2 night shifts per week are allowed

for each nurse.
(ix) Consecutive night shifts are not allowed.
(x) ,e head nurse always works on the morning shift

from Monday to Saturday and takes a day off on
Sunday.

(xi) Indices.

i: number of nurses (i� 1, . . ., I)
j: number of shifts (j� 1, . . ., J; M�morning,
A� afternoon, N� night)
k: number of days in the planning horizon (k� 1,
. . ., K)

(xii) Input parameters.

Rj: number of required nurses in each shift j.
Ei: level-i nurse (level 1 is an experienced nurse).
PSi,j,k: nurses preferences on working shifts and
workdays (�1 if nurse i prefers to work in shift j
on day t).
PDi,k: nurses preferences score on days off (�1 if
day k is nurse’s i second-most preferred day off,
�3 if day k is nurse’s i most preferred day off).
WSMin: minimum monthly working shifts
allowed.
WSMax: maximum monthly working shifts
allowed.
STarget: the target number of working shifts.
PSTarget: yhe target number of preferred shift.
PDTarget: the target preferred day off scores.

(xiii) Decision variables.

Xi,j,k � 1 if nurse i is assigned to work in shift j on
day k, 0 otherwise.
Yi,k � 1 if nurse i is assigned to take a day off on
day k, 0 otherwise.
S+

i , S−
i : positive and negative deviation of the

number of shifts from the target for nurse i.
PS+

i , PS−
i : positive and negative deviation of the

number of preferred shifts from the target for
nurse i.
PD+

i , PD−
i : positive and negative deviation of the

preferred day off scores from the target for nurse
i.

,e proposed nurse scheduling model is formulated
using the normalized goal programming technique, as
shown below. ,e first goal equation is formulated to bal-
ance the number of shifts assigned to nurses.,e second and
third goal equations aim to consider the individual pref-
erences on shift and day off, respectively, enabling the
improvement of autonomy of nurses over their work
schedule.

Goal 1. ,e number of overworked or underworked
shifts of each nurse is determined based on the total number
of shifts assigned and the target number of working shifts, as
shown in equation (1). Both overworking and underworking
are regarded as an undesirable scheduling outcome.

􏽘

J

j�1
􏽘

K

k�1
Xi,j,k − S

+
i + S

−
i � STarget, ∀i. (1)

Goal 2. ,e numbers of preferred and nonpreferred
shifts assigned to each nurse are calculated using equation
(2). ,e undesirable scheduling outcome occurs when the
number of nonpreferred shifts exceeds the target value.

􏽘

J

j�1
􏽘

K

k�1
PSi,j,k · Xi,j,k

⎛⎝ ⎞⎠ − PS
+
i + PS

−
i � PSTarget, ∀i. (2)

Goal 3. ,e number of preferred days off assigned is
determined using equation (3). ,e undesirable scheduling
outcome occurs when the score of nonpreferred days off is
lower than the target value.
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􏽘

K

k�1
PDi,k · Yi,k

⎛⎝ ⎞⎠ − PD
+
i + PD

−
i � PDTarget, ∀i. (3)

,e scheduling objective is to simultaneously minimize
the undesirable scheduling outcomes related to the three
goals.,e undesirable outcome of each goal is normalized to
its target value. ,e objective function defined in equation
(4) is to minimize the summation of normalized undesirable
outcomes as shown below.

minimize Z �
􏽐

I
i�1 S

+
i + S

−
i( 􏼁

STarget · I
􏼠 􏼡 +

􏽐
I
i�1 PS

−
i( 􏼁

PSTarget · I
􏼠 􏼡

+
􏽐

I
i�1 PD

−
i( 􏼁

PDTarget · I
􏼠 􏼡,

(4)

subject to􏽘
I

i�1
Xi,j,k � Rj, ∀j, k (5)

WSMin ≤ 􏽘

J

j�1
􏽘

K

k�1
Xi,j,k ≤WSMax, ∀i (6)

Xi,j,k + Xi,j+1,k + Xi,j+2 ≤ 1, ∀i, j, k (7)

􏽘

I

i�1
Ei · Xi,j,k ≥ 0.5 · Rj, ∀j, k, Ei � 1 (8)

􏽘

J

j�1
Xi,j,k + Yi,k � 1, ∀i, k (9)

􏽘
j�N

􏽘

K

k�1
Xi,j,k ≤ 2, ∀i (10)

􏽘
j�N

􏽘

k+1

k�k

Xi,j,k ≤ 1, ∀i (11)

􏽘

k+6

i�k

Yi,k ≥ 1, ∀i, k ∈ 1, 8, 15, 21 (12)

Xi�Head nurse,j�M,k � 1, ∀k (13)

Xi�Head nurse,k�Sunday � 1 (14)

S
+
i , S

−
i , PS

+
i , PS

−
i , PD

+
i , PD

−
i ∈ Z

+
, ∀i. (15)

Equation (5) ensures that the number of nurses assigned
to each shift meets the requirements. Equation (6) limits the
minimum and the maximum number of working shifts per
month for nurses. Equation (7) allows nurses to work only
one shift per day. Equation (8) ensures an adequate number
of experienced nurses in each shift. Equation (9) ensures that
there is no shift assignment on a day off. Equation (10)

makes certain that the allowable number of night shifts per
week is enforced. Equation (11) prohibits the consecutive
night shift assignment. Equation (12) ensures that each nurse
is entitled to at least one day off per week. Equations (13) and
(14) account for the head nurse’s fixed schedule. Equation
(15) defines deviation variables to be positive integers.

3.4. Case Study Data. ,e model is validated using the
collected case study data. ,e minimum and the maximum
number of shifts per month are 22 and 24, respectively.
According to the head nurse, the targets related to the 3 goals
are given in Table 1.

,e nurses are asked to identify their preferred shifts
throughout the planning period of 28 days. ,e first 14 days
of shift preference data are shown in Table 2. For the day off
preference, nurse preference data are obtained by using
Likert scales rather than binary response scales used by the
previous studies [31, 32]. In our questionnaire survey, the
nurses are asked to rate how each shift and day off fits their
scheduling needs. ,e ratings provide more scheduling
flexibility and a higher chance of maximizing the satisfaction
of all nurses. In our case, the most and second-most pre-
ferred days off worth 3 and 1 points, respectively. ,e target
preferred day off score (PDTarget) of 12 is achieved when the
most preferred day off is assigned as the actual day off of
every week throughout the 28-day planning period. ,e first
14 days of the day off preference sheets are shown in Table 3.

4. Results and Discussion

In this part, the problem is divided into three scenarios:
normal operation, extended capacity operation, and higher
demand for experienced nurses. ,e number of nurses re-
quired for the normal operation over the three shifts is 6, 6,
and 2. For the extended capacity operation, the number of
nurses required is 9, 6, and 2. It is assumed that themorning-
shift capacity is extended to handle high patient demand in
the morning. It is worth noting that the scheduling re-
quirements such as the number of shifts allowed and the
unallowable shift patterns are formulated as hard constraints
in this study. Such model formulation does not provide
enough flexibility to conduct an extensive sensitivity anal-
ysis. If these hard constraints are reformulated as goal
equations and soft constraints, a sensitivity analysis can be
performed in a broader sense by varying the design pa-
rameters such as the number of nurses available. Here, only
the normal and extended capacity scenarios are analyzed.

4.1. Normal Operation Scenario. ,e goal-programming
nurse scheduling model is solved using Opensolver version
2.9.0. ,e case study problem can be solved to optimality
within 5 seconds, using a 2.3GHz Dual-Core Intel Core i5-
8300H operating system. In Table 4, the total numbers of
shifts, preferred shifts, and preferred days off assigned to 17
nurses over 28 days are summarized. ,e actual total
number of shifts assigned to nurses based on the schedule
that was manually produced in the month before the data
collection period is also shown. ,e details of the optimal
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schedule concerning the deviation from the three goals are
also given in the table.

,e results mainly suggest that all the scheduling goals
can be successfully achieved by using the proposed ap-
proach. Concerning the first goal, there are 4 nurses with
zero deviation from the workload target of 24 shifts. ,e
deviations from the workload target for all nurses are no
more than 2 shifts. ,e workload among the nurses is
reasonably balanced. Regarding the other two goals, the
deviations from the target number of preferred shifts and
target day off scores are insignificant. However, there is one
nurse (nurse 2) who is subject to moderate levels of percent
deviation across the three goals, compared to other nurses.

,is scenario of one or a few people receiving not-too-good
scheduling results to maximize the job satisfaction of the
entire workforce may occur. ,is nurse needs to be com-
pensated by a rise in the number of preferred shifts and day
off assignments during the next scheduling period. At any
rate, for these current optimal solutions, it is reasonable to
conclude that all the goals are simultaneously satisfied.

4.2. Extended Capacity Operation Scenario. Based on the
results of the extended capacity scenario, the number of
nurses required increases from 17 to 20 to cope with the
higher patient demand during the morning shift. ,e results

Table 1: ,e goal targets.

Target number of working shifts (STarget) 24 shifts
Target number of preferred shifts (PSTarget) 20 shifts
Target preferred day off score (PDTarget) 12 points

Table 2: Nurses’ preferred working shifts.

Nurse EXP D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14
1 1 (H) M M M M M M M M M M M M M M
2 1 M A A A M M M A A A N A A A
3 1 M M M M M N M M M M M M M A
4 1 A A A A A M A A A A M N M M
5 1 M M A A A A N A A A A A M M
6 1 A A A A A N A A A A A M M M
7 1 M M M M M A A A A A A A N A
8 1 A A A A A A M M M M M M M M
9 1 A A M M M M A A A A N A A N
10 2 M M M M M M M M M M M M M M
11 2 A A A A A N A A A N M M M M
12 2 M M A A A M M M M M N A A A
13 2 M M M M M A A A A A N A A A
14 2 A A A A A A A M M M M M M M
15 2 A A A N A M M M M M M A A A
16 2 M M M M M A A A A A A A N A
17 2 N A A A A M M A A A A N A A
EXP� experience level, H� head nurse, M�morning shift, A� afternoon shift, N� night shift.

Table 3: Nurses’ preferred day off.

Nurse EXP D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14
1 1 (H) — 1 — — — — 3 — 1 — — — — 3
2 1 — — 3 — — 1 — — 1 — — 3 — —
3 1 1 — — — 3 — — — 3 — — — 1 —
4 1 — 1 — — — — 3 3 — — 1 — — —
5 1 — — — — — 3 1 — 1 — — — 3 —
6 1 — — — 3 — 1 — — — 1 3 — — —
7 1 — 3 — — 1 — — — 1 — — — — 3
8 1 1 — — — — 3 — 1 — — — 3 — —
9 1 — 1 — — — — 3 — 3 — — — — 1
10 2 — 1 — — 3 — — — — 1 — 3 — —
11 2 — — 1 — — — 3 — — — 1 — — 3
12 2 3 — — — — — 1 — — 3 — — 1 —
13 2 3 — — 1 — — — — 3 — — 1 — —
14 2 — 3 — — — 1 — 1 — — — — 3 —
15 2 1 — — — 3 — — — 1 — — — — 3
16 2 — — 1 — — 3 — — — 1 — 3 — —
17 2 3 — — — — 1 — 3 — — — 1 — —
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are summarized in Table 5. ,e working shift balance ob-
jective is well achieved.,e shift and day off assignments are
also quite consistent with the nurse preferences. In the
optimal solution, there is only one nurse whose preferred-
shift deviation is up to 4. Other nurses’ shift preferences are
well satisfied. With the increased number of nurses, it may
be easier to proportionately distribute the workload. Solving
this problem scenario consumes only 5 seconds. ,e
computational performance of the proposed scheduling

approach is also tested using larger problem sizes. It is found
that the optimal solution with 50 nurses can be achieved
within 20 seconds.

4.3. Higher Demand for Experienced Nurses Scenario. ,is
scenario is created under the assumption that more expe-
rienced nurses are required on Monday and Tuesday
mornings due to the need to cope with a large number of

Table 4: Summary of deviations from the goals of the NSP model for the normal scenario.

Nurse i Actual total
shifts

G1: working shifts balancing G2: preferred shift assignments G3: score of preferred day off assignments
Total
shifts Si-

S
Target

%
Dev∗

Total preferred
shifts PSi-

PS
Target

%
Dev∗

Total preferred day
off scores PDi

- Pd
Target

%
Dev∗

1 24 23 1 24 0.3 20 0 20 4.3 12 0 12 5.7
2 20 24 0 24 4.1 17 3 20 11.3 10 2 12 11.9
3 20 23 1 24 0.3 18 2 20 6.1 11 1 12 3.1
4 20 23 1 24 0.3 16 4 20 16.6 11 1 12 3.1
5 24 22 2 24 4.6 18 2 20 6.1 11 1 12 3.1
6 23 23 1 24 0.3 20 0 20 4.3 11 1 12 3.1
7 21 23 1 24 0.3 18 2 20 6.1 11 1 12 3.1
8 22 23 1 24 0.3 20 0 20 4.3 11 1 12 3.1
9 24 24 0 24 4.1 20 0 20 4.3 12 0 12 5.7
10 20 24 0 24 4.1 20 0 20 4.3 12 0 12 5.7
11 20 22 2 24 4.6 20 0 20 4.3 12 0 12 5.7
12 24 23 1 24 0.3 19 1 20 0.9 10 2 12 11.9
13 20 23 1 24 0.3 20 0 20 4.3 12 0 12 5.7
14 20 23 1 24 0.3 20 0 20 4.3 12 0 12 5.7
15 24 24 0 24 4.1 20 0 20 4.3 12 0 12 5.7
16 24 22 2 24 4.6 20 0 20 4.3 12 0 12 5.7
17 24 23 1 24 0.3 20 0 20 4.3 11 1 12 3.1
Average 1.9 5.6 5.4
∗Dev� percent deviation from the average values.

Table 5: Summary of deviations from the goals of the NSP model for the extend capacity scenario.

Nurse i Actual total
shifts

G1: working shifts balancing G2: preferred shift assignments G3: score of preferred day off assignments
Total
shifts Si-

S
Target

%
Dev∗

Total preferred
shifts PSi-

PS
Target

%
Dev∗

Total preferred day
off scores PDi

- PD
Target

%
Dev∗

1 24 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
2 20 24 0 24 0.8 16 4 20 19.0 10 2 12 10.3
3 20 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
4 20 23 1 24 3.4 20 0 20 1.3 10 2 12 10.3
5 24 24 0 24 0.8 20 0 20 1.3 10 2 12 10.3
6 23 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
7 21 24 0 24 0.8 20 0 20 1.3 9 3 12 19.3
8 22 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
9 24 24 0 24 0.8 19 1 20 3.8 9 3 12 19.3
10 20 24 0 24 0.8 20 0 20 1.3 10 2 12 10.3
11 20 23 1 24 3.4 20 0 20 1.3 11 1 12 1.3
12 24 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
13 20 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
14 20 23 1 24 3.4 20 0 20 1.3 11 1 12 1.3
15 24 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
16 24 23 1 24 3.4 20 0 20 1.3 11 1 12 1.3
17 24 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
18 — 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
19 — 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
20 — 24 0 24 0.8 20 0 20 1.3 12 0 12 7.6
Average 1.3 2.3 8.4
∗Dev� percent deviation from the average value.
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patients. ,e number of experienced nurses required
during these peak-patient-demand shifts increases from 3
to 5. ,e model is solved again, and the results are sum-
marized in Table 6. Under this scenario, experienced nurses
are subject to more workloads. For most of them, their
number of working shifts reaches the maximum allowable
level. ,e ability to maximize nurse preference is now
restricted by the requirement for more experienced nurses
during peak time. When compared to all the previous
scenarios, the average values of percent deviation for all the
goals are higher. ,is is because experienced nurses can no
longer take leaves on Monday and Tuesday, and their day
off preference cannot be completely satisfied. However,
under this scenario, the proposed model still offers a better
working-shift balance, compared to the manual scheduling
results.

,e comparison of performance measures among the
manual schedule and optimal schedules is made.,e average
and standard deviation associated with each goal’s perfor-
mance measure are shown in Table 7. ,e optimal schedules
can be benchmarked against the manual schedule on the
aspect of working shift balance only. Before this study, the
scheduling of working shifts did not incorporate the pre-
ferred shifts and day off information.

,e proposed model outperforms the actual schedule in
terms of solution quality and execution time. For manual
scheduling, it usually required about 1 week to prepare a 1-
month schedule. Regarding the working shifts balancing
objective, even for the higher-demand scenario, the optimal
schedule yields a significantly lower standard deviation
suggesting that the model provides a more balanced
workload assignment than the manual scheduling. ,is
optimal schedule is also achieved in light of the preferred
shift and day off consideration.

5. Conclusions

,e nurse scheduling tool is essential in creating an efficient
nurse shift-rotation schedule. Manual scheduling is time-
consuming and prone to overlooking some of the desirable
scheduling characteristics. ,is study develops a nurse
scheduling tool that can proportionally assign shifts to
nurses while maximizing their individual preferences on
shift and day off. ,e scheduling outcomes are expected to
improve the nurse’s perception of fairness and job satis-
faction, which positively influences nurse retention. ,is
study contributes to the practicality aspect of the existing
NSP literature by illustrating how to formulate and solve a

Table 6: Summary of deviations from the goals of the NSP model for the scenario with busy days.

Nurse i Actual total
shifts

G1: working shifts balancing G2: preferred shift assignments G3: score of preferred day off assignments
Total
shifts Si-

S
Target

%
Dev∗

Total preferred
shifts PSi-

PS
Target

%
Dev∗

Total preferred day
off scores PDi

- PD
Target

%
Dev∗

1 24 22 2 24 4.6 20 0 20 6.3 12 0 12 23.6
2 20 24 0 24 4.1 19 1 20 0.9 9 3 12 7.3
3 20 24 0 24 4.1 19 1 20 0.9 4 5 12 58.8
4 20 24 0 24 4.1 17 3 20 9.7 4 5 12 58.8
5 24 24 0 24 4.1 19 1 20 0.9 12 0 12 23.6
6 23 24 0 24 4.1 17 3 20 9.7 10 4 12 3.0
7 21 24 0 24 4.1 20 0 20 6.3 12 0 12 23.6
8 22 24 0 24 4.1 19 1 20 0.9 10 2 12 3.0
9 24 24 0 24 4.1 20 0 20 6.3 6 9 12 38.2
10 20 23 1 24 0.3 20 0 20 6.3 7 2 12 27.9
11 20 22 2 24 4.6 20 0 20 6.3 11 1 12 13.3
12 24 22 2 24 4.6 15 5 20 20.3 12 0 12 23.6
13 20 22 2 24 4.6 16 4 20 15.0 12 0 12 23.6
14 20 23 1 24 0.3 19 1 20 0.9 11 1 12 13.3
15 24 22 2 24 4.6 20 0 20 6.3 12 1 12 23.6
16 24 22 2 24 4.6 20 0 20 6.3 10 1 12 3.0
17 24 22 2 24 4.6 20 0 20 6.3 11 0 12 13.3
Average 3.8 6.4 22.5
∗%Dev� percent deviation from the average value.

Table 7: Comparison among the manual and optimal nurse schedules.

G1: no. of working
shifts balancing

G2: no. of preferred
shift assignments

G3: score of preferred
day off assignments

Average STD Average STD Average STD
Manual 22 1.84 — — — —
Normal capacity 23.06 0.64 19.17 1.24 11.32 0.68
Extended capacity 23.8 0.4 19.75 0.89 11.15 1.06
Higher demand for experienced nurses 23.04 0.94 18.82 1.60 9.70 2.78
STD� standard deviation.
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job-satisfaction enhanced model based on an actual case
study. ,e collection of operational and preference data is
obtained via field and questionnaire surveys with the nurses
at the operating room department in a private hospital in
Pathum ,ani, ,ailand. ,e proposed model employs the
goal programming technique, enabling the consideration of
multiple goals: (1) minimizing the unbalanced workload, (2)
minimizing the unbalanced preferred shift, and (3) mini-
mizing the unbalanced preferred day off among the nurses.
,e three problem scenarios with slightly different problem
sizes are solved to optimality to show its performance based
on the solution quality and computational time.,e optimal
solutions obtained from the proposed approach show a
significant improvement compared to the manually made
schedule on the aspect of workload balance. ,e use of a
scheduling optimization approach also allows any change in
the operational and preference parameters to be made and
solving the new optimal schedules easily. On the job sat-
isfaction factor aspect, this study strengthens the existing
NSP literature by considering both workforce- and indi-
vidual-level preferences. ,e workload fairness is regarded
as the workforce-level desirable characteristics. ,e case
study research that simultaneously considers both prefer-
ence levels is limited.

,e proposed goal programming nurse scheduling
model should be able to assist the head nurse in assigning a
more balanced workload while maximizing nurses’ shift and
day off preferences. ,e proposed scheduling approach can
be modified in many ways when applying to other NSP. ,e
shift balancing objective can be modified to consider other
scheduling characteristics such as the heterogeneity of tasks,
nurse income, and the interrelation between nurses. ,e
hard constraints in the proposed model, such as the number
of nurses in each shift and the minimum and the maximum
numbers of working shifts per month, can be formulated as
soft constraints or goal equations to improve the scheduling
flexibility and the ability to fulfill management policy. ,e
proposed model is based on Microsoft Excel and can be
modified and implemented without additional software cost
and programming difficulty.

Future studies should engage more in the practical ap-
plication of the NSP approach. More NSP studies that in-
vestigate and incorporate the job satisfaction factors of nurses
and uncertainties based on the actual case study are needed.
According to the existing NSP literature, the differences in job
satisfaction factors from case to case can be observed. ,e
operational uncertainties such as patient demand and nurse
availability experienced in each case should be addressed with
the proper model formulation and solving approaches. ,e
lack of uncertainty consideration is one of the limitations of
the current study.,e fairness in workload and preferred shift
and day off assignments in this study is short-term, over just
28 days. In our future study, the scheduling approach should
be able to account for the historical scheduling outcomes to
generate the solution with long-term fairness.
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+e problem approached is regarding supplier selection in a wholesaler and retailer of the construction sector. +e current
approach used in the company analyzed for the supplier selection problem is unable to evaluate the many issues that the company
considers must be addressed.+us, the Flexible and Interactive Tradeoff (FITradeoff) ranking method was chosen to deal with this
problem. It seeks to elicit criteria weights in a decision problem, using partial information about the decision maker’s (DM’s)
preferences in order to choose the most attractive alternative, based on the ranking of the suppliers provided. Based on the Hasse
diagram developed when applying the method, the DM makes some observations regarding the suppliers’ positions in the
ranking. Bar graphics and radar graphics were also used and these enable the DM to evaluate each supplier better. It was perceived
that the method is applicable and well accepted by the DM. +e graphic part helps the DM in understanding the analysis of the
problem, offering no barriers to proceed with the tradeoff.+us, for this situation of selecting a supplier in a wholesaler and retailer
of the construction sector, the DM felt comfortable with the proposed approach using the FITradeoffmulticriteria rankingmethod
and with the results presented, and the proposed approach is shown to be adequate.

1. Introduction

+e process of selecting partner companies in the supply chain
is an important strategic factor in achieving maximum results
when using intercompany relationship management and
collaboration, but, prior to forming alliances with suppliers, it is
necessary to identify which of them are potentially beneficial.
Given a scenario where long-term relationships with partners
are established tomaximize company results, it is observed that
establishing the criteria and the way in which partners (sup-
pliers) are chosen are very important issues when constructing
supply chains and distribution channels, and, consequently, for
generating the advantages that can arise from closer rela-
tionships between buyers and suppliers.

+e supplier selection process is very important for
medium and small organizations since they have limited
resources and operational capacity. +erefore, by ensuring

that they select suitable suppliers, they can obtain more
significant gains for the business, thus increasing the per-
formance and profitability. It is usually the case that small-
and medium-sized companies only use a single criterion,
often the “price/cost,” to select and classify the type of re-
lationship they wish to have with suppliers, even though this
is only one of the components of the decision-making
problem. In contemporary supply chain management
(SCM), multiple criteria are used to evaluate potential
suppliers against a single cost factor [1]. Another important
issue for these companies is the weighting of selection
criteria, where the DM tends to assign the same degree of
importance to all the criteria or has difficulties under-
standing what factors are strategically important for the
business.

It is known that supplier selection is a multicriteria
decision-making/aiding (MCDM/A) problem that depends
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on a wide range of factors that involve both quantitative and
qualitative factors, such as quality, cost, capacity, delivery,
and technical potential [2–4]. MCDM/A problems consist of
decisions in which there are at least two alternative actions to
evaluate with regard to two or more attributes [5–7], which
is the situation in most supplier selection processes. +ese
decisions are made to meet multiple goals that often conflict
with each other. In order to support the decision-making
process in a multicriteria problem, multicriteria methods
that lead to solving the problem must be used. Many de-
cisions in business organizations are based on MCDM/A
approaches, which have been applied in many situations and
different contexts, such as in newsvendor problem [8],
maintenance strategy [9], portfolio selection of projects [10],
and risk analysis of hydrogen pipelines [11].

+e supplier selection process usually involves evalu-
ating suppliers in relation to a set of criteria previously
defined by the company, in which the supplier or suppliers
that best meet the criteria will be selected. In addition, there
must be a rigid process for evaluating the selected suppliers
in order to support the management of relationships in the
long term and to ensure productivity, profitability, and
success in achieving the objectives expected as a result of the
relationships between a company and its suppliers [12].
According to Araújo et al. [13], the quality of the suppliers
selected depends on the quality of the selection process.
+us, the types of criteria, the information level that is
required and available, the type of information (complete or
partial), the problematic approach (ranking, selection of one
supplier, or selection of a subgroup of suppliers), and other
factors must be considered when selecting the methodology
used for the supplier selection problem, since each criterion
is adequate for a set of specific conditions (Araújo et al. [3]).
Palha et al. [14] state that criteria used in the selection of
suppliers vary in relation to the priority given by the clients
as a result of a tradeoff process; also some of these criteria
could be subjective and probabilistic.

Many supplier selection multicriteria models have been
proposed in the management literature for dealing with
supplier selection problem [1, 15]. Nevertheless, when using
additive methods, establishing statements of indifference
between consequences, caused by the application of tradi-
tional methods, is a difficult task for some DMs, and they
may not be able to provide the necessary information [7]. In
addition, the process used to obtain the criteria weights by
traditional methods require a lot of time from the DM [15].
Considering this context, approaches that use partial in-
formation are required [16–18].

+us, given the supplier selection problem in a deter-
ministic context, this study aims to propose a multicriteria
model to support the supplier selection process in a com-
pany that is a retailer and wholesaler of waterproofing
products. +e model is based on the Flexible and Interactive
Tradeoff (FITradeoff) method for the ranking order problem
[17, 18]. It is worth mentioning that a multicriteria model for
a supplier selection in a food company using the FITradeoff
method for the choice problematic is already presented in
the literature [18]. +e main characteristic of this meth-
odology in relation to the traditional Tradeoff method [5] is

that FITradeoff works with partial information about the
DM’s preferences [16]. Besides, our study presents graphical
visualization analysis, which was drawn from a recent study
[19–21] that uses the neuroscience approach, to investigate
how DMs understand MCDM/A problems represented by
graphics. +is feature contributes mainly to how graphics
can be used to support the DM to tackle an MCDM/A
problem. It is a flexible tool that can improve a Decision
Support System (DSS).

+e paper is organized as follows: Section 2 contains a
brief literature review about supplier selection processes.
Section 3 describes how the FITradeoff method is used in
multicriteria decision problems. Section 4 presents the
proposed supplier selection model and its application in the
study company, and the last section contains the conclusions
of this study and makes suggestions for future lines of
research.

2. Supplier Selection Process

Supplier selection is one of the most critical activities of the
procurement process in a SCM because a wrong choice can
lead to the supply chain as a whole suffering loss, thus di-
rectly affecting the performance of the organizations in-
volved [13, 18]. In this context, suppliers should be selected
by using formalized methods that ensure that the selection
process is reviewed and evaluated and therefore the com-
pany’s decision-making process is more readily able to
choose the suppliers that best align with the company’s
objectives and supply chain [22].

According to Chen and Chao [12], the supplier selection
process is an important issue in SCM and there are two
important aspects to the supplier selection problem: (1)
setting the criteria for evaluating suppliers and (2) designing
the process or method of selecting suppliers. According to
Wibowo and Deng [23], supplier selection processes are
complex and challenging owing to DMs’ having diverse
opinions, to uncertainty and imprecision being present, and
to the cognitively demanding nature of the decision-making
process.

+is process has become increasingly complex due to
factors such as globalization and keeping pace with
exploiting how the Internet can be used, which has
broadened the range of potential alternatives to choose from.
However, this process needs to be agile to meet the needs of
companies and their clients, and there are some laws or
standards that require both transparency when activities are
being selected and compliance with new procedures. +is
leads to companies involving more agents (analysts, spe-
cialists, and DMs) in the selection process, who may have
divergent objectives [24].

Sarvestani et al. [25] emphasize that the problem of
supplier selection has attracted much attention in recent
years and is a class of problems that have been widely studied
by many researchers. Since there are usually several factors
that must be taken into account while selecting suppliers,
various multiple-criteria decision-making techniques have
been used to evaluate and rank suppliers to ease the selection
process [25].
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Ho et al. [1], De Boer et al. [26], and Chen [27] have
conducted extensive reviews of the literature onmulticriteria
decision-making methods used to support supplier selec-
tion. +ey highlighted the following approaches:

(i) Methods of mathematical programming: an ob-
jective mathematical function is developed for the
selection problem, where the solution is given by
maximization or minimization [27–30].

(ii) Multicriteria model: the DM evaluates a set of al-
ternatives in relation to several decision criteria
using a systematic method. Weighting methods are
commonly used. In this case, the DM assigns
subjective weights to each criterion and the overall
assessment is based on the sum of the performances
in the criteria of each supplier multiplied by the
weight of the criteria [31, 32]. +e AHP (analytic
hierarchy process) [33–35] and the ANP (analytic
network process) [36, 37] are other highlighted
methods.

(iii) Data envelopment analysis (DEA): the DM evalu-
ates the alternatives to the benefit criteria (outputs)
and the cost criteria (inputs). +e alternative is
chosen using the ratio of the weighted sum of its
outputs to the sum of its inputs [38–40].

(iv) Total cost of ownership (TCO): all measurable costs
incurred during the life cycle of the purchased item
are incorporated into how a supplier is chosen
[41–43].

(v) Fuzzy theory: linguistic values are expressed in fuzzy
numbers, which are used to evaluate and assign
weights to the criteria [44, 45].

(vi) Artificial intelligence: the decision problem is
modeled and solved by means of a computational
system [46–48].

+e models based on these methods aim to encompass
the maximum number of possible criteria and reduce the
subjectivity of the decision. De Boer et al. [26] argue that
factors such as the number of suppliers available, the im-
portance of the purchase and/or the relationship with the
supplier, and the existing amount of uncertainty determine
the most appropriate method to be used, depending on the
purchase characteristics (new purchase, modified rebuy,
straight rebuy, or strategic rebuy). It is observed that most of
the models combine more than one technique for struc-
turing and solving supplier selection problems [1, 27].

Another fundamental aspect is to establish the most
important criteria in a decision problem. Araújo et al. [13]
identified 21 different criteria applied to the supplier
selection problem in the recent literature. Ho et al. [1] also
identified from their review of the literature what the most
popular criteria were which DMs considered in order to
evaluate and select the most appropriate supplier. Hun-
dreds of criteria were proposed, among which the most
commonly chosen criterion is quality, followed by de-
livery, price/cost, manufacturing capability, service,
management, technology, research and development,

finance, flexibility, reputation, relationship, risk, safety,
and environmental impact. As can be seen, price/cost is
not the most widely adopted criterion. Ho et al. [1] further
state that the traditional single-criterion approach based
on lowest cost bidding is no longer sufficiently supportive
of or robust in contemporary SCM.

Araújo et al. [3] carried out an extensive literature review
on 119 papers, as to supplier selection models, which were
published between 1973 and 2015. +ey identified three key
points: (1) Many factors are usually considered when
selecting suppliers, as it is important for the process of
building decision-making models to consider several criteria
that aid finding solutions for supplier selection problems. (2)
Choosing adequate criteria for supplier selection depends on
the needs and priorities of the purchasing company; thus,
each model should be built according to that company’s
needs. (3) Criteria that evaluate the degree of a supplier’s
engagement are not often found in the literature, although
satisfying such criteria is essential to establishing good
partnerships.

Because each organization has its own strategic interests,
the decision problem needs to be structured within its
specific context. +us, by considering the DM’s rationality,
the ranking problem, and the need for a more flexible
method for setting the parameters, the supplier selection
problem in this study is built based on a multicriteria ad-
ditive aggregation approach, considering the FITradeoff
method, as presented in the following section.

3. FITradeoff Method

Flexible and Interactive Tradeoff (FITradeoff) [16] is a
method developed to elicit a criteria-scaling constant in the
context of Multiattribute Value +eory (MAVT) [5, 7]. In
the MAVT context, given a set of alternatives, the first al-
ternative in the ranking is the one that presents the highest
global value, as illustrated in equation (1), where ki is the
scaling constant for criterion i and vi(xi) is the marginal
value function in criterion i.

V(A) � 􏽘

n

i�1
kivi xi( 􏼁. (1)

In the FITradeoffmethod, the first step is the intracriteria
evaluation. After that, the ranking of scaling constants is
conducted. In this step, the decision-maker (DM) has to
order the scaling constants based on the range of conse-
quences presented in each criterion.+us, the first inequality
is generated, as illustrated in equation (2), where n is the
number of criteria. It is worth mentioning that the intra-
criteria evaluation and the ranking of scaling constants are
common steps in most methods in the MAVT context.

k1 > k2 > · · · > kn, (2)

and, after that, the elicitation process is conducted in the
FITradeoff method in order to reduce the scaling constant
space (or weight space). In the FITradeoff method, the exact
value of the criteria weights is not obtained. Instead of that, a
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weight space is obtained from the preferences expressed by
DM during the decision process.

In this context, in the elicitation process, the DMs have to
express their strict preferences for some comparisons of
consequences. +us, an intermediate value of consequence, in
the criterion which presents the highest value of scaling
constant (k1), is compared to the highest value of con-
sequence v2(x

upper
2 ) in the criterion associated with the adja-

cent scaling constant (k2). In the FITradeoff method, the
interval scale is applied; thus the best consequence in a criterion
presents value function equal to one, and the worse conse-
quence presented value functions equal to 0. +us, given the
situation in which the DM prefers to receive the best conse-
quence in Criterion 2 rather than an intermediate consequence
in Criterion 1, the inequality illustrated in equation (3) is
obtained. +erefore, after each comparison, an inequality is
also generated in order to represent the preference expressed by
the DM. It is worth mentioning that other consequences, that
is, in other criteria, are not compared since the comparison is in
pairs, following the scaling constant order.

k1v1 x
low
1􏼐 􏼑 ≤ k2. (3)

An important characteristic of the elicitation conducted in
the FITradeoffmethod is that the DM does not have to identify
the exact point of indifference between the consequences, as
required in the Tradeoff method [5]. In other words, the
FITradeoff elicitation process requires only strict preferences,
since this method uses concepts of partial information.
+erefore, it is considered an advantage of the FITradeoff
method, since identifying the exact point of indifference can
lead to 67% of inconsistencies in the results [7].

After each interactionwith theDM, the inequality obtained
is included in a linear programming problem (LPP). +us, the
LPPmodel is processed and the relation between alternatives is
updated. In other words, from this LPP model, the scaling
constant space is reduced, and some alternatives become
dominated from others, as described in [17]. +e LPP model is
illustrated by the system of equations (4)–(8), where A1 rep-
resents alternative 1 in the set of alternatives.

MaxDominance A1, A2( 􏼁 � 􏽘

n

i�1
kivi A1( 􏼁 − 􏽘

n

i�1
kivi A2( 􏼁,

s.t.,
(4)

k1 > k2 > . . . > kn, (5)

kivi x
low
i􏼐 􏼑 ≤ ki+1, (6)

kivi x
upper
i( 􏼁 ≥ ki+1, (7)

Σni�1ki � 1. (8)

In this context, the DM participates in the whole decision
process expressing his/her preferences and evaluating the partial
results. +erefore, the FITradeoff method is considered as an
interactive method.

+e FITradeoff method is implemented by a Decision
Support System (DSS), both for the choice problematic [16]
and for the ranking problematic [17]. +us, in the DSS, the
holistic evaluation can be conducted to assist the DM during
the decision process. Several types of visualization are
presented in the DSS, such as bar graphic, bubble graphic,
and radar graphic. In the FITradeoff DSS for ranking
problematic, the Hasse diagram is also presented to illustrate
partial rankings during the decision process.

+erefore, based on graphical visualizations, the DM can
define dominance relations between the alternatives in order
to reduce the decision process. For the choice problematic,
the DM can evaluate the Potentially Optimal Alternatives
(POAs), being the set of alternatives which remains in the
decision process. +us, if the DM wishes, he/she can select
the final alternative in the group and finalize the FITradeoff
process. On the other hand, for the ranking problematic, for
alternatives that are incomparable in the partial ranking and
can be evaluated in order to define the complete ranking, if
the DM wishes, he/she can define a dominance relation
between them, obtaining the complete ranking.

In this context, the FITradeoff presents another ad-
vantage compared to the traditional tradeoff method, which
is the flexibility provided by the holistic evaluation process.
+us, from the holistic evaluation, the decision process can
be concluded before the final alternative or the complete
ranking is obtained by the LPP model in the elicitation
process. +e FITradeoff DSS is available by request at http://
www.fitradeoff.org. Figure 1 illustrates the FITradeoff in-
teraction process.

4. Case Study

+e case study was carried out in a company that operates in
the retail and wholesale trading of waterproofing products
and services and that has been involved in the civil con-
struction market since 1989. +e company is located in the
northeast of Brazil, where it has wholesale units and retail
stores in two major cities in that region and distributes
products to four states.+e company stands out in its market
of selling waterproofing solutions, for which it aims to offer
quality solutions and to be unique in the market. In addition,
as one of its management pillars, the company guarantees to
search for and supply quality and innovative solutions in
waterproofing products in order to satisfy the specific needs
of its clients.+erefore, the company needs to have suppliers
that are aligned with its strategic objectives. In addition, the
supplier selection process should consider the main aspects
of service and commercialization that the company expects
from its suppliers so that it is better able to lead its market
because the excellence of its waterproofing solutions dif-
ferentiates it from its competitors.

+e process of selecting suppliers in the company is
carried out based on only two criteria: the cost of products
and commercial conditions. +is may involve the risk that
partnerships may no longer be realized or that partner-
ships may be entered into based solely on the financial
aspects. +is also jeopardizes the duration of relationships
in the supply chain of the company, since the market
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requires not only financially competitive products but also
other business features that clients value such as avail-
ability, reliable delivery time, product quality, produc-
tivity, minimizing losses, warranty, after-sales service, and
packaging.

Using this process, the company perceives that the se-
lected suppliers are not aligned with all the aspects that the
company aims to have with its business partners, thus
making it important for it to develop a “most appropriate
supplier” selection model.

4.1. Proposed Model for Supplier Selection. +e proposed
model, based on FITradeoff method, provides assistance to
the DM in relation to the process of selecting new suppliers,
with the objective of keeping the suppliers in line with the
company’s plans and objectives. +is will contribute to the
growth and development of business and its market share of
waterproofing products. +e DM is the director of the
company, a civil engineer, who leads the procurement,
commercial, and technical activities of the organization. +e
proposedmodel for supplier selection is presented in Figure 2.

+e steps of the model shown in Figure 2 are described in
detail in the following points.

4.1.1. Identify New Supplier(s). It refers to identifying new
suppliers or products to find new requirements or improve
the company’s current supply performance. Suppliers are
classified into homogeneous groups that supply similar
materials (stickers, additions, healing agents and release
agents, asphalt emulsions, grouts and special mortars, as-
phalt blankets, polymeric and elastomeric membranes,
auxiliary products, etc.) to facilitate the analysis of the
participation of each such group of products in the com-
pany’s results.

4.1.2. Classify the Supplier’s Product Mix. +e classification
will be based on the participation of each group of products
in the analysis of the contribution margin of the ABC curve
(a method for classifying materials, according to their cost,

based on the frequency of distribution and the Pareto
method) for the company’s revenue. +e supplier selection
process will be conducted according to the class of products
mix for a given group of materials: mix of class A products
(corresponds to 20% of the company’s products, accounting
for 80% of the company’s revenue), mix of class B products
(corresponds to 30% of the company’s products, accounting
for 15% of the company’s revenue), and mix of class C
products (corresponding to 50% of the company’s products,
accounting for 5% of the company’s revenue). Suppliers will
be classified in the product mix classes as follows:

(i) Class A suppliers have at least one item classified in
product group A

(ii) Class B suppliers have at least one item classified in
product group B and no items in class A

(iii) Class C suppliers do not have products classified in
classes A and B

+e proposed model was applied to the suppliers classified
with a product mix in class A (class A suppliers) for a specific
product group. +e company’s strategic suppliers are included
in this class, for which the company has an interest in
establishing long-term purchase agreements. In this first stage,
20 suppliers were classified and denominated as S1 to S20.

4.1.3. Prequalify Suppliers. A supplier prequalification
process was carried out to identify the suppliers that meet
the minimum requirements for submission to the multi-
criteria selection process. +is procedure is necessary to
reduce the risk of selecting an inadequate supplier. Criteria
used in the prequalification and selection of suppliers are
based on studies in [49–51]. +e criteria used in the pre-
qualification phase were chosen because they are aligned
with the company’s business, as shown in Table 1.

+e supplier must meet the minimum requirements for
each of these qualifying criteria according to its classification
(based on the product mix to be supplied) in order to qualify
for the supplier selection stage.

+e 20 selected suppliers were analyzed against the
prequalifying criteria, shown in Table 1, by means of ana-
lyzing the documents containing the information required
for each criterion evaluated. All 20 suppliers met the
minimum requirements and were thus accepted for the
supplier selection stage.

4.1.4. Select the Evaluation Criteria. Five criteria were se-
lected by the DM as the most important ones to be used for
evaluating the previously selected suppliers, aligned with the
expected results of the company. Table 2 presents these criteria.

+e evaluation matrix of the suppliers on these criteria is
presented in Table 3.

4.1.5. Apply the Multicriteria Method (FITradeoff Method)
and the Rank the Suppliers.

In order to solve the supplier selection problem, the
FITradeoff method for ranking problems was applied [17].

Intracriteria evaluation and
ranking of scaling constant

Elicitation
processFinalization

Holistic evaluation using
graphical visualizations

Has a final
solution been

found?

Would you like
to see partial

results?

Yes No

No

Yes

Figure 1: FITradeoff process.
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As discussed in Section 3, the first step is the intracriteria
evaluation, which is performed in the previous steps and the
outcome is Table 3. After that, it is conducted to ranking of
scaling constants. +us, according to the DM’s preferences,
the scaling constants concerning criteria C1, C4, and C5
hold the same position in the ranking, followed by the
scaling constant of Criterion C2, as well as concluding with
the scaling constant of the criterion C3, as illustrated in
equation (9).

kC1 � k C4 � k C5 > k C2 > k C3. (9)

After this step, a partial ranking was obtained, as illustrated
in Figure 3: the Hasse diagram. Based on this diagram, it was
possible to note that supplier S13 was already indicated as the
best solution, as it was still placed first in the ranking. In the
second and fourth positions, many alternatives were presented.
Despite using the Hasse diagram, many relations could be
identified; for example, S6 and S20 had equal performances in
position 2; S6 dominates S3, and S3 dominates S4. In this
context, in order to further complete the ranking, the elicitation
process should be conducted.

Hence, the elicitation step was carried out in order to
generate more inequalities and specify more relations be-
tween the alternatives. In this context, after the second
elicitation question in the DSS FITradeoff was answered, the
ranking was updated, and this led to the positions being
increased from four to seven. Moreover, after the fourth

elicitation question, the ranking presented nine positions.
+e second elicitation question corresponded to comparison
of a supplier which had 50% of performance in the criterion
Product Quality (named consequence A) versus conse-
quence B, a supplier that had 100% of performance in the
criterion Flexibility (named consequence B). Given this
pairwise comparison, the DM preferred consequence
B. Moreover, the fourth question compared a supplier which
had 100% of performance in the criterion Product Quality
versus a supplier that had 100% of performance in the
criterion Flexibility. For this other pairwise comparison, the
DM preferred consequence A (“100% of performance in the
criterion Product Quality”).

Figure 4 presents the ranking found after the second and
fourth questions. +e major differences occurred in the
middle of the ranking, specifically in position 3, where S4
dropped down to position 4, and in position 6, which was
split in two.Moreover, it was possible to observe that the first
and last alternatives had been defined; namely, S13 remained
in first position, S6 and S20 were tied in second position, and
S11 remained in last position.

Regarding the main proposition of this study, that is, to
generate the ranking of suppliers, further investigations in
positions three, seven, and eight might be conducted in
order to explore the dominance relations between these
alternatives and to generate a more detailed ranking. +us,
based on the Hasse diagram obtained after the fourth
question, as illustrated in Figure 5, some comments were

Table 1: Prequalifying criteria.

Criterion Description
Technical
capacity

Measured by validating that the technical documents in support of the content of the contract show that the supplier is
able to provide the materials and services proposed in the supply contract

Financial status
Measured by examining the company’s latest accounting returns and relating these to the supplier’s financial position
in order to be able to assess the potential of the supplier to maintain a long-term partnership under the trading

conditions to be negotiated
Infrastructure Measured by examining the documentary evidence of the industrial structure and service that the supplier will offer

Customer service
Measured by a company document that details the communication channels and telephone and electronic support,
which the supplier will offer to the company’s customers as the means by which their questions about use, problems,

warranty, reverse logistics, and other issues can be made and answered

1. Identify new
supplier(s)

2. Classify the
supplier’s product

mix

3. Prequalify
 suppliers

6. Rank
suppliers

Has the supplier
been approved
and selected?

Give the
supplier
feedback

7. Draw up and
agree supply

contract

No

Yes

4. Select the
evaluation criteria

5. Apply the
appropriate

multicriteria method

FITradeoff method

Figure 2: Proposed model for supplier selection.
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made: in the third position, the alternatives S14 and S17
dominated S19, which do not have a relation with S3 and
S15; besides, S3 and S15 were tied. Moreover, from evalu-
ating this diagram, it was observed that, in position seven, S2
dominates S16, and S12 dominates S16 and S7; and in

position eight S9 dominates S8 and S18 dominates S1.
+erefore, based on these observations, it could be con-
cluded that alternatives S3, S15, S14, and S17 present the best
performance in position three, S2 and S12 in position seven,
and S9 and S18 in position eight.

Table 2: Supplier selection criteria.

Criterion Description Scale Objective

Product quality
(C1)

Presentation of quality tests on the supplied product,
carried out internally and externally, and on the
suitability of the results for the specified quality

(1) Does not present internal or external quality
tests
(2) It features internal quality testing that does not
meet specifications
(3) Features in-house quality testing that meets
specifications
(4) Features external quality tests that meet
specifications
(5) Features internal and external quality tests that
meet specifications

Maximize

Flexibility (C2)
+is concerns commercial flexibility. Degree of
adaptation of the commercial conditions of the
products and services to the company’s needs

(1) Supplier offering a single commercial condition
(2) Supplier offering more than one fixed
commercial condition
(3) Supplier that negotiates with the client up to
50% of the commercial conditions
(4) Supplier that negotiates with the client from
50% to 90% of the commercial conditions
(5) Supplier that negotiates with the client 90% to
100% of the commercial conditions

Maximize

Relationship (C3) Degree of supplier relationship with company
strategy

(1) Supplier that only carries out commercially
related actions
(2) Supplier that only aligns prices to its customer’s
strategy
(3) Supplier that aligns prices and deadlines to its
customer’s strategy
(4) Supplier that aligns prices, terms, and
operations to its customer’s strategy
(5) Supplier that aligns prices, terms, operations,
information, and development of new products to
its customer’s strategy

Maximize

Time (C4) Time (t) between the sending of the order and the
invoicing and shipping of the purchase orders

(1) Supplier that has the delivery time until 5 days
(t≤ 5)
(2) Supplier that has the delivery time between 5
and 10 days (5< t≤ 10)
(3) Supplier that has the delivery time between 10
and 15 days (10< t≤ 15)
(4) Supplier that has the delivery time between 15
and 20 days (15< t≤ 20)
(5) Supplier that has the delivery time more than
20 days (t> 20)

Minimize

Contribution
margin (C5) % contribution of products to the company’s results

(1) Supplier that has the % contribution of products
(c) to the company’s results less than 20% (c≤ 20%
(2) Supplier that has the % contribution of products
(c) to the company’s results between 20% and 40%
(20%< c≤ 40%)
(3) Supplier that has the % contribution of products
(c) to the company’s results between 40% and 60%
(40%< c≤ 60%)
(4) Supplier that has the % contribution of products
(c) to the company’s results between 60% and 80%
(60%< c≤ 80%)
(5) Supplier that has the % contribution of products
(c) to the company’s results more than 80%.

Maximize
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In order to investigate these alternatives in more
depth, bar graphics and radar graphics were used. Bubble
graphics were not used since they did not perform well in
the evaluation of MCDM/A problems in a previous study

[20, 21]. In bar graphics, the height of the columns
represents the performance of alternatives in each crite-
rion and in radar graphics the criteria are presented at the

Table 3: Evaluation of the suppliers.

Suppliers C1 C2 C3 C4 C5
S1 3 5 3 4 1
S2 5 1 3 5 3
S3 4 4 5 2 4
S4 4 4 4 2 3
S5 3 4 4 2 3
S6 5 5 5 3 5
S7 3 5 5 4 2
S8 3 3 4 4 2
S9 3 4 4 5 3
S10 4 4 5 3 3
S11 3 2 3 5 3
S12 3 4 5 3 2
S13 5 5 5 2 4
S14 5 3 3 2 4
S15 4 4 5 2 4
S16 4 2 3 4 2
S17 5 4 4 3 4
S18 4 3 3 5 2
S19 5 3 3 3 4
S20 5 5 5 3 5

Position 1

Position 2

Position 3

Position 4

S13

S20S14S6

S17S15S3

S19S10S4

S5

S12S2

S16S7

S9S8S1 S18

S11

Figure 3: Hasse diagram after the step of rank ordering the criteria.

Figure 4: Rank order after second and fourth elicitation questions.
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S13
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S10

S5

S1

S11

S18
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Figure 5: Hasse diagram after the fourth elicitation question.
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vertices and the best performance is reached at these
extremities.

+us, the first pair of graphics (see Figure 6) was con-
structed to evaluate the alternatives in the third position, S3,
S14, S15, and S17. As alternatives S3 and S15 presented the
same performance, S15 was excluded to simplify the rep-
resentation. It is worth mentioning that these graphics
represent the evaluation of the suppliers (in Table 3), after
applying the interval scale.

Based on Figure 6, it could be observed that all the
alternatives presented the same performance in the last
criterion (contribution margin–C5), which was therefore
excluded in order to simplify the analysis. Based on the
minimum level of confidence needed to select the best
alternative in a bar graphic developed by [5], a bar graph
with three alternatives and five criteria presented 22% of
probability of success [19, 20]. However, a bar graph with
three alternatives and four criteria presented 57% of
probability of success [19, 20]. +us, based on these re-
sults, another bar graphic was constructed, as illustrated
in Figure 7.

In criteria that had highest scaling constants, Product
Quality (C1) and time (C4), alternative S14 presented the
highest performance, followed by alternatives S17 and S3,
respectively. In criterion flexibility (C2), alternatives S3
and S17 were tied, and, for C3 (relationship), alternative
S3 presented highest performance. Given the MAVT
context, in which trade-offs between the performance of
the alternatives and scaling constants should be evaluated,
the DM can observe that S14 presented a better perfor-
mance in the criteria with highest scaling constants;
however, it presented the lowest performance in criteria
C2 and C3, raising doubts over its superiority in the
supplier selection problem.

On the other hand, comparing S3 with S17, they were
equivalent in C1 (Product Quality) and C4 (time). +us,
considering only C2 (flexibility) and C3 (relationship), it
was possible to observe that S3 presented the highest
performance, supposing to be better than S17 in the
graphic. Now, from comparing S3 and S14, C4 can be
excluded, and S14 wins in C1 but presents high disad-
vantage in C2 and C3, raising doubts in the supplier
selection problem.

In order to reinforce the discussion, a radar graphic was
constructed to represent individually the performance of
each alternative in the problem, as illustrated in Figure 8.
Based on the radar graphic, the highest area covered is S3
followed by S17 and S14.+us, the DM can assume based on
the graphical evaluation that alternative S3 dominates S17,
and alternative S17 dominates S14.

A second pair of graphics (see Figure 9) was developed to
evaluate the alternatives in position seven, S2 and S12. Based
on these graphics, it was possible to identify S12 as the best
alternative. In Criterion C1, S2 presented the highest per-
formance, but S12 presented high performances in the other
criteria, excluding C5 in which the performances of those
were low. Given a situation in which the performances of
alternative S12 in the criteria C4 and C5 can be aggregated,
they become approximately equivalent to the performance

of S2 in Criterion C1.+us, it can be suggested that S12 is the
best alternative following the MAVT. Moreover, based on
the radar graphic, the area covered by S12 is higher than that
covered by S2.

+e last evaluation was developed for alternatives S9 and
S18 presented in position eight. Based on Figure 10 and
using compensatory rationality, alternative S18 presented
better performance than S9 only in criterion C1, and it is
equivalent to the performance of S9 in criterion C4.
+erefore, it was possible to suggest that alternative S9 is
better than S18 in the problem.

+erefore, based on the graphical visualization (see
Figures 6–10), the ranking can be updated by the holistic
evaluation process. Also, as highlighted in the FITradeoff
section, if the DM desires, he/she can stop the process at
any point and obtain the final partial or complete ranking.

For this study, we identify that the order of the alter-
natives placed in the first 10 positions of the ranking is
considered sufficient for the DM. +erefore, at this point of
the decision process, the DM decided to stop the process and
considered the partial ranking obtained using the elicitation
process and the holistic evaluation, namely, S13, S6 � S20; S3
� S15, S17, S14, S19, S4, S10, S5, and S12. Also, the scaling
constant space obtained from the LPP model (in the system
of equations (4)–(8)), following the preferences expressed by
the DM during the FITradeoff process, presented the highest
value of scaling constant for criteria C1, C4, and C5, with a
value between 0.2 and 0.24; Criterion C2 presented scaling
constant value between 0.13 and 0.2; and the criterion C3
presented scaling constant value between 0 and 0.09, as
shown in Figure 11. Unlike the Tradeoff method, the
FITradeoff method generates a scaling constant space in-
stead of the exact value of the scaling constants. Also, if the
DM has provided different preferences for the pairwise
comparisons, the scaling constant space would be different,
since the LPP model would present different inequalities to
accommodate these preferences expressed.

Unlike the Tradeoff method, the FITradeoff method
generates a scaling constant space instead of the exact
value of the scaling constants. +us, for the problem under
study, based on the preferences expressed by the DM, the
first three criteria present the highest values of scaling
constant, varying between approximately 0.24 and 0.29. If
the DM expresses different preferences in the process, the
space would be different to accommodate the preferences
expressed.

4.1.6. Establish Supply Contract. After applying the selection
model and obtaining a ranking of the suppliers, the DM
should analyze whether or not to approve the supplier.+us,
if the supplier is approved, it is recommended that a supply
contract be drawn up.

4.2.Discussion. On applying the proposed supplier selection
model, the importance of the supplier selection tool became
evident.+e FITradeoffmethod assists the DM in solving the
problem based on a structured Linear Programming Pro-
gram (LPP) model instead of following the DM’s empirical
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Figure 6: Graphics to evaluate alternatives in position three.
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knowledge about the situation faced.+erefore, the selection
and approval of suppliers will be more judicious, which will
generate greater confidence in the selection.

Some studies were developed regarding the theme supplier
selection, as presented before.+e study of Palha et al. [14] also
presented a holistic model; nevertheless, the focus of their study
was not a selection model but a categorization of services to be
supplied in the civil construction. Araújo et al. [13] proposed a
MCDM/A model for ranking suppliers in the food industry.
Nevertheless, in their problem they had a group of decision-
makers involved in the selection process, being necessary to use
a multicriteria method for group decision. A study using the
FITradeoff method for a choice problem for supplier selection
in a food manufacturer has already been developed [18].
Nevertheless, it had only five alternatives, presenting a typical
case of a choice problematic.

In our study, although we use the same method, it is
applied to a ranking problem which is a more robust
problematic since this leads the DM to have more infor-
mation than the choice problematic provides. +e actual
problem involved 20 alternatives, which shows that this is a
complex MCDM/A problem with a large number of con-
sequences for the DM evaluate.+e problem is in the context
of a waterproofing company, and the ranking was obtained
enabling the DM to assess the alternatives placed in the first
position of the ranking in order to assist the decision about
which one was to be selected. Our study presented graphical
visualization analysis, which contributes to supporting the
DM during anMCDM/A problem. Also, these visualizations
are a flexible tool which can improve the FITradeoff DSS.

+us, the proposed model is an important managerial tool
because it reveals what suppliers are themost suitable due to the
fact that they meet the company’s selection criteria. +erefore,
FITradeoff proved to be a flexible and efficient method for the
supplier selection problem, in which companiesmust define the
direction and frequency of this process, depending on the type
of alliance to be formed with their suppliers.

5. Conclusions

+is study sought to propose a supplier selection model
for a wholesaler and retailer of the construction sector, in
order to assist the DM in the process of selecting new
suppliers, with the objective of keeping the products and
suppliers in line with the company’s strategic plans and
objectives. +is process is crucial to the competitiveness

and sustainability of the company’s business and its
supply chain as a whole.

+is paper has demonstrated that, in a supplier se-
lection process, several important criteria that are aligned
with the strategic interests of the company must be in-
cluded in the problem of deciding on the best supplier(s).
+us, the supplier selection process is a multicriteria
decision problem. Several multicriteria decision models
have been proposed in the literature to elicit DMs’
preferences in supplier selection problems. However,
traditional compensatory methods have become tiring,
tedious, and difficult for DMs and have led to many in-
consistencies when evaluating alternatives as they con-
sistently fail to meet DMs’ preferences, leading to DMs
abandoning the methodologies or to the results having no
credibility [16–18].

In order to overcome these problems of inconsistencies
in the evaluation of alternatives, interactive decision models
can lead to less inconsistency in the results by working with
partial information on DMs’ preferences. Providing partial
information requires less effort from the DM during the
elicitation process. +e FITradeoff method used in this study
is for ranking problems and uses tradeoff judgments pro-
vided by DM for an easier decision-making process. Elici-
tation is conducted interactively with the DM using a DSS,
which provides graphical visualization to assist the DM in
the analysis of preliminary results. Some DMs would like to
use the graphical visualization and others do not. However,
in a general way, the graphics are presented in the DSS to
assist the DMs.

+is study contributes to the empirical research on the
applicability of the FITradeoff method to solve a supplier se-
lection problem in the retail and wholesale sector, considering
the ranking problematic.+us, this study can demonstrate that
the FITradeoff method can be applied to aid the DM in solving
a supplier ranking problem in a more flexible way. Using a
questionnaire applied through FITradeoff DSS, fewer and
easier questions could be answered by the DM, providing
graphs that facilitated the process of analyzing the ranking
position of suppliers. Data visualization also supported the DM
to understand and make his decision process faster and more
reliable, considering the aspects that the company judged
important to be approached.

One limitation of this study may be the analyst’s lack of
skill and knowledge in the interpretation of the data to guide
the DM, in which neuroscience studies can be used to
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support the advising process performed by the analyst
[19–21].

As a suggestion for future studies, it could be to identify
standard criteria for selecting suppliers in companies in the
same segment as the company in this study and to analyze
how the proposed model would behave for companies in the
same segment where the decision is made by a group of
DMs.
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[3] M. C. B. de Araújo, L. H. Alencar, and C.M. deMirandaMota,
“Project procurement management: a structured literature
review,” International Journal of Project Management, vol. 35,
no. 3, pp. 353–377, 2017.

[4] W. Xia and Z.Wu, “Supplier selection withmultiple criteria in
volume discount environments,” Omega, vol. 35, no. 5,
pp. 494–504, 2007.

[5] R. L. Keeney and H. Raiffa, Decisions with Multiple Objectives:
Preferences, and Value Tradeoffs, Wiley, New York, NY, USA,
1976.

[6] A. T. de Almeida, C. A. V. Cavalcante, M. H. Alencar,
R. J. Ferreira, A. T. Almeida-Filho, and T. V. Garcez,
“Multicriteria and multiobjective models for risk, reliability
and maintenance decision analysis,” International Series in
Operations Research & Management Science, vol. 231, 2015.

[7] V. Belton and T. Stewart, Multiple Criteria Decision Analysis:
An Integrated Approach, Kluwer Academic Publishers,
Dordrecht, USA, 2002.

[8] A. J. Brito and A. T. de Almeida, “Modeling a multi-attribute
utility newsvendor with partial backlogging,” European
Journal of Operational Research, vol. 220, no. 3, p. 820, 2012.

[9] A. T. de Almeida and F. M. Campello de Souza, “Decision
theory in maintenance strategy for a 2-unit redundant
standby system,” IEEE Transactions on Reliability, vol. 42,
no. 3, p. 401, 1993.

[10] A. T. de Almeida and R. Vetschera, “A note on scale trans-
formations in the PROMETHEE V method,” European
Journal of Operational Research, vol. 219, no. 1, p. 198, 2012.

[11] P. H. C. Lins and A. T. de Almeida, “Multidimensional risk
analysis of hydrogen pipelines,” International Journal of
Hydrogen Energy, vol. 37, no. 18, p. 13545, 2012.

[12] Y.-H. Chen and R.-J. Chao, “Supplier selection using con-
sistent fuzzy preference relations,” Expert Systems with Ap-
plications, vol. 39, no. 3, pp. 3233–3240, 2012.
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In model-based system engineering (MBSE), reuse of existing models in the development of a new system can be advantageous.
Automatic assignment of existing models to each design task within a design task set has been proven to be feasible. However,
while several studies have discussed the significance of models in MBSE and methodologies for models reuse, solving the model
reusability problem through a model assignment method has not been discussed. Additionally, a significant challenge in model
assignment is to address the conflict between the maximization of the model value summations, which are yielded by assigning the
models to a design task set, and the minimization of the execution cycle of the task set. .is study (a) proposes a design-task-
oriented model assignment method that establishes a multiobjective model, based on a model assignment integration framework,
and (b) designs a differential-evolution-combined adaptive nondominated sorting genetic algorithm-II to provide an optimal
tradeoff between maximizing the total model values and minimizing the execution cycle of the task set. By comparing the
performance of the algorithm in resolving the assignment of models to a design task set with those of two conventional algorithms
in a phased-array radar development project, the algorithm’s performance and promotion of system development are verified to
be superior..e newmethod can be applied for developingmodel scheduling software forMBSE-compliant product development
projects to improve using effects of the models and development cycle.

1. Introduction

Considering the increasingly sophisticated customer de-
mands and the growing requirements for increased product
development capabilities—given that products are more
integrated and intelligent in various industries, including
aviation and space—the traditional product development
mode is no longer satisfactory [1]. Model-based system
engineering (MBSE) accomplishes the development of
complex products with a new mode and is capable of
forecasting product behaviors, thereby improving the pro-
ductivity of the product development process. Arguably, the
developments of aviation and space systems, which are
regarded as the most complex cyber-physical systems (CPSs)
in the industry [2], have adopted the MBSE approach to
facilitate the implementation of all the phases of the product
lifecycle [3–8]. .e widespread use of MBSE has tended to

shift emphasis from data management to model manage-
ment throughout the entire product’s lifecycle [9].

MBSE is the formalized application of modeling used to
support system requirements, design, analysis, and verifi-
cation and validation activities, beginning with the con-
ceptual design phase and continuing throughout the
development and later lifecycle phases [10]. .e output of
the MBSE activities is a coherent model of the system (i.e.,
system model), whereby the emphasis is placed on the
evolution and the refinement of the model using model-
based methods and tools [11]..erefore, the model plays the
most important role in each stage of the product’s lifecycle.

In the concept and design phases, a shared systemmodel
is needed to support the exchange of information across
various aspects. Accordingly, this systemmodel serves as the
core model of the system to provide information and
maintain consistency with domain-specific models. For
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example, the Space SystemsWorking Group of International
Council on Systems Engineering developed the CubeSat
reference model for mission-specific CubeSat teams [6]. .e
German Aerospace Center presented the conceptual data
model as an abstraction of domain-specific models [5]. In
the development of mechatronic systems, Barbieri et al. used
the conceptual model as the information source for domain-
specific models of every functional module [12]. Researchers
from nine leading Chinese academic and industrial insti-
tutions have gathered to discuss the definition and appli-
cation of MBSE-compliant product meta-models [9].

MBSE has also found application in the early tender
phases of complex CPS development, wherein the complex
CPS customer can use the MBSE approach to generate a
model-based request for tenders and pass it on to the
supplier who can use the model to perform system devel-
opment. Australia’s Defense Science and Technology Or-
ganization pioneered the adoption of a whole-of-system
analytical framework for information transfer across the
contractual interface [8]..e integrated designmethodology
proposed in [12] also demonstrated that the MBSE approach
can be used to fulfill stakeholder requirements by adopting
them in the system requirements. In addition to the above
stages, MBSE can also be used as an effective method for
product manufacturing system planning in the
manufacturing phase [13, 14].

At a higher level, a model-based system analysis
framework is needed to provide the capability to access,
integrate, and transform disparate data into actionable in-
formation for the design and analysis of complex systems.
.e United States (U.S.) Air Force (AF) established the
digital thread initiative [3, 15] that generates an engineering
analytical framework based on an authoritative digital
surrogate representation throughout the entire product’s
lifecycle.

.emost commonly usedmodeling language inMBSE is
the system modeling language (SysML), a general-purpose
graphical modeling language that supports analysis, speci-
fication, design, verification, and validation of complex
systems [11, 16], and has been adopted by many MBSE
projects [1, 9, 12, 13, 17]. Despite the fact that it is accepted
by the Object Management Organization as a standard
modeling language, SysML is not easy to adapt for system
engineers who have not been exposed to object-oriented
concepts because, like the unified modeling language
(UML), it emphasizes familiarity with these concepts. For
ease of use, organizations have developed some modeling
languages, including the modeling and analysis of real-time
embedded (MARTE) systems [18], architecture analysis and
design language (AADL) [2], domain-specific modeling
language (DSML) [19], and others. Based on these languages,
some powerful MBSE platforms and tools have been de-
veloped. For example, .ales’ ARCADIA™ and Capella™
workbench [20, 21] support requirement analyses and
system design in the areas of transportation, aviation, space,
and radars, while Tucson Embedded Systems’ AWESUM™
tool suite supports the U.S. Army’s joint common archi-
tecture project [2]. In addition, the U.S. Department of

Defense’s high-performance computing modernization
program has developed a computational research engi-
neering acquisition tools environment for air vehicles [3]
and realized the digital thread of the U.S. AF.

With the increasing application of the MBSE approach
in the industry, numerous models built using various
modeling languages have been stored by various orga-
nizations adopting MBSE. However, the models are often
not reused effectively. When faced with a new develop-
ment project, the development teams often create new
models, rather than reusing the existing models available
within each discipline. .is repetition of work amounts to
an unnecessary expenditure of cost and time for the
project. To reuse existing models, appropriate models
should be identified and assigned to each of the design
tasks in the development project. While literature on
model reuse has described approaches for applying de-
velopment environments [22], ontologies [23], and model
repositories [24, 25], no previous studies have discussed
model assignments. .erefore, this study focuses on the
establishment of a design-task-oriented model assign-
ment method to support model reuse in MBSE. .e study
includes the following main components.

(i) An integration framework capable of assigning the
models in the repository to the design task set is
established. In existing MBSE approaches, simply
integrating the tools into the product lifecycle de-
velopment environment [2, 3] does not enable
model reuse because it does not consider how the
stored models are assigned to the design tasks of the
project. .e framework proposes an optimization
scheme for matching the models and the design
tasks to support the needs of the MBSE platform
and tools for models reuse.

(ii) .e value of each model for a design task is
quantified..is captures the suitability of the model
for the task. .e literature regarding model man-
agement in MBSE and software engineering has
focused on model management platform [26],
model repository building methods [27], and so on,
but has not provided a method for the evaluation of
model value for the task. .is study applies an
advantage-number-based analytical technique to
evaluate the models to be assigned from the per-
spective of value and, accordingly, preferentially
filters the models to establish a design-task-oriented
preferred model set.

(iii) A mathematics model for design-task-oriented
model assignment and an optimization algorithm
are proposed. .is study suggests a multiobjective
model of design-task-oriented model assignments
to minimize the task set execution cycle and
maximize the actual value summation of the
models. Additionally, to solve the proposed mul-
tiobjective model, the study has designed a differ-
ential-evolution-combined adaptive nondominated
sorting genetic algorithm-II (DA-NSGA-II).
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Finally, based on a case study, the new algorithm is
proven to have better performance and promotion
of system development than the traditional non-
dominated sorting genetic algorithm-II (NSGA-II)
and particle swarm optimization (PSO).

.e rest of this paper is organized as follows. .e second
section describes a design-task-oriented model assignment
integration framework. In the third section, a multiobjective
model of model assignment is established according to the
quantification of model value. .e fourth section proposes
an improved NSGA-II to solve the multiobjective model. A
case study based on a phased-array radar development
project is discussed in the fifth section. Finally, the sixth
section focuses on the study’s conclusion and the potential
avenues for future work.

2. Design-Task-Oriented Model Assignment
Integration Framework

In the field of MBSE, model reuse is able to improve the
efficiency and reduce the cost of system development. It is a
feasible method to assign the existing models to the tasks
within a design task set under the condition of discipline
matching between the models and the tasks. Using the
method, a suitable model is selected for each task according
to the model value for a design task and the execution cycle
of the task set following the assignment of the models to the
task.

Owing to the different properties of the model for
different tasks, such as integrality and reliability, the same
model would yield different values when applied to var-
ious tasks. A model is considered to yield a high value if it
can improve the execution effect of a task that it is
assigned to. By contrast, the same model is considered to
yield low value if it would worsen the execution effect of
another task that it is assigned to. In general, model as-
signment attempts to achieve the highest possible sum-
mation of the models’ actual values once the models are
assigned to the tasks.

In addition, the execution cycle of a single task is
different when different models are applied. For a given
task set restricted by the temporal relation of the tasks, the
applied model assignment strategy determines the exe-
cution cycle of the task set. .us, to complete the task set
as soon as possible, another objective of the model as-
signment is the minimization of the task set execution
cycle.

For a simple system, the existing models can be manually
assigned to each task in the design task set with ease. However,
when the developed system is relatively complex, the model
values for a task cannot be directlymeasured due to the complex
model properties and wide task ranges. .us, it is difficult to
directly compare the values of a set of models for a particular
task. Moreover, in the development of a complex system, a
single model assignment scheme cannot simultaneously satisfy
the requirements of maximizing the total model value and
minimizing the task set execution cycle. .e model assignment
solutionsmust be optimized to determine the optimum scheme.

However, the optimization cannot be performed by a human
due to the large number of models and tasks in a complex
system.

Consequently, a framework for model assignment
integration must be established in the field of MBSE in
order to quantitatively evaluate the model values and
perform an optimal tradeoff between the maximization
of the total model values and the minimization of the
execution cycle. By doing so, an optimum solution is
obtained allowing the assignment of models to the design
task set. .e current study establishes a design-task-
oriented model assignment integration framework, as
presented in Figure 1. .e key features of the framework
are as follows.

(i) A model repository needs to be defined, and the
existing models of previous projects should be saved
in the repository.

(ii) .e design task set is derived from task planning.
(iii) .e values of the models from the model repository,

with respect to the design tasks, are evaluated
quantitatively. Next, a preferred model set is gen-
erated after an optimal selection of models based on
the quantitative values of the models.

(iv) According to the preferred model set value and
cycle matrices concerning the design task set, a
multiobjective model that relates the maximization
of the models’ actual value summation and the
minimization of the task set execution cycle is
established.

(v) .e model assignment scheme is obtained by a
multiobjective optimization algorithm.

3. Modeling of Design-Task-Oriented
Multiobjective Model Assignment

3.1. Calculation of Model’s Actual Value for Task. Based on
the model assignment integration framework, models are
selected from the model repository..is process involves the
calculation of the actual values of different models for each
of the specified tasks.

.e given development project applies the mode of
MBSE assuming that the task set T � T1, T2, · · · , Tn􏼈 􏼉 has n
models. Additionally, the model repository related to the
task set has l models, with M � M1, M2, · · · , Ml􏼈 􏼉 as the
model set and S � s1, s2, · · · , sk􏼈 􏼉 as set of the models’
attributes.

Definition 1. .e value of the model Mi for task Tj is vij.

vij � 􏽘
k

g�1
wgc

i
j sg􏼐 􏼑, (1)

where g � 1, 2, · · · , k, i � 1, 2, · · · , l, j � 1, 2, · · · , n, wg is the
weight of the model’s attribute, and ci

j(sg), which is
expressed by the five-demarcation method as 1, 3, 5, 7, 9{ }, is
the value of the attribute sg of modelMi after it is assigned to
task Tj.
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Here, the model’s attribute weight wg is determined
using a method based on the significance of the Pawlak
attribute in the decision table according to rough set theory
[28]. To list the model values of the decision table, select the
original assessment data of l′ models from the model

repository as the universe of discourseU, condition attribute
set S as the set of model attributes s1, s2, · · · , sk􏼈 􏼉, formulate
the decision attribute setD as the set of model values v{ }, and
assign the field value according to {high, middle, low}. .e
decision table is thus obtained.

Cycle matrix

Value matrix

Task set

Save the models in the repository

Value optimal selection

Object 1
the minimization of
the execution cycle

Object 2
the maximization of

the total value

Multiobjective optimization algorithm

Model assignment scheme

Multiobjective model

Define a model repositoryCreate the models

…

Preferred model set

Model reuse

v11 v12 v1n...
v21 v22 v2n...
... ... ......
vm1 vm2 vmn...

d11 d12 d1n...
d21 d22 d2n...
... ... ......
dm1 dm2 dmn...

Figure 1: Design-task-oriented model assignment integration framework.
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.e significance of model attribute sg in Table 1 varies
with decision attribute v. In order to determine the sig-
nificance, we investigate how the decision table classification
varies with the removal of the model attribute from the
decision table. Generally, if model attribute sg is deleted
from condition attribute set S, then the impact of deleting sg

on the classification ability of S relative to decision attribute v

increases with the value of cIND(S)(v) − cIND(S−sg)(v),
namely, sg becomes more significant for S relative to de-
cision attribute v.

Definition 2. .e significance of the model attribute sg for
the condition attribute set S relative to the decision attribute
v is formulated as

sig sg, S; v􏼐 􏼑 � cIND(S)(v) − cIND S−sg( 􏼁
(v)

�

pos(S)(v)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − pos
S−sg( 􏼁

(v)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

|U|
, g � 1, 2, · · · , k,

(2)

where cIND(S)(v) is the approximation quality of v by S,
cIND(S−sg)(v) is the approximation quality of v by S− sg,
pos(S)(v) is the S- positive region of v, and pos(S−sg)(v) is the
(S− sg)- positive region of v.

.erefore, the weight of the model attribute sg is ob-
tained as follows:

wg �
sig sg, S; v􏼐 􏼑

􏽘
k

g�1sig sg, S; v􏼐 􏼑
. (3)

3.2. Model Selection Based on Advantage Number Analysis.
To improve the development efficiency, an optimal selection
must be conducted before the model assignment to filter out
parts of the preferredmodels for specific tasks, given that not
all the models would be applied in all the tasks. In this case,
the model selection uses an approach based on advantage
number analysis.

According to Definition 1, the values of the l models
M1, M2, · · ·, Ml, for task Tj provide the value vector
Vj � (v1j, v2j, · · · , vlj)

T. Set the highest value component of
Vj as the ordinal number one, the second-highest value
component as the ordinal number two, and so on. Further,
Vj can be converted in the ordinal number vector Rj �

(r1j, r2j, · · · , rlj)
T of the values of l models for task Tj,

whereby rij (i � 1, 2, · · ·, l) denotes the order of modelMi in
the model value list for task Tj.

Correspondingly, in the task set, n tasks produce n
ordinal number vectors, and all the ordinal number vectors
would constitute a model value ordinal number matrix with
l× n dimensions.

R �

r11 r12 · · · r1n

r21 r22 · · · r2n

· · · · · · · · · · · ·

rl1 rl2 · · · rln

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

Based on the advantage number analysis method, the
respective advantage number of each element in matrix R
would be

aij � l + 1 − rij. (5)

.e ordinal number rij can be converted to an advantage
number aij. Apparently, a lower ordinal number generates a
higher model value on the specific task and a bigger ad-
vantage number..erefore, the model value ordinal number
matrix can be converted to a model value advantage number
matrix.

A �

a11 a12 · · · a1n

a21 a22 · · · a2n

· · · · · · · · · · · ·

al1 al2 · · · aln

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

By summing up all the advantage numbers on each line
inA, the advantage number summation of the specificmodel
corresponding to the line is obtained.

Ai � 􏽘
n

j�1
aij, i � 1, 2, . . . , l. (7)

Upon selection of a proper threshold λ, all the Ai ≥ λ
models are the assignable models selected from the
model repository. Assuming that the number of the
selected models is m, the value matrix of m selected
models for n tasks of the task set can form an m × n
dimensional matrix.

V �

v11 v12 · · · v1n

v21 v22 · · · v2n

· · · · · · · · · · · ·

vm1 vm2 · · · vmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

3.3. Establishment of a Multiobjective Model of Model
Assignment. Without considering possible constraints on
resources, the problem associated with the design-task-
oriented model assignment in MBSE involves n tasks
within a development project that applies an MBSE

Table 1: Decision table of model values.

Universe of discourse U
Model attributes Value

s1 s2 · · · sk v

1 Middle Low · · · High Low
2 Middle High · · · Middle Middle
· · · · · · · · · · · · · · · · · ·

l′ Low High · · · High High
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mode. Precedence relations exist between some of the
tasks that prohibit the onset of the task Tj (j � 2, 3, · · ·, n)
before all of its precedence tasks Th (h ∈Pj) are com-
pleted. Secondly, the model repository involves m se-
lected models for all the specified tasks. Task Tj (j � 1, 2,
· · ·, n) has to choose one of the selected models to be
performed, and the model cannot be ceased or changed
to another model form during the task once the model is
assigned selectively. .e actual value of model Mi is
different after it has been assigned to different tasks.
Meanwhile, for task Tj, the cycle varies depending on the
application of different models. .us, the cycle matrix of

m selected models for n tasks in the task set can be
expressed as

D �

d11 d12 · · · d1n

d21 d22 · · · d2n

· · · · · · · · · · · ·

dm1 dm2 · · · dmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

.e model assignment must meet the two objectives,
namely, the minimization of the task set execution cycle and
the maximization of the models’ actual value summation.

A decision variable can be introduced as

xijt �
1, modelMi is assigned to taskTj and taskTj is accomplished at phase t,

0, others.
􏼨 (10)

.us, the design-task-oriented model assignment in
MBSE is presented as a multiobjective model according to

minFn � 􏽘
m

i�1
􏽘

LFn

t�EFn

t · xijt, (11)

maxV � 􏽘
m

i�1
􏽘

n

j�1
xijtvij, (12)

such that

􏽘

m

i�1
􏽘

LFj

t�EFj

xijt � 1, j � 1, 2, · · · , n, (13)

􏽘

m

i�1
􏽘

LFh

t�EFh

t · xiht ≤ 􏽘
m

i�1
􏽘

LFj

t�EFj

t − dij􏼐 􏼑xijt,

j � 2, 3, · · · , n; h ∈ Pj,

(14)

xijt ∈ 0, 1{ }, i � 1, 2, · · · , m; j � 1, 2, · · · , n;

t � EFj, · · · , LFj.

(15)

Equations (11) and (12) are objective functions that,
respectively, denote the minimization of the task set ex-
ecution cycle and the maximization of the models’ actual
value summation (after the models are assigned to the
tasks). Equation (13) indicates that each task requires only
a single model and can be executed only once. Equation
(14) indicates that task Tj can only be started if all the
precedence tasks Th are accomplished. Equation (15)
defines the range of values of the variable. Correspond-
ingly, a solution of the multiobjective model is achieved
after the determination of each model’s assignment
manner and each task’s completion time Fj.

4. Algorithm for the Solution of the
Multiobjective Model Assignment

.e design-task-oriented model assignment problem is a
multiobjective optimization problem. Many optimization
algorithms have been developed to solve the optimization
problem [29, 30], such as NSGA-II presented by Deb et al.
[31, 32] and PSO developed by Kennedy and Eberhart [33].
.e algorithm was proved to be superior to other evolu-
tionary algorithms regarding the overall fitness [34]. In
MBSE projects, the algorithm was applied to aviation [15],
space [7, 35], software [36], andmanufacturing [37]. In these
applications, the researchers of NSGA-II achieved
improvements.

.is study introduces the DA-NSGA-II algorithm to
solve the proposed design-task-oriented model assignment.
.e algorithm framework is shown in Figure 2 and the
operating procedures are described below:

Procedure 1: establishment of the initial population.
.e codes of the chromosomes are generated based on
the different task assignment manners of each selected
model. .e code length equals the task quantity n, and
the code bits denote the corresponding tasks. .e value
range of each code bit ranges from 1 to m, while the
actual value is decided by the model code that is being
assigned to the specific task represented by code bits.
According to the coding rule, the initial population is
obtained to utilize the individuals that are randomly
generated according to the population size to meet the
constraints.
Procedure 2: the first fast nondominated sorting. Upon
the calculation of each individual’s execution cycle of the
task set and the actual value summation of themodels, the
fitness values of the individuals are obtained. Each in-
dividual’s ordinal number and crowding distance are then
obtained by fast sorting the individuals in a non-
domination manner based on the fitness value.

6 Mathematical Problems in Engineering



Procedure 3: crossover andmutation. Consider some of
the individuals selected via tournament selection as
parents. First, the children with an equal number of the
parents are achieved with precedence operation
crossover (POX) and neighborhood mutation. To in-
crease the diversity of the children, a differential evo-
lution (DE) algorithm is used on the parents to generate

the second batch of children with an equal number of
the parents.
Procedure 4: the second fast nondominated sorting.
.e two batches of children obtained based on cross-
over, mutation, and DE are introduced in the pop-
ulation, and each individual’s ordinal number and
crowding distance can then be obtained by executing
the second fast nondominated sorting on the new
population.
Procedure 5: we introduce an adaptive algorithm in the
elite-reserve solution and reserve the elitist individuals
from the lowest ordinal number to the highest one as
the next generation until the number of individuals
reaches the defined population size. In the cases of
individuals with the same ordinal numbers, those with
larger crowding distances are preferred to be reserved.
.e reservation rate is

ρ �
1

1 + e
−t, (16)

where t indicates the number of iterations.
Procedure 6: we output the results once the stop cri-
terion is satisfied, which, in our case, is the maximum
number of generations. Alternatively, the execution
jumps to Procedure 3.

5. Case Study

5.1. Assignment Solution of Models to the Design Task Set in a
Phased-Array Radar Development Project. .e MBSE
method was applied in a phased-array radar development
project. .e project’s task set involved 14 tasks: T1 for
logical architecture decomposition, T2 for the simula-
tions of the main lobe and the side-lobe characteristics of
the radar antenna, T3 for interference suppression sim-
ulations, T4 for clutter suppression simulations, T5 for the
assignment of component functions, T6 for component
interface definitions, T7 for amplitude–phase consistency
design, T8 for radio frequency (RF) modeling, T9 for RF
simulations, T10 for scan matching simulations, T11 for
small-scale modeling, T12 for small-scale simulations, T13
for radar cross section simulations, and T14 for virtual
system integration analysis. .e temporal relations
among tasks are precedence restrictions (i.e., start–end
relations) (see Figure 3 for the temporal relations).

.ere are 15 models whose disciplines match the task set.
Each model involves five attributes, that is, model integrity (s1),
simulation operating efficiency (s2), simulation confidence (s3),
model compatibility (s4), and model interoperability (s5). See
Table 2 for the execution cycles of each task when separate
models are applied.

.e objective of the case is to find the optimal solution that
assigns themodels to the design tasks in the task set based on the
proposed method. We first perform an optimal selection of the
models. To calculate the model values, the weights of the model
attributes have to be determined as a prerequisite. Selecting 12

Create initial population by
randomly generating the individuals

that meet the constraints

Initialize parameters: population
scale, max generations gmax,

crossover probability Pc, mutation
probability Pm, differential zoom

factor F, differential evolution (DE)
crossover probability CR

Precedence
operation crossover

Fastly sort the individuals in
nondomination to obtain their ordinal

numbers and crowding distance

Neighborhood
mutation

Reserve the elitist solutions as the
next generation through adaptive

elite-reserve strategy

Is the stop criterion
satisfied?

DE mutation

DE crossover

Calculate the fitness values of the
individuals

Choose the individuals as parents via
tournament selection

Output the results

Fast nondominated sorting on the
new population

Mix the parents and children to form
a new population

Start

End

Y

N

Figure 2: DA-NSGA-II framework.
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original data of model value assessment as the universe of
discourse U, the conditional attribute set indicates the model
attributes s1, s2, s3, s4, s5􏼈 􏼉, and the decision attribute set
indicates the model value v{ }, thus establishing the decision
table with the model values, as shown in Table 3.

According to (2) and (3), the weights of the model at-
tributes s1, s2, s3, s4, and s5 would be

w1 �
sig s1, S; v( 􏼁

􏽘
5
g�1sig sg, S; v􏼐 􏼑

�
0.5
1.584

� 0.316,

w2 �
sig s2, S; v( 􏼁

􏽘
5
g�1sig sg, S; v􏼐 􏼑

�
0.167
1.584

� 0.105,

w3 �
sig s3, S; v( 􏼁

􏽘
5
g�1sig sg, S; v􏼐 􏼑

�
0.167
1.584

� 0.105,

w4 �
sig s4, S; v( 􏼁

􏽘
5
g�1sig sg, S; v􏼐 􏼑

�
0.417
1.584

� 0.263,

w5 �
sig s5, S; v( 􏼁

􏽘
5
g�1sig sg, S; v􏼐 􏼑

�
0.333
1.584

� 0.210.

(17)

According to Definition 1, model values can be obtained
for various tasks. For instance, the 15 model values for task
T1 are listed in Table 4.

.erefore, the value vector of the 15 models for task T1
is V1 � (5.099, 5.205, 4.889, 5.311, 3.835, 4.787, 5.731, 3.731,

4.679, 4.997, 3.945, 4.571, 5.627, 3.521, 4.995)T, and it would
be transformed to the ordinal number vector R1 �

(5, 4, 8, 3, 13, 9, 1, 14, 10, 6, 12, 11, 2, 15, 7)T. According to
(4), the ordinal number matrix R composed of the ordinal
number vectors of all the tasks from the task set can be
formulated. According to (5), the advantage number matrix
A can be realized based on the conversion from the ordinal
number matrix. Finally, based on (7), the advantage number
summations of each model can be achieved, as listed in
Table 5.

According to the experience, choosing the threshold
λ� 106, the assignable selected model set in the model re-
pository shall be M1, M2, M4, M5, M6, M8, M􏼈

9, M11, M12, M13}. .e value matrix of the 10 models in the
selected model set for the 14 tasks in the task set can be
expressed as Table 6.

We attempted to solve the assignment of each selected
model to the task set by utilizing DA-NSGA-II according to
the objective functions of (11) and (12), based on the as-
sumption of the following parameters: 200 for the initial

T2

T1 T3

T4

T6

T10 T11

T13

T12

T5 T7 T8 T9 T14

Figure 3: Temporal relations between model-based design tasks of a phased-array radar.

Table 2: Execution cycles of each task when separate models are applied (unit: day).

Model T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14
M1 3 5 18 9 4 6 8 3 2 4 8 10 11 7
M2 3 4 11 11 5 9 8 4 4 4 9 9 9 8
M3 2 6 14 10 3 7 7 3 3 7 6 11 10 6
M4 3 5 16 13 4 8 10 5 5 5 8 8 12 8
M5 5 7 12 10 6 5 9 6 2 5 11 12 11 7
M6 4 9 9 8 4 7 8 2 2 3 7 14 9 12
M7 3 5 11 12 4 6 8 4 3 4 10 9 13 10
M8 6 8 17 15 6 4 11 3 1 6 8 10 10 5
M9 5 6 13 9 5 10 9 6 3 4 12 7 15 11
M10 4 8 12 7 7 9 6 3 4 5 7 15 17 9
M11 5 7 15 14 4 6 10 2 1 3 11 9 14 7
M12 6 4 13 11 5 7 9 4 5 6 10 13 10 9
M13 2 3 14 12 6 8 11 5 2 7 8 8 8 6
M14 4 6 10 8 5 5 7 3 4 5 9 11 12 7
M15 3 5 12 9 3 6 12 5 3 4 9 9 16 10

8 Mathematical Problems in Engineering



Table 3: Decision table with a phased-array radar’s model values.

Universe of discourse U
Conditional attributes S Decision attribute D

s1 s2 s3 s4 s5 v

1 Middle Low Middle Middle Middle Low
2 Middle High Middle Middle Middle Middle
3 Middle High Middle Middle High High
4 Middle Low Low Middle Low Low
5 Middle Low Middle Middle Low Middle
6 Middle High Middle High Middle High
7 Low High High Middle Low Middle
8 Low Low Middle Middle Low Low
9 High High Middle Middle Middle High
10 Middle Low Middle High Low Middle
11 Middle Low Middle Low Low Low
12 Middle High High Middle Low High

Table 4: Model values for task T1.

Model s1 s2 s3 s4 s5 vi10.316 0.105 0.105 0.263 0.210

M1 3 7 5 7 5 5.099
M2 7 5 7 1 7 5.205
M3 3 3 7 7 5 4.889
M4 5 5 3 7 5 5.311
M5 1 9 7 3 5 3.835
M6 7 1 5 5 3 4.787
M7 5 3 1 7 9 5.731
M8 3 1 9 1 7 3.731
M9 5 7 9 3 3 4.679
M10 9 5 3 1 5 4.997
M11 7 3 1 1 5 3.945
M12 1 3 7 5 9 4.571
M13 5 1 1 9 7 5.627
M14 3 3 9 1 5 3.521
M15 5 9 1 5 5 4.995

Table 5: Advantage number summations of each studied model.

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11 M12 M13 M14 M15

108 140 99 129 110 131 98 109 119 101 107 132 118 85 105

Table 6: Value matrix of the selected models for all tasks.

Model T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14
M1 5.099 3.309 5.209 3.523 6.155 4.573 4.047 4.575 5.523 2.155 5.099 6.153 1.839 6.469
M2 5.205 5.311 5.417 5.835 4.785 6.151 4.467 4.891 4.681 4.787 4.781 5.835 7.203 6.151
M4 5.311 5.941 8.151 4.993 3.733 3.103 5.839 8.151 6.361 6.995 3.311 4.047 3.521 3.101
M5 3.835 4.891 3.627 7.205 6.575 4.259 2.575 3.733 5.627 5.413 4.259 3.627 4.679 5.519
M6 4.787 4.997 4.891 3.521 4.785 7.729 1.841 6.783 4.997 2.259 7.835 6.993 5.523 6.571
M8 3.731 2.889 5.627 3.733 4.467 5.419 3.311 1.209 5.519 7.731 6.151 6.677 5.627 2.679
M9 4.679 5.519 4.783 4.465 6.363 4.783 5.731 4.891 5.207 5.417 4.471 6.257 1.419 4.261
M11 3.945 5.205 6.365 6.255 3.735 6.361 3.101 6.889 4.785 1.735 2.577 2.995 5.625 4.365
M12 4.571 3.521 6.153 5.419 5.101 4.045 6.571 3.209 4.049 4.573 7.309 7.099 5.099 7.415
M13 5.627 5.523 3.101 4.573 5.521 6.889 3.313 4.155 4.993 4.787 4.365 6.677 4.363 2.261
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population size, 200 for maximum generations, probability
of crossover Pc� 0.9, probability of mutation Pm� 0.1,
differential zoom factor F� 0.5, and probability of DE
crossover CR� 0.7. A set of Pareto optimal solutions were
obtained, and the objective values are presented in Table 7.

In the phased-array radar development project, we can
select one of the solutions from the Pareto optimal solution
set by considering the practical constraint of the execution
cycle and the expectation of the of the model value sum-
mation to determine the eventual model assignment scheme.
For example, the assignment scheme demonstrated by so-
lution 10 is listed in Table 8.

5.2. Algorithms Comparison

5.2.1. Performances Comparison. .e traditional NSGA-II
and PSO have also been used to solve the model assignment
model to verify the performance of the proposed algorithm.
.e same parameters are preset in both NSGA-II and DA-
NSGA-II. .e initial population size and maximum gen-
erations of PSO are equal to those of DA-NSGA-II, with the
remaining PSO parameters set as follows: acceleration
constants c1 � 0.8 and c2 � 0.8; inertia weight ωmax � 1.2 and
ωmin � 0.1. .e comparison diagram of the Pareto fronts
generated by the three algorithms is shown in Figure 4.

From Figure 4, we can always find superior solutions in
the Pareto front of DA-NSGA-II by comparing to the Pareto
front of the traditional NSGA-II and PSO. .is proves that
the convergence of DA-NSGA-II is superior to that of
NSGA-II and PSO.

To conduct a quantitative evaluation on the performance
of DA-NSGA-II, the study applied the S- andM-measures as
the evaluating indicators. Based on the solutions of the
model assignment with DA-NSGA-II, NSGA-II, and PSO,
Table 9 presents a comparison of S- and M-measures of the
three Pareto optimal solutions achieved by executing sep-
arately the three algorithms 10 different times.

Table 9 demonstrates that the mean value of the
S-measure in the DA-NSGA-II case is lower than those
associated with NSGA-II and PSO, and themean value of the
M-measure in the DA-NSGA-II case is higher than those
obtained from the execution of NSGA-II and PSO. It also
shows that the standard deviations of the S- andM-measures
in the DA-NSGA-II case are lower than those in the NSGA-
II and PSO cases. .ese results indicate that the distribution
uniformity and the range of the solution outcomes generated
by the DA-NSGA-II algorithm are superior to those of the
NSGA-II and PSO algorithms-based solutions, and the
outputs of DA-NSGA-II are more stable than those of
NSGA-II and PSO.

Figure 5 compares the execution cycles and model value
summations outputted by DA-NSGA-II, NSGA-II, and PSO

from generations 1 to 200. .e value of each execution cycle
is the minimum execution cycle in the Pareto solution set
outputted by the algorithms at each generation (Figure 5(a)).
Each model value summation is the maximum summation
of the model values in the Pareto solution set outputted by
the algorithms at each generation (Figure 5(b)). .e exe-
cution cycle and model value summations achieved by DA-
NSGA-II begin to converge before generation 20, while
those of DA-NSGA-II begin to converge at generations 21
and 37, respectively. PSO is not able to attain the optimal
values until generations 101 and 135, respectively. .ese
results indicate the faster convergence rate of DA-NSGA-II
compared to those of NSGA-II and PSO.

5.2.2. Optimizing Effects Comparison. In this section, we
compare the optimizing effects via DA-NSGA-II, NSGA-II,
and PSO. First, the execution cycles of the task set corre-
sponding to themodel assignment schemes optimized by the
three algorithms are compared. .e comparison is per-
formed between solutions with equal model value sum-
mations. However, from DA-NSGA-II Pareto optimal
solution set, we cannot determine a solution with model
value summation exactly equal to that of the Pareto optimal
solution from NSGA-II or PSO. .erefore, solution sets A
and B in the Pareto front generated by DA-NSGA-II are
calculated via interpolation. .e model value summations
corresponding to the solutions in solution set A (B) are equal

Table 8: Models for various tasks demonstrated by solution 10 in Table 7.

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14
M13 M13 M6 M5 M1 M6 M12 M4 M4 M8 M6 M2 M2 M12

N
eg

at
iv

e s
um

m
at

io
n 

of
 m

od
el

 v
al

ue
s

DA–NSGA–II
NSGA–II
PSO

–100

–95

–90

–85

–80

–75

40 42 44 46 48 50 52 54 5638
Execution cycle (day)

Figure 4: Comparison of the Pareto fronts generated by DA-
NSGA-II, NSGA-II, and PSO.
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Figure 5: Comparison of the objective values outputted by DA-NSGA-II, NSGA-II, and PSO across multiple generations. (a) Execution
cycles of the three algorithms from generations 1 to 200. (b) Model value summations of the three algorithms from generations 1 to 200.
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Figure 6: Comparison of the task set execution cycles optimized by the three algorithms, assuming equal model value summations. (a)
Comparison of EC2 obtained by DA-NSGA-II and EC1 obtained by NSGA-II. Numbers 1–10 indicate the model value summations in the
Pareto optimal solution set from NSGA-II of 77.3, 81.1, 84.8, 87.4, 89.6, 91.2, 93.4, 94.1, 94.9, and 95.6, respectively. (b) Comparison of EC4
determined by DA-NSGA-II and EC3 determined by PSO. Numbers 1–12 indicate the model value summations in the Pareto optimal
solution set from PSO of 79.7, 81.2, 85.8, 86.1, 88.6, 89.3, 90.8, 91.4, 93.0, 94.0, 94.1, and 94.4, respectively.

Table 9: Comparison of the performances of the three algorithms.

Evaluation index
DA-NSGA-II NSGA-II PSO

Mean value Standard deviation Mean value Standard deviation Mean value Standard deviation
S-measure 0.8201 0.1602 0.8784 0.4468 1.2693 0.8716
M-measure 23.7390 2.5971 21.0179 3.6404 23.2693 3.3199
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to those of the Pareto optimal solutions based on NSGA-II
(PSO). We denote the execution cycle of the task set related
to the Pareto optimal solution from NSGA-II, set A, PSO,
and set B as EC1, EC2, EC3, and EC4, respectively. Figure 6
presents the comparison between EC1 and EC2 and between
EC3 and EC4, under the condition that the corresponding
summations of the model values are equal.

.e bar chart in Figure 6(a) compares EC1 and EC2 with
equal model value summations from the Pareto optimal
solution sets generated by DA-NSGA-II and NSGA-II, re-
spectively, while the line graph presents the percentage
decrease of EC2 compared to EC1. EC2 is 2.8–9.2% lower
than EC1. Similarly, the bar chart in Figure 6(b) compares
EC3 and EC4 with equal model value summations from the
Pareto optimal solution sets generated by DA-NSGA-II and
PSO, respectively, while the line graph presents the per-
centage decrease of EC4 compared to EC3. EC4 is 6.1–18.7%
lower than EC3. .us, the design efficiency of the model
assignment solution optimized by DA-NSGA-II is higher
than those optimized by NSGA-II and by PSO..e efficiency
improved on average by 4.2% and 11.0%, respectively.

Second, the model value summations corresponding to
the model assignment solutions optimized by the three al-
gorithms are compared. We define the model value sum-
mation of the Pareto optimal solution generated by NSGA-
II, PSO, and DA-NSGA-II as SV1, SV2 and SV3, respectively.
Figure 7 compares SV1, SV2, and SV3 under the condition of
equal task set execution cycles.

.e bar chart in Figure 7 compares SV1, SV2, and SV3 for
equal task set execution cycles from the Pareto optimal so-
lution sets obtained by the three algorithms, while the line
graph presents the percentage increase of SV3 compared to
SV1 and that of SV3 compared to SV2. SV3 is 1.1–5.7% greater
than SV1, with an average increase of 3.2%, while SV3 is
4.4–11.1% greater than SV2, with an average increase of 6.8%.
.erefore, the model assignment solution optimized by DA-

NSGA-II promotes the design task set to a greater extent
compared with those optimized by NSGA-II and PSO.

6. Conclusions

.e proposed design-task-oriented model assignment
framework that involves model value selection, multi-
objective model establishment, and the multiobjective op-
timization algorithm provides a solution for the problem of
model assignment in the model repository to the design
tasks in MBSE.

In MBSE, design-task-oriented model assignment based
on model value quantification involves the use of multi-
objective optimization. .is study applies an advantage-
number-based analytical technique to quantify the models’
values and consequently obtains the value matrix of the
models. .e goals of the multiobjective model of model
assignment, which is established based on the models’ cycle
and value matrices on the specified tasks, are the minimi-
zation of the task set execution cycle and the maximization
of the models’ actual value summation.

.e proposed DA-NSGA-II algorithm increases the
diversity of the population and reserves more elite solutions
based on the introduction of the DE algorithm and the
adaptive elite-reserve solution. .e convergence, distribu-
tion uniformity, and ranges of the solution outcomes of the
algorithm are superior to those of the traditional NSGA-II
and PSO. Moreover, the algorithm is more conducive to
improving the design efficiency and effect than NSGA-II and
PSO. .e algorithm is therefore favorable for the solution of
problems that involve design-task-oriented model
assignments.

Further research should focus on the following two
additional perspectives. (1) In the current study, the es-
tablishment of a multiobjective model assumed a precon-
dition of unlimited resources. However, resources that
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Figure 7: Comparison of the model value summations optimized by the three algorithms under equal task set execution cycles. Numbers
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Mathematical Problems in Engineering 13



include human resources, cash, cost, and other factors are
constrained in a realistic product development project.
Future research should execute the model establishment
over resource-constrained conditions to further enhance
and broaden the applicability of the algorithm. (2) For an
MBSE-compliant product development project, model
scheduling software is capable of improving the usage effects
of the models and the development cycles. According to the
findings of this study, one can develop a model scheduling
software based on the proposed multiobjective model and
DA-NSGA-II algorithm.
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,is paper develops a novel group decision-making (GDM) approach for solving multiple-criteria group decision-making
(MCGDM) problems with uncertainty. ,e hesitant fuzzy linguistic term sets (HFLTSs) are applied to elicit the decision
makers’ linguistic preferences due to their distinguished efficiency and flexibility in representing uncertainty. However, the
existing context-free grammar for linguistic description cannot allow generating the linguistic expressions completely free
to limit the richness of HFLTSs, and the related methods for dealing with HFLTSs also have limitations in aggregating
HFLTSs with different lengths and types. ,erefore, this paper proposes extended context-free grammar and a novel GDM
approach for HFLTSs, considering the advantages of the rough set theory and OWA operators. ,e rough set theory can
manage the uncertainty existing in the fuzzy representation and deal with HFLTSs represented by the 2-tuple fuzzy linguistic
model to get rough number sets. ,e OWA operator can aggregate these sets with different numbers of elements into an
interval simply and objectively. ,en, an extended VIKOR method based on the proposed GDM approach for HFLTSs is
presented to solve the MCGDM problems. Finally, two examples are given to illustrate the applicability and validity of the
developed GDM approach and the hesitant VIKOR method through sensitivity and comparison analysis with other
existing approaches.

1. Introduction

Decision-making is a common activity for human beings to
select the desirable alternatives in many different fields
such as evaluation [1], selection [2], and improvement [3].
Such problems are always presented as multicriteria de-
cision-making (MCDM) problems. ,e complexity and
importance of the real-world decision problems make the
inclusion of multiple points of view necessary in order to
achieve a solution from the knowledge provided by a group
of experts [4]. ,erefore, group decision-making (GDM) is
a usual technique in MCDM practice. ,ese problems
having complex processes where several criteria must be
satisfied to find the desirable alternative by multiple experts
or decision makers (DMs) are called multiple criteria group
decision-making (MCGDM) problems. How to solve
MCGDM problems under fuzzy environment has been a

challenging and attention-attracting topic in recent
decades.

,e judgments of experts are often vague and uncertain
and cannot be expressed with exact numerical information.
Since the introduction of the fuzzy set by Zadeh [5], the
fuzzy set and its extensions have been widely used to ex-
press and model the fuzzy and vague information in the
decision-making process. Fuzzy sets require a positive
membership for each element and support the favoring
evidence only. Intuitionistic fuzzy sets (IFSs) introduced by
Atanassov [6] support both favoring and opposing evi-
dences by means of the membership function and non-
membership function and have the advantage that permits
the experts having a margin of error in establishing the
membership for each element. Type-2 fuzzy sets [7] and
fuzzy multisets [8] are other extensions of fuzzy sets. Type-
2 fuzzy sets have the advantage that permits the
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membership of an element having some possible distri-
butions on possible values, where the membership of each
element is defined as a fuzzy set. When defining the
membership of a given element, fuzzy multisets deal with
uncertainty by allowing several values. However, the big-
gest difficulty of establishing the membership degree in the
GDM process is that experts may have a set of possible
values. Aiming at such a situation, Torra [9] introduced
hesitant fuzzy sets (HFSs) in terms of a function that
returns a set of membership values for each element in the
domain. Recently, HFSs have been widely used in solving
MCDM problems due to their distinguished efficiency and
flexibility in modeling uncertainty and vagueness in the
decision- making process. Zhang [10] presented hesitant
fuzzy power aggregation operators for multiple attribute
group decision-making. Xia and Xu [11] presented some
aggregation operators of hesitant fuzzy information for
GDM. Zhang and Wei [12] extended the VIKOR method
based on HFSs for the decision-making problem. Some
measures for HFSs have been presented for decision-
making [13–15].

Based on the HFSs and fuzzy linguistic approach,
Rodŕıguez et al. [16] introduced the concept of hesitant fuzzy
linguistic term sets (HFLTSs) for richer expressions in
MCDM. HFLTS complies with the situation that experts
prefer adopting imprecise linguistic terms to express their
judgments. It avoids the restriction for preference flexibility
caused by using a single term or interval linguistic terms.,e
aim of this paper is to use and improve the operating method
of HFLTSs to solve MCGDM problems under the linguistic
environment.

,e commonly used linguistic description approaches
for HFLTSs are the ordered structure approach and the
context-free grammar approach. Rodŕıguez et al. [16]
presented how to generate comparative linguistic expres-
sions by using context-free grammar. Context-free gram-
mar can generate different linguistic expressions depending
on the specific problem. Based on traditional context-free
grammar, we consider similar but extended context-free
grammar to support the completely free expression. For the
linguistic GDM, the process of computing with words
(CWW) is indispensable. In the HFLTS environment, free
expression brings convenience for describing experts’
preferences. However, the CWW processes for HFLTSs
become more complex due to each element being an ar-
bitrary linguistic term subset. Some distance and similarity
measures for HFLTSs were put forward and applied to
solve MCDM problems [17–19], but these approaches
assume that the HFLTSs have the same length. To aggregate
or compute HFLTSs with different lengths in solving de-
cision-making problems, many methods were put forward
as shown in Table 1.

From the above reviews, we can conclude that the
existing operating methods of HFLTSs with different
lengths can be classified into three main categories. (1),e
first category is the envelope-based method, and the
envelope of the HFLTS is a linguistic interval. ,e HFLTSs
can be aggregated or compared as intervals. Rodrı́guez
et al. [16] first proposed the envelope concept to compare

HFLTSs based on their envelopes, which are numerical
intervals. ,e introduction of the concept of envelope can
simplify the comparison operation and other operations.
However, it is unreasonable to judge one HFLTS is ab-
solutely superior to another if they have common ele-
ments. Although several extended research studies have
been conducted, there still exist limitations of the enve-
lope-based method. ,e one disadvantage of it is that the
linguistic interval finally obtains crisp values, losing the
initial fuzzy representation. ,e other disadvantage is that
it seems unreasonable to support selecting the preferences
from the predefined term sets completely free. If we give
hesitant linguistic expressions out of context-free gram-
mar, the envelope-based method may fail to work effi-
ciently. For example, s1, s2, s3􏼈 􏼉 and s1, s3􏼈 􏼉 have the same
envelope [s1, s3]. (2) ,e second category includes the
fuzzy envelope-based method and α-cut method. Liu and
Rodriguez [23] proposed a fuzzy envelope for the HFLTS.
,e fuzzy envelope can retain the vagueness of compar-
ative linguistic expressions to a certain extent, but de-
termining the parameters of the fuzzy membership
function is fairly complicated, and considerable requisite
calculations are required for an MCDM problem in the
context of HFLTSs [32]. (3),e third category is the term-
adding method, which is to extend the short HFLTSs by
adding some linguistic terms until they have the same
length as others. ,e disadvantage of the term-adding
method is that it would change the information of the
original hesitant fuzzy elements by filling some artificial
values.

To support extended context-free grammar and
operate HFLTSs with different lengths, we propose a novel
GDM approach in the HFLTS environment. ,e contri-
bution of this approach is transforming the HFLTSs into
rough intervals by taking advantage of the 2-tuple lin-
guistic representation model and the rough set theory. In
the aggregation phase, the obtained rough numbers are
grouped into an interval using the ordered weighted
averaging (OWA) operator. In the exploitation phase, an
extended VIKOR method based on the proposed GDM
approach for HFLTSs is presented.

,e 2-tuple linguistic representation model proposed
by Herrera and Martı́nez [33] is based on the concept of
symbolic translation, which is composed of a linguistic
term and a real number. ,e main advantage of this
representation is to be continuous in its domain.
,erefore, it can express any counting of information in
the universe of the discourse. Herrera and Martı́nez [33]
pointed out that the computational technique based on
the symbolic translation can deal with the 2-tuples
without loss of information, such as comparison and
aggregation. In recent studies, the 2-tuple linguistic
representation model has been used in MCGDM prob-
lems successfully, e.g., material selection [34], product
management [35], and computer network security sys-
tem evaluation [36]. Rough set theory proposed by
Pawlak [37] is a mathematical approach to manage
uncertain data or problems of the information systems.
Its main advantage is that it requires no external
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parameters and uses the information presented in the
given data only. ,e OWA operator proposed by Yager
[38] provides an aggregation result lying between the
max and min operators and has received increasing at-
tention. ,e weight associated with each data depends on
the position it takes in the descending arrangement of the
data rather than the particular data. Due to the advantage
that the OWA operator can provide a wide family of
aggregation functions and aggregate a set of values re-
gardless of their numbers, we apply the OWA operator to
aggregate the elements in an HFLTS and multiple
HFLTSs in the GDM process.

HFLTS has been combined with many MCDM
methods, such as ELECTRE [39], extended ELECTRE
[40], TOPSIS [41, 42], and VIKOR [28, 43]. ,e VIKOR
method for compromise ranking determines a compro-
mise solution by providing a maximum “group utility”
for the “majority” and a minimum of an “individual
regret” for the “opponent,” which is an effective tool for
MCDM, particularly in a situation where the decision
maker is not able or does not know how to express his/her

preference at the beginning of system design. We pay
attention to apply the proposed group decision-making
approach to solve MCGDM problems using the VIKOR
method.

,is paper focuses on dealing with MCGDM problems
in the context of linguistic evaluation using HFLTSs and
the VIKOR method. ,e rest of the paper is organized as
follows. In Section 2, we briefly review the concepts of
HFLTSs and 2-tuple linguistic representation models and
introduce how to apply the 2-tuple linguistic represen-
tation model to compute with the hesitant fuzzy linguistic
information. In Section 3, a novel group decision-making
approach for HFLTSs is presented based on the rough set
theory and the OWA operator. In Section 4, we give out an
extended VIKOR method based on the proposed GDM
approach for HFLTSs. In Section 5, two application ex-
amples are provided to illustrate the efficiency of the
proposed GDM approach and the extended VIKOR, re-
spectively, and the results are compared with other
existing methods. Finally, conclusions are drawn in
Section 6.

Table 1: Review of the operating methods of HFLTSs with different lengths.

Authors Methods used for operating HFLTSs Contributions to the field of the HFLTS
Rodŕıguez et al.
[16]

Introducing the concept of envelope for an HFLTS to
compare two HFLTSs First introducing the concept of envelope

Farhadinia [13]
Using the envelope for each HFLTS to aggregate the
preference of experts based on the 2-tuple linguistic

representation model

Considering extended context-free grammar close to
human beings’ cognitive models

Montes et al.
[20]

Carrying out the computing with words processes using
the envelope of an HFLTS and the 2-tuple linguistic

representation model

Presenting a practical application in decision-making of a 2-
tuple linguistic fuzzy model with hesitant information

Wu et al. [21] Proposing a maximum support degree model based on the
envelope of the HFLTS

Proposing a new linguistic group decision model by
combining the linguistic distributions and HFLTSs

Boyacı [22]
Obtaining the envelope for each HFLTS and proposing the
pessimistic and optimistic collective preference relations

for comparison

Using the HFLTS-based additive ratio assessment (ARAS)
method

Liu and
Rodriguez [23]

Introducing a fuzzy envelope for the HFLTS whose
representation is a fuzzy membership function

Presenting a new representation of the hesitant fuzzy
linguistic term sets using a fuzzy envelope

Chen and Hong
[24]

Aggregating the fuzzy sets in each HFLTS into a fuzzy set
and performing α-cut to these aggregated fuzzy sets to get

intervals

Considering the pessimistic attitude and the optimistic
attitude of the decision maker

Lee and Chen
[25]

Adopting 1-cut of hesitant fuzzy linguistic term sets for
dealing with fuzzy decision-making

Proposing a new fuzzy group decision-making method
based on the proposed likelihood-based comparison

relations of HFLTSs

Dong et al. [26] Proposing a new fuzzy envelope of the HFLTS by using a
Bonferroni mean operator

Proposing a new fuzzy envelope of the HFLTS and a new
cosine similarity measure for HFLTSs

Zhu and Xu
[27]

Introducing a method to add linguistic terms to HFLTSs to
make sure that two HFLTSs have the same number of

linguistic terms

Developing a concept of hesitant fuzzy linguistic preference
relations (HFLPRs) as a tool to collect and present the DMs’

preferences
Liao et al. [17];
Liao and Xu
[28];
Liao et al. [29]

Extending the short hesitant fuzzy linguistic element by
adding the linguistic term which is the average of the

maximal term and the minimal term

Proposing several different types of correlation coefficients
for HFLTSs and cosine distance and similarity measures for

HFLTSs

Liao et al. [30]
Enlarging the shorter HFLTS by adding a linguistic term

which is between the maximum and the minimum
linguistic term

Proposing two distinct methods to compare the HFLTSs
and investigating the ELECTRE II method in the HFLTS

environment

Lei et al. [31] Extending the shorter HFLE by adding themaximum value
Proposing the behavioral multigranulation decision-
theoretic rough set over two universes with HFL

information
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2. Preliminaries

In this section, some concepts and operations of HFLTSs
and the 2-tuple linguistic representation model are briefly
reviewed, and then, how to apply the 2-tuple linguistic
representation model for computing with the hesitant fuzzy
linguistic information is introduced.

2.1. Concept and Basic Operations of HFLTSs

Definition 1 (see [16]) Let S be a linguistic term set,
S � s0, . . . , sg􏽮 􏽯; an HFLTS, Hs, is an ordered finite subset of
the consecutive linguistic terms of S.

,e empty HFLTS and the full HFLTS for a linguistic
variable ϑ are defined as follows:

(1) ,e empty HFLTS: HS(ϑ) � {},
(2) ,e full HFLTS: HS(ϑ) � S

Definition 2 (see [16]). Let S � s0, . . . , sg􏽮 􏽯 be a linguistic
term set; H0

S, H1
S, and H2

S are three arbitrary HFLTSs on S.
HC

S is the complement set of H0
S. ,ree operations are

defined as follows:

(1) HC
S � S − H0

S � si | si ∈ S and si ∉ H0
S􏼈 􏼉

(2) H1
S ∩H2

S � si | si ∈ H1
S and si ∈ H2

S􏼈 􏼉

(3) H1
S ∪H2

S � si | si ∈ H1
S or si ∈ H2

S􏼈 􏼉

Due to the present decision-making problems having
higher uncertainty, experts in the decision-making
group might hesitate among different linguistic terms to
express their preferences. Context-free grammar is close
to human beings’ cognitive model and can generate
comparative linguistic expressions. Rodrı́guez et al. [16]
pointed out how to generate comparative linguistic ex-
pressions by using context-free grammar. Rodrı́guez
et al. [4] considered similar but extended context-free
grammar to that defined in Rodrı́guez et al. [16] which
might generate comparative linguistic expressions sim-
ilar to the expressions used by experts in GDM problems.
Extended context-free grammar refers to a set containing
a single term or several adjacent linguistic terms and
cannot support the arbitrarily linguistic term mix. One
special case is omitted, that is, experts may be hesitant to
choose a better evaluation or a worse evaluation.
,erefore, this paper improves extended context-free
grammar to introduce the binary relation “or.”

Definition 3. LetGH be improved context-free grammar and
S � s0, . . . , sg􏽮 􏽯 be a linguistic term set. ,e elements of
GH � (VN, VT, I, P) are defined as follows:

VN � {<primary term>, <composite term>, <unary re-
lation>, <binary relation>, <conjunction>}
VT � {lower than, greater than, at least, at most, between,
or, and, s0, s1, ..., sg}
I ∈ VN

For context-free grammar,GH, the production rules are
as follows:
P� {I ::� <primary term>|<composite term>
<composite term> ::��<unary relation><primary
term>|<binary relation>
<primary term><conjunction><primary term>
<primary term> ::�� s0|s1|sg

<unary relation> ::�� lower than|greater than|at least|at
most
<binary relation> ::�� between|or
<conjunction> :�� and}

Definition 4. Let EGH be a function that transforms linguistic
expressions ll ∈ Sll obtained by context-free grammar GH
into a HFLTS HS, where S is the linguistic term set used by
GH and Sll:

EGH: Sll⟶ HS

,e comparative linguistic expressions generated by
GH can be converted into HFLTSs by means of the
following:

(1) EGH (si)� si | si ∈ S􏼈 􏼉

(2) EGH (at most si)� sj | sj ∈ S and sj ≤ si􏽮 􏽯

(3) EGH (lower than si)� sj | sj ∈ S and sj < si􏽮 􏽯

(4) EGH (at least si)� sj | sj ∈ S and sj ≥ si􏽮 􏽯

(5) EGH (greater than si)� sj | sj ∈ S and sj > si􏽮 􏽯

(6) EGH (between si and sj)� sk | sk ∈ S and si ≤ sk ≤ sj􏽮 􏽯

(7) EGH (si or sj, . . ., sk)� si, sj, . . . , sk􏽮 􏽯

Example 1. Let S be a linguistic term set.

S � s0: nothing, s1: very low, s2: low, s3: medium,􏼈

s4: high, s5: very high, s6: perfect}
,ree experts give their opinions aiming at the same
evaluation object based on improved context-free
grammar: ll1: between low and high; ll2: low or high;
and ll3: between medium and very high. According to
the function EGH, three different HFLTSs are obtained:
H1

S � {s2, s3, s4}, H2
S � {s2, s4}, and H3

S � {s3, s4, s5}

2.2. Computing with HFLTSs Using the 2-Tuple Fuzzy Lin-
guistic Representation Model. Let S � si: i � 0, 1, 2, . . . , g􏼈 􏼉

be a finite and ordered discrete linguistic term set, where si
represents a possible value for a linguistic variable. ,e 2-
tuple fuzzy linguistic representation model deals with
linguistic information by introducing a new parameter
called symbolic translation. ,e concept of symbolic
translation is described in Definition 5. It is used to make
the information representation continuous in its domain,
and it is the foundation of the computation techniques of
the 2 tuples. ,e concept and basic operations of the 2-
tuple fuzzy linguistic representation model are as follows.
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Definition 5 (see [33]) Let β be a value representing the
result of an aggregation of the indices of a set of labels
assessed in the linguistic term set S, i.e., the result of a
symbolic aggregation operation β ∈ [0, g], being g+ 1, the
cardinality of S. Let i� roun d(β) and α � β − i be two values
such that i ∈ [0, g] and α ∈ [− 0.5, 0.5); then, α is called a
symbolic translation.

,e linguistic representationmodel 2-tuple (si, αi), si ∈ S

and αi ∈ [− 0.5, 0.5), is developed from the above concept:

(1) si represents the linguistic label center of the
information

(2) αi is a numerical value expressing the value of the
translation from the original result β to the closest
index label, i, in the linguistic term set S, i.e., the
symbolic translation

Definition 6 (see [33]) Let S� s0, s1, . . . , sg􏽮 􏽯 be a linguistic
term set and β ∈ [0, g] be a value representing the result of a
symbolic aggregation; then, the 2-tuple that expresses the
equivalent information to β is obtained with the function Δ:

Δ: [0, g]⟶ S ×[0.5, − 0.5),

Δ(β) � si, αi( 􏼁,

si, i � roun d(β),

αi � β − i, αi ∈ [− 0.5, 0.5),
􏼨

(1)

where roun d(·) is the usual round operation, si has the
closest index label to β, and αi is the value of the symbolic
translation.

Contrarily, let S� s0, s1, . . . , sg􏽮 􏽯 be a linguistic term set
and (si, αi) be a 2-tuple. ,ere is always a Δ− 1 function:

Δ− 1
: S ×[0.5, − 0.5)⟶ [0, g],

Δ− 1
si, αi( 􏼁 � i + αi � β.

(2)

,e original linguistic evaluation variable can be con-
verted into a linguistic 2-tuple by adding value zero as
symbolic translation: si ∈ S⟹(si, 0).

Example 2. ,e decision information in Example 1 can be
transformed into the following 2-tuple information:

H1
S � {(s2, 0),(s3, 0),(s4, 0)}, H2

S � {(s2, 0),(s4, 0)},
H3

S � {(s3, 0),(s4, 0),(s5, 0)}
Δ− 1(H1

S)�{2, 3, 4}, Δ− 1(H2
S)�{2, 4}, Δ− 1(H3

S)�{3, 4, 5}

3. A Novel Group Decision-Making
Approach for Hesitant Fuzzy Linguistic
Term Sets

,is section describes a novel GDM approach based on
HFLTSs. Aggregation operators are the most widely used
tool for combining individual preference information into
overall preference information in the GDM process. ,e
traditional operators are arithmetic average operators and
geometric average operators. ,ese operators consider the
DMs’ preferences, and the weights are always determined

subjectively. ,e OWA operator is a parameterized way of
aggregating from “and” to “or.” ,e associated weights can
be determined objectively. ,e classic method for deter-
mining the weights is quantifier-guided aggregation. ,ree
fuzzy linguistic preferences, for the most (fuzzy majority), at
least half, and as much as possible, are considered in this
paper.

After obtaining the 2-tuple sets in Section 2.2, the rough
set theory is introduced to transform these sets into rough
numbers sets, and the obtained rough numbers sets can be
aggregated into an interval using an OWA operator. ,en,
the GDM problem in the context of HFLTSs degenerates
into an information aggregation problem for interval
numbers. ,e framework of the proposed group decision-
making approach for hesitant fuzzy linguistic term sets is
shown in Figure 1.

3.1. Elicitation of Linguistic Expressions in Decision-Making.
Let X be a set of evaluation objects, X � xi | 1≤ i≤ n􏼈 􏼉, let C
be a set of evaluation criteria, C � cj | 1≤ j≤m􏽮 􏽯, and let E
be a set of experts, E � ek | 1≤ k≤ l􏼈 􏼉. According to the
given linguistic term set, expert ek uses proposed context-
free grammar to give out the linguistic expression llkj(xi)

concerning the criterion cj for evaluating xi. ,e linguistic
expression llkj(xi) can be transformed into an HFLTS
H

jk

S (xi) using the transformation function EGH. ,e
hesitant GDM information is presented as shown in
Table 2.

3.2. Rough Number Enabled HFLTS Information Processing.
Experts in the decision-making group have diversified
opinions on the evaluated objects. Moreover, hesitant
linguistic information given by all experts may have dif-
ferent lengths. ,erefore, translating all the HFLTSs into
the information with the same length is a critical procedure
for information aggregation. Computing the average value
of all the elements in an HFLTS is unreasonable obviously,
ignoring the uncertainty of each element. Each linguistic
term in the predefined linguistic term set can be deemed as
a class. ,e rough numbers can give the lower and upper
approximations of the target class to describe the uncer-
tainty of the class appearing in a group decision-making
problem.

Example 3. Let HFLTSs in Example 1 be the information
given by three experts with respect to H

jk

S (xi). H
j1
S (xi) � {s2,

s3, s4}, H
j2
S (xi) � {s2, s4}, and H

j3
S (xi) � {s3, s4, s5}.

Taking s2 for an example, s2 in this group decision-
making information has fuzziness and uncertainty for the
inconsistent judgments of all experts. ,e boundary re-
gion of s2, i.e., the difference between the lower and upper
approximations of s2, can imply that the knowledge about
this term is better. Rough number is a concept proposed
by Zhai et al. [44] for managing the imprecise design
information, which is derived from the basic notions of
the rough set. ,e basic notions of rough sets are as
follows.
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Rough set theory (RST) is an effective mathematical
tool to deal with subjective and vague information using
only the given information, which does not require any
external information or additional subjective adjustment
for data analysis. Furthermore, RST excels in handling
imprecise information especially when the data set is small

in size and other tools like statistics are not suitable [45].
RST uses the lower and upper approximations to form the
approximation of a target set and expresses vagueness using
the boundary region of a set. ,is is indeed the unique
advantage of the rough set theory in dealing with vagueness
and uncertainty.

Let U be a universe containing all the objects, and all
the objects can be categorized into n classes. Assume that
set R is the collection of these classes, R � C1, C2, . . . , Cn􏼈 􏼉.
Let Y be an arbitrary object of U. If these classes are
ordered in the manner of C1 <C2 < · · · <Cn, then for any
class Ci ∈ R, 1≤ i≤ n, the lower approximation of Ci can be
defined as

Apr Ci( 􏼁 � ∪ Y ∈ U | R(Y)≤Ci􏼈 􏼉. (3)

,e upper approximation of Ci can be defined as

�e novel group decision-making approach for HFLTSs

Obtaining the linguistic expressions on group
decision-making problems

Deriving the hesitant fuzzy linguistic term set
(HFLTS) information

Computing with HFLTSs using the 2-tuple fuzzy
linguistic representation model

Translating HFLTS information into rough
number sets

Aggregating the elements in a rough number set
into an interval number 

Task 1
Translating all the
HFLTSs into the
information with
the same length

Task 2

Proposed context-free grammar

Rough number theory

Aggregating the group decision-making
information 

Phase 1
Information

preprocessing

OWA operators

OWA operators

Phase 2
�e group decision-
making information

processing

Extending to the MCGDM
problems 

�e extended VIKOR method based on HFLTSs

Figure 1: ,e framework of the proposed group decision-making approach for HFLTSs.

Table 2: Hesitant fuzzy linguistic term sets given by the experts.

Object xi
Criteria

c1 c2 . . . cj . . .. cm
e1 H11

S (xi) H21
S (xi) . . . H

j1
S (xi) . . . Hm1

S (xi)

e2 H12
S (xi) H22

S (xi) . . . H
j2
S (xi) . . . Hm2

S (xi)

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
ek H1k

S (xi) H2k
S (xi) . . . H

jk

S (xi) . . . Hmk
S (xi)

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
el H1l

S (xi) H2l
S (xi) . . . H

jl

S (xi) . . .. Hml
S (xi)
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Apr Ci( 􏼁 � ∪ Y ∈ U R(Y)≥Ci

􏼌􏼌􏼌􏼌􏽮 􏽯. (4)

,e boundary region of Ci can be expressed as
Bn d Ci( 􏼁 � ∪ Y ∈ U | R(Y)≠Ci􏼈 􏼉

� Y ∈ U | R(Y)>Ci􏼈 􏼉∪ Y ∈ U | R(Y)<Ci􏼈 􏼉.
(5)

Lim(Ci) and Lim(Ci) represents the lower limit and
upper limit for Ci, respectively, which are defined as follows:

Lim Ci( 􏼁 �
1

ML

􏽘 R(Y)|Y ∈Apr Ci( 􏼁, (6)

where ML is the number of objects contained in the lower
approximation of Ci.

Lim Ci( 􏼁 �
1

MU

􏽘 R(Y)|Y ∈Apr Ci( 􏼁, (7)

where MU is the number of objects contained in the upper
approximation of Ci.

,e rough boundary interval of Ci is the interval between
the lower limit Lim(Ci) and the upper limit Lim(Ci), which
is denoted as RBn d(Ci):

RBn d Ci( 􏼁 � Lim Ci( 􏼁 − Lim Ci( 􏼁. (8)

Accordingly, the vague class Ci can be expressed by its
lower limit and upper limit as follows:

RN Ci( 􏼁 � Lim Ci( 􏼁, Lim Ci( 􏼁].􏼂 (9)

,e above definitions of the rough boundary interval and
rough number can be used to deal with the imprecise
evaluation information in group decision-making problems.

Example 4. H
j1
S (xi) � {s2, s3, s4}, H

j2
S (xi) � {s2, s4}, and

H
j3
S (xi) � {s3, s4, s5} in Example 3 can be represented by the

2-tuple linguistic representation model first, and then, each
element can be defined by its rough number to quantify and
analyze the subjective evaluations:

H
j1
S (xi) � {(s2, 0),(s3, 0), (s4, 0)}, H

j2
S (xi) � {(s2, 0), (s4,

0)}, and H
j3
S (xi) � {(s3, 0), (s4, 0),(s5, 0)}

Δ− 1(H
j1
S (xi)) � {2, 3, 4}, Δ− 1(H

j2
S (xi)) � {2, 4}, and

Δ− 1(H
j3
S (xi)) � {3, 4, 5}

Δ− 1(H
j1
S (xi)) � {[Lim(2), Lim(2)], [Lim(3), Lim(3)],

[Lim(4), Lim(4)]}
where Lim(2) � (2 + 2)/2� 2;
Lim(2) � (2 + 3 + 4 + 2+ 4+ 3+ 4 + 5)/8� 3.375
Lim(3) � (2 + 3 + 2 + 3)/4� 2.5;
Lim(3) � (3 + 4 + 4 + 4+ 5)/5� 4
Lim(4) � (2 + 3 + 4 + 2+ 4+ 3+ 4)/7� 3.143;
Lim(4) � (4 + 4 + 4 + 5)/4� 4.25
Lim(5) � (2 + 3 + 4 + 2+ 4+ 3+ 4 + 5)/8� 3.375;
Lim(5) � 5/1� 5
Δ− 1(H

j1
S (xi)) � {[2, 3.375], [2.5, 4], [3.143, 4.25]}

Δ− 1(H
j2
S (xi)) � {[2, 3.375], [3.143, 4.25]}

Δ− 1(H
j3
S (xi)) � {[2.5, 4], [3.143, 4.25], [3.375, 5]}

3.3. Rough Information Aggregation Based on the OWA
Operator. ,e following job is to aggregate the elements in a
rough number set into an interval number. As the elements
in the rough number sets for all Δ− 1(H

jk

S (xi)), 1≤ k≤ l, are
different, the traditional averaging operators with given
weights are not flexible and reasonable. ,e OWA operator
provides a parameterized family of aggregation operators
that includes the maximum (or), the minimum (and), and
the average, as special cases. ,e basic notions of OWA
operators are as follows.

Definition 7 (see [38]). A mapping F from In⟶ I is called
an OWA operator of dimension n if associated with F is a
weighting vector W:

W � w1, w2, . . . , wn􏼂 􏼃
T (10)

such that (1) wi ∈ [0, 1], 1≤ i≤ n, and (2) 􏽐
n
i�1 wi � 1.

And

F a1, a2, . . . , an( 􏼁 � 􏽘
n

j�1
wjbj � w1b1 + w2b2 + · · · + wnbn,

(11)

where bj is the jth largest element in the collection
a1, a2, . . . , an.

,e most important issue of applying OWA operators is
to determine the associated weights. Yager [38] presented a
formula to calculate the weighting function for the OWA
aggregation operator by using the linguistic quantifier
proposed by Zadeh [46]. Yager [47] distinguished three
categories of relative quantifiers: regular increasing Mono-
tone (RIM) quantifier, regular decreasing monotone (RDM)
quantifier, and regular unimodal (RUM) quantifier. ,e
procedure used for generating the weights from the quan-
tifier depends upon the type of the quantifier provided. In
the case of the RIM quantifier, the weights for OWA op-
erators are generated as

wj � Q
j

n
􏼒 􏼓 − Q

j − 1
n

􏼒 􏼓 for j � 1, 2, . . . , n, (12)

where wj is associated with bj, which is the jth largest el-
ement in the collection a1, a2, . . . , an.

We consider three fuzzy linguistic preferences: for the
most (fuzzy majority), at least half, and as much as possible.
,ese preferences indicate the degree to which the decision
maker is satisfied with the number of criteria solved. ,e
linguistic quantifier Q(x) is shown as Figure 2.

For the “for the most,” the linguistic quantifier Q(x) is
defined as [48]

Q(x) �

0, forx≤ 0.3,

2x − 0.6, for 0.3< x< 0.8,

1, forx≥ 0.8.

⎧⎪⎪⎨

⎪⎪⎩
(13)

For the “at least half,” the linguistic quantifier Q(x) is
defined as

Mathematical Problems in Engineering 7



Q(x) �

0, forx≤ 0,

2x, for 0<x< 0.5,

1, forx≥ 0.5.

⎧⎪⎪⎨

⎪⎪⎩
(14)

For the “as much as possible,” the linguistic quantifier
Q(x) is defined as

Q(x) �

0, forx≤ 0.5,

2x − 1, for 0.5<x< 1,

1, forx≥ 1.

⎧⎪⎪⎨

⎪⎪⎩
(15)

Assume that the transformed information Δ− 1(H
jk

S (xi)),
which indicates information expert ek given concerning the
criterion cj for evaluating the object xi, is in the form of
[ak1

ij , ak1
ij ], [ak2

ij , ak2
ij ], . . . , [akr

ij , akr
ij ]}􏽮 . ,e elements in the

rough number set can be aggregated into [ak
ij, ak

ij] based on
the OWA operator. Since the elements in the rough number
set are arranged in the ascending order, ak

ij and ak
ij can be

determined by the following equations:

a
k
ij � 􏽘

r

h�1
wr− h · a

kh
ij , 1≤ h≤ r, (16)

a
k
ij � 􏽘

r

h�1
wr− h · a

kh
ij , 1≤ h≤ r, (17)

where wr− h can be obtained according to equation (12).

Example 5. Δ− 1(H
j1
S (xi)) � {[2, 3.375], [2.5, 4], [3.143,

4.25]},

Δ− 1(H
j2
S (xi)) � {[2, 3.375], [3.143, 4.25]},

Δ− 1(H
j3
S (xi)) � {[2.5, 4], [3.143, 4.25], [3.375, 5]} in

Example 4.
Considering the fuzzy linguistic preference “for the
most,” the above information can be transformed into
the following:

If the rough number set has three elements,
w1 � 1 − Q(2/3) � 0.27, w2 � Q(2/3) − Q(2/3) � 0.67,
and w3 � Q(1/3) � 0.06.
If the rough number set has two elements,
w1 � 1 − Q(1/2) � 0.6 and w2 � Q(1/2) � 0.4.
Δ− 1(H

j1
S (xi)) � [2.20358, 3.59625],

Δ− 1(H
j2
S (xi)) � [2.4572, 3.725],

Δ− 1(H
j3
S (xi)) � [2.72611, 4.1275].

Concerning criterion cj for evaluating object xi, the
group decision-making information can be obtained by
considering the experts’ weights and weights associated
with OWA operators.
For Δ− 1(H

jk

S (xi)) � [ak
ij, ak

ij], let wek be the weight of
expert ek and wo

ij

k be the weight associated with the
OWA operator according to the order of information ek
given. w

ij

k is the normalized weight for the sum of wek
and wo

ij

k :

w
ij

k �
wek + wo

ij

k

􏽐
l
k�1 wek + wo

ij

k􏼐 􏼑
, 1≤ i≤ n, 1≤ j≤m. (18)

,e aggregated evaluation information is defined as
Δ− 1(H

j

S(xi)), Δ− 1(H
j

S(xi)) � [aij, aij].

aij � 􏽘
l

k�1
w

ij

k · a
k
ij, (19)

aij � 􏽘
l

k�1
w

ij

k · a
k
ij. (20)

,e final decision matrixA for theMCGDMproblem is
as follows:

1

0.3 0.8

x

Q (x)

(a)

0.5

x

1

Q (x)

(b)

0.5

x

1

1.0

Q (x)

(c)

Figure 2: ,e linguistic quantifier Q(x). (a) “Most.” (b) “At least half.” (c) “As much as possible.”
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An×m �

a11, a11􏼂 􏼃 a12, a12􏼂 􏼃 · · · a1m, a1m􏼂 􏼃

a21, a21􏼂 􏼃 a22, a22􏼂 􏼃 · · · a2m, a2m􏼂 􏼃

⋮ ⋮ ⋮ ⋮

an1, an1􏼂 􏼃 an2, an2􏼂 􏼃 · · · anm, anm􏼂 􏼃

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (21)

4. Extended VIKOR Method for MCGDM
Based onHesitant Fuzzy Linguistic Term Sets

,e VIKOR method introduces the multicriteria ranking
index based on the particular measure of closeness to the
ideal solution [49]. According to Opricovic and Tzeng [50],
the multicriteria measure for compromise ranking is de-
veloped from the Lp-metric utilized as an aggregating
function in a compromise programming method. For an
alternative xi(1≤ i≤ n), the evaluating value of the jth cri-
terion (1≤ j≤m) is denoted as fij. ,e Lp-metric has the
following form [51]:

Lp,i � 􏽘
n

j�1

wj f∗j − fij􏼐 􏼑

f∗j − f−
j

⎡⎢⎣ ⎤⎥⎦

p⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

1/p

, 1≤p≤∞, i � 1, 2, . . . , n,

(22)

where f∗j � maxifij and f−
j � minifij.

In the VIKOR method, L1,i (or Si) and L∞,i (or Ri) are
used to formulate ranking measurements. ,e solution
gained by min Si is with a maximum group utility, and the
solution gained by min Ri is with a minimum individual
regret of the opponent [50]. ,e compromise solution is a
feasible solution that is the closest to the ideal, and
compromise means an agreement established by mutual
concessions. v is introduced as the compromise parameter
between the group utility and the individual regret.
Qi � vf(Si) + (1 − v)f(Ri). v> 0.5 represents concerning the
group utility (or the majority). v< 0.5 represents con-
cerning the individual regret.

,e VIKOR method is used to treat the decision
matrix to calculate S, R, and Q and then obtain the
candidate ranking order. According to the summarized
steps of the VIKOR method [50], the extended VIKOR
approach proposed in this paper has the following five
steps.

Step 1: determine the positive ideal solution A∗ and the
negative ideal solution A− of the final decision matrix
A � ([aij, aij])n×m.
Criteria set B represents the “larger-the-better” cate-
gory, and criteria setC represents the “small-the-better”
category.

A
∗

� a
∗
j | 1≤ j≤m􏽮 􏽯, where a

∗
j �

maxn
i�1aij cj ∈ B

􏼌􏼌􏼌􏼌􏼌 ,

minn
i�1aij cj ∈ C

􏼌􏼌􏼌􏼌􏼌 ,

⎧⎪⎨

⎪⎩

A
−

� a
−
j | 1≤ j≤m􏽮 􏽯, where a

−
j �

minn
i�1aij cj ∈ B

􏼌􏼌􏼌􏼌􏼌 ,

maxn
i�1aij cj ∈ C .

􏼌􏼌􏼌􏼌􏼌

⎧⎪⎨

⎪⎩

(23)

Step 2: compute the values of [Si, Si] and [Ri, Ri] by the
following formulas:

Si � 􏽘
cj∈B

wcj a∗j − aij􏼐 􏼑

a∗j − a−
j􏼐 􏼑

+ 􏽘
cj∈C

wcj aij − a∗j􏼐 􏼑

a−
j − a∗j􏼐 􏼑

, (24)

Si � 􏽘
cj∈B

wcj a∗j − aij􏼐 􏼑

a∗j − a−
j􏼐 􏼑

+ 􏽘
cj∈C

wcj aij − a∗j􏼐 􏼑

a−
j − a∗j􏼐 􏼑

, (25)

Ri � max
j

wcj a∗j − aij􏼐 􏼑

a∗j − a−
j􏼐 􏼑

, for cj ∈ B,

wcj aij − a∗j􏼐 􏼑

a−
j − a∗j􏼐 􏼑

, for cj ∈ C.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(26)

Ri � max
j

wcj a∗j − aij􏼐 􏼑

a∗j − a−
j􏼐 􏼑

, for cj ∈ B,

wcj aij − a∗j􏼐 􏼑

a−
j − a∗j􏼐 􏼑

, for cj ∈ C,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(27)

where wcj is the weight of criteria cj.
Step 3: compute the values of [Q

i
, Qi]:

Q
i

� v
Si − S−

S∗ − S−
+(1 − v)

Ri − R−

R∗ − R−
, (28)

Qi � v
Si − S−

S∗ − S−
+(1 − v)

Ri − R−

R∗ − R−
, (29)

where S− � miniSi, S∗ � maxiSi R− � miniRi,
R∗ � maxiRi, and v is the weight of the decision-
making strategy of the maximum group utility.
v> 0.5 represents “voting by majority rule,” v ≈ 0.5
represents “by consensus,” and v< 0.5 represents
“with veto.” Selection of v depends on the decision
strategy of experts, and it may influence the com-
promise solution.
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Step 4: rank the alternatives, sorting the values of
[Q

i
, Qi], [Si, Si], and [Ri, Ri] in the ascending order,

and then obtain three ranking lists.
For any two rough numbers, RN1 � [L1, U1] and
RN2 � [L2, U2], where L1 and L2 represent their lower
limits and U1 andU2 represent their upper limits, the
ranking rules of two rough numbers are given as
follows [52]:

(1)

(a) If U1>U2 and L1 ≥ L2 orU1 ≥ U2 and L1> L2,
then RN1>RN2

(b) If U1 �U2 and L1 � L2, then RN1 �RN2

(2) Let M1 � (L1 +U1)/2 and M2 � (L2 +U2)/2.

(a) If L2> L1 and U1>U2: if M1 ≤ M2, then
RN1<RN2; if M1>M2, then RN1>RN2

(b) If L1> L2 and U2>U1: if M1 ≤ M2, then
RN1<RN2; if M1>M2, then RN1>RN2

Step 5: propose a compromise solution:

Definition 8. For any two interval numbers A � [A, A] and
B � [B, B], the distance betweenA and B, D(A, B), is defined
as

D(A, B) �

�������������������
1
2

(B − A)
2

+ B − A( )
2

􏽨 􏽩

􏽲

. (30)

(1) If the following two conditions are satisfied, x(1) is
the best compromise solution. x(1) is the object
ranked first in the [Q

i
, Qi] list.

Condition 1: acceptable advantage:
D([Q(1)

i
, Q

(1)

i ], [Q(2)
i

, Q
(2)

i ])≥DQ, DQ � 1/(n − 1)

Condition 2: acceptable stability in decision-mak-
ing: x(1) must also be the best object ranked
according to [Si, Si] or/and [Ri, Ri]

(2) If one of the conditions is not satisfied, then a set of
compromise solutions is obtained:

① If only condition 2 is not satisfied, x(1) and x(2)

are both compromise solutions
② If condition 1 is not satisfied, maximized X can be

obtained according to
D([Q(1)

i
, Q

(1)

i ], [Q(X)
i

, Q
(X)

i ])< 1/(n − 1), and
x(1), x(2), . . . , x(X) are all near to the best com-
promise solution

5. Illustrative Examples

5.1. Example 1. In this section, a numerical example adopted
from Rodŕıguez et al. [4] is provided to validate the effec-
tiveness of the proposed GDM approach based on HFLTSs.
A conference committee, composed of 3 researchers E� {e1,
e2, e3}, wants to grant the best paper award in an interna-
tional conference. ,ere are four selected papers, X� {John’s

paper, Mike’s paper, David’s paper, Frank’s paper}. ,e
linguistic term set suitable to express such assessments
shown in Rodŕıguez et al. [4] can be given as follows:

S� {neither (s0); very low (s1); low (s2); medium (s3);
high (s4); very high (s5); absolute (s6)}
Step 1: transform the preferences provided by experts
in Rodŕıguez et al. [4] into HFLTSs:

P
1

�

− s0, s1􏼈 􏼉 s5􏼈 􏼉 s0, s1􏼈 􏼉

s5, s6􏼈 􏼉 − s4, s5􏼈 􏼉 s0, s1, s2, s3􏼈 􏼉

s2􏼈 􏼉 s0, s1, s2􏼈 􏼉 − s5, s6􏼈 􏼉

s4, s5, s6􏼈 􏼉 s4, s5, s6􏼈 􏼉 s0, s1, s2, s3􏼈 􏼉 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

P
2

�

− s0, s1, s2􏼈 􏼉 s4, s5, s6􏼈 􏼉 s0, s1, s2􏼈 􏼉

s4, s5, s6􏼈 􏼉 − s4􏼈 􏼉 s1􏼈 􏼉

s0, s1􏼈 􏼉 s2􏼈 􏼉 − s5, s6􏼈 􏼉

s4, s5􏼈 􏼉 s5􏼈 􏼉 s0, s1, s2􏼈 􏼉 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

P
3

�

− s4, s5, s6􏼈 􏼉 s4, s5􏼈 􏼉 s2􏼈 􏼉

s0, s1, s2􏼈 􏼉 − s4, s5, s6􏼈 􏼉 s4, s5, s6􏼈 􏼉

s0, s1, s2􏼈 􏼉 s0, s1, s2􏼈 􏼉 − s4􏼈 􏼉

s4􏼈 􏼉 s0, s1, s2􏼈 􏼉 s1􏼈 􏼉 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(31)

Step 2: deal with the assessment information based on
the HFLTS using the 2-tuple linguistic representation
model:

Δ− 1
p
1

􏼐 􏼑 �

− 0, 1{ } 5{ } 0, 1{ }

5, 6{ } − 4, 5{ } 0, 1, 2, 3{ }

2{ } 0, 1, 2{ } − 5, 6{ }

4, 5, 6{ } 4, 5, 6{ } 0, 1, 2, 3{ } −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Δ− 1
p
2

􏼐 􏼑 �

0, 1, 2{ } 4, 5, 6{ } 0, 1, 2{ }

4, 5, 6{ } 4{ } 1{ }

0, 1{ } 2{ } 5, 6{ }

4, 5{ } 5{ } 0, 1, 2{ }

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Δ− 1
p
3

􏼐 􏼑 �

− 4, 5, 6{ } 4, 5{ } 2{ }

0, 1, 2{ } − 4, 5, 6{ } 4, 5, 6{ }

0, 1, 2{ } 0, 1, 2{ } − 4{ }

4{ } 0, 1, 2{ } 1{ } −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(32)

Step 3: quantify the uncertainty in GDM information
based on the rough set theory:
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Δ− 1
p
1

􏼐 􏼑 �

− [0, 2.38], [0.5, 3.17]{ } [4, 4.83], [4.6, 5.25], [4.83, 6]{ } [0, 1], [0.5, 1.5]{ }

[2.83, 5.5], [3.63, 6]{ } − [4, 4.67], [4.4, 5.33]{ } [0, 2.75], [0.67, 3.14], [1, 4], [1.4, 4.5]{ }

[1, 2]{ } [0, 1.14], [0.5, 1.6], [1.14, 2]{ } − [4.75, 5.5], [5.29, 6]{ }

[4, 4.67], [4.4, 5.33], [4.67, 6]{ } [1.75, 5], [2.83, 5.33], [3.29, 6]{ } [0, 1.25], [0.6, 1.67], [1, 2.33], [1.25, 3]{ } −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Δ− 1
p
2

􏼐 􏼑 �

− [0, 2.38], [0.5, 3.17], [0.8, 4.25]{ } [4.6, 5.25]{ } [0, 1], [0.5, 1.5], [1, 2]{ }

[1.75, 5.2], [2.83, 5.5], [3.63, 6]{ } − [4, 4.67]{ } [0.67, 3.14]{ }

[0, 1], [0.5, 1.5]{ } [1.14, 2]{ } − [4.75, 5.5], [5.29, 6]{ }

[4, 4.67], [4.4, 5.33]{ } [2.83, 5.33]{ } [0, 1.25], [0.6, 1.67], [1, 2.33]{ } −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Δ− 1
p
3

􏼐 􏼑 �

− [1.33, 5], [1.86, 5.5], [2.38, 6]{ } [4, 4.83], [4.6, 5.25]{ } [1, 2]{ }

[0, 3.63], [0.5, 4.14], [1, 4.67]{ } − [4, 4.67], [4.4, 5.33], [4.67, 6]{ } [1.83, 5], [2.29, 5.5], [2.75, 6]{ }

[0, 1], [0.5, 1.5], [1, 2]{ } [0, 1.14], [0.5, 1.6], [1.14, 2]{ } − [4, 5.29], [4.75, 5.5], [5.29, 6]{ }

[4, 4.67]{ } [0, 3.29], [0.5, 3.83], [1, 4.4]{ } [0.6, 1.67]{ } −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(33)

Step 4: obtain the assessment information with the
same length using the OWA operator.
Considering the fuzzy linguistic preference “for the
most,” the final assessment information obtained
corresponding to the three researchers is as follows:

Δ− 1
p
1

􏼐 􏼑 �

− [0.2, 2.7] [4.6, 5.25] [0.2, 1.2]

[3.15, 5.7] − [4.16, 4.93] [0.74, 3.45]

[1, 2] [0.4, 1.5] − [5, 5.7]

[4.31, 5.19] [2.57, 5.28] [0.7, 1.89] −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Δ− 1
p
2

􏼐 􏼑 �

− [0.38, 3.02] [4.45, 5.18] [0.4, 1.4]

[2.59, 5.45] − [4, 4.67] [0.67, 3.14]

[0.2, 1.2] [1.14, 2] − [5, 5.7]

[4.16, 4.93] [2.83, 5.33] [0.46, 1.6] −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

Δ− 1
p
3

􏼐 􏼑 �

− [1.75, 5.4] [4.24, 5] [1, 2]

[0.4, 4.03] − [4.31, 5.11] [2.19, 5.4]

[0.4, 1.4] [0.4, 1.5] − [4.58, 5.47]

[4, 4.67] [0.42, 3.69] [0.6, 1.67] −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(34)

Step 5: obtain the preference relation based on the
OWA operator according to the approach proposed in
Rodŕıguez et al. [4]:

PC �

− [0.41, 3.08] [4.4, 5.14] [0.38, 1.38]

[2.03, 5.08] − [4.13, 4.87] [0.81, 3.48]

[0.38, 1.38] [0.44, 1.53] − [4.89, 5.64]

[4.13, 4.88] [2, 4.85] [0.57, 1.66] −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(35)

Step 6: compute the pessimistic and optimistic
collective preference for each alternative. ,e lin-
guistic interval for each alternative is shown in
Table 3.

Step 7: order the set of alternatives and select the best
one as the solution to the GDM problem:

x2> x4> x1> x3.
,e best solution is similar with the work of
Rodrı́guez et al. [4]. ,is example can illustrate the
effectiveness of the proposed GDM approach for
HFLTSs. However, the envelope-based method for
computing with HFLTSs in Rodrı́guez et al. [4]
cannot support experts to select nonadjacent lin-
guistic terms. Next, we changed the preference
provided by the three experts and compared the
results obtained by the commonly used envelope-
based method and the proposed GDM
approach. We changed the preference referring to
more than two linguistic terms to contain only two
linguistic terms using the binary relation “or.” ,e
revised preference provided by the first expert is as
follows:

p
1′ �

− atmost vl vh atmost vl

at least vh − between h and vh n orm

l n or l − greater than h

h or a h or a n orm −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(36)

,e corresponding HFLTSs of the three experts are as
follows:
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p
1′ �

− s0, s1􏼈 􏼉 s5􏼈 􏼉 s0, s1􏼈 􏼉

s5, s6􏼈 􏼉 − s4, s5􏼈 􏼉 s0, s3􏼈 􏼉

s2􏼈 􏼉 s0, s2􏼈 􏼉 − s5, s6􏼈 􏼉

s4, s6􏼈 􏼉 s4, s6􏼈 􏼉 s0, s3􏼈 􏼉 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

p
2′ �

− s0, s2􏼈 􏼉 s4, s6􏼈 􏼉 s0, s2􏼈 􏼉

s4, s6􏼈 􏼉 − s4􏼈 􏼉 s1􏼈 􏼉

s0, s1􏼈 􏼉 s2􏼈 􏼉 − s5, s6􏼈 􏼉

s4, s5􏼈 􏼉 s5􏼈 􏼉 s0, s2􏼈 􏼉 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

p
3′ �

− s4, s6􏼈 􏼉 s4, s5􏼈 􏼉 s2􏼈 􏼉

s0, s2􏼈 􏼉 − s4, s6􏼈 􏼉 s4, s6􏼈 􏼉

s0, s2􏼈 􏼉 s0, s2􏼈 􏼉 − s4􏼈 􏼉

s4􏼈 􏼉 s0, s2􏼈 􏼉 s1􏼈 􏼉 −

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(37)

,e envelope of p
1′, p2′ , and p3′ does not change, and

also, the ranking result of the envelope-based method
does not change. However, the ranking result of the
proposed GDM approach for HFLTSs changes as the
change of preference given by the three experts. ,e
linguistic interval for each alternative after preference
change is shown in Table 4. ,e revised alternative
order is x2> x4> x3> x1. By contrast, we can see that the
ranking position of x3 and the position of x1 have
changed. ,e comparison illustrates that the proposed
GDM approach for HFLTSs has higher sensitivity to
the change of preference information and has much
wider applicability under different linguistic decision-
making environments.

5.2. Example 2. A real example of selecting logistics service
suppliers is adopted in this section. Company W is a small
and medium-sized electric product manufacturer. Its main
products are refrigerators, freezers, and air conditioners. To
focus on the core competition ability, reduce cost, and
improve customer service, the company decides to adopt a
logistics outsourcing strategy. After preliminary screening,
five candidates (i.e., alternatives), x1, x2, x3, x4, and x5, re-
main for further evaluation. Seven evaluation criteria are
considered: C� {c1 � quality assurance, c2 � operation effi-
ciency, c3 � logistics technology level, c4 � logistics facility
level, c5 � price, c6 �management ability, c7 � development
potential level}. c5 is the “small-the-better” criterion, and the
other criteria are in the “larger-the-better” category. ,e
weight vector of the criteria set is W� (0.21, 0.19, 0.12, 0.14,
0.17, 0.09, 0.08). A committee composed of 3 experts E� {e1,
e2, e3} evaluated the alternative service suppliers.,e weights
of the 3 experts are {we1 � 0.4, we2 � 0.3, we3 � 0.3}.

Step 1: obtain the preferences provided by experts
based on proposed context-free grammar, and trans-
form the linguistic expressions into HFLTSs according
to Definition 4. ,e predefined linguistic terms set is S.
,e hesitant evaluation information given by three
experts is shown in Tables 5–7. S� {neither (s0); very
low (s1); low (s2); medium (s3); high (s4); very high (s5);
absolute (s6)}.

Step 2: deal with the evaluation information based on
the HFLTS using the 2-tuple linguistic representation
model. Taking Table 4 as an example, the information
of Δ− 1(H

j1
S (xi)) corresponding to this table is shown in

Table 8.

Step 3: transform the information of Δ− 1(H
jk

S (xi)) into
unified interval numbers for simplifying the group
information aggregation.
,e information of Δ− 1(H

jk

S (xi)) is treated by using the
rough set theory. ,e experts’ evaluation information
represented as rough numbers is shown in Tables 9–11.
,e set of rough numbers can be integrated into a rough
number based on the OWA operator. ,e possible
numbers of elements in the rough number set in
Tables 9–11 are 2, 3, and 4. Since the elements in the rough
number set are arranged in the ascending order, the
corresponding weights associated with elements for dif-
ferent fuzzy linguistic preferences are shown in Table 12.

Considering the fuzzy linguistic preference “for the
most,” the evaluation information in the form of in-
terval numbers is shown in Tables 13–15.

Step 4: aggregate the information in Tables 13–15 into
the final decision matrix considering both the expert’s
weights and the OWA weights associated with each
[ak

ij, ak
ij] for 1≤ i≤ n and 1≤ j≤m. ,e aggregated

decision information for different fuzzy linguistic
preferences is shown in Tables 16–18, respectively.

5.2.1. Sensitivity Analysis. Parameter v is the weight of the
strategy of the “majority of attributes,” and it plays an
important role in determining the set of compromise so-
lutions. As seen in Table 19, [Q

i
, Qi] is determined by the

value of v. When v is changed, D([Q(1)
i

, Q
(1)

i ], [Q(2)
i

, Q
(2)

i ]) is
also changed. Aiming at the aggregated decision information
obtained by the fuzzy linguistic preference “for the most,”
when 0≤ v≤ 0.8789, D([Q(1)

i
, Q

(1)

i ], [Q(2)
i

, Q
(2)

i ])≥ 0.25, and
only x3 is the compromise solution; when 0.8789< v≤ 1,
D([Q(1)

i
, Q

(1)

i ], [Q(2)
i

, Q
(2)

i ])< 0.25 and D([Q(1)
i

, Q
(1)

i ],

[Q(3)
i

, Q
(3)

i ])≥ 0.25, and both x3 and x4 are the compromise
solutions. From the results in Table 19, we can see that the
threshold values of v are different for different fuzzy

Table 3: Linguistic intervals for all alternatives in Example 1.

John Mike David Frank
pR
1 pR

2 pR
3 pR

4
[(s2, − 0.27), (s3, 0.2)] [(s2, 0.32), (s4, − 0.52)] [(s2, − 0.1), (s3, − 0.15)] [(s1, 0.23), (s4, − 0.2)]
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linguistic preferences. ,e value of v can differentiate the
possible solution sets {x3} and {x3, x4}.

Step 5: select the appropriate supplier using the pro-
posed VIKOR method.
Aiming at the aggregated decision information
according to the “for the most,” the positive ideal so-
lution A∗ and the negative ideal solution A− are de-
termined first, and then [Si, Si], [Ri, Ri], and [Q

i
, Qi] are

computed according to equations (25)–(30):

A∗ � {5.44, 5.11, 4.23, 4.44, 0.60, 4.91, 4.76}
A− � {1.23, 1.07, 1.41, 1.20, 3.51, 0.65, 1.25}

According to the verification rules of VIKOR, if the
acceptable advantage and acceptable ability are

satisfied, the best rank can be assigned as a compromise
solution. Let v � 0.5, which represents selecting the
appropriate object in compromise. First, the two
conditions of the first case are considered.
Condition 1: D([Q(1)

i
, Q

(1)

i ], [Q(2)
i

, Q
(2)

i ]) ������������������������������������

0.5 × [(0.208 − 0.000)2 + (0.862 − 0.519)2]

􏽱

� 0.323.
DQ� 1/(5 − 1)� 0.25.
Condition 1 is satisfied.
Condition 2: x(1) is the best object ranked according to
[Si, Si] and [Ri, Ri], and condition 2 is satisfied.
,erefore, x(1), i.e., x3, is the compromise solution.
Considering all the possible values of v, the final results
are shown in Table 19.

Table 4: Linguistic intervals for all alternatives after preference change in Example 1.

John Mike David Frank
pR
1 pR

2 pR
3 pR

4
[(s2, − 0.32), (s3, 0.21)] [(s2, 0.45), (s4, 0.62)] [(s2, 0.06), (s3, 0)] [(s1, 0.34), (s4, 0.05)]

Table 5: ,e HFLTS information given by expert e1 in Example 2.

c1 c2 c3 c4 c5 c6 c7
x1 s2􏼈 􏼉 s0, s1, s2􏼈 􏼉 s3, s4􏼈 􏼉 s4, s5􏼈 􏼉 s3, s4􏼈 􏼉 s4􏼈 􏼉 s2, s3, s4􏼈 􏼉

x2 s3, s4􏼈 􏼉 s2􏼈 􏼉 s2, s3, s4􏼈 􏼉 s0, s1, s2􏼈 􏼉 s4, s5􏼈 􏼉 s2, s3, s4􏼈 􏼉 s2, s3􏼈 􏼉

x3 s4, s5􏼈 􏼉 s4, s5, s6􏼈 􏼉 s0, s1, s2, s3􏼈 􏼉 s5, s6􏼈 􏼉 s3􏼈 􏼉 s2, s3, s4􏼈 􏼉 s3, s4􏼈 􏼉

x4 s2, s3, s4􏼈 􏼉 s5, s6􏼈 􏼉 s3, s4􏼈 􏼉 s0, s1, s2􏼈 􏼉 s3􏼈 􏼉 s4, s5􏼈 􏼉 s5􏼈 􏼉

x5 s2, s3􏼈 􏼉 s0, s1, s2􏼈 􏼉 s2, s3, s4, s5􏼈 􏼉 s4, s5􏼈 􏼉 s2, s3􏼈 􏼉 s0, s1, s2􏼈 􏼉 s2, s3􏼈 􏼉

Table 7: ,e HFLTS information given by expert e3 in Example 2.

c1 c2 c3 c4 c5 c6 c7
x1 s0, s1, s2, s3􏼈 􏼉 s2, s3􏼈 􏼉 s2, s3, s4􏼈 􏼉 s3, s4􏼈 􏼉 s2, s3, s4􏼈 􏼉 s5, s6􏼈 􏼉 s3􏼈 􏼉

x2 s3, s4􏼈 􏼉 s3􏼈 􏼉 s4, s5, s6􏼈 􏼉 s4, s5􏼈 􏼉 s0, s1, s2􏼈 􏼉 s3, s4􏼈 􏼉 s4, s5􏼈 􏼉

x3 s4, s5, s6􏼈 􏼉 s3, s4􏼈 􏼉 s2, s3􏼈 􏼉 s2, s3, s4􏼈 􏼉 s1, s2􏼈 􏼉 s2, s3􏼈 􏼉 s0, s1, s2􏼈 􏼉

x4 s2, s3, s4, s5􏼈 􏼉 s2, s3􏼈 􏼉 s2, s3, s4􏼈 􏼉 s3, s4􏼈 􏼉 s0, s1, s2􏼈 􏼉 s2, s3, s4􏼈 􏼉 s5􏼈 􏼉

x5 s2, s3, s4􏼈 􏼉 s4􏼈 􏼉 s4, s5􏼈 􏼉 s2, s3, s4􏼈 􏼉 s3, s4􏼈 􏼉 s5, s6􏼈 􏼉 s0, s1, s2􏼈 􏼉

Table 6: ,e HFLTS information given by expert e2 in Example 2.

c1 c2 c3 c4 c5 c6 c7
x1 s3, s4􏼈 􏼉 s2, s3, s4􏼈 􏼉 s2􏼈 􏼉 s0, s1, s2􏼈 􏼉 s2, s3􏼈 􏼉 s0, s1, s2􏼈 􏼉 s3, s4􏼈 􏼉

x2 s5, s6􏼈 􏼉 s0, s1, s2􏼈 􏼉 s2, s3􏼈 􏼉 s2, s3􏼈 􏼉 s0, s1􏼈 􏼉 s3, s4􏼈 􏼉 s0, s1, s2􏼈 􏼉

x3 s6􏼈 􏼉 s5, s6􏼈 􏼉 s4, s5, s6􏼈 􏼉 s2, s3􏼈 􏼉 s2􏼈 􏼉 s5, s6􏼈 􏼉 s2, s3, s4􏼈 􏼉

x4 s0, s1, s2􏼈 􏼉 s2, s3􏼈 􏼉 s2, s3, s4, s5􏼈 􏼉 s5, s6􏼈 􏼉 s3, s4􏼈 􏼉 s2􏼈 􏼉 s2, s3, s4􏼈 􏼉

x5 s2, s3, s4􏼈 􏼉 s3􏼈 􏼉 s2, s3􏼈 􏼉 s0, s1, s2􏼈 􏼉 s3, s4􏼈 􏼉 s0, s1, s2􏼈 􏼉 s5, s6􏼈 􏼉

Table 8: ,e information of Δ− 1(H
j1
S (xi)) corresponding to Table 4.

c1 c2 c3 c4 c5 c6 c7
x1 {2} {0, 1, 2} {3, 4} {4, 5} {3, 4} {4} {2, 3, 4}
x2 {3, 4} {2} {2, 3, 4} {0, 1, 2} {4, 5} {2, 3, 4} {2, 3}
x3 {4, 5} {4, 5, 6} {0, 1, 2, 3} {5, 6} {3} {2, 3, 4} {3, 4}
x4 {2, 3, 4} {5, 6} {3, 4} {0, 1, 2} {3} {4, 5} {5}
x5 {2, 3} {0, 1, 2} {2, 3, 4, 5} {4, 5} {2, 3} {0, 1, 2} {2, 3}
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Table 9: Evaluation information of expert e1 represented as rough numbers.

c1 c2 c3 c4 c5 c6 c7

x1 {[1.25, 2.8]} {[0, 2.13],
[0.5, 2.43], [1.4, 2.67]} {[2.5, 3.5], [3, 4]} {[2.33, 4.33],

[2.71, 5]}
{[2.6, 3.4],
[3, 4]} {[4, 5]}

{[2, 3.17],
[2.75, 3.4],
[3.17, 4]}

x2 {[3, 4.17], [3.5, 4.75]} {[1.25, 2.33]} {[2, 3.63], [2.5, 4.17],
[3, 4.75]}

{[0, 2.43],
[0.5, 2.83],
[1.25, 3.2]}

{[1.33, 4.5],
[1.86, 5]}

{[2, 3.29],
[2.75, 3.5],
[3.29, 4]}

{[1.25, 3.2],
[1.6, 4]}

x3 {[4, 5], [4.5, 5.5]}
{[3.67, 5],
[4.2, 5.5],
[4.71, 6]}

{[0, 2.89], [0.5, 3.25],
[1.25, 3.57], [1.83, 4.2]}

{[3.17, 5.5],
[3.57, 6]} {[2, 3]}

{[2, 3.57],
[2.5, 4.2],
[2.8, 5]}

{[1.83, 3.5],
[2.38, 4]}

x4
{[1.4, 3.13], [1.86,
3.8], [2.33, 4.33]} {[3, 5.5], [3.5, 6]} {[2.6, 3.71],

[3.13, 4.25]}

{[0, 3],
[ 0.5, 3.5],
[1, 4]}

{[1.8, 3.33]} {[3, 4.33],
[3.33, 5]} {[3.8, 5]}

x5 {[2, 2.88], [2.5, 3.4]} {[0, 2], [0.5, 2.5], [1, 3]} {[2, 3.5], [2.5, 4],
[3, 4.5], [3.5, 5]}

{[2.29, 4.33],
[2.63, 5]}

{[2, 3.17],
[2.75, 3.4]}

{[0, 2.13],
[0.5, 2.83],
[1, 3.75]}

{[1.25, 3.6],
[1.6, 4.67]}

Table 11: Evaluation information of expert e3 represented as rough numbers.

c1 c2 c3 c4 c5 c6 c7

x1
{[0, 2.14], [0.5, 2.5], [1.25,

2.8],
[1.83, 3.33]}

{[1.4, 2.67],
[1.86, 3.33]}

{[2, 3], [2.5,
3.5], [3, 4]}

{[1.5, 4],
[2.33, 4.33]}

{[2, 3], [2.6, 3.4],
[3, 4]}

{[2.4, 5.5],
[3, 6]} {[2.75, 3.4]}

x2 {[3, 4.17], [3.5, 4.75]} {[1.6, 3]}
{[3, 4.75],
[3.29, 5.5],
[3.63, 6]}

{[2, 4.5],
[2.43, 5]}

{[0, 1.86],
[0.5, 2.6],
[0.8, 3.67]}

{[2.75, 3.5],
[3.29, 4]} {[2, 4.5], [2.43, 5]}

x3
{[4, 5], [4.5, 5.5],

[5, 6]}
{[3, 4.71], [3.67,

5]}
{[1.25, 3.57],
[1.83, 4.2]}

{[2, 3.57],
[2.5, 4.2],
[2.8, 5]}

{[1, 2],
[1.67, 2.33]}

{[2, 3.57],
[2.5, 4.2]}

{[0, 2.38],
[0.5, 2.71],
[1.25, 3]}

x4
{[1.4, 3.13], [1.86, 3.8],
[2.33, 4.33], [2.6, 5]}

{[2, 3.5],
[2.5, 4.25]}

{[2, 3.33,
[2.6, 3.71],
[3.13, 4.25]}

{[1.5, 4.5],
[2, 5]}

{[0, 2.17], [0.5, 2.6],
[1, 3]}

{[2, 3.33],
[2.33, 4],
[3, 4.33]}

{[3.8, 5]}

x5
{[2, 2.88], [2.5, 3.4], [2.88,

4]} {[2, 4]} {[3, 4.5], [3.5,
5]}

{[1.25, 3.33],
[1.6, 4],

[2.29, 4.33]}

{[2.75, 3.4],
[3.17, 4]}

{[1.57, 5.5],
[2.13, 6]}

{[0, 2.71], [ 0.5, 3.17],
[1.25, 3.6]}

Table 10: Evaluation information of expert e2 represented as rough numbers.

c1 c2 c3 c4 c5 c6 c7

x1
{[1.83, 3.33], [2.14,

4]}
{[1.4, 2.67], [1.86,
3.33], [2.125, 4]} {[2, 3]} {[0, 2.71],

[0.5, 3.17], [1, 3.6]}
{[2, 3],
[2.6, 3.4}

{[0, 3], [0.5, 3.6],
[1, 4.25]}

{[2.75, 3.4],
[3.17, 4]}

x2
{[3.8, 5.5],
[4.17, 6]}

{[0, 1.6], [0.5, 2],
[1.25, 2.33]}

{[2, 3.63],
[2.5, 4.17]}

{[1.25, 3.2],
[1.6, 4]}

{[0, 1.86],
[0.5, 2.6]}

{[2.75, 3.5],
[3.29, 4]}

{[0, 2.43],
[0.5, 2.83],
[1.25, 3.2]}

x3 {[5, 6]} {[4.2, 5.5],
[4.71, 6]}

{[2.14, 5], [2.5,
5.5], [2.89, 6]}

{[2, 3.57],
[2.5, 4.2]} {[1.67, 2.33]} {[3.17, 5.5],

[3.57, 6]}
{[1.25, 3], [1.83,
3.5], [2.38, 4]}

x4
{[0, 2.6], [0.5, 2.89],

[1.4, 3.13]}
{[2, 3.5],
[2.5, 4.25]}

{[2, 3.33], [2.6,
3.71], [3.13, 4.25],

[3.33, 5]}
{[2.5, 5.5], [3, 6]} {[1.8, 3.33],

[2.17, 4]} {[2, 3.33]}
{[2, 3.8],
[2.5, 4.25],
[3, 4.67]}

x5
{[2, 2.88], [2.5, 3.4],

[2.88, 4]} {[1.5, 3.5]} {[2, 3.5], [2.5, 4]} {[0, 2.63], [0.5, 3],
[1.25, 3.33]}

{[2.75, 3.4],
[3.17, 4]}

{[0, 2.13],
[0.5, 2.83],
[1, 3.75]}

{[2.17, 5.5],
[2.71, 6]}

Table 12: ,e successive element’s weight in one set for different fuzzy linguistic preferences.

Set with 2 elements Set with 3 elements Set with 4 elements
For the most 0.6, 0.4 0.27, 0.67, 0.06 0.1, 0.5, 0.4, 0
At least half 0, 1 0, 0.33, 0.67 0, 0, 0.5, 0.5
As much as possible 1, 0 0.67, 0.33, 0 0.5, 0.5, 0, 0
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Table 13: ,e final evaluation information obtained from e1 for “for the most.”

c1 c2 c3 c4 c5 c6 c7
x1 [1.25, 2.8] [0.42, 2.36] [2.70, 3.70] [2.48, 4.60] [2.76, 3.64] [4.00, 5.00] [2.57, 3.37]
x2 [3.20, 4.40] [1.25, 2.33] [2.40, 4.06] [0.41, 2.74] [1.54, 4.70] [2.58, 3.47] [1.39, 3.52]
x3 [4.20, 5.20] [4.09, 5.40] [0.75, 3.34] [3.33, 5.70] [2.00, 3.00] [2.38, 4.08] [2.05, 3.70]
x4 [1.76, 3.65] [3.20, 5.70] [2.81, 3.93] [0.40, 3.40] [1.80, 3.33] [3.13, 4.60] [3.80, 5.00]
x5 [2.20, 3.09] [0.40, 2.40] [2.65, 4.15] [2.43, 4.60] [2.30, 3.26] [0.40, 2.70] [1.39, 4.03]

Table 14: ,e final evaluation information obtained from e2 for “for the most.”

c1 c2 c3 c4 c5 c6 c7
x1 [1.95, 3.60] [1.75, 3.19] [2, 3] [0.40, 3.07] [2.24, 3.16] [0.40, 3.48] [2.92, 3.64]
x2 [3.95, 5.70] [0.41, 1.91] [2.20, 3.85] [1.39, 3.52] [0.20, 2.16] [2.97, 3.70] [0.41, 2.74]
x3 [5.00, 6.00] [4.40, 5.70] [2.43, 5.40] [2.20, 3.82] [1.67, 2.33] [3.33, 5.70] [1.71, 3.40]
x4 [0.42, 2.83] [2.20, 3.80] [2.75, 3.89] [2.70, 5.70] [1.95, 3.60] [2.00, 3.33] [2.40, 4.15]
x5 [2.39, 3.30] [1.50, 3.50] [2.20, 3.70] [0.41, 2.92] [2.92, 3.64] [0.40, 2.70] [2.39, 5.70]

Table 15: ,e final evaluation information obtained from e3 for “for the most.”

c1 c2 c3 c4 c5 c6 c7
x1 [0.75, 2.58] [1.58, 2.93] [2.40, 3.40] [1.83, 4.13] [2.46, 3.33] [2.64, 5.70] [2.75, 3.40]
x2 [3.47, 4.00] [1.60, 3.00] [3.23, 5.33] [2.17, 4.70] [0.38, 2.46] [2.97, 3.70] [2.17, 4.70]
x3 [4.40, 5.40] [3.68, 4.20] [1.48, 3.82] [2.38, 4.08] [1.27, 2.13] [2.20, 3.82] [0.41, 2.64]
x4 [2.00, 3.95] [2.20, 3.80] [2.47, 3.64] [1.70, 4.70] [0.40, 2.51] [2.28, 3.84] [3.80, 5.00]
x5 [2.39, 3.30] [2.00, 4.00] [3.20, 4.70] [1.55, 3.84] [2.92, 3.64] [1.79, 5.70] [0.41, 3.07]

Table 16: ,e aggregated decision information for “for the most.”

c1 c2 c3 c4 c5 c6 c7
x1 [1.23, 2.88] [1.22, 2.79] [2.35, 3.35] [1.57, 3.94] [2.47, 3.35] [2.31, 4.91] [2.72, 3.43]
x2 [3.41, 4.52] [1.07, 2.33] [2.49, 4.23] [1.20, 3.47] [0.60, 2.89] [2.84, 3.62] [1.25, 3.51]
x3 [4.44, 5.44] [4.03, 5.11] [1.41, 3.94] [2.55, 4.38] [1.63, 2.43] [2.50, 4.30] [1.42, 3.25]
x4 [1.42, 3.47] [2.43, 4.24] [2.69, 3.83] [1.44, 4.44] [1.43, 3.14] [2.40, 3.87] [3.40, 4.76]
x5 [2.32, 3.23] [1.22, 3.22] [2.62, 4.12] [1.43, 3.75] [2.71, 3.51] [0.65, 3.24] [1.29, 4.06]

Table 17: ,e aggregated decision information for “at least half.”

c1 c2 c3 c4 c5 c6 c7
x1 [1.77, 3.47] [1.80, 3.40] [2.80, 3.80] [2.31, 4.56] [2.90, 3.85] [3.04, 5.34] [3.06, 3.84]
x2 [4.04, 5.36] [1.38, 2.64] [3.12, 5.12] [1.88, 4.30] [1.29, 4.11] [3.25, 3.97] [1.91, 4.35]
x3 [4.85, 5.85] [4.65, 5.79] [2.22, 4.93] [3.14, 5.33] [1.85, 2.69] [3.09, 5.27] [2.12, 3.78]
x4 [2.15, 4.24] [3.04, 5.19] [3.15, 4.41] [2.25, 5.25] [1.83, 3.59] [2.96, 4.50] [3.66, 4.93]
x5 [2.70, 3.72] [1.61, 3.61] [3.26, 4.76] [2.21, 4.49] [3.09, 3.88] [1.46, 4.68] [2.05, 5.13]

Table 18: ,e aggregated decision information for “as much as possible.”

c1 c2 c3 c4 c5 c6 c7
x1 [0.85, 2.65] [0.76, 2.47] [2.15, 3.15] [1.02, 3.51] [2.18, 3.12] [1.64, 4.28] [2.48, 3.32]
x2 [3.12, 4.04] [0.78, 2.14] [2.22, 3.90] [0.78, 3.05] [0.32, 2.46] [2.48, 3.42] [0.84, 3.09]
x3 [4.20, 5.20] [3.49, 4.49] [0.87, 3.54] [2.29, 4.02] [1.41, 2.30] [2.24, 3.94] [0.90, 2.90]
x4 [0.89, 3.05] [2.20, 3.90] [2.31, 3.53] [0.94, 3.94] [1.01, 2.84] [2.23, 3.60] [3.01, 4.49]
x5 [2.08, 2.96] [0.86, 2.86] [2.24, 3.74] [0.97, 3.32] [2.35, 3.28] [0.38, 2.83] [0.86, 3.53]
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An obvious advantage of the GDM approach for HFLTSs
proposed in this paper is that it can support experts to give
arbitrarily term mix to increase the richness of linguistic
expressions. In this section, we change some HFLTSs on the
evaluation of x4 given by experts e1 and e2. Suppose the two
experts tend to use the binary relation “or” and give non-
adjacent linguistic terms due to the uncertainty of the
market. ,e original and changed information on the
evaluation of x4 by e1 and e2 is shown in Table 20. Aiming at
the changed evaluation information, the aggregation result
obtained by the envelope-based approach would not change
for that the envelopes of the changedHFLTSs are the same as
those of the original HFLTSs. However, the aggregation
result obtained by the novel group decision-making ap-
proach proposed in this paper is different from Tables 13–15

under conditions of three fuzzy linguistic preferences.
Furthermore, the VIKOR results of the proposed method
based on the changed information will also be different from
Table 19, and the related result is shown in Table 21. We can
see that the compromise solutions remain unchanged, but
the threshold values of v vary for different fuzzy linguistic
preferences.

5.2.2. Comparisons and Discussion. To illustrate the effec-
tiveness of the proposed group decision-making approach
for HFLTSs and the related VIKOR, we use the above case
study to analyze the envelope-based approach for HFLTSs.
We take the envelope-based approach proposed by Rodŕıguez
et al. [4] as a comparable approach. ,e HFLTS information

Table 19: ,e results of the VIKOR method based on the proposed GDM approach.

(a) ,e values S, R, and Q and the preference ranking order in the case of “for the most”
[Si, Si] [Ri, Ri] [Q

i
, Qi]

x1 [0.435, 0.859] [0.128, 0.210] [0.451− 0.036v, 1− 0.023v]
x2 [0.274, 0.763] [0.131, 0.190] [0.471− 0.270v, 0.867− 0.017v]
x3 [0.122, 0.536] [0.060, 0.120] [0, 0.399 + 0.150v]
x4 [0.227, 0.754] [0.098, 0.201] [0.254− 0.116v, 0.937− 0.099v]
x5 [0.408, 0.876] [0.123, 0.183] [0.421− 0.042v, 0.819 + 0.181v]

Ranking order x3 ≻x4 ≻x2 ≻x5 ≻ x1 x3 ≻x4 ≻x5 ≻x2 ≻x1

x3 ≻ x4 ≻x2 ≻x5 ≻x1
Compromise solution set
{x3}, 0≤ v≤ 0.8789
{x3, x4}, 0.8789< v≤ 1

(b) ,e values S, R, and Q and the preference ranking order in the case of “at least half”
[Si, Si] [Ri, Ri] [Q

i
, Qi]

x1 [0.440, 0.829] [0.123, 0.210] [0.504− 0.045v, 1− 0.049v]
x2 [0.254, 0.804] [0.136, 0.190] [0.578− 0.354v, 0.887 + 0.032v]
x3 [0.077, 0.521] [0.034, 0.120] [0, 0.489 + 0.072v]
x4 [0.198, 0.746] [0.083, 0.190] [0.279− 0.125v, 0.889− 0.044v]
x5 [0.376, 0.868] [0.110, 0.180] [0.431− 0.053v, 0.830 + 0.170v]

Ranking order x3 ≻x4 ≻x2 ≻x5 ≻ x1 x3 ≻x4 ≻x5 ≻x2 ≻x1

x3 ≻ x4 ≻x2 ≻x5 ≻x1
Compromise solution set
{x3}, 0≤ v≤ 0.8113
{x3, x4}, 0.8113< v≤ 1

(c) ,e values S, R, and Q and the preference ranking order in the case of “as much as possible”
[Si, Si] [Ri, Ri] [Q

i
, Qi]

x1 [0.410, 0.865] [0.123, 0.210] [0.410− 0.024v, 1− 0.010v]
x2 [0.268, 0.740] [0.120, 0.189] [0.387− 0.190v, 0.857− 0.033v]
x3 [0.120, 0.533] [0.063, 0.120] [0, 0.389 + 0.161v]
x4 [0.207, 0.745] [0.104, 0.208] [0.279− 0.163v, 0.987− 0.156v]
x5 [0.399, 0.873] [0.117, 0.185] [0.366− 0.005v, 0.830 + 0.170v]

Ranking order x3 ≻x4 ≻x2 ≻x5 ≻ x1 x3 ≻x4 ≻x5 ≻x2 ≻x1

x3 ≻x4 ≻x2 ≻ x5 ≻x1
Compromise solution set

{x3}, 0≤ v≤ 0.8614
{x3, x4}, 0.8614< v≤ 1

Table 20: ,e original and changed information on evaluation for x4 by e1 and e2.

c1 c2 c3 c4 c5 c6 c7

,e original information x4(e1) {s2, s3, s4} {s5, s6} {s3, s4} {s0, s1, s2} {s3} {s4, s5} {s5}
x4(e2) {s0, s1, s2} {s2, s3} {s2, s3, s4, s5} {s5, s6 } {s3, s4} {s2} {s2, s3, s4}

,e changed information x4(e1) {s2, s4} {s5, s6} {s3, s4} {s0, s2} {s3} {s4, s5} {s5}
x4(e2) {s0, s2} {s2, s3} {s2, s5} {s5, s6 } { s3, s4} {s2 } {s2, s4}
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given by three experts as shown in Tables 5–7 can be
translated into interval information according to the enve-
lope-based approach. ,e interval information is modeled by
the 2-tuple linguistic representation model and then aggre-
gated by the weighted averaging operator. ,e final decision
information of Δ− 1(H

j1
S (xi)) is shown in Table 22.

,e decision result of Table 20 using the proposed
VIKOR approach is shown in Table 23. ,e ranking order of
the alternatives is x3≻x4≻x2≻x5≻x1, which is the same as the
ranking order in Table 20. However, the compromise so-
lution set remains unchanged with the change of v from 0 to
1 in Table 23, which has a lower sensitivity.

To reveal the features of the proposed VIKOR method,
the rough TOPSIS method [53] is also applied in the case
study. ,e rough TOPSIS method is used to deal with the
aggregated decision information for different fuzzy linguistic

preferences (Tables 16–18). Table 24 shows the final ranking
result of the rough TOPSIS.

In the case of “for the most,” if the weight 0≤ v≤ 0.8789,
the compromise solution obtained by the rough TOPSIS is
the same with the compromise solution of the extended
VIKOR. If the weight 0.8789< v≤ 1, the compromise so-
lution obtained by the rough TOPSIS is different from the
compromise solution of the extended VIKOR. In the case of
“at least half,” if the weight 0≤ v≤ 0.8113, the compromise
solution obtained by the rough TOPSIS is the same with the
compromise solution of the extended VIKOR. In the case of
“as much as possible,” if the weight 0≤ v≤ 0.8614, the
compromise solution obtained by the rough TOPSIS is the
same with the compromise solution of the extended VIKOR.
,e rough TOPSIS can only obtain the distinct solution, and
it cannot obtain the compromise solutions. ,e VIKOR

Table 21: ,e results of the proposed VIKOR method based on the changed information.

(a) ,e values S, R, and Q and the preference ranking order in the case of “for the most”
[Si, Si] [Ri, Ri] [Q

i
, Qi]

Ranking order x3 ≻x4 ≻x2 ≻ x5 ≻x1 x3 ≻ x4 ≻x5 ≻x2 ≻x1

x3 ≻x4 ≻x2 ≻x5 ≻ x1
Compromise solution set

{x3}, 0≤ v≤ 0.7905
{x3, x4}, 0.7505< v≤ 1

(b) ,e values S, R, and Q and the preference ranking order in the case of “at least half”
[Si, Si] [Ri, Ri] [Q

i
, Qi]

Ranking order x3 ≻x4 ≻x2 ≻ x5 ≻x1 x3 ≻ x4 ≻x5 ≻x2 ≻x1

x3 ≻x4 ≻x2 ≻x5 ≻ x1
Compromise solution set

{x3}, 0≤ v≤ 0.4807
{x3, x4}, 0.4807< v≤ 1

(c) ,e values S, R, and Q and the preference ranking order in the case of “as much as possible”
[Si, Si] [Ri, Ri] [Q

i
, Qi]

Ranking order x3 ≻x4 ≻x2 ≻ x5 ≻x1 x3 ≻ x4 ≻x5 ≻x2 ≻x1

x3 ≻x4 ≻x2 ≻x5 ≻ x1
Compromise solution set

{x3}, 0≤ v≤ 0.8926
{x3, x4}, 0.8926< v≤ 1

Table 22: ,e aggregated decision information of the comparative method.

c1 c2 c3 c4 c5 c6 c7
x1 [1.7, 2.9] [1.2, 2.9] [2.4, 3.4] [2.5, 3.8] [2.4, 3.7] [3.1, 4.0] [2.6, 3.7]
x2 [3.6, 4.6] [1.7, 2.3] [2.6, 4.3] [1.8, 3.2] [1.6, 2.9] [2.6, 4.0] [2.0, 3.3]
x3 [4.6, 5.6] [4.0, 5.4] [1.8, 3.9] [3.2, 4.5] [2.1, 2.4] [2.9, 4.3] [1.8, 3.4]
x4 [1.4, 3.7] [3.2, 4.2] [2.4, 4.3] [2.4, 3.8] [2.1, 3.0] [2.8, 3.8] [4.1, 4.7]
x5 [2.0, 2.6] [2.1, 2.9] [2.6, 4.4] [2.2, 3.8] [2.6, 3.6] [1.5, 3.2] [2.3, 3.6]

Table 23: ,e results of the VIKOR method based on the comparative GDM approach.

[Si, Si] [Ri, Ri] [Q
i
, Qi]

x1 [0.433, 0.848] [0.135,0.195] [0.558–0.114v, 0.912–0.085v]
x2 [0.311, 0.725] [0.140, 0.167] [0.588–0.307v, 0.749–0.085v]
x3 [0.099, 0.491] [0.040, 0.120] [0, 0.469 + 0.052v]
x4 [0.247, 0.689] [0.095, 0.210] [0.322–0.126v, 1–0.214v]
x5 [0.446, 0.850] [0.150, 0.180] [0.646–0.184v, 0.823 + 0.177v]

Ranking order x3 ≻x4 ≻ x2 ≻x5 ≻x1 x3 ≻ x4 ≻x5 ≻x2 ≻x1

x3 ≻x4 ≻x2 ≻x5 ≻x1
Compromise solution set

{x3}, 0≤ v≤ 1
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method focuses on ranking and selecting from a set of al-
ternatives in the presence of conflicting criteria, and it de-
termines a compromise solution that could be accepted by
the decision makers. ,us, the obtained compromise so-
lution is more robust and could be accepted by the decision
makers.

6. Conclusions

Many practical issues in various fields can be formulated into
MCGDM problems, which refer to the rank given alter-
natives by a group of decision makers. ,e challenge of
solving these problems is intensified when considering the
uncertain information environment. Decision makers may
hesitate among several linguistic terms when expressing
their preferences. HFLTS is an efficient fuzzy model to
express hesitant information, but the flexibility brings ob-
stacle of aggregating HFLTSs with different lengths.
,erefore, reliable GDM methods in the hesitant environ-
ment have to be studied and extended to solve the MCGDM
problems.

In the context of HFLTSs, this paper increases the
richness of linguistic expressions by giving out improved
context-free grammar and proposes a novel GDM approach
based on the 2-tuple fuzzy linguistic representation model,
the rough set theory, and the OWA operator. Finally, the
GDM approach is extended, and a hesitant VIKOR approach
is presented. ,e case study shows that (1) the novel GDM
approach is much more flexible due to the fact that it allows
decision makers to select nonadjacent linguistic terms and
retains the vagueness in the decision-making information.
(2) ,e novel GDM approach is sensitive to the variation of
the information input. (3) Different fuzzy linguistic pref-
erences for the OWA operator affect the associated weights
and then contribute to different aggregation results. (4) ,e
weight of strategy v in the hesitant VIKOR has an effect on
the compromise solution, and its selection may influence the
optimal solution or the number of compromise solutions.
Further work may continue to apply the group decision-
making approach for HFLTSs to other decision-making
methods or solve specific problems.
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[23] H. Liu and R. M. Rodŕıguez, “A fuzzy envelope for hesitant
fuzzy linguistic term set and its application to multicriteria
decision making,” Information Sciences, vol. 258, no. 10,
pp. 220–238, 2014.

[24] S.-M. Chen and J.-A. Hong, “Multicriteria linguistic decision
making based on hesitant fuzzy linguistic term sets and the
aggregation of fuzzy sets,” Information Sciences, vol. 286,
no. 1, pp. 63–74, 2014.

[25] L.-W. Lee and S.-M. Chen, “Fuzzy decision making based on
likelihood-based comparison relations of hesitant fuzzy lin-
guistic term sets and hesitant fuzzy linguistic operators,”
Information Sciences, vol. 294, no. 10, pp. 513–529, 2015.

[26] J.-Y. Dong, Y. Chen, and S.-P.Wan, “A cosine similarity based
QUALIFLEX approach with hesitant fuzzy linguistic term sets
for financial performance evaluation,” Applied Soft Com-
puting, vol. 69, pp. 316–329, 2018.

[27] B. Zhu and Z. Xu, “Consistency measures for hesitant fuzzy
linguistic preference relations,” IEEE Transactions on Fuzzy
Systems, vol. 22, no. 1, pp. 35–45, 2014.

[28] H. Liao and Z. Xu, “Approaches to manage hesitant fuzzy
linguistic information based on the cosine distance and
similarity measures for HFLTSs and their application in
qualitative decision making,” Expert Systems with Applica-
tions, vol. 42, no. 12, pp. 5328–5336, 2015.

[29] H. Liao, Z. Xu, X.-J. Zeng, and J. M. Merigó, “Qualitative
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Most of the multiobjective optimization problems in engineering involve the evaluation of expensive objectives and constraint
functions, for which an approximate model-based multiobjective optimization algorithm is usually employed, but requires a large
amount of function evaluation. Aiming at effectively reducing the computation cost, a novel infilling point criterion EIR2 is
proposed, whose basic idea is mapping a point in objective space into a set in expectation improvement space and utilizing the R2
indicator of the set to quantify the fitness of the point being selected as an infilling point. -is criterion has an analytic form
regardless of the number of objectives and demands lower calculation resources. Combining the Kriging model, optimal Latin
hypercube sampling, and particle swarm optimization, an algorithm, EIR2-MOEA, is developed for solving expensive multi-
objective optimization problems and applied to three sets of standard test functions of varying difficulty and comparing with two
other competitive infill point criteria. Results show that EIR2 has higher resource utilization efficiency, and the resulting
nondominated solution set possesses good convergence and diversity. By coupling with the average probability of feasibility, the
EIR2 criterion is capable of dealing with expensive constrained multiobjective optimization problems and its efficiency is
successfully validated in the optimal design of energy storage flywheel.

1. Introduction

Science and engineering practice possess a large number of
multiobjective optimization problems (MOP) [1] whose
objectives often conflict with each other and need to be
optimized simultaneously, where the Pareto set is desired.
Evolutionary Algorithm (EA) [2] has proven to be very
suitable for MOP, some typical algorithms include NSGA-II
[3], SPEA2 [4], MOEA/D [5], andMOPSO [6]. However, the
success of these algorithms depends heavily on a large
number of function evaluations and can only be applied in
cases that function evaluation is cheap computationally. To
handle some expensive MOPs, it is a desire to develop some
efficient algorithms.

To reduce the number of expensive evaluation required,
approximate/surrogate model [7], which mimic the input-
output relationship of expensive function but is cheap-to-
evaluate, is often employed. Polynomial response surfaces

[8], support vector machines [9], neural networks [10], and
Kriging [11] are commonly used approximate models.

Currently, there are two ways to integrate the approx-
imate model with EA. -e first one is to first construct a
static global approximate model based on all sample points
already evaluated, and the EA algorithm then searches for
the optimal solution. However, with limited computational
resources, it is hard to guarantee the approximate model’s
accuracy over the entire design space. -e second one
utilizes an approximate model in a dynamic manner by first
constructing a rough approximate model with a fraction of
sample points generated by some Design of Experiments
(DoE) [12] techniques, and then maximizing some infilling
point criterion (IPC) [13], a new point is located by EA and is
evaluated by expensive function. -is process is repeated
until resources are exhausted. -e second manner has the
advantage of high efficiency in using computation resources
and is used in this paper.
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-e infilling point criterion [14] plays a critical role in the
approximate model-based optimization method. Expecta-
tion Improvement (EI), proposed in Efficient Global Op-
timization (EGO) [15] by Jone, may be one of the most
researched method in the literature. It uses the Kriging
model as an approximate model and considers not only the
predicted value but also modeling uncertainty, achieving a
good balance between exploration and exploitation in the
optimization process. Other IPCs include statistical lower
bound [16] and probability of improvement [17].

However, those criterions are proposed originally only
for single optimization and have to be modified for MOPs.
Knowles first introduced EI into the field of multiobjective
optimization and presented ParEGO [18], where the Kriging
model is used and multiple objectives are converted into a
single objective through a parameterized scalarizing weight
vector, and then followed by the direct application of EGO,
the weight vector changed randomly as iteration proceeded.
Joan pointed out ParEGO is apt to favor model accuracy
rather than finding nondominated solutions and demands
more iterations before convergence and hence proposed
Pareto Expected Improvement index(PEI) [19], which
considers both EI and the probability of being Pareto op-
timal solution. Multi-EGO [20] builds the Kriging model
and calculates separately EI for each objective and calls
MOGA [21] as a solver to output a set of candidate points,
from which a point is selected as an infilling point. MOEA/
D-EGO [22] borrowed the ideas from ParEGO, and it
generated not a single but a set of weight vectors that dis-
tributed uniformly in the objective space to form single
objective optimization subproblems involving EI, optimiz-
ing jointly those subproblems produces multiple infill points
and in this way parallelly infilling is achieved. Recently, some
IPCs compatible with multiobjective optimization were
proposed, such as MaxMin improvement [23] and expec-
tation hypervolume improvement [24]. Svenson defined
MaxMin improvement in the analytic form when the
number of the objective function is two and suggested using
the Monte Carlo method (MCM) [25] to calculate MaxMin
value when the number of the objective is more than two.

In this paper, a novel IPC is proposed for expensive
multiobjective optimization. -e outstanding feature of the
IPC is to map one point in the objective space to a set in the
expectation improvement space, where the fitness of the
point is defined as a Quality indicator (QI) [26] value of the
set. In this way, QI plays a role in guiding optimization
towards an infilling point, rather than evaluating the non-
dominated solution set after optimization. -ere are a large
number of candidate QIs in the literature, such as IGD
[27, 28], ε-indicator [29], SDE indicator [30], and Hyper-
volume (HV) [31]. However, these QIs do not meet the
requirements of easy-using and low-computation cost to
some extent. For example, both IGD and ϵ-indicator de-
mand Pareto front (PF) as the reference set, which is im-
possible in practical problems; HV does not require PF but a
reference point, for which, if set unreasonably, will mislead
the optimization search direction [32]. Besides, HV pos-
sesses high computational complexity, which increases ex-
ponentially with the number of objectives. Some QIs have a

specific bias, for example, ε-indicator is more convergence-
oriented, and as a result, optimization process may suffer
from premature convergence, while SDE prefers diversity
[33] which may make the optimization period too long [34].
R2 indicator [35, 36], having some desire properties in
common with HV but is cheaper to evaluate, attracted
widespread interest in recent years. In addition, it is weakly
monotonic [37] and does not require PF to be provided;
hence, it is adopted in this article.

-e rest of paper is organized as follows. In Section 2, the
mathematical background of Kriging, EI, and R2 indicator is
reviewed.-en, the proposed EIR2 indicator and framework
of the whole optimization algorithm are presented in Section
3. To evaluate the performance of the proposed IPC, a series
of experiments over three benchmark test function suites
against two competitors IPCs is conducted in Section 4, their
results are measured by three performance metrics and then
analyzed in Section 5, and followed by Section 6, where the
proposed EIR2 is modified and applied to a real-world
constrained expensive MOP, an optimization design of an
energy storage flywheel. Lastly, Section 7 gives the con-
clusion and future research direction.

2. Background

2.1. Multiobjective Optimization Problem. Without loss of
generality, a multiobjective optimization problem is for-
mulated as follows:

min F(x) � f1(x), · · · , fm(x)􏼂 􏼃
T

s.t. gi(x)≤ 0, i � 1, · · · , p

hj(x) � 0, j � 1, · · · , q

xmin ≤ x ≤ xmax,

(1)

where F(x) represents the objective function vector which
contains m objective functions, gi and hj stand for inequality
and equality constraint function with the total number p and
q, respectively, and x � [x1, · · · , xd]T stands for design
vector with lower bound xmin and upper bound xmax. A
solution u is said to dominate another one v if and only if
fi(u)≤fi(v)∀i � 1, · · · , m and fi(u)<fi(v)∃i � 1, · · · , m,
written as u≺ v. A solution x∗ is called Pareto optimal if
there is no x satisfying x ≺ x∗(such x∗ is also referred to as
nondominated by x). -e set of all the Pareto optimal so-
lutions is called the Pareto Set (PS), whose image in the
objective space is called Pareto Front (PF).

In practice, objective functions and constraint functions
may come from finite element simulation; hence, they have
no explicit analytic expressions and are usually computa-
tionally expensive to evaluate. Under this condition, we are
interested in identifying a set of nondominated solutions,
called approximated Pareto Set/Front, to represent the true
Preto Set/Front, meanwhile consuming as less computing
resources as possible.

2.2. Kriging Model and Expectation Improvement. Kriging
model is an unbiased estimation model with smallest esti-
mated variance, excellent high-dimensional, and nonlinear
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fitting capability. It assumes the relationship between input x
and predicted output 􏽢y as follows:

􏽢y(x) � μ + z(x), (2)

where μ is a constant and z(x)∼N(0, σ2) is the Gaussian
random variable, which represent global trend and local
deviation of the output separately.

Having a set of known observations
S � (xi, yi), i � 1, · · · , N􏼈 􏼉, our job is to search for the best
values of μ and σ when predicting at a new point x. In the
design space, the relationship between two different points xi

and xj is characterized by correlation functions, such as the
Gaussian function:

R z xi
􏼐 􏼑, z xj

􏼐 􏼑; θ􏼐 􏼑 � 􏽙
d

k�1
exp − θk x

i
k − x

j

k

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓, (3)

where hyperparameter θ � [θ1, · · · , θd]T controls the
smoothness of prediction function and is usually determined
through maximizing a likelihood function of R by some
intelligent optimization algorithms such as particle swarm
optimization. According to optimization theory, analytical
form of μ and σ are obtained:

􏽢μ �
1TR− 1y
1TR− 11

,

􏽢σ2 �
(y − 1􏽢μ)TR− 1(y − 1􏽢μ)

N
,

(4)

where y � [y1, · · · , yd]T is known as the output vector and R
is a matrix of covariance between any two points in S, that is,
Ri,j � R(z(xi), z(xj)). Finally, at the new point x, we get the
predicted value and variance:

􏽢y(x) � 􏽢μ + r⊤R− 1
(y − 1􏽢μ),

􏽢s
2
(x) � 􏽢σ2 1 − r⊤Rr +

1 − 1⊤R− 1r( 􏼁
2

1⊤R− 11
⎡⎣ ⎤⎦,

(5)

where r is a correlation vector between point x and all points
in S. Unlike other approximate models such as response
surface [38] and neural network [39], which can only give
out the predicted value, Kriging is capable of outputting
predicted variance as a byproduct, which can be regarded as
a predicting uncertainty at x.

With Kriging, the value at a new point x is treated as a
Gaussian random variable, that is, y(x)∼N(􏽢μ,􏽢s2). An im-
provement quantity is designed as I(y(x), ymin) �

max(y(x) − ymin, 0), where ymin is the smallest y value in S.
It is noted that only those y(x) that are less than ymin
produce improvement. -e expectation of improvement
(EI) [40] has a closed form, that is,

EI y(x), ymin( 􏼁 �

ymin − 􏽢y(x)( 􏼁Φ
ymin − 􏽢y(x)

􏽢s(x)
􏼠 􏼡 + 􏽢sϕ

ymin − 􏽢y(x)

􏽢s(x)
􏼠 􏼡, if 􏽢s> 0,

0, if 􏽢s � 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

where Φ and ϕ are the probability distribution and prob-
ability density functions, respectively.

2.3. R2 Indicator. -e R2 indicator [41] is a unitary indi-
cator, which was proposed to evaluate the performance of
the nondominated solution set Q, given as

R2(Q, U) � −
1

|U|
􏽘
u∈U

maxq∈Q u(q)􏼈 􏼉, (7)

where U is a discrete and finite set of utility functions u, for
which there are many options to choose, such as weight
sums and penalty-based boundary intersection [42].

3. Proposed Method

3.1. Expectation Improvement R2 Indicator. -e main dif-
ficulty in extending EI infilling criterion to MOPs lies in the
fact that we have to specify ymin before calculating the EI
value, which is impractical as no such solution exists as being
optimal with respect to every objective, but a set of

nondominated solution found during previous optimization
process. It is now highly desired to find an infilling point
having large EI values with respect to all points in the current
nondominated set. -is motivates us to treat each non-
dominated solution as current optima and then calculate the
EI value in each objective, resulting in a vector function:

H(x, p) � EI1(x,p), · · · ,EIm(x,p)􏼂 􏼃
T
, (8)

where p � [p1, · · · , pm]T is a point in current nondominated
set P and EIj(x,p) � EI(yj(x), pj). By this function, we
obtain a vector consisting of all EI values for which pj is
deemed as ymin in objective j. Obviously, we need to build m

Kriging models, each corresponding to one objective
function. After continually applying function H to all
nondominated solutions, we get a set composed of |P|

points, defined as

Q(x) � q | q � H(x, p), p ∈ P􏼈 􏼉, (9)

where q � [q1, · · · , qm]T. In essence, we mapped point x in
design space to a set Q(x) in another space, called
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expectation improvement space, where the R2 indicator of
Q(x) is defined as fitness of x being selected as the infilling
point. -e mapping from objective space to the EI space is
illustrated in Figure 1.

Combining EI and R2 indicator, a novel indicator for
MOP, Expectation Improvement R2 Indicator (EIR2), is
defined as follows:

EIR2(x, P, U) � −
1

|U|
􏽘
u∈U

maxq∈Q(x) u(q)􏼈 􏼉. (10)

As EIR2 is a scalar indicator, some single optimization
algorithm can be employed to determine the optimal so-
lution as the infilling point. Besides, EIR2 actually defines an
indicator template in which other utility functions can be
specified. In this paper, Tchebyche function is employed as
utility function because it can tackle MOPs with convex or
concave Pareto front, defined as

uλ(q) � − maxj∈ 1,···,m{ }λj z
∗
j − qj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (11)

where λ � [λ1, · · · , λm]T is weight vector satisfying λj ≥ 0 and
􏽐

m
j�1 λj � 1. -ese weight vectors are uniformly distributed

in the objective space and are collected in the weight set Λ.
z∗ � [z∗1 , · · · ,z∗m]T is the ideal point, that is, z∗j �

min(qj),∀q ∈Q. As all EI values are nonnegative, a natural
selection is z∗ � 0. To summarize, the EIR2 indicator has the
form

EIR2(x, P,Λ) �
1

|Λ|
􏽘
λ∈Λ

minp∈P maxj�1,···,m λj × EIj(x, p)􏽮 􏽯􏽮 􏽯.

(12)

-e point that maximizes the EIR2 indicator is recog-
nized as an infilling point for expensive evaluation.

3.2.WeightVectorsGenerating. -eutility function is actually
an optimization subproblem parameterized by the weight
vector, by which the optimization process can be controlled. If
the geometry characteristics of PF are known, such as being
convex/concave, a set of weight vectors can be distributed
consistent with the PF in the objective space, by which a more
accurate approximate PF with uniform distribution is more
likely to be obtained. However, there is often no information
about the PF in priori, which is common for practical MOP;
hence, a better choice in this situation is to treat all objectives
equally important and generate a set of weight vectors evenly
distributed in the objective space.

To help generate weight vector λ, an auxiliary set is
introduced L � 0/H, 1/H, · · · , H/H{ }, where H is an user-
specified positive integer. We can chose randomly m − 1
element from L as the first m − 1 elements of λ and assign the
value of λm to ensure 􏽐

m
i�1 λi � 1. Exhausting every possible

combination, there are totally Cm− 1
H+m− 1 weight vectors gen-

erated. Figure 2 illustrates all 21 weight vectors generated
using parameter m � 3 and H � 5.

3.3. ComparisonwithOther IPCs. -e novelty of EIR2 is that
fitness assessment of point is carried out not in the objective
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Figure 1: (a) A point with its predicted value and standard de-
viation in 2D objective space and (b) its corresponding mapping set
in 2D EI space.
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Figure 2: Evenly distributed weight vectors in objective space with
m � 3 and H � 5.
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space but in the EI space, where the R2 indicator is calculated
for the mapping set of the point. Since the EI indicator has a
closed function form, so does EIR2 regardless of the number
of objective functions. In addition, the computational
complexity of EIR2 is O(m∗ |P|∗ |Λ|), which is consider-
ably less than that of hypervolume [26].

ParEGO also uses the Chebyshev function; however, its
purpose is to integrate multiple objectives into one single
objective before applying the EGO algorithm. -erefore, in
essence, the infilling point criterion used in ParEGO is EI.

With regard to the MaxMin indicator, despite analytic
form being existing, its calculation has to resort to dividing
the objective space into many blocks on which tedious
multivariable integration is carried out. Even worse, the
number of blocks increases exponentially with the growth of
the number of objective. So, in practice, we only apply this
analytic form when m � 2 while using the Monte Carlo
method when m> 2.

Figure 3 shows contour plots of three IPCs, namely,
ParEGO, MaxMin, and EIR2 applied in test function TEST2
defined in Table 1, where lighter color denotes higher value.
In these plots, 20 known sample points are represented by
red points, and blue points represent the true Pareto set,
which are composed of three disconnected point subsets. It
is easy to find that ParEGO can identify only one Pareto
subset out of three, while MaxMin and EIR2 successfully
locate the three Pareto subsets. In the region, where no
Pareto solution exists, the function value of EIR2 is almost
constant, while the function landscape of MaxMin shows a
ladder-like trend.

Deutz [43] recently proposed an IPC, also called EIR2,
which is however very different from ours, proposed in this
article. -e main difference is that the R2 indicator is cal-
culated in different spaces. Deutz’s R2 indicator is defined in
objective space and the expectation of R2 indicators is
carried out through multivariate integration. -erefore, the
analytic form can only be obtained when m � 2 but does not
exist when m≥ 3, where the Monte Carlo method has to be
adopted. In contrast, EIR2 in this paper calculates the R2
indicator in the EI space and hence having the analytic form
for any m. Most importantly, our EIR2 involves no multi-
variable integration and hence is cheap to evaluate.

3.4. Overview of the EIR2-EMOA. Combining the devised
EIR2 infilling point criterion with the Kriging model, op-
timal Latin hypercube sampling method [44], and particle
swarm optimization [45], an optimization algorithm for
multiobjective problems with expensive functions is pro-
posed, referred to as EIR2-MOEA.-e detailed procedure is
shown in Algorithm 1.

In the initial stage of EIR2-MOEA, a set of sample points
of small size need to be selected for establishing the initial
Kriging model. As a design of experiment method, the
optimal Latin Hypercube Sampling (LHS) method is utilized
as it has flexibility in setting the number of sampling points
and can ensure these points filling in the entire design space.

When maximizing the EIR2 value and looking for op-
timal hyperparameters of the Kriging model, an

optimization method is required. However, the landscapes
of these two functions are nonlinear, for which traditional
gradient-based optimization algorithms are prone to falling
into local minima if the initial point is not selected wisely
and has to be rerun multiple times. Particle swarm opti-
mization algorithm, as an intelligent optimization algo-
rithm, does not need information about gradient and has
fewer parameter settings, high efficiency of search, and lower
complexity, hence is employed to find the optimal
parameters.

4. Experiment Setup

In order to assess the performance of the proposed algo-
rithm, we applied it to three sets of standard test function
suites and compared it with another two algorithms, Par-
EGO and MaxMin.

4.1. Test Problems. -ree benchmark function suites, namely,
simple set, ZDT set, and DTLZ set, are selected to verify the
performance of the IPCs in different aspects, whose definitions
are shown in Table 1. -e simple set includes three biobjective
optimization problems TEST1, TEST2, and FON with the
number of variables less than three, whose corresponding PFs
are convex, concave, and discontinuous, respectively.-e ZDT
set contains three biobjective test functions, ZDT1, ZDT2, and
ZDT3, with convex, concave, and discontinuous PF, respec-
tively. We set the number of variables to 5 to test IPCs’ per-
formance on problems havingmore decision variables. DTLZ2,
DTLZ5, and DTLZ7 form the DTLZ test set, which all have
three objectives and five decision variables, and they are se-
lected to assess the performance of the IPCs when the number
of objectives is large.

4.2. Performance Metric. We hope that the approximated
Pareto front found close enough to the true Pareto front and
is evenly distributed in the objective space, that is, to meet
the requirement on convergence and diversity. For this
purpose, we choose three performance metrics to quantify
the performance of the approximated Pareto front.

(1) Inverted Generational Distance (IGD) [28]:

IGD(T, P) �
1

|T|
􏽘
x∈T

minp∈P d(x,p)􏼈 􏼉, (13)

where T and P are true and approximated Pareto set,
respectively, |T| is the number of solutions in T, and
d(x, p) represents the Euclidean distance between x
and p in objective space. IGD measures the average
distance between the true and approximated Pareto
set. -erefore, the smaller IGD value is preferred.

(2) HyperVolume (HV) [31]:

HV(P) � Vol ∪
x∈P

f1(x), r1􏼂 􏼃 × . . . fm(x), rm􏼂 􏼃􏼒 􏼓, (14)

where r � [r1, · · · , rm]T represents reference point
which is dominated by all solutions in P and Vol
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stands for Lebesgue measure. Geometrically, HV is
the volume enclosed by the approximated Pareto set
P and the reference point r. HV can reflect both
convergence and uniformity. If the approximate
Pareto set performances well with respect to both
aspects, then the HV value will be high.

(3) Nondominated solution ratio (NR):

NR(P) �
|P|

Nmax
, (15)

where |P| is the number of nondominated solutions
and Nmax the maximum number of evaluations by
expensive function. NR is used to measure the pro-
portion of the nondominated solutions out of the total
sample points evaluated by expensive functions. In
other words, NR represents the efficiency of IPC in
using computing resources. -e larger the NR value,
the more nondominated solutions found by the IPC

and the higher the utilization efficiency of computing
resources.

4.3. Parameter Setting. We hope to evaluate the performance
of each IPC with limited computing resources, that is, for each
test function we set the maximum number of evaluations
involving expensive functions Nmax, shown in Table 2.-e size
of the initial sample set is specified to be a fraction of Nmax,
namely, αNmax, where α is a proportional coefficient which is
1/3 in this paper. To ensure fairness, all three IPCs start with the
same initial sample point set generated by optimal LHS in each
run, and ten runs are executed for each test function.

Reference points are required for calculating the HV
value. All biobjective optimization problems share the same
reference point [1.1, 1.1] except TEST1 for which [20.5, 20.5]

is used; all three-objective optimization problems are
assigned the same reference point [1.1, 1.1, 1.1] except
DTLZ7, where [0.95, 0.95, 6.6] is utilized.
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Figure 3: -e landscape of infilling point criteria in 2D decision space for TEST2 by (a) ParEGO with weight vector [0.8, 0.2], (b) MaxMin,
and (c) EIR2 with 20 uniformly distributed weight vectors. (d) Both the true Pareto set and 20 sample points generated by the optimal Latin
hypercube sampling method.
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As for particle swarm optimization, the population size is
set to 100, the evolution generation is 100, and the scaling
factor is 1.2. Other parameters of MaxMin and ParEGO are
taken as the recommended values in original papers.

5. Result and Discussion

For each test function, ten independent runs are performed, and
the HV, IGD, and NR indicators of the resulting approximated
Pareto set are calculated. Finally, their mean and standard
deviation of the ten runs are calculated and listed, respectively, in
Tables 3–5. For each test function, among the three IPCs, the
winning one is shown in boldface with a gray background.

5.1. SimpleTests. TEST1, TEST2, and FON are all biobjective
test functions but have, respectively, convex, piecewise
continuous, and concave Pareto front. -e comparison of
mean and std value for HV, IGD, and NR metric can be

found at the top part of Tables 3–5, respectively. It is shown
that ParEGO achieved the worst performance on all three
performance metrics, while EIR2 and MinMax achieve
similar results but both significantly better than ParEGO.
Specifically, for TEST1 and TEST2, EIR2 is better than
MaxMin in terms of HV and IGD but is slightly worse
concerning NR. For FON, EIR2 ranked first on all three
performance metrics.

Figure 4 plots the approximated Pareto front obtained by
the three IPCs on TEST1, TEST2, and FON test function,
respectively, with its HV value being median in ten runs. It is
evident that the number of nondominated solutions obtained
by ParEGO is small and they are not evenly distributed, which
is more obvious on TEST2 and FON.-is phenomenon can be
foreseen because ParEGO lacks a mechanism to guarantee the
uniform distribution of the solutions, that is, its weight vector is
randomly generated at each iteration. In contrast, the ap-
proximated Pareto fronts obtained by EIR2 andMaxMin seem

Table 1: -e definition of test functions.

Name Dimension Boundary Objective function Comments on PF

TEST1 2 x1 ∈ [0.4, 1.6]

x2 ∈ [2, 5]

f1 � (x1 − 2)2 + (x2 − 1)2

f2 � x2
1 + (x2 − 6)2

Convex, simple

TEST2 2 x1 ∈ [0, 1]

x2 ∈ [− 2, 2]

f1 � x1
f2 � 1 + x2

2 − x1 − 0.1 sin(5πx1)
Convex, disconnected

FON 3 xi ∈ [− 4, 4]
f1 � 1 − exp(− 􏽐

n
i�1 (xi − (1/

�
3

√
))2)

f2 � 1 − exp(− 􏽐
n
i�1 (xi + (1/

�
3

√
))2)

Nonconvex

ZDT1 5 xi ∈ [0, 1]

f1 � x1
f2 � z(1 −

����
x1/z

􏽰
)

z � 1 + (9/(n − 1)) 􏽐
n
i�2 xi

Convex

ZDT2 5 xi ∈ [0, 1]

f1 � x1
f2 � z(1 − (x1/z)2)

z � 1 + (9/(n − 1)) 􏽐
n
i�2 xi

Nonconvex

ZDT3 5 xi ∈ [0, 1]

f1 � x1
f2 � z(1 −

����
x1/z

􏽰
− (x1/z)sin(10πx1))

z � 1 + (9/(n − 1)) 􏽐
n
i�2 xi

Convex, disconnected

DTLZ2 5 xi ∈ [0, 1]

f1 � (1 + g)cos(πx1/2)cos(πx2/2)

f2 � (1 + g)cos(πx1/2)sin(πx2/2)

f3 � (1 + g)sin(πx1/2)

g � 􏽐i� 3,4,5{ }(xi − 0.5)2

Nonconvex

DTLZ5 5 xi ∈ [0, 1]

f1 � (1 + g)cos(πθ1/2)cos(πθ2/2)

f2 � (1 + g)cos(πθ1/2)sin(πθ2/2)

f3 � (1 + g)sin(πθ1/2)

θi � (π/(4(1 + g)))(1 + 2gxi), i � 1, 2
g � 􏽐i� 3,4.5{ }(xi − 0.5)2

Convex

DTLZ7 5 xi ∈ [0, 1]

f1 � x1
f2 � x2
f3 � (1 + g)h

g � 1 + 3􏽐i� 3,4,5{ }xi

h � 3 − 􏽐
2
i�1[(fi/(1 + g))(1 + sin(3πfi))]

Disconnected
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to have completely covered the true Pareto fronts and have
good distribution performance, regardless of the nature of the
true Pareto front of the test function.

Overall, EIR2 and MaxMin have comparable perfor-
mance and are much better than ParEGO on simple test
functions with a low number of variables.

5.2. ZDT Tests. -e middle part of Tables 3–5 presents the
IGD, HV, and NR indicator comparison on ZDT test suites.
Figure 5 illustrates the approximated Pareto fronts obtained by

each IPC onZDT1∼ZDT3whoseHV value beingmedian in ten
runs. It is clear that EIR2 is the best in terms of HV, IGD, and
NR indicators for all ZDT test functions. Specifically, the HV
value and IGD value of EIR2 are much better than that of
ParEGO andMaxMin. It is worth noting that the advantages of
EIR2 are quite obvious for IGDandNR indicators. For example,
for ZDT3 EIR2 gets an NR value of 0.5438, while the other two
algorithms only have 0.1924 and 0.3686; meanwhile, it gets an
IGD value of 0.0143 while the other two 0.0544 and 0.0591.

According to Figure 5, it is seen that both ParEGO and
MaxMin successfully converged to the true Pareto front of

Input:
Nmax: Maximum number of evaluations by expensive function

α: Ratio of the number of initial samples to Tmax
H: Integer used to generate weight vector

Output:
P: Nondominated solution set

(1) Initialization: Obtain design variable limits xmax and xmin, number of objective m, etc. according to MOP to be solved. Set S � ∅
and P � ∅.
(2) Generate αNmax sample points in design space [xmin, xmax] using optimal Latin hypercube sampling.
(3) for k � 1 to αNmax do
(4) Calculate the expensive objective function values yk � F(xk) for sample point xk

(5) S � S∪ (xk, yk)􏼈 􏼉, i.e., add sample point to S

(6) end for
(7) Generate c � Cm− 1

H+m− 1 weight vectors in objective space and save them in set Λ � λ1, · · · , λc
􏽮 􏽯.

(8) Find non-dominated solutions in S and put them into P

(9) for k � 1 to (1 − α)Nmax do
(10) for k � 1 tom do
(11) Using PSO to find the best hyperparameter θ
(12) Build Kriging model of the m-th objective function based on S

(13) end for
(14) According to EIR2 indicator, apply PSO to find the best infilling point xinf
(15) Calculate expensive objective function yinf � F(xinf )
(16) Update S � S∪ (xinf, yinf )􏼈 􏼉

(17) Find the non-dominated solutions in S and put them into P

(18) end for return Output P as approximated Pareto set

ALGORITHM 1: EIR2-MOEA.

Table 2: Maximum number of evaluations involving expensive functions.

TEST1 TEST2 FON ZDT1 ZDT2 ZDT3 DTLZ2 DTLZ5 DTLZ7
Nmax 45 60 90 90 90 120 210 210 210

Table 3:-emean and standard deviation of the HV value of approximated Pareto set found by ParEGO, MaxMin, and EIR2-EMOA on all
test functions.

ParEGO MaxMin EIR2
Mean Std Mean Std Mean Std

TEST1 272.2024 1.71E+ 00 278.8626 1.03E − 01 279.0228 8.64E − 02
TEST2 0.6900 8.02E − 03 0.7227 1.49E − 03 0.7233 7.44E − 04
FON 0.4583 3.10E − 02 0.5324 2.21E − 03 0.5364 3.08E − 03
ZDT1 0.8468 5.53E − 03 0.8463 5.01E − 03 0.8643 1.08E − 03
ZDT2 0.5057 2.14E − 02 0.5121 4.63E − 03 0.5312 1.04E − 03
ZDT3 1.2925 8.52E − 03 1.2946 4.72E − 02 1.3230 1.14E − 03
DTLZ2 0.6499 9.69E − 03 0.7078 5.60E − 03 0.7378 2.85E − 03
DTLZ5 0.4098 5.02E − 03 0.4151 3.90E − 03 0.4358 3.45E − 04
DTLZ7 1.5410 2.31E − 02 1.6333 2.72E − 02 1.6858 3.39E − 03
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ZDT1 and ZDT2; however, they failed in making them
evenly distributed. -is phenomenon is even worse on
ZDT3 whose true Pareto front consists of five segmented
curves. -e majority of solutions found by ParEGO and
MaxMin are clustered in one segment, while only a few
solutions located in other segments. In contrast, the ap-
proximated Pareto set obtained by EIR2 are uniformly and
equally distributed among all five segments.

In summary, EIR2 is capable of finding more non-
dominated solutions than ParEGO and MaxMin using
the same amount of computing resources and keeping
them evenly distributed along the approximated Pareto
front.

5.3. DTLZ Tests. -e DTLZ test function suites are used
aiming at testing an algorithm’s ability to three-objective
optimization problems. -e metric comparisons are listed at
the bottom part of Tables 3–5, respectively. Figure 6 shows
each IPC’s results on DTLZ2, DTLZ5, and DTLZ7 with
their HV value being median in ten runs. Same as the ZDT
case, on the three test functions, the EIR2 is still signif-
icantly ahead of its two competitors in terms of all three
performance metrics. To be more specific, take DTLZ2 as
an instance, the NR value of EIR2 is 0.3529, which is
nearly three times 0.1262 of MaxMin and more than twice

0.1652 of ParEGO, which shows again EIR2 is more ef-
ficient in using computation resources compared to other
IPCs. -e larger HV value and smaller IGD value obtained
by EIR2 also indicate its capacity in achieving strong
convergence ability.

-e same conclusion is also reached by inspecting
Figure 6. Specifically, ParEGO has difficulty in converging to
the true Pareto front, while MaxMin, despite converged to
PF, suffered from being not able to spread its approximated
Pareto front uniformly distributed along the true Pareto
front which is a 1/8 sphere of radius 1, and there are only a
few solutions in themiddle part andmost of the solutions are
found in three edges. In contrast, the approximated PF
obtained by EIR2 is adequate to converge to and cover
entirely and evenly the 1/8 spheres surface.

6. Engineering Application

In addition to boundary constraints, most MOPs also
contain equality or inequality constraints. We assume that
constraint functions are expensive; hence, the Kriging model
need to be established for each constraint. On the purpose of
measuring the degree to which the solution satisfies the
constraints, probability of feasibility (PoF) [46, 47] is in-
troduced as follows:

Table 4:-emean and standard deviation of the IGD value of approximated Pareto set found by ParEGO,MaxMin, and EIR2-EMOA on all
test functions.

ParEGO MaxMin EIR2
Mean Std Mean Std Mean Std

TEST1 0.4347 4.88E − 02 0.1939 5.19E − 03 0.1908 4.49E − 03
TEST2 0.0415 1.02E − 02 0.0097 5.06E − 04 0.0097 5.49E − 04
FON 0.0640 3.47E − 02 0.0121 1.05E − 03 0.0109 1.98E − 03
ZDT1 0.0211 2.42E − 03 0.0232 4.17E − 03 0.0096 8.15E − 04
ZDT2 0.0285 1.51E − 02 0.0249 3.26E − 03 0.0126 1.16E − 03
ZDT3 0.0591 9.69E − 03 0.0544 1.21E − 02 0.0143 1.79E − 03
DTLZ2 0.0999 5.40E − 03 0.0992 6.36E − 03 0.0700 4.21E − 03
DTLZ5 0.0289 3.01E − 03 0.0334 4.89E − 03 0.0084 4.72E − 04
DTLZ7 0.1393 1.70E − 02 0.0851 1.25E − 02 0.0576 4.23E − 03

Table 5:-e mean and standard deviation of the NR value of approximated Pareto set found by ParEGO, MaxMin, and EIR2-EMOA on all
test functions.

ParEGO MaxMin EIR2
Mean Std Mean Std Mean Std

TEST1 0.6689 5.78E − 02 0.8711 2.52E − 02 0.8644 2.86E − 02
TEST2 0.2883 2.95E − 02 0.6183 2.66E − 02 0.6017 2.54E − 02
FON 0.1867 4.50E − 02 0.4200 3.22E − 02 0.4367 7.33E − 02
ZDT1 0.2611 1.76E − 02 0.2556 3.19E − 02 0.4522 3.31E − 02
ZDT2 0.2478 6.87E − 02 0.2033 2.10E − 02 0.4311 3.77E − 02
ZDT3 0.1242 2.17E − 02 0.1283 1.77E − 02 0.2958 2.95E − 02
DTLZ2 0.2752 1.81E − 02 0.2733 2.49E − 02 0.4381 2.00E − 02
DTLZ5 0.1652 1.27E − 02 0.1262 1.64E − 02 0.3529 1.09E − 02
DTLZ7 0.1924 2.43E − 02 0.3686 6.87E − 02 0.5438 2.53E − 02
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PoFi(x) � P gi(x) ≤ 0( 􏼁 � Φ −
􏽢gi(x)

􏽢si(x)
􏼠 􏼡, (16)

where 􏽢gi(x) and 􏽢si(x) is the predicted value and standard
deviation of constraint function gi(x). Based on PoF, the
average probability of feasibility (APoF) is defined as follows:
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APoF �
1
v

􏽘

v

i�1
PoFi(x), (17)

where v is the number of all inequality constraints.-e APoF
value of an infeasible solution is low, but it will increase as
more constraints get satisfied. Clearly, the value of APoF
varies in interval [0, 1]. -e closer the value of APoF is to 1,
the higher the probability that the solution is feasible, and
hence more preferred.

In combination with APoF, EIR2 is extended to con-
strained MOPs

CEIR2(x) � EIR2(x, P,Λ) × APoF(x)

�
1

|Λ|
􏽘
λ∈Λ

minp∈P maxj�1,···m λj × EIj(x,p)􏽮 􏽯􏽮 􏽯

×
1
v

􏽘

v

i�1
Φ −

􏽢gi(x)

􏽢si(x)
􏼠 􏼡.

(18)
In this section, the proposed CEIR2 indicator is applied

to the optimization design of energy storage flywheel [48] to
test its effectiveness.

-e energy storage flywheel [49] uses a flywheel in high-
speed rotating to store kinetic energy and convert it into
electrical energy when needed. Given a constant speed, the
maximum energy storage is proportional to the moment of
inertia of flywheel. Larger moment of inertia can be obtained
by adjusting the geometric parameters of the flywheel, but at
the same time on the risk of increasing the total mass. In this
paper, our job is to maximize the flywheel rotational inertia
as well as minimize total mass.

Figure 7 is a cross-sectional profile of an energy storage
flywheel. -ere are six decision variables: r1∼r4 and
t1 and t2, representing the radial sizes and thickness of the
hub and spoke of the flywheel, respectively. -ree inequality
constraints involve restrictions on radial stress, radial de-
formation, and hoop stress. -e overall optimization
problem is expressed as follows:

min F(x) � [− I(x), M(x)]

s.t. g1(x) � σmax
r (x) − σr􏼂 􏼃≤ 0

g2(x) � σmax
θ (x) − σθ􏼂 􏼃≤ 0

g3(x) � Δmax
r (x) − Δr􏼂 􏼃≤ 0,

(19)

where x � [r1, r2, r3, r4, t1, t2], whose upper and lower
boundary are listed in Table 6. I(x) and M(x) represent the
rotational inertia and total mass of the flywheel, respectively.
σmax

r , σmax
θ , and Δmax

r , respectively, represent the maximum
radial stress, the maximum hoop stress, and the maximum
radial deformation of the outer ring when the flywheel
rotates, accompanied by their corresponding allowable
values, [σr], [σθ], and [Δr].

Although formulas of the objective functions I(x) and
M(x) can be obtained directly from the geometric parameters,
the calculation of the constraint functions has to resort to finite
element analysis, considering the complexity of flywheel
structure and external force conditions; hence, this problem is a
constrained expensive multiobjective optimization problem.

-e material used for the flywheel is Ti-6Al-4V titanium
alloy, with corresponding allowable stress [σr] � [σθ] �

800MPa. We set [Δr] � 10mm at the working rotation
speed ω � 20, 000 rpm. ANSYS is employed for calculating
values of objective and constraint functions.

As for parameter setting, the maximum number of
function evaluations is 360, α is set to 1/4, and other pa-
rameters remain unchanged as for the test function case.

-e resulting feasible nondominated solutions are ob-
tained by applying CEIR2 to this engineering problem, as
shown in Figure 8. For comparison, we use the optimal LHS
method to get 900 sample points at once and then evaluate
values of the expensive objective and constraint functions,

r1

r2
r3

r4

t2t1

y

x

Figure 7: Diagram of energy storage flywheel.

Table 6: Range of decision variables.

Range (mm) x1 x2 x3 x4 x5 x6

xmax 114.22 128.19 159.94 203.12 36.75 8.35
xmin 104.22 118.19 149.94 193.12 26.75 4.35
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Figure 8: Nondominated solutions obtained by CEIR2 and optimal
LHS method for the design of the energy storage flywheel.
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out of which the feasible nondominated solutions are also
shown in Figure 8.

CEIR2 found a total of 44 feasible nondominated so-
lutions, which have a large distribution range in the objective
space, namely, I(x)∼[16.1, 24.7] kg and M(x)∼[0.68, 0.89]

kg · m2, and uniformly distributed along the approximated
PF. In comparison, the optimal LHS spend 900 expensive
function evaluations but found only 11 feasible non-
dominated solutions, which are inferior to that of CEIR2
both in terms of convergence and diversity, indicating
CEIR2’s advantage in using computing resources.

7. Conclusion and Future Work

In this paper, a novel infilling point criterion EIR2 is pro-
posed, which is combined with the Kriging approximate
model, optimal Latin hypercube sampling, and PSO algo-
rithm for dealing with expensive multiobjective optimiza-
tion problems.-e basic idea of EIR2 is to map a point in the
objective space to a set in the EI space, and the R2 indicator
of the set is defined as the fitness of this point. Due to its
analytic form, the computation required for this criterion is
very low.-e proposed algorithm is applied to three suites of
standard test functions. -e results show that the algorithm
can get more nondominated solutions with higher con-
vergence and dispersion under the equal computing re-
sources. Combined with the average probability of feasibility
indicator, EIR2 can also be applied to constrained expensive
MOPs. In the engineering optimization of energy storage
flywheel, the nondominated solutions having a wider range
and diversity are obtained exhausting relatively low com-
putation cost.

Future work will have to extend EIR2 to a parallel version
that is capable of finding multiple infilling points [50–54] in
one iteration with the help of parallel computers to further
accelerate the speed of the optimization process. Besides,
regarding the parameterization of the utility function, we use
a fixed set of uniformly distributed weight vectors. -is
strategy runs smoothly if the geometry of PF is relatively
regular, such as a simplex-like shape, but may struggle [55] if
the true PF turns out to be irregular, such as having a sharp
peak of a low tail or discontinuous, because multiple weight
vectors cloud corresponds to one same solution. As a result,
the diversity of the nondominated solution set cannot be
guaranteed. A potential promising strategy [56–58] is to
dynamically adjust the weight vectors during the optimi-
zation process so that the solutions are directed towards each
part of the PF. Future work will be incorporating this
strategy to our IPC to further improve its ability to maintain
diversity.
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