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Electroencephalography (EEG) is a reliable method for identifying the onset of sleepiness behind the wheel. Using EEG
technology for driving fatigue detection still presents challenges in extracting informative elements from noisy EEG signals. Due
to their extensive computational parallelism, which is similar to how the brain processes information, neural networks have been
explored as potential solutions for extracting relevant information from EEG data. Te existing machine learning frameworks
sufer from high computing costs and slow convergence, both of which contribute to low classifcation accuracy and efciency due
to the large number of hyper parameters that need to be improved. It is necessary to automate this micronap detection process
before it can be used in real-time scenarios. To distinguish between micronap and non-micronap states, a deep neural network
(DNN) framework is developed in this research using diferent EEG representations as input. Additional EEG representations
utilized in this investigation include cleaned EEG as a time series, log-power spectrum, 2D-spatial map of log-power spectrum,
and raw EEG. Finally, traditional machine learning algorithms are evaluated for their efectiveness in detecting micronaps from
these EEG inputs. Te fndings suggest that micronap detection can be greatly improved by combining cleaned EEG with DNN.

1. Introduction

In many professions and everyday activities, the ability to
sustain concentration is essential. When a process or system
is semiautomated, the importance of this element increases.
Automation has permeated all professions in today’s world.
Even though maximum blood alcohol levels and the en-
forcement of speed limits have recently decreased, trafc
accidents continue to be a major source of fatalities and
injuries [1]. Among the many circumstances where it is
essential for the individual afected and those closest to them
to concentrate, the brief amount of time during which the

drivers involved in these incidents lost awareness or con-
centration is frequently unknown to them at the time of the
accident. Te fatigue masked by the accident disguises their
drowsiness. A micronap is an unintentional, brief spell of
unconsciousness that can last up to 30 seconds. Micronaps
can be distinguished from tiredness by their complete lack of
visuomotor responsiveness and partial eye closure. Micro-
naps can occur without warning. A person might not be
aware of having experienced these light sleep stages [2].

Micronaps are more likely due to physical exhaustion,
mental exhaustion, circadian rhythm problems, and bore-
dom from repetitive work. However, even in subjects who
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are not sleep deprived and perform repetitive activity
without warning signs such as fatigue, these types of lapses
are possible [3]. Te drivers involved in these collisions were
unaware of the short period of time they lost consciousness
or concentration or how the postcrash adrenaline masked
their fatigue. Major safety issues are raised by this, especially,
for those who engage in high-risk professions including
driving, fying, navigating, traveling by boat, and process
control, all of which call for consistent, uninterrupted
visuomotor function. Terefore, accurate detection of
approaching micronaps has the potential to prevent fatal
mishaps and save lives. Micronaps are challenging because
they occur suddenly and unintentionally [4].

Machine learning has been used in several studies to identify
microsurges in EEG data. Tese experiments were primarily
concerned with developing a model for identifying short naps
and testing diferent feature extraction, selection, and reduction
strategies. It is challenging to maintain relationships when using
such algorithms with electroencephalogram (EEG), multivariate
signal, and dynamic time series signal as input. Additionally,
since the features provided to machine learning algorithms are
hand-picked by algorithm or system designers, they have dif-
fculty understanding the dynamics of microvoltages due to
selectivity invariance. Recent innovations such as deep learning
(DL) algorithms that can extract, analyze, and capture infor-
mation from unstructured data ofer the full answer. With DL,
greater focus may be put on model creation to enhance the
efectiveness of micronap detection [5, 6].

Te performance of the model is signifcantly infuenced by
the feature selection. Features that are derived from data using a
specifc handcrafted process based on expert knowledge are
referred to as handcrafted features. Tis might limit how the
characteristics and signals the data provide can be portrayed. In
contrast, learners are built from a dataset using a training ap-
proach to achieve a certain goal (e.g., gender recognition). Te
objective of this article was to create a dependable technique for
detecting brain activity micropulses that could be used as the
foundation for a real-time system that would warn the subject of
his condition and avert a deadly accident.

Te main contribution of this article is as follows:

(1) To design deep neural networks (DNN) to classify
the micronap and nonmicronap classes

(2) To use various EEG representations as an input form
to the designed DNN and analyze its performance

Te contribution of real-time data to the identifca-
tion of micronaps is another important fnding in this
article. After this thorough introduction, Section 2
provides a survey of the literature. Te data, an illus-
tration of a micronap detection system, the validation
processes, and the performance metrics, are all provided
in Section 3. Te various EEG input data formats are
discussed in Section 4 along with a comparison of the
outcomes, followed by the conclusion in Section 5.

1.1. Related Study. We will review key concepts in EEG-
based sleep, exhaustion, and sleepiness research. Forms of
lapsing and an overview of several micronap detection

studies are also reviewed. Understanding the nature and
properties of the EEG information associated with brain
activity in various contexts is required in order to accom-
plish this [7]. Additionally, this is required to back up the
choice to employ EEG to detect micronaps. Te human
brain is revealed by an electroencephalogram (EEG), a
measurement of potentials. It is a simple test that shows how
the brain changes over time [8]. EEG is frequently used by
medical professionals and researchers to study brain activity
and identify neurological problems. Modern research in
many felds depends on EEG. A patient’s brain death, the
severity of a stroke or head injury, epileptic activity, sleep
issues, andmany other things can all be determined with this
technique in medicine. It is useful in other studies inves-
tigating various cognitive processes such as memory or
attention as well as in linguistic and clinical studies such as
aphasia [9, 10].

Experts have to spend a lot of time visually checking the
stages of sleep in order to assign a score. In order to diagnose
and treat sleep-related diseases, automatic classifcation of
sleep stages is preferred. A response lapse is a period of time
during which a person is unable to respond to a continuous
task. Depending on the underlying cognitive systems, there
are several types of blackouts. Some typos cause delays in
rapid response, while others lead to incorrect responses.
Some errors may result in complete sensory-motor collapse.
A brief interruption that causes a delay or lack of reaction in
the main work without making the person unconscious is
called an attention lapse [11]. In certain situations, a person
could unconsciously engage in a secondary task such as
walking, looking, or driving. Te unwelcome loss of con-
sciousness related to sleep happens during micronaps. Te
individual enters the stage of light sleep during this brief (up
to 30 s) time.Te behavioral signs of micronaps include head
nodding, lack of facial expression, and partial eye closure.
Sleep is defned as a period of inactivity lasting more than
30 seconds [12, 13].

Te current benchmark for micronap state identifca-
tion, which refects the top outcomes for micronap state
detection on unpruned data, was attained using a range of
classifers and an ensemble of features. Despite numerous
studies on the subject, there is still no technique that per-
forms well enough for use in practical situations [14]. Te
accuracy of EEG data was tested using a variety of con-
volutional neural network (CNN) topologies. To create
learning representations that are efcient and resistant to
intrinsic EEG noise as well as inter- and intrasubject vari-
ation, deep recurrent convolutional neural networks are
used [15]. To avoid the need for handcrafted features, deep
belief networks, an unsupervised feature learning architec-
ture, were applied to the sleep data [16]. Compared with
handcrafted features, the deep belief network (DBN) tech-
nique improved the sleep classifcation accuracy. Te task
identifes seizures using a range of formats and machine
learning algorithms. Numerous applications based on EEG
have shown the efcacy of CNNs and recurrent neural
networks (RNNs), including epilepsy, seizures, and diferent
stages of sleep. EEG has been successfully compressed using
a convolutional auto encoder (CAE) with the best subspace
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reduction [17]. DNNs’ architecture permits the addition of
signal processing techniques to conventional statistical data.
DNNs are very extendable and fexible. From single-layer
shallow patterns to numerous successive convolutional
layers, they can have diferent numbers of convolutional
layers [18, 19]. Tis article used deep learning to analyze
scalp EEG signals to identify the phases and onsets of
micronaps.

2. System Methodology

2.1. Dataset Description. Tis is the frst behavioral and
EEG dataset ever collected using deep learning. Te main
motivation for selecting the deep dataset (https://www.
kagggle.com/) for this work’s initial experimentation is
that it has been widely used in previous research projects
that have shown a number of discoveries and charac-
teristics of micronaps [20]. As a result, a basic standard
was established, especially for the detection of micro-
naps. Ten healthy individuals between the ages of 20 and
45 were examined. None of the participants had any
neurological or sleep issues in the past or present, and all
of them had enhanced visual acuity. In addition, all
subjects reported a sound sleep the previous night
(mean � 7.35 h, with a minimum of 6 h) and were,
therefore, not considered sleep-deprived. Sixteen elec-
trodes (10–20 international standards) were placed on
the subjects’ scalp at the following locations: F7, F3, F4,
F9, T7, C3, CZ, C4, T8, P7, PZ, P4, P8, and 01 during the
EEG capture task at a sampling frequency of 240 Hz [21].

EEG and face images were captured at a frame rate of 15
frames per second (fps). Based on visual indications in-
cluding head nodding, head jerking, and protracted eyelid
closure, the facial video helped identify gaps brought on by
micronaps. Te gold standard has been developed through
the use of visual signals and performance tracking. Te
validation of training and test data was made easier by this
designation [22, 23]. All subjects took part in the experi-
ment, which took place in a 4m2 space equipped with a PC
screen and all necessary devices for EEG data collection. Te
distance of the object from the screen was between 75 and
115 cm. All subjects were ftted with an EEG headset and
pretests were performed to ensure the integrity of the entire
recording pipeline. An experimenter oversaw the session
from a nearby room with a one-way glass window. Subjects
were instructed to refrain from excessive head movements,
eye blinks, and facial muscle contractions before the study

began. Subjects were instructed to silently count the number
of target fashes to help maintain focus.

2.2. EEG Preprocessing. Each subject’s scalp’s recorded EEG
signals completed the preprocessing illustrated in Figure 1 as
follows:

(i) Te reference was reset to a common average ref-
erence in order to improve the signal-to-noise ratio.
Te EEG data were then band-pass fltered from 0.5
to 1Hz using a high pass flter.

(ii) Te independent component analysis (ICA) com-
ponents were projected to the calibration data space
using its own covariance matrix.

(iii) To take into account the EEG’s nonstationarity, it is
divided into 2min sections with 50% overlap.

(iv) Each epoch’s calibration data were discovered and
utilized to clean the same epoch. Te original EEG
data were then cleaned by concatenating the epochs.
To prevent discontinuity, the overlapping portions
of succeeding epochs were averaged.

A behavioral expert divided episodes of blackouts into
one of four groups as follows: Type 0 is with drooping lids
and periods of noticeably increased tracking imprecision but
a response rate above zero (complete eye closure). Type 1:
episodes persist longer than 500ms, have drooping eyes, and
have a fat or jumbled response (complete or partial slow eye
closure). Micronaps are defned as episodes lasting less than
30 seconds, while naps are classifed as episodes lasting over
15 seconds. Type 2 is strange incidents and forced eye
closure. Type 3 is lack of droopy eyes and fat or senseless
shouts. Micronap events were transformed into labels at
250Hz (gold standard). Only Type 1 was employed to learn,
recognize, and detect the onsets of micronaps in this in-
vestigation, and only the responsive states were used as the
gold standard [24–26].

2.3. Deep Neural Network Micronap Detection Framework.
Figure 2 depicts the overall micronap detecting mechanism.
Figure 3 depicts the proposed DNN framework. As previ-
ously noted, the EEG data obtained from the scalp are
preprocessed to reduce artifacts and serves as an input to
visualize and extract suitable features on its own. Te frst
layer specifes the input dimensions. ReLU and max-pooling
layers are inserted between a series of convolutional layers

Re-reference/
down-sample
(if necessary)

High pass filter
(~.5–1 Hz) Examine raw data

DoneRun ICA and
reject components

Reject large artifact
time points

Identify/reject
bad channels

Figure 1: Preprocessing EEG signal.
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that make up the intermediate layers. To produce a single
output, the pooling layer subsamples tiny rectangular blocks
from the convolutional layer. Te softmax layer and fully
linked layers are used in the fnal layer to categorize patterns.

2.4.MicronapStateDetection. Both intrasubject (during and
between sessions) and intersubject variance has an impact
on the number of occurrences and their corresponding
lengths. Usually, discrete labels are applied while classifying
things.Tis work’s gold standard was discretized or sampled
at 2.5Hz. We used a sliding window with duration of W to
segment the entire 30minutes of EEG data. Figures 4 and 5
show the EEG during sleep and the typical EEG, respectively.
Figure 6 uses the EEG segments as inputs to show the
micronap states at r. Tis procedure is used every 0.5 s up
until all states of the gold standard have been recognised.Te
classifer can only decide whether the behavioral state that
correlates with it is a micronap or a responsive state (i.e.,
r= 0) at the end of the EEG window. For r> 0, where r is the
distance between the state under consideration and the
window’s end, the same conclusions are true.

2.5. Micronap Onset Detection. It is impossible to pinpoint
and mark the precise onsets of micronaps due to the exis-
tence of ambiguous labels. Te frst instance of a micronap
state’s defnite occurrence after the responsive state is
considered to be the ofcial beginning of a micronap in this
article. All responsive states and micronap onsets were the
industry standard for onset detection. EEG segments of W
duration in the time domain or frequency domain, with or
without spatial information, served as the inputs for the
identifcation of the micronap states at r.

2.6. Classifcation. Te classifcation process used a 0.5-
second temporal resolution. Each individual experienced
micronaps at a distinct frequency and length, which pro-
duced quite diverse imbalance ratios. Table 1 displays the
frequency and length of micronaps by subject as well as
imbalance ratios of states and onsets. According to Table 1,
with subject 9 having the largest imbalance ratio, all subjects,
with the exception of subjects 5 and 6, show considerable
imbalance ratios between micronap states and responsive

states. When it comes to the onset of micronaps, the im-
balance ratio gets worse. Te imbalance ratio between the
two classes signifcantly worsens when it comes to onsets.
Table 1: Number of states = 4∗ Time between events (tem-
poral resolution of 0.5 s).

2.7. Validation and Performance Measures. To evaluate the
model’s real performance in classifying the micronap and
responsive classes, data from a test subject must be com-
pletely hidden from the validation and training processes. In
other words, one makes an estimation of the model’s be-
havior with an entirely hypothetical topic. For this purpose,
the planning and experimentation phases of this article
employed the following strategy:

(i) keep one subject out of a total of ten for independent
testing.

(ii) train the deep learning model with the remaining 9
subjects.

(iii) utilize a leave-one-subject-out cross-validation
technique (LOSO-CV). Te deep learning model’s
regularization as well as its hyperparameters
(number of flters, size of flters, number of layers,
types of layers, and number of layers) are altered in
order to obtain the optimal performance.

(iv) Each layer’s hyperparameters were successively
swept through a set of values. Automatically, the
best area under curve (AUC) is used to determine
the ideal values.
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(v) Up until all 10 test individuals have been employed,
we repeat processes 1 through 4.

(vi) calculate the performance measurement averages.

Te measures of evaluation serve a dual purpose in
designing classifers and evaluating their performance. Te
concepts present in a confusion matrix for a binary (two-
class) classifcation problem can be used to comprehend the
majority of threshold metrics. Tree crucial parameters,
sensitivity (Sn), specifcity (Sp), and precision, can be esti-
mated using the matrix (P). In this article, two more pa-
rameters are utilized to assess the model’s test performance
in addition to the geometric mean, phi, and others. Te area
under the receiver operating characteristic (ROC) curve and
the area under the precision-recall (PR) curve are two more
curve-based measures with measurements that are inde-
pendent of threshold. Te performance of the models is
compared using the paired nonparametric Mann–Whitney
U test. Every input format that the EEG and DL models
generated was compared. In order to identify the best input
modalities and network architectures, the performances of
various combinations of input modalities and network
designs on a certain window size and dataset were examined.

3. Experimentation Results

A comparison of performance metrics between various
input combinations and DNN was also conducted. Te
outcomes of detecting the micronap state utilizing the fol-
lowing EEG inputs are shown in this section.

3.1. Cleaned EEG as a Time Series. Diferent EEG window
lengths are utilized to fnd the best EEG window length and
matching model, including 0.5 s, 1.5 s, 2.5 s, 3.5 s, 4.5 s, and

5 s. Te cross-validation ROC was used to determine which
model was best for each subject. Table 2 indicates that the
cross-validation ROC was the greatest for window durations
of 3.5 s and 4.5 s. Te 3.5 s window was found to be the ideal
window length because the 4.5 s window requires more
processing for the same performance.

3.2. Log-Power Spectrum. For several subjects, the Maxpool
layer performed best in cross validation when the log-
spectrum was used as the input, and its size and stride were
both 11. Tis is what would have happened if the layer had
not been there. Similar to this, the dropout layer had an efect
on the performance of certain subjects. For state detection,
the average values for Sn, Sp, P, Phi, ROC, and PR were 0.62,
0.70, 0.15, 0.22, and 0.76, respectively. Figure 7 displays a
comparison of performance metrics when the log-power
spectrum is the input.

3.3. 2D-Spatial Map of Log-Power Spectrum and Raw EEG.
Te input dimension was 56×56, where the number four
represented a mixture of the frequency bands for delta (6),
theta (8), alpha (α), and beta (þ). Tere were 4 possible band
combinations that could be entered as input. By feeding the
individual bands to the DNN, the data contained in the
individual bands to help with micronap state detection are
also evaluated. Te dual combination of bands, which
consisted of the bands 6 and 8, 8 and α, and 6 and α, was also
investigated in addition to the examination of each indi-
vidual band. Table 3 shows the average performance metrics.

Because it would include all artifacts, including EOG,
raw-EEG was chosen as the time series input to the DNN.
Figure 8 illustrates how well state detection works.

4. Machine Learning Approaches

Te performance metrics are derived when several types
of EEG representations are given as input, trained with
SVM, KNN, and LSTM classifers, and then tested. Ta-
ble 4 lists the average state detection performance
metrics phi, ROC, and PR. Tere were no appreciable
improvements in phi and ROC scores between the
classifers. DNN was used as an end-to-end solution
along with EEG, although the increase in phi was just

Figure 4: Normal EEG.

Figure 5: Sleep state-EEG.
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Figure 6: Tracking vs. gold standard performance (measures: time
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marginal (from 0.59 to 0.62). However, DNN has a su-
perior performance as shown in Figure 9 in terms of
sensitivity (Sn) (0.84), compared to SVM (0.78) and
LSTM (0.72). When it comes to state detection, the DNN
model surpassed the LSTM model (0.52) in terms of PR
(0.68). Te SVM has outperformed the LSTM in terms of
PR (0.62). With EEG as the input, the average perfor-
mance metric for state detection had the highest values in
terms of phi, ROC, and PR. EEG waves may, therefore, be
a valuable source of data for identifying onset or status.

In comparison to previous EEG input transformations,
state detection performance was best when DNN and
cleaned EEG were combined. When identifying micronap
states, the 6 and 8 band combination held important in-
formation. A DNN’s flter structure is essential for extracting
information from the data. What the DNN will represent in
the data throughout its learning phase depends on the flter
size. Te DNN was employed in this work as a series net-
work, which imposed limitations on the design. Further-
more, regardless of whether the input was a representation

Table 1: Micronaps and responsive.

Subjects No. of events (ms) No. of states (ms) Responsive State imbalance Event imbalance
Person 1 23 456 34686 1 : 28 1 : 580
Person 2 34 5435 12723 1 : 44 1 : 620
Person 3 2 455 23728 1 : 30 1 : 2778
Person 4 44 344 24264 1 : 58 1 : 532
Person 5 16 234 8467 1 :102 1 :1566
Person 6 42 2444 1276 1 : 5 1 : 484
Person 7 37 24 16767 1.62 1 : 687
Person 8 24 4563 27234 1.248 1 : 544
Person 9 5 675 14676 1.32 1 : 3464
Person 10 28 25 33479 1.50 1 : 764

Table 2: Performance metrics comparison.

EEG window length Sn Sp P Phi ROC PR
0.5 0.56 0.65 0.04 0.12 0.6 0.7
1.5 0.59 0.67 0.05 0.17 0.62 0.72
2.5 0.64 0.71 0.13 0.24 0.66 0.75
3.5 0.66 0.73 0.15 0.27 0.69 0.76
4.5 0.65 0.73 0.18 0.28 0.68 0.77
5 0.53 0.73 0.23 0.26 0.6 0.76
Average 0.61 0.70 0.13 0.22 0.64 0.74
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0.40

0.60

0.80

53 641 2
Window Length

Sn
Sp
P

Phi
ROC
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Figure 7: Comparison metrics analysis.
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in the time domain or the frequency domain, the DNN
always interpreted it as a 2D input. To comprehend char-
acteristics connected to micronaps and important aspects in
the decision-making process, layer-wise feature analysis
must be conducted. However, a parallel DNN framework
can be created to enable the simultaneous application of
several flter sizes to the same input (EEG alone). CNN will
be able to learn about traits from a variety of perspectives as a
result.

5. Conclusion

Tis article summarized the various modalities of EEG
inputs and demonstrated the performance of a DNN-
based micronap categorization system. Te many rep-
resentations of EEG employed as an input to the DNN
model include cleaned EEG time series, log-power
spectrum, 2D-map of log-power spectrum, and raw EEG.
Te hyperparameters and DNNmodel architectures were
tweaked. Te use of a cost-based error function was used
to address the imbalance in the courses during training.
LOSO-CV was used to test each model in order to es-
timate its generalized performance. Sensitivity, speci-
fcity, accuracy, phi, ROC, and PR were the performance
metrics used to assess the model. Te best average
performance for state detection (r � 0) was a phi of 0.24,
ROC of 0.64, and PR of 0.68, attained using DNN. De-
spite having a reasonably good sensitivity and specifcity
for onset detection, the average performance measure
phi was extremely poor. Tis was brought on by a sig-
nifcant number of false detections and a large ratio of
imbalance between the onsets of micronaps and re-
sponsive states. Te DNN learned the changes in activity
between the prefrontal, central, and occipital parts of the
brain, as well as the delta, theta, and alpha bands
chronologically. To determine which raw-EEG signal
contained more specifc information that the DNN could
extract for identifying micronaps, experiments were also
conducted with raw-EEG signals without any pre-
processing. Te purpose of the micronap state detection
system is to continuously monitor the level of atten-
tiveness and forecast impending micronaps before they
happen. If a micronap state prediction is incorrect, an
attempt will be made to identify the subsequent
micronap state. Te micronap onset detection system, on
the contrary, works nonstop to forecast only the be-
ginning of an impending micronap. However, the entire
micronap event is lost if an onset detection is missed
which can be taken for future work.

Data Availability

Te data used to support the fndings of this study are in-
cluded within the article.
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Table 3: Band analysis.

Bands Sn Sp P Phi ROC PR
6, 8, α 0.5 0.76 0.17 0.2 0.59 0.76
6 0.39 0.68 0.1 0.08 0.46 0.66
8 0.45 0.75 0.15 0.19 0.56 0.73
α 0.39 0.62 0.01 0.01 0.48 0.58
Þ 0.23 0.68 0.01 0.03 0.37 0.49
6, 8 0.66 0.74 0.26 0.29 0.69 0.8
8, α 0.56 0.75 0.15 0.21 0.64 0.76
6, α 0.41 0.69 0.06 0.08 0.51 0.65
6, þ 0.56 0.75 0.15 0.21 0.64 0.76
8, þ 0.39 0.62 0.01 0.01 0.48 0.58
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Figure 8: Subject-wise state detection.

Table 4: DNN vs. traditional approaches.

Phi ROC PR
SVM 0.04 0.51 0.62
KNN 0.11 0.34 0.50
LSTM 0.18 0.48 0.52
DNN 0.24 0.64 0.68

SVM KNN LSTM DNN
0.0
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0.6

0.8

phi
ROC
PR

Figure 9: DNN vs. traditional approaches.
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Currently, manufacturing industries focus on intelligent manufacturing. Prediction and monitoring of tool wear are essential in
anymaterial removal process, and implementation of a tool conditionmonitoring system (TCMS) is necessary.Tis work presents
the fank wear prediction during the hard turning of EN8 steel using the deep learning (DL) algorithm. Te turning operation is
conducted with three levels of selected parameters. CNMG 120408 grade, TiN-coated cemented carbide tool is used for turning.
Cutting force and fank wear are assessed under dry-cutting conditions. DL algorithms such as adaptive neuro-fuzzy inference
system (ANFIS) and convolutional auto encoder (CAE) are used to predict the fank wear of the single-point cutting tool. Te DL
model is developed with turning parameters and cutting force to predict fank wear. Te diferent ANFIS and CAE models are
employed to develop the prediction model. Grid-based ANFIS structure with Gauss membership function performed better than
ANFIS models. Te ANFIS model’s average testing error of 0.0074011mm and prediction accuracy of 99.81% are achieved.

1. Introduction

Te required component can be manufactured through
conventional and unconventional machining processes
[1, 2]. Automated industries focus on conventional ma-
chining processes such as turning, milling, and grinding.
Tool wear monitoring is essential to enhance product quality
during the machining process. To monitor the machining
process with high precision, the tool condition monitoring
system (TCMS) should be an integral part of the automated
manufacturing systems. TCMS can enhance production and
enrich the performance of the machining system by im-
proving the tool life, diminishing downtime and scrappage,

and avoiding damage through continuous monitoring and
predictive analysis [3]. Tool condition has been monitored
by measuring the various sensor signals like cutting force,
vibration [4], and sound signals [5]. Cutting force (CF) can
be measured with piezoelectric or strain gauge-based sensors
[6, 7]. Te I-Kaz method analyzed a low-cost strain gauge
sensor that measured the CF signals. Te investigational
outcomes were compared with the adaptive neuro-fuzzy
inference system (ANFIS) based prediction model, which
produced a maximum of 5.08% error [8]. Te ANFIS model
with “gbellmf” was used to forecast the surface roughness in
milling operation by considering the spindle speed, feed, and
depth of cut as input parameters [9].
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Tool wear is more sensitive to CF signals, and CF signals
are used to indicate tool conditions. Also, CF signals are
gradually increased with a rise in tool wear. CF is measured
directly through a dynamometer, and the tool wear is
measured indirectly by analyzing the CF signals [10]. Pre-
diction of tool wear and optimization of drilling parameters
were carried out by ANFIS and genetic algorithm (GA),
respectively. A smaller feed was suggested to minimize the
thrust force and torque [11]. Response surface methodology
(RSM) was employed to investigate process parameters’
efects on CF, surface roughness (Ra), and cutting tem-
perature. Out of two forecasting models, such as an artifcial
neural network (ANN) and ANFIS, the ANFIS model
predicts the response more accurately.Te optimum process
parameters were selected using the RSM [12].

Estimation of tool life was carried out by the ANFIS
model using the surface roughness and CF. Te accuracy of
the proposedmodel was 92.62% [13]. ANFISmodel was used
to estimate the material removal rate (MRR) and surface
roughness (Ra) while turning stainless steel 202. Te depth
of cut and spindle speed was found as the most infuencing
parameter for MRR and Ra, respectively [14]. CF was es-
timated using ANFIS with spindle speed, feed, and depth of
cut during the turning process, and the CF was predicted
with an average error of 2.59% [15].

Te neural network was used to forecast the CF, Ra, and
tool wear while turning the CP-Ti grade II workpiece. Te
proposed model was suitable for predicting the responses
within a 5% error [16]. A discrete and continuous moni-
toring, hybrid policy-based tool replacement mechanism
was developed. Te hybrid policy was optimized by particle
swarm optimization (PSO) algorithm. All policies’ results
were analyzed, and PSO performed better than the others
[17]. Online monitoring of grinding wheel wear was in-
vestigated in the grinding of Ti-6Al-4V titanium alloy. Te
result indicated that the Gaussian membership function-
based ANFIS model was more intelligent for monitoring the
grinding process [18].

Prediction and optimization of drilling parameters for
Ra were investigated while drilling galvanized steel. ANFIS
model with the “gbellmf” membership function produced
the minimum error. Te output of the ANFIS model was
given as input to the GA to fnd the optimum process pa-
rameter. Te spindle speed and tool angle was Ra’s most
infuencing parameters [19]. Prediction of CF and Ra was
carried out in the Al-20Mg2Si-2Cu metal matrix composite
with ANFIS. Feed, speed, and particle size were the inputs,
and Ra was the output. Te ANFIS model was suitable for
forecasting the Ra with minimum error [20]. An investi-
gation was conducted to compare the wear of ceramic tools
during the machining of AISI D2 steel and glass fbre
reinforced plastics (GFRP) material. Te fank wear was
smooth and higher for machining the GFRP, whereas low
fank wear was observed while machining the AISI D2 steel
[21].

An experimental study was carried out on ASTM A36
mild steel, and the wavelet denoising technique was used to
decompose the noise signals, and then, the thresholding was
done. Te decomposed signals were trained with the ANFIS

to investigate the relationship between the machining pa-
rameters and chatter. Te depth of cut was the most
infuencing parameter on the chatter severity [22].An in-
vestigation was carried out to measure the CF, Ra, cutting
power, and MRR while turning EN-GJL-250 cast iron using
coated and uncoated silicon nitride ceramic tools. Te study
observed that Ra was afected by feed followed by speed than
the depth of cut, and the CF was infuenced mainly by the
cutting depth followed by feed and cutting speed. ANN
model was used for better prediction, and the RSM was used
to identify the optimal process parameters and analyze their
interactions [23]. RSM was used to perform the regression
analysis and optimize the multiresponse problems [24].

Inconel 690 was machined with TiAlN-coated solid
carbide insert under minimum quantity lubrication (MQL).
Te two models, gene expression programming (GEP) and
ANN, were used to predict tool wear. Te analysis reported
that a speed above 100m/min was not desirable for ma-
chining [25]. Te surface morphology and chip were ana-
lyzed while turning the functionally graded (FG) specimen
under nanofuid-assisted minimum quantity lubrication
(NFMQL) conditions. Tey observed that the NFMQL
method provided an ecofriendly, green, clean, and sus-
tainable manufacturing process [26]. Te tool vibration, Ra,
and chip morphology was analyzed during the hard turning
of hot work AISI H13 steel under multiwalled carbon
nanotubes (MWCNTs) mixed nanofuid with MQL condi-
tion. Tey observed segmented-type serrated saw-toothed
chip morphology and increased fank wear and tool vi-
bration responsible for machined surface fnish degradation
[27]. Te experimental investigation was carried out using
Taguchi’s L27 orthogonal array. Inconel 718 was turned with
a carbide-coated insert. Te Mamdani inference system with
rule reduction and Sugeno subtractive clustering method
was used to model the CF, in which the latter produced the
minimum error [28].

Acoustic emission (AE) and CF signals were used to
predict the built-up edge formation during AISI 304 stainless
steel machining. Te discrete wavelet and wavelet packet
transform flter the noise signals. Finally, the ANFIS model
was used to predict the built-up edge height [29]. A new
method of diagnosing the tool wear using the stacked sparse
autoencoder is proposed.Te diferent signals obtained from
various sensors like accelerometer, dynamometer, and AE
sensor were used as inputs. Te signals were analyzed with
wavelet analysis. Te accuracy of this model is 99.63%, and it
is more suitable for predicting the values very shortly [30].

During the hard turning of AISI D6 steel, the responses
like Ra, CF, crater wear length, crater wear width, and fank
wear were measured. Diferent machine learning algorithms,
such as polynomial regression, random forests regression,
gradient-boosted trees, and adaptive boosting-based re-
gression, were used to predict the machining characteristics.
Polynomial and random forests regression performed better
than other algorithms [31]. Te spindle structure autoen-
coder wraps the signal without any parameter mining, and
the high ratio compression can be transmitted with a low
bandwidth cost [32]. A conditional autoencoder was applied
to monitor the wind turbine blade condition. Te
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performance of the conditional autoencoder was compared
with the classical and convolutional autoencoder methods.
From the analysis, the conditional autoencoder’s accuracy
was higher than the other two methods [33]. A deep network
method is used to forecast the tool wear with the help of
motor power using the deep learning neural network theory,
which can increase learning speed and enhance the training
process [34].

Furthermore, most of the earlier research works exposed
that fank wear was forecasted based on the control factors
and CF. Many research articles have reported the prediction
of fank wear during the turning operation with vibration
signals using machine learning and deep learning algo-
rithms. To the authors’ best knowledge, the utilization of CF
signals and turning parameters with the CAE model are not
found in the literature.Tis work aims to develop the ANFIS
and CAE model to forecast the fank wear during the dry
turning of EN8 medium carbon steel. Te prediction ac-
curacy of ANFIS is compared with the CAE model.

Te rest of the paper has been structured as follows:
Section 2 deals with the experimental method, design of
experiments, and measurement process. Te modeling and
prediction using ANFIS and CAE models are presented in
Sections 3 and 4. Te obtained results are discussed in
Section 5.

2. Materials and Methods

2.1. Workpiece and Tool. Te workpiece was EN8 medium
carbon steel with a Brinell hardness of 255 BHN. EN8 has
good tensile strength, is used for manufacturing various
machine parts, and is easy to machine [35]. Te TiN-coated
cemented carbide tool (CNMG120408) was selected as the
cutting tool. Te tool insert was attached to a tool holder
(PCLNR2525M12), which has a −6° of back rake angle, 5° of
clearance angle, −6° of negative cutting-edge inclination
angle, 95° of signifcant cutting edge, 0.8mm nose radius,
and 3.9Nm of insert tightening torque.

2.2. Experimental Setup. Te experiment was performed in a
conventional lathe, as shown in Figure 1. Te CF during the
turning operation was captured using a lathe tool dyna-
mometer. For acquiring the CF, a data acquisition system
with the necessary software and hardware [36] was arranged
and is shown in Figure 2.

2.3. Design of Experiments. With the help of central com-
posite design (CCD), the efectiveness of the turning process
was studied. A suitable variant in the CCD is the face-
centered CCD, in which α� 1 [37, 38]. Te design matrix is
presented in Table 1.

2.4. Flank Wear Measurement. Flank wear was measured
with profle projector PJ-A3000 (Make: Mitutoyo). Te XY
measurement range and resolution were 100mm× 100mm
and 0.001mm, respectively. Te instrument used for mea-
surement is shown in Figure 3.

3. Modeling Using an Adaptive Neuro-Fuzzy
Inference System

ANFIS is a well-known hybrid neuro-fuzzy inference system
to model intricate problems was established [26]. ANFIS is a
benefcial neural network (NN) method for afording the
result for nonlinear and approximating functions. ANFIS
employs diferent learning approaches to a fuzzy logic (FL)
system [39].

3.1. ANFIS Prediction Model. Te ANFIS catches the merits
of both NN and FL principles, and the ANFIS model can
efciently and optimally forecast the response. Te pa-
rameters related to the membership functions (MF) are
changed through the learning process. Te parameter
computation is simplifed by a gradient vector that measures
the fuzzy inference system (FIS), which is used to model the
given input/output parameters. ANFIS uses a back propa-
gation neural network (BPNN) or a combination of least
squares estimation and BPNN (hybrid) for MF parameter
estimation [40]. With the help of MATLAB, the ANFIS
model was developed, and the graphical user interface was
used for training and testing the model.

3.1.1. ANFIS Methodology. Te following steps are to be
considered for developing the ANFIS model to predict fank
wear:

Step 1. Defne the architecture of the ANFIS.
Te architecture of ANFIS is displayed in Figure 4. Te

input parameters, such as speed, feed, and depth of cut, were
controlled, and fank wear was recorded. Te corresponding
cutting force was measured using the strain gauge dyna-
mometer coupled with an amplifer and was given as one of
the input parameters for the ANFIS model to forecast the
fank wear. Te dynamometer data were acquired using a
USB 6221M series, NI DAQ Card.

Step 2. Set the input and output parameters and MF.
An MF describes how every data in the input is drawn to

a membership value between 0 and 1. Several MFs are used
for modeling, including trapezoidal, triangular, piecewise
linear, and Gaussian. Te selection of MF is based on the
nature of the problem and their experience. Te triangular
MF was used for the distribution of the input variable. Te
triangular membership function (trimf) was just a curtailed
triangle. It is a straight-line MF and has the beneft of
easiness.Te number of data points should be larger than the
number of tuning parameters; hence, the three MFs were
considered for every input.

3.1.2. Input and Output Parameters. Tere are four input
parameters for the ANFIS model: speed, feed, depth of cut,
and CF. Cutting speed has a signifcant infuence on tool life.
When the cutting speed increases, the cutting temperature
increases, increasing the fank wear [26]. Te initial MF for
speed is presented in Figure 5.
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Control factors and CF were considered input param-
eters for predicting the tool wear during this study. Te CF
was increased when tool wear also increased. Te CF pro-
duced during the metal cutting impacted the heat generation
in the cutting zone, tool wear, machined surface quality, and
workpiece accuracy [27, 41].

3.1.3. Output Parameter of the ANFIS. Te response of the
ANFIS is fank wear which is the gradual failure of the tool
due to continuous contact with the workpiece during the
machining operation. Te fank wear was considered as
output.

Figure 6 displays the fuzzy architecture of the ANFIS
model where the triangular membership function was
implemented. Figure 7 is the rule editor where all the rules
were fed into the fuzzy system [42]. It consists of 81 fuzzy
rules (4 input parameters with three membership functions).
ANFIS architecture is shown in Figure 7.

Step 3. ANFIS model training with the given input data.
For the training of the ANFIS model, 14 sets (out of 20

sets—70%) of experimental data were selected, and the
training was performed with the chosen ANFIS model. Te
epoch was regulated until the error reached <0.001 [7]. Te
ANFIS learning scenario for the prediction can be analyzed
from Figure 8 with epoch 20.Te average error was achieved
as 0.00067123mm.

Step 4. Testing of the ANFIS model with the experimental
data.

Te turning data sets (6 sets—30%) obtained from
the experiments were used to test with the trained ANFIS
model. Te response values were loaded into the ANFIS
GUI and tested across the parametric value. Te user can
use checking data and demo data to be loaded into the
GUI and can be used for prediction. Testing data
was applied to the developed ANFIS model and found

Figure 1: Cutting force measurement during the turning process.

Strain Z Graph

Strain X Graph

Strain X

Strain Z

stop

Figure 2: Illustration of signal acquisition.
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an average error of 0.0074011mm, shown in Figure 9.
Te blue circles were the actual data, and the red star was
the predicted one with the same input parameters
criterion.

Step 5. ANFIS model testing with experimental data.
Te ANFIS model was tested with the experimental

data to validate the accuracy of the model. Te ANFIS can
predict any value between this range. Finally, the output
obtained from the ANFIS was compared with the ex-
perimental data obtained from the turning operation. Te
close assent displayed that the developed ANFIS can be

employed to forecast fank wear. To assess the accuracy of
the ANFIS model, the error Ei is defned using the fol-
lowing equation:

Ei �
Actual valuei − Predicted valuei

Actual valuei

× 100. (1)

4. Modeling Using Convolutional Autoencoder

Convolutional auto encoder (CAE) is an unsupervised
model with convolutional layers. CAEs are typically used to
reduce and compress the size of the input dimension and
extract robust features. CAE is distinguished from tradi-
tional autoencoders by convolutional layers. Tese layers
stand out for their appealing ability to extract knowledge and
learn the internal representation of data. CAE system
comprises two convolutional neural network (CNN)
models, the encoder and the decoder. Te primary function
of the encoder is to convert the original input data into a
lower-dimensional latent representation. Te decoder is in
charge of reconstructing the compressed latent represen-
tation to generate output data. Training of the CAE is nearly
identical to the standard ANN. Te backpropagation
method minimizes the cost function and the enhanced
weight and bias matrix. Te structure of the purported
model is shown in Figure 10.Temean square error function
(MSE) and cross-entropy loss function, which can defne
reconstruction error, are frequently used as the cost function
in autoencoder training.

Te model is built in Google Colab, a free Jupyter
notebook environment used to implement the CAE. Colab is
a free cloud-based service provided by Google, and the best
feature of Colab is that no prior installation is required.

Table 1: Experimental layout.

Std. order Cutting speed (mm/min) Feed rate (mm/rev) Depth of cut (mm) Cutting force (N) Modeling
1 90 0.2 0.3 959 Training
2 270 0.2 0.3 1137 Testing
3 90 0.4 0.3 1047 Testing
4 270 0.4 0.3 1062 Training
5 90 0.2 0.6 996 Training
6 270 0.2 0.6 1084 Testing
7 90 0.4 0.6 1002 Training
8 270 0.4 0.6 1033 Training
9 90 0.3 0.45 1037 Testing
10 270 0.3 0.45 1034 Training
11 180 0.2 0.45 1042 Training
12 180 0.4 0.45 1043 Training
13 180 0.3 0.3 1040 Testing
14 180 0.3 0.6 1081 Training
15 180 0.3 0.45 1015 Testing
16 180 0.3 0.45 971 Training
17 180 0.3 0.45 1190 Training
18 180 0.3 0.45 1032 Training
19 180 0.3 0.45 997 Training
20 180 0.3 0.45 983 Training

Figure 3: Profle projector for fank wear measurement.
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Many data science and machine learning libraries are pre-
installed in Colab, including Pandas, NumPy, TensorFlow,
Keras, and OpenCV [43].

4.1. End-to-End-Framework. Unlike the conventional
compression methods, the CAE is an end-to-end standard
that combines compression and encoding methods. CAE
model can persistently encode the input into small-size data
by mapping the hidden layers without requiring signal
transformation. Convolutional encoding (CE) and con-
volutional decoding (CD) are linked together during the
training phase to learn mapping functions for compression
and reconstruction. In CE, the input data is encoded into the
compressed data as given by the following equation:

y � fw,b(x). (2)

In the hidden layers, x is the input signal, y is the
compressed data,w is the weight, and b is the bias. In CE, f (.)
signifes the compression mapping function. In CD, the
compressed data y are reconstructed to form the initial signal
x, as defned below.

x � gw′,b′(y). (3)

In CD, wʹ is the weight, and b′ is the bias. Te re-
construction mapping function is denoted by g(.). As a
result, this end-to-end standard can condense the input to
a small-scale set using the CE mapping function without
an independent encoding method. Furthermore, the
compressed data can be restored in CD to obtain the
actual output, as shown in Table 2. It overcomes the
compression quality limitation imposed by programmed
expansion biases and mined parameters in conventional

Figure 7: Rule editor.

Figure 8: Training error.
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Figure 9: Testing error.
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Figure 10: Structure of the CAE model.

Table 2: Te details of layers and parameters using the CAE model.

Section No Layer name Filters× kernels Activation function Output size Parameters

CE

1 Input layer — — — —
2 1D convolution 64× 2 Sigmoid (None, 1, 64) 448
3 Dropout — — — 0
4 1D convolution 32× 2 Sigmoid (None, 1, 32) 4128

CD

5 1D transposed convolution 32× 2 Sigmoid (None, 1, 32) 2082
6 Dropout — — — 0
7 1D transposed convolution 64× 2 Sigmoid (None, 1, 64) 4160
8 1D transposed convolution 1× 2 Sigmoid (None, 1, 1) 129

Reconstructed output 9 — — — (None, 1, 1) —
Total no. of parameters 10,945
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ways. Te end-to-end model, operated through mapping
functions in hidden layers, attempts to obtain adequate
compressed data that recreate the actual data with minor
errors.

4.2. Training. Te training of the CAE takes place using the
backpropagation technique and adjusting the parameters to
decrease the loss functions based on a minibatch of training
models given in equation (4). Te batch is randomly chosen
from the training dataset. Training can be accomplished by
repetitions of the forward and backward pass.

L � 􏽘
N

n�1
Dn − F Dn( 􏼁( 􏼁

2
, (4)

where N is the minibatch size; Dn is the nth input; F (·) is a
function of CAE consisting CE and CD; and L is the loss
function. Te loss function (4) is known as the square loss,
which is efective in regression analysis. Let φ be trainable
matrix parameters and rules can be updated using

φt+1 � φt +
η
N

􏽘

N

n�1
∇φtL Dn( 􏼁, (5)

where η is the learning rate; ∇ is the gradient operator; and t
is the -training step. Parameters, including batch size and the
number of iterations, impact the accuracy. After training,
CAE can be divided into CE and CD to accomplish com-
pression and restoration.Te tuning parameters like w,wʹ, b,
and bʹ are regulated in training to curtail the modifcation
between the restored output and actual output to attain the
optimal parameter settings.

4.3. Performance Evaluation. Te evaluation criteria for
assessing the proposed method’s reconstruction quality are
mean squared error (MSE) and percentage error.

(1) Mean squared error: the mean squared error (MSE) is
the standard metric for assessing the performance of
most regression algorithms. Te less data there are,
the smaller the aggregated error, MSE, as shown in

L �
1
N

􏽘(􏽢Y − Y)
2

􏽨 􏽩. (6)

Table 3: Prediction accuracy of diferent membership functions.

S. no. Membership function-ANFIS structure Optimization method Training error (mm) Testing error (mm)
1 Gauss MF BPNN 0.18915 1.9795
2 Gauss MF Hybrid 0.000 34 0.0704
3 TRAF MF Hybrid 0.000966 0.0849
4 Gauss 2MF Hybrid 0.000164 0.0783
5 PRINMF Hybrid 0.000166 0.0788
6 DSIGMF Hybrid 0.000165 0.0784
7 PSIGMF Hybrid 0.000407 0.0783
8 Subtractive clustering Hybrid 0.002239 0.0929

Table 4: Experimental vs. Predicted values.

Std. order Flank wear (experimental)
Predicted
fank wear-
ANFIS

% Error
Predicted
fank wear-

CAE
% error

1 0.071 0.067 5.63 0.078 −9.86
2 0.067 0.073 −8.96 0.072 −7.46
3 0.081 0.083 −2.47 0.09 −11.11
4 0.098 0.093 5.10 0.08 18.37
5 0.085 0.090 −5.88 0.082 3.53
6 0.078 0.083 −6.41 0.085 −8.97
7 0.086 0.083 3.49 0.085 1.16
8 0.083 0.083 0.00 0.085 −2.41
9 0.079 0.083 −5.06 0.083 −5.06
10 0.082 0.083 −1.22 0.083 −1.22
11 0.079 0.083 −5.06 0.082 −3.80
12 0.082 0.083 −1.22 0.083 −1.22
13 0.082 0.083 −1.22 0.085 −3.66
14 0.082 0.083 −1.22 0.081 1.22
15 0.084 0.090 −7.14 0.083 1.19
16 0.081 0.077 4.94 0.082 −1.23
17 0.092 0.098 −6.52 0.083 9.78
18 0.082 0.083 −1.22 0.082 0.00
19 0.078 0.083 −6.41 0.081 −3.85
20 0.087 0.090 −3.45 0.078 10.34
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(2) Percentage error: the percentage error is the dif-
ference between the actual and predicted values, as
described in equation (7). It can be expressed as an
absolute or relative error.

δ �
]A − ]E

]E

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100%. (7)

5. Results and Discussion

Te analysis was carried out between the actual data and the
prediction model that depends on the various input pa-
rameters such as cutting speed, feed, depth of cut, and CF.
Te various MF used in ANFIS modeling reports diferent
results. Optimizing methods like BPNN and hybrid were
employed to fne-tune the membership functions. Initially,
modeling was performed with the “Gauss” membership
function with BPNN and the hybrid optimization method.
Te hybrid optimization method performed better than
BPNN.

A hybrid method comprises backpropagation for theMF
parameters related to the input MF. It estimates the least
squares for the MF parameters connected with the output
MF, which is used to reduce the error values. Te grid-based
ANFIS structure performed better than the subtractive
clustering-based ANFIS structure; hence, grid-based model
was selected [40]. Te training and testing error for various
MF are presented in Table 3. From Table 3, it was found that
“Gauss” MF performed better than other functions. Te
comparison of the actual and predicted tool wear values is
given in Table 4.

TeCF is a signifcant parameter to be examined in the
machining processes to determine the machined com-
ponent’s tool life, tool breakage, fank wear, and Ra.
When the prediction value produced from the model is
within the prescribed limit, the cutting tool is in satis-
factory condition and can do the machining operation. If
it exceeds the limit, the cutting tool is not in good
condition, so it needs to be replaced. Te CAE model was
trained for data compression on 20 sets. Each value
contains three measurements for training and three
measures for validation. In the initial training phase, the
model’s training error reduced from 0.0035mm to
0.001mm during the 25 iterations. Te validation error
reduced from 0.008mm to 0.001mm during the 25 it-
erations, and the training error and validation error for
the trails are shown in Figure 11.

6. Conclusions

Te turning of EN8 steel was performed in dry conditions to
accelerate the tool wear. Te CF and fank wear were
measured during the turning operation. Te DL model was
developed with speed, feed, cutting depth, and CF signals to
predict fank wear. Based on the investigational results, the
subsequent conclusions have arrived.

(i) Flank wear was mainly dependent on cutting speed
and depth of cut.

(ii) An increase in CF indicates an increase in tool
wear. Hence, CF is used as an indicator.

Tool Wear
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Figure 11: Fluctuation of the loss value vs. epochs for the proposed CAE.
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(iii) Te hybrid optimization method performed better
than BPNN in regulating the membership func-
tions in ANFIS.

(iv) Various MFs were used to train the ANFIS model,
in which the grid-based structure with Gauss MF
reveals the best minimum training and testing
error.

(v) Grid-based ANFIS structure performed better than
subtractive clustering-based ANFIS structure.

(vi) ANFIS model was used to predict the fank wear
with the minimum and maximum average error of
0.602% and 5.77%, respectively.

(vii) Te overall prediction accuracy of the ANFIS
model was 99.81% with the Gauss membership
function.

(viii) Te average prediction error for ANFIS and CAE
models is 4.131% and 5.273%, respectively.

(ix) Te CAE model fourishes the limitations of
conventional neural networks, which arbitrarily
initialize the weights of the network; hence, the
proposed method can be efciently used to predict
the fank wear of the tool under various machining
conditions.

(x) Compared with the conventional backpropagation
method, the proposed method is more appropriate
for describing the hidden wear feature from the
collected data and provides better prediction
accuracy.

(xi) In the future, the proposed method can monitor
tool wear states online under diferent machining
conditions. Terefore, this method is expected to
be more widely used in tool wear monitoring in
metal cutting processes.

(xii) For other processes like milling and drilling, the
model has to be trained with selected input pa-
rameters and used to predict the tool condition.
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Aiming at the common problem of low learning efect in single structure learning of a Bayesian network, a new algorithm EF-
BNSL integrating ensemble learning and frequent item mining is proposed. Firstly, the sample set is obtained by sampling the
original dataset using Bootstrap, which is mined using the Apriori algorithm to derive the maximum frequent items and as-
sociation rules so that the black and white list can be determined. Secondly, considering that there may be wrong edges in the black
and white list, the black and white list is used as the penalty term of the BDeu score and the initial network is obtained from the hill
climbing algorithm. Finally, repeat the above steps 10 times to obtain 10 initial networks. Te 10 initial networks were integrated
and learned by the integrated strategy function to obtain the fnal Bayesian network. Experiments were carried out on six standard
networks to calculate F1 score and HD.Te results show that the EF-BNSL algorithm can efectively improve F1 score, reduce HD,
and learn the network structure that is closer to the real network.

1. Introduction

Bayesian network (BN), a probabilistic graphical model, was
proposed by Pearl [1] in 1988 and is capable of efective
inference and analysis of uncertain knowledge, which is one
of the hot spots of research in machine learning. BN has a
solid theory base and has been broadly applied in many
industries, including transportation [2], industrial produc-
tion [3–5], economy [6–8], medicine [9], and agriculture
[10, 11]. It is obvious that the innovative research on BN
theories and methodologies, as well as the scientifc con-
struction of more efective algorithms, will defnitely pro-
mote the ability of problem solving in practical areas [12, 13].

Te fundamental theory of BNmainly contains structure
learning, parameter learning, and Bayesian inference. Pa-
rameter learning is to learn network parameters on the
known structure of the network. Structure learning includes
the learning of parameters and the learning of the network
structure, which is the focus and difculty of BN learning.
Te basis of parametric learning and Bayesian inference is

BN structure learning. However, fnding the optimal
structure of the BN is a NP-hard problem [14]. Te com-
putation complexity grows exponentially as the number of
nodes increases.

Tere are three main structure learning methods, which
are constraint-based, fraction-based, and hybrid methods.
Constraint-based methods usually use conditional inde-
pendence tests or mutual information to identity depen-
dency relationships between variables. Spirtes andMeek [15]
proposed the SGS algorithm, the frst structure learning
algorithm, which determines the network structure mainly
the conditional independence between nodes, but the
learning efciency grows exponentially. Spirtes et al. [16]
improved the SGS algorithm by proposing the PC algorithm,
which is enabled to construct BN from sparse networks and
allows the use of chi-square tests without the necessity of a
specifc independence test. Qi et al. [17] proposed theWMIF
algorithm to learn the network structure using the weakest-
frst strategy. Te core concept of the score-based approach
is to fnd the best structure based on the scoring function by
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traversing all possible structures. Cooper and Herskovits
[18] proposed the K2 algorithm, but the algorithm required a
prior upper limit on the ordering of the nodes and the
number of parents per node. Lee and Beek [19] proposed a
local greedy search method coupled with a perturbation
factor and used the idea of a knockdown algorithm to
improve the performance of a local greedy search by using a
metaheuristic. Te scoring functions commonly used are
MDL [20], AIC [21], BIC [22], and BDeu [23]. Te common
search algorithms are the K2 algorithm [18], hill climbing
algorithm [24], and genetic algorithm [25].Te essential idea
of hybrid learning is to decrease the size of the search space
by frst testing for independence and then using a scoring
search method to gain the most optimal network structure.
Te frst hybrid learning algorithm was the CB algorithm
proposed by Singh and Valtorta [26], which starts by
attempting a constraint-based PC algorithm to identify the
order of the nodes and then learns the structure using the K2
algorithm. Alonso-Barba et al. [27] proposed the I-ACO-B
algorithm, which frst reduces the complexity of the search
space using independence tests, and then uses an ant colony
algorithm for scoring search to obtain the optimal network
structure.

Recently, Eggeling et al. [28] proposed the idea of in-
troducing structural priors and Wang et al. [29] proposed
the use of constraints, both of which can greatly decrease the
search space of structure learning, which is an idea for
improving the existing structure learning algorithms. Xiao
et al. [30] proposed an algorithm to merge association rules
and knowledge for network structure learning. Sun et al. [31]
proposed a new hybrid approach by integrating the PC and
PSO algorithm, which takes parts of the output of the PC
algorithm as structure priors to improve the initial solutions
to BN structure learning. Li et al. [32] proposed BN structure
learning based on frequent termmining. Wang and Qin [33]
proposed BN structure learning based on ensemble and
feedback strategies, but only integrated multiple BNs are

obtained through BDeu score. Based on this paper, a new BN
structure learning algorithm named the EF-BNSL algorithm
based on ensemble learning and frequent item mining is
designed. Te EF-BNSL algorithm fowchart is shown in
Figure 1.

2. Materials and Methods

2.1. Bayesian Network. A BN can be shown by BN � (G, P),
where G � (V, E) means the directed acyclic graph (DAG),
V � x1, x2, . . . , xn}􏼈 represents the set of nodes, E represents
the set of directed edges, and P is the probability distribution
among the nodes, which is commonly represented by the
conditional probability table (CPT).

Te joint probability distribution of the node set V �

x1, x2, . . . , xn}􏼈 can be represented as

P x1, x2, · · · , xn( 􏼁 � 􏽙 P xi ∣ pa xi( 􏼁( 􏼁, (1)

where pa(xi) is the parent node of xi and P(xi ∣ pa(xi)) is a
conditional probability. For node xi, we consider the rela-
tionship with pa(xi), and the number of parameters is much
smaller than computering the joint probability directly.

As shown in Figure 2, the nodes A and B have no parent
node, so their probabilities are directly P(A) and P(B). Te
parents of node C are nodes A and B, so the probability of
node C is P(C|A, B). Similarly, the parent node of the node
D is the node C. Te probability of node D is P(D|C).
Finally, we can get the CPTs of all nodes.

Te goal of Bayesian network structure learning is to
obtain the most suitable network structure for the dataset.
Te scoring function is used to measure the ftness of the BN
structure for the dataset. Te search algorithm is a search
strategy and can fnd the best BN structure when the scoring
function is determined. In this paper, we chose the BDeu
score [23]. Te BDeu score is given as follows:

F(G ∣ D) � log (P(G)) + 􏽘
n

i�1
􏽘

qi

j�1
log

Γ ηij􏼐 􏼑

Γ ηij + Nij􏼐 􏼑
⎛⎝ ⎞⎠ + 􏽘

ri

k�1
log
Γ ηijk + Nijk􏼐 􏼑

Γ ηijk􏼐 􏼑
⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦, (2)

where P(G) is the prior probability, n is the number of
nodes, qi is the number of parents of the i node, ri is the
number of values taken by the i node, Nijk is the number of
samples, which satisfy the node xi � k, pa(xi) � j in the
dataset, and Nij � 􏽐

ri

k�1 Nijk, ηij � 􏽐
ri

k�1 ηijk. Usually, we
assume that ηijk � η/riqi, where η is the given equivalent
sample size.

After choosing the scoring function, the problem of
structure learning is transformed into an optimization
problem which we must fnd the structure with the highest

score among the possible structures. In this paper, we chose
the hill climbing search algorithm [24].

2.2. Analysis of Association Rules. Association rules can be
applied to identify association relationships between vari-
ables. Te rule form of the association rule is (Vi⟶ Vj),
which indicates the association rule of the i variable with the
j variable, and Vi is called the premise of the association rule,
and Vj is called the result of the association rule. Te
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defnition of association rules requires the introduction of
support and confdence, which is defned as follows:

Support Vi⟶ Vj􏼐 􏼑 � Support Vi ∪Vj􏼐 􏼑 � P ViVj􏼐 􏼑, (3)

Confidence Vi⟶ Vj􏼐 􏼑 �
Support Vi⟶ Vj􏼐 􏼑

Support Vi( 􏼁
� P Vj ∣ Vi􏼐 􏼑, (4)

where Support(Vi⟶ Vj) is the support of the association
rule (Vi ⟶ Vj), which is the probability P(ViVj) of Vi

and Vj occurring simultaneously. Confide nce (Vi⟶ Vj)

is the confdence of the association rule (Vi⟶ Vj), which
is the conditional probability of Vj occurring when Vi

occurs.
Te basic idea of the Apriori algorithm is to calculate the

support of the item set by scanning the dataset several times
and fnding all frequent item sets to generate association
rules. Te set1 is said to be a superset of the set2 if every
element of the set2 is in the set1. If all supersets of the
frequent item set are nonfrequent item sets, the frequent
item set is a maximal frequent item (MFI) set. Te Apriori
algorithm can mine the frequent item sets with support
greater than the minimum support and fnd the MFI by
fltering the association rules that satisfy
(Vi⟶ Vj) ∣ Support􏽮 (Vi⟶ Vj)⩾min support∩Conf
ide nce (Vi⟶ Vj)⩾min confidence} to obtain the
strongly associated rule set Ass � ∪ (Vi⟶ Vj).

2.3.EnsembleLearning. Ensemble learning is a newmachine
learning method which is widely used for classifcation and
regression tasks. Ensemble learning means using multiple
identical or diferent learning algorithms to solve a unifed
problem by some combination [33].

Te most classic ensemble learning is boosting and
bagging. Te boosting algorithm generates a training set and
trains the model by sampling the original dataset with put-
back, while the bagging algorithm generates multiple
datasets by sampling them with a repeatable sampling
technique (bootstrap) and trains the model on them sepa-
rately and then combines the multiple models to obtain a
more stable model. Te primary aim of BN structure
learning is to determine the directed edges between nodes,
and bagging can efectively reduce the possible multilateral
and antiedge problems, making the learning results more
stable and reliable [34, 35].

3. EF-BNSL Algorithm

3.1. Building the Initial Network. Since the K2 algorithm is
more sensitive, a certain incorrect result may mislead the
construction of the whole BN, so this study uses the strong
association rule set Ass to correct the BN structure of the
MFI set Max freq item to increase its robustness.

Te process is as follows: frstly, the variables in the MFI
set are selected sequentially from the data D � V, Dv􏼈 􏼉 and
DMax freq � D � V, Dv􏼈 􏼉 ∣ V ∈ Max freq item i􏼈 􏼉. Sec-
ondly, the BN structure BNfreq i is obtained by using the K2
algorithm for DMax freq, respectively, BNmax

f
f � ∪BNfreq i.

Lastly, if the node pair (Vi⟶ Vj) ∈ BNmax
f

f and
(Vi⟶ Vj) ∈ Ass, then the node pair is added to the
white list. Otherwise, it is considered impossible to have a
dependency and is added to the black list.

Te pseudocode of the black and white list algorithm is
listed in Algorithm 1.

Since the learned edges in the black and white list may
have errors, a penalty term can be set in order to give the
model certain error tolerance. A new score function is
obtained by incorporating the black and white list as a
penalty term. Finally, the initial BN is obtained from the hill
climbing search algorithm. Te new score function
Fnew(G | D) is given as follows:

Fnew(G | D) � F(G | D) + ωΦ((G | D) � F(G | D) + ω 􏽘

rw

k�1
nk − 􏽘

rb

t�1
nt

⎛⎝ ⎞⎠,

(5)

where F(G | D) is the BDeu score, ω is the given weight,
Φ((G | D) is the penalty term, rw is the number of elements of
the node pair (Vi⟶ Vj) ∈ whitelist ∩ (Vi⟶ Vj) ∈ GPC,
rb is the number of elements of the node pair (Vi⟶ Vj)

∈ black list∩ (Vi⟶ Vj) ∈ GPC, nk is the number of sam-
ples of the node pair (Vi⟶ Vj) ∈ white list∩ (Vi⟶ Vj)

∈ GPC, and nt is the number of samples of the node pair
(Vi⟶ Vj) ∈ black list∩ (Vi⟶ Vj) ∈ GPC.

3.2. Ensemble Learning. In this paper, we adopt the idea of
ensemble learning and use an integrated strategy function W

for calculating the fnal score of each edge. Te integrated
strategy function W is defned as follows:

W � 􏽘
n

i�1

��������
Nnode

Nki

Mki

􏽳

⊙
􏽐

n
i�1 Mki

n
log (B), (6)

where n is the number of samples, Nki is the number of edges
of the BN Gmax i by combining the initial network using the
i training sample, Nnode is the number of nodes in the
dataset, Mki is the adjacency matrix of the BN Gmax i
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obtained using the i training sample, B is the sample size, and
⊙ is the Hadamard product.

Te EF-BNSL algorithm fow is as follows: frstly, the
original dataset is sampled 10 times using bootstrap, and each
of the 10 sample sets is learned to obtain 10 initial BNs.Te 10
initial BNs are denoted by the adjacency matrices as Mki.

Secondly, the 10 adjacency matrices Mki are integrated
by the integration strategy function to obtain the score
matrices Wk for each edge. Te score matrix Wk is nor-
malized by the maximum-minimum.

Tirdly, set the threshold θ, if the condition Wk[p, q]< θ
is satisfed then we can set Wk[p, q] � 0, if the condition
Wk[p, q]> θ is satisfed then Wk[p, q] � 1. We can get the
adjacency matrix Wk.

Lastly, iterate over the adjacency matrix Wk, if
Wk[p, q] � 1, then add the directed edge (p⟶q), and f-
nally get the ensemble learning BN. Te number of edges of
the BN can be efectively controlled by setting the size of the
threshold θ. If the threshold θ is set too small, there will be
many of redundant edges, and if it is set too large, the
situation of fewer edges will be very dreadful.

Te pseudocode of the EF-BNSL algorithm is listed in
Algorithm 2.

4. Experiments and Result Analysis

4.1. Experiment Preparation. In this paper, we use the py-
thon integrated environment Anaconda3 with python ver-
sion 3.8.5 for programming. Six standard networks of
diferent sizes were downloaded from the Bayesian Network
Repository [36]. BN was loaded through the pyAgrum
package and the corresponding size dataset was generated,
frequent term mining and association rule analysis were
performed through the mlxtend package, the sklearn
package for Bootstrap sampling, and the pgmpy package for
the BN structure learning.

Tree networks of diferent types were chosen for the
experiment, including the small size networks (up to 20
nodes), Asia and Sachs, the medium size networks (20–50
nodes), Alarm and Insurance, and the large size networks
(50–100 nodes), and Hailfnder and Hepar2. Te six stan-
dard networks are shown in Table 1.

(i) Input: Dataset D � V, Dv􏼈 􏼉, MFI set Max freq item
strong associated rule set Ass

(ii) Output: white list white list, black list black list
(1) For i in range(len(Max freq item)):
(2) Data_node� data[Max freq item[i]]
(3) BNfreq i � K2(Data node)//BN obtained using K2 algorithm
(4) For edge in BNfreqi

.edges(): //Loop BN of edges
(5) If edge in Ass”: //Determine whether the edges of a BN are in Ass
(6) whitelist← edge//Get a white list
(7) BNmax

f
f � ∪BNfreq i//Aggregate the set of BN structures

(8) If (Vi⟶ Vj) ∉ BNmax
f

f ∩ (Vi⟶ Vj) ∉ Ass:
(9) black list←(Vi⟶ Vj)//Get black list

ALGORITHM 1: Black and white list algorithm.

Input: Dataset D, the scoring function Fnew(G | D), threshold θ
Output: Bayesian network BN

(1) For i in range (10): //Loop 10
(2) Di←Boostrap(D)//Bootstrap sampling
(3) Gmax i←HillClimbSearch(Di, Fnew(G | Di))//Obtain the initial BN
(4) Mki←Gmax i//Represented by adjacency matrices
(5) Ms � Ms + Mki//Count the number of times each edge has been learned
(6) Mx � sqrt(Nnode /Nki ∗Mki)//Assign weights to each edge
(7) Mk � Mk + Mx//Calculate the total weight value of each edge
(8) Wk � Mk ⊙ M( )s/ n( ) log D( ))//Calculate the integrated strategy function Wk

(9) Wk � normalize( Wk )//normalized by the maximum-minimum
(10) For p in range (nrow( Wk )):
(11) For q in range (ncol( Wk )):
(12) If Wk[p, q]< θ://Control the number of edges by the threshold θ
(13) Wk[p, q] � 0//0 means that no edge exists
(14) Else:
(15) Wk[p, q] � 1//1 denotes the existence of directed edges (p⟶ q)

(16) BN←Wk//Te adjacency matrix is transformed into a BN

ALGORITHM 2: EF-BNSL algorithm.
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4.2. Evaluation Indicators. To verify the efectiveness of the
EF-BNSL algorithm, the F1 score and the Hamming distance
(HD) are chosen to evaluate the generated BN and defned as
follows:

recall �
TP

(TP + FN)
, (7)

precision �
TP

(TP + FP)
, (8)

F1 �
2 × recall × precision
recall + precision

, (9)

HD � FP + FN, (10)
where TP is the number of edges in both the current network
and the standard network, FP is the number of edges in the
current network but not in the standard network, and FN is
the number of edges that do not exist in the current network
but exists in the standard network, recall is the recall rate,
and precision is the precision rate.

Te F1 score is a combination of recall rate and precision
rate. A larger F1 score means that the BN is closer to the real
network. Te HD is the sum of FP and FN. A smaller HD
means a smaller number of erroneous edges and indicates
that the learned BN is closer to the standard network.

4.3. Results. To verify the performance of the EF-BNSL
algorithm, we conducted experiments on six networks. Te
following is an example of the Asia network. Te Asia
network is a small BN, which is used as a fctional medical
example. Te network asks whether a patient has tubercu-
losis, lung cancer, or bronchitis and consists of eight nodes
and eight edges. Each random variable is discrete and can
take two states. Te original Asia standard network is shown
in Figure 3.

Te experimental process is divided into three stages.
Te frst stage of the experiment is to perform frequent item
mining and association rule analysis on the sample set.
Firstly, we load the BIF fle to generate a dataset with a
sample size of 20000, and then we perform sampling by
using bootstrap with a sample size of 1000. Te sample set
variables are transformed into Boolean variables. Te
minimum support and minimum confdence were set to
0.75 and 0.95 [32], respectively. Te minimum support and
minimum confdence can control the number of edges in the
black and white list, which can be selected on the basis of the
dataset distribution characteristics.

By using the Apriori algorithm with the given minimum
support, the MFIs and association rules can be obtained. An
association rule with a confdence level greater than the
given minimum confdence is a strong association rule.

Te MFI set Max freq item is lung, tub, asia, xray,􏼈

either}, and the strong association rule results are shown in
Table 2.

On the basis of obtaining the MFI set and strong as-
sociation rule results, the black and white list can be obtained
from the proposed Algorithm 1 above. Te black and white
list of results are shown in Table 3.

In this experiment, the edges (either, xray) and
(lung, either) in the white list are in the original Asia
standard network, and the accuracy of the white list reaches
100%. On the other hand, all the edges in the black list are
judged correctly except for the edge (tub, either) error, and
the accuracy rate of the black list reaches 85.7%. To give the
model some fault tolerance, so we do not use the list directly
as the black and white list of BN. Instead, they are given
certain weight scores and added to the scoring function as
penalty terms. Also, we fnd that the number of edges in the
white list is smaller than the number of edges in the black list
in the experiment. Diferent weights can be further set for
the edges of the black and white list in future studies.

Te second stage of the experiment is to update the
scoring function by the black and white list and get the initial
network. Firstly, according to (3), the black and white list is
added to the scoring function as a penalty term. Te penalty
term weightωwas set to 0.5 [32]. If an edge in the black list is
contained in BN, the new scoring function becomes smaller.
Conversely, if the edges in the white list are contained in BN,
the new scoring function becomes larger.Te network of the
maximum score is obtained from the hill climbing search
algorithm, which is the initial BN.

As shown in Figure 4(a), the BN is a network obtained by
direct structure learning using BDeu score, which has 14
edges. Figure 4(b) shows the CPT of this BN structure. For
example, the lung node has only tub node as its parent node,
so there are four possible outcomes for the CPT of the lung
node. P(lung � 0tub � 0) � 0, P(lung � 1tub � 0) � 1,
P(lung � 0tub � 1) � 0.0633, and P(lung � 1tub � 1) �

0.9367. As shown in Figure 5(a), the BN is a network ob-
tained by structure learning using an updated scoring
function, with has 12 edges. Figure 5(b) shows the CPT of
this BN structure.

By comparing with the original Asia standard network,
we can able to calculate the F1 score and HD for these two
BNs using equations (7)–(10). Te F1 score and HD of the
BN in Figure 4(a) is 0.45 and 9, respectively. Te F1 score

Table 1: Te six standard networks used in the experiments.

Standard network Type Sample size Nodes Edges
Asia Small size 20000 8 8
Sachs Small size 20000 11 17
Alarm Medium size 20000 37 46
Insurance Medium size 20000 27 52
Hailfnder Large size 20000 56 66
Hepar2 Large size 20000 70 123
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and HD of the BN in Figure 5(a) is 0.5 and 7, respectively.
Improved scoring functions for BN learning outperformed
the BN obtained by direct learning using the BDeu score.

Te third stage of the experiment is to use Algorithm 2 to
obtain the fnal ensemble learning BN. Firstly, bootstrap was
used to sample the dataset for 10 times, and the 10 sample
sets were, respectively, learned to obtain 10 initial BNs.

Secondly, the 10 initial BNs were denoted by the adja-
cency matrices as Mki, and then the 10 adjacency matrices

Mki were integrated by the integration strategy function to
obtain the score matrix Wk. Meanwhile, the score matrix Wk

was normalized by the maximum-minimum.
Tirdly, set the threshold θ � 0.4 [33], if the condition

Wk[p, q]< 0.4 was satisfed, then we can set Wk[p, q] � 0; if
the condition Wk[p, q]> 0.4 was satisfed then Wk[p, q] � 1.
We can get the adjacency matrix Wk.

Lastly, iterate over the adjacency matrix Wk. If the
condition Wk[p, q] � 1, we can add the directed edge
(p⟶ q) in the network. Te fnal ensemble learning BN
was obtained.

Te fnal ensemble learning BN is shown in Figure 6(a),
which has 10 edges. Figure 6(b) shows the CPT of this BN
structure. For example, the xray node has only either node as
its parent node, so there are four possible outcomes for the
CPT of the xray node. P(xray � 0either � 0) � 0.9706,
P(xray � 1either � 0) � 0.0294, P(xray � 0either � 1) �

0.0483, and P(xray � 1either � 1) � 0.9517. If we know that
the value of node either is 0, then we can deduce that the
probability that node Xray is equal to 0 is 0.9706. Te F1

tub

either

dysp

smoke

bronc

lung

asia

xray

Figure 3: Te original Asia standard network.

Table 2: Te strong association rule results of the Asia network.

Association rule Support Confdence
(Either, xray) 0.8880 0.9579
(tub, Asia) 0.9760 0.9869
(Xray, Asia) 0.8800 0.9888
(Asia, tub) 0.9760 0.9889
(Either, Asia) 0.9170 0.9892
(Lung, Asia) 0.9260 0.9893
(Lung, either) 0.9270 0.9904
(Lung, tub) 0.9270 0.9904
(Xray, either) 0.8880 0.9978
(Xray, lung) 0.8880 0.9978
(Either, lung) 0.9270 1.0000
(Either, tub) 0.9270 1.0000
(Xray, tub) 0.8900 1.0000

Table 3: Asia network’s black list and white list.

Black list White list
(Lung, xray) (Either, xray)
(Asia, xray) (Lung, either)
(Asia, lung)
(Tub, lung)
(Tub, either)
(Asia, either)
(Tub, xray)
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tub

lung

either

xray

dysp

bronc

smoke

(a)

Figure 4: Continued.
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score andHD of the fnal ensemble learning BN is 0.45 and 9,
respectively. Tese two evaluation indicators show that the
EF-BNSL algorithm is better than the BDeu score.

Because of the randomness of the data and the uncer-
tainty of the search process, BN structure learning results
can be varied. Terefore, to improve the reliability of the
experimental results, the above experimental procedure was
repeated 10 times, and the results obtained by calculating the
HD and F1 are shown in Table 4. Finally, the average of HD
and F1 was calculated for 10 times of results.

It is obvious from Table 4 that the BN obtained using the
EF-BNSL algorithm is larger in F1 score than the BN ob-
tained directly using the BDeu score. Te BN obtained using
the EF-BNSL algorithm is smaller in HD than the BN ob-
tained directly using the BDeu score. Te EF-BNSL algo-
rithm on the Asia network outperforms the algorithm that
uses the BDeu scoring function directly and is closer to the
original standard Asia network.

Trough the previous experimental method for three
diferent types of standard networks, including small net-
works (Asia and Sachs), medium networks (Alarm and
Insurance), and large networks (Hailfnder and Hepar2), the
comparison results of six standard networks are shown in
Table 5.

From the experimental results, it can be seen that the EF-
BNSL algorithm proposed in this paper achieves better
learning performance than the algorithm that directly using
the BDeu score. Te EF-BNSL algorithm does not show a
greater advantage when the samples are small. Because of the
lack of information in small sample data, it is difcult to
mine more information of association rules. When the
sample size is larger, the EF-BNSL algorithm has a better
learning efect. More association rules can be mined and the
black and white list can be more accurate. By using the EF-
BNSL algorithm, there is a signifcant performance im-
provement in Asia and Sachs for the small size networks, and
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no obvious progress in Alarm and Insurance networks. In
the experiment, the number of edges in the white list is much
smaller than the number of edges in the black list as the
number of nodes increases, which leads to a much reduced

scoring function. In future research, diferent weights can be
further set for the edges in the black and white list. In
addition, when there are more network nodes, the network
search space increases exponentially. To balance the search
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Figure 6: (a) Ensemble learning BN. (b) Te CPT of the ensemble learning BN.

Table 4: Comparison of 10 results from the Asia network.

EF-BNSL BDeu
F1 HD F1 HD

0.47 4 0.28 15
0.51 5 0.26 10
0.48 6 0.24 16
0.58 4 0.45 11
0.48 5 0.33 16
0.52 4 0.34 14
0.49 5 0.36 14
0.53 4 0.38 8
0.46 6 0.38 9
0.52 5 0.17 14
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time and memory usage, the experiment adjusted down the
weight of the black and white list penalty terms for large
networks, which also afects the experimental results.

5. Conclusion and Future Research

In this paper, we combined the ideas of frequent itemmining
and ensembled learning into BN structure learning and
proposed the EF-BNSL algorithm. We conducted experi-
ments on six BNs of three types such as small, medium, and
large.We used two evaluation metrics, F1 score and HD.Te
results show that the EF-BNSL algorithm can efectively
improve F1 score, reduce HD, and learn the network
structure that is closer to the real network.

In the experiment, as the number of nodes increases,
there are more edges in the black list than in the white list. In
fact, it is possible that the edges in the white list would be
more important, so assigning diferent weights to the black
and white list will be the next highlight of future research. In
addition, when there are more network nodes, the network
search space increases exponentially. Future research could
consider using distributed computing to improve efciency.
Ensemble learning of diferent network structure learning
algorithms, and making full use of the advantages of dif-
ferent algorithms for BN structure learning will be the focus
of the future research.
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Aiming at the problem of low recommendation accuracy of existing recommendation algorithms, an algorithm integrating time
factors and multisimilarity is proposed to improve the impact of long-term data, user attention, and project popularity on the
recommendation algorithm and the similarity of user attributes is introduced to improve the problem of cold start to a certain
extent. Considering that the longer the time, the less likely it is to be selected again, time is introduced into the algorithm as a
weight factor. When the behavior occurs, i.e., interest in the project, so as to judge the similarity between users, not just the score
value, we normalize the popularity to avoid misjudgment of high scoring and popular items. Because new users do not have past
score records, the problem of cold start can be solved by calculating the similarity of user attributes. �rough the comparative
experiment on Movielens100K dataset and Epinions dataset, the results show that the algorithm can improve the accuracy of
recommendation and give users a better recommendation e�ect.

1. Introduction

In work and life, people rely more and more on computers
and mobile devices. �ey face a large amount of data every
day. At the same time, each user will also produce a large
amount of data. How to select the information they need
from a large amount of data depends on various factors;
many users will choose the recommendation given by others,
and the recommendation system also came into being. �e
recommendation system is applied in more and more �elds,
including commodity recommendation, learning resource
recommendation, and case recommendation in intelligent
justice [1–3]. Recommendation algorithms can be roughly
divided into knowledge-based recommendation, collabo-
rative �ltering-based recommendation, and content-based
recommendation. Among them, the recommendation al-
gorithm based on collaborative �ltering has always been the
most classic and popular recommendation algorithm.
Collaborative �ltering recommendation algorithms are di-
vided into two categories: collaborative �ltering based on
selection items and collaborative �ltering based on par-
ticipating users. �ey both predict preferences and generate

recommendations according to users’ historical scoring
data. �e collaborative �ltering recommendation algorithm
has many problems, such as unreasonable similarity cal-
culation, cold start, sparse data, and so on, which may lead to
the decline of recommendation quality.

From di�erent perspectives, many studies fully tap the
potential information so that the collaborative �ltering
recommendation algorithm can be used to a wider range of
scenarios. Literature [4] proposed a method to calculate the
similarity of items utilized score and structural similarity,
which can e�ectively work out the problem of poor e�ect of
cold start. Reference [5] proposed a method of weighting
items to obtain a user similarity calculation method con-
sidering the similarity weight of items. Literature [6] pro-
jected a method to calculate the similarity of items by
combining the similarity of scores and the similarity of item
attributes. Reference [7] proposed a similarity calculation
method between users based on cosine similarity and fusion
of relative di�erences in scores. In the nonpreference scoring
system, the prediction error can be reduced and the rec-
ommendation quality can be improved. Literature [8]
proposed this algorithm to cluster tags and generate topic tag

Hindawi
Mathematical Problems in Engineering
Volume 2022, Article ID 2340671, 7 pages
https://doi.org/10.1155/2022/2340671

mailto:liuqin@ecupl.edu.cn
https://orcid.org/0000-0001-9998-7930
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2340671


clusters, calculate the correlation between items and topics
according to item labeling, and generate item g topic cor-
relation matrix. At the same time, it is combined with item g

score matrix to calculate the similarity between items, and
collaborative filtering is used to complete the score pre-
diction of target items, so as to realize personalized rec-
ommendation. 'e above methods are to enhance the
accuracy of similarity calculation by fusing scores and other
indicators. However, they did not consider the impact of the
environment on user interest. In fact, there are many en-
vironmental factors affecting user interest and interest
changes, such as time, weather, place, and mood; among
them, the time factor is the main factor affecting user interest
and interest changes. 'erefore, this paper declares a col-
laborative filtering recommendation algorithm on the
ground of time weight and multisimilarity. Multisimilarity
includes the similarity of user attributes, user attention, and
project popularity. 'e similarity of user attributes alleviates
the problem of cold start to a certain extent, User attention
and project popularity can reduce some significant “un-
fairness” in the existing scores from the perspective of users
and projects, respectively.

2. Related Work

2.1. User-Based Collaborative Filtering Algorithm. 'e user-
based collaborative filtering algorithm will involve user U,
item I, and user rating matrix for items Rui. 'e chief steps of
the traditional user-based collaborative filtering algorithm
are as follows: first, build the user’s score matrix, and mark
the unknown score as 0, as shown in Table 1; the second step
is to estimate the similarity between users by using the
scoring matrix; in the third step, according to the similarity
matrix, some users who are the most alike to the target user,
that is, the users with the highest similarity are found to form
a nearest neighbor set; the fourth step is to predict the score
of the target user according to the score of the neighbor user
and generate a recommendation set. Among them, the
calculation of similarity between users is the important step
of the algorithm.

2.2. Calculation of User Similarity. 'e traditional user
similarity calculation formulas mainly include COS (cosine
similarity), PCC (Pearson correlation coefficient), and
ACOS (adjusted cosine similarity) [1, 8–11]. Formula (1)
means the cosine similarity between user u and user v,
Formula (2) represents the Pearson correlation coefficient,
and Formula (3) represents the adjusted cosine similarity.
Table 2 shows the meanings of symbols used in the formula.

sim(u, v)COS �
􏽐c∈Iu,v

ru,crv,c
�������

􏽐c∈Iu
r
2
u,c

􏽱 �������

􏽐c∈Iv
r
2
v,c

􏽱 , (1)

sim(u, v)PCC �
􏽐c∈Iu,v

ru,c − ru􏼐 􏼑 rv,c − rv􏼐 􏼑
��������������

􏽐c∈Iu,v
ru,c − ru􏼐 􏼑

2
􏽱 ��������������

􏽐c∈Iu,v
rv,c − rv􏼐 􏼑
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􏽱 ,
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sim(u, v)ACOS �
􏽐c∈Iu,v

ru,c − ru􏼐 􏼑 rv,c − rv􏼐 􏼑
��������������

􏽐c∈Iu
ru,c − ru􏼐 􏼑

2
􏽱 �������������

􏽐c∈Iv
rv,c − rv􏼐 􏼑

2
􏽱 .

(3)

Formulas (2) and (3) take into account users’ personal
scoring habits. Some users prefer to give high scores and
some users give low scores. 'erefore, Formulas (2) and (3)
calculates users’ similarity after subtracting users’ average
scores, which can improve the recommendation quality.
However, for some nonuser preference scoring systems, the
scores are given by specific standards, and Formulas (2) and
(3) are difficult to be compared for the differences between
users.

3. Collaborative Filtering Recommendation
Algorithm Combining Time
and Multisimilarity

3.1. Similarity Calculation considering Time Factor. At
present, the research on the time factor of recommendation
system mainly has three aspects [12]: first, obtain the in-
formation related to users through modeling so as to study
the relationship between user interest and time and provide
reasonable recommendations for users, but it is not easy to
obtain the characteristics of user information by the mod-
eling method, and it is not universal. 'e second aspect is to
set the effective time limit for the score. Only the items
within the effective time range will calculate their similarity;
otherwise, it will be ignored, which greatly decreases cal-
culation difficulty. However, it only considers the impact of
recent data and denies the impact of long-term data on
recommendation. 'e third aspect is to use the time
weighting method and introduce the forgetting curve to
obtain the time attenuation function.

In this paper, the time weight function [12] is intro-
duced. As shown in Formula (4), tu,c represents the degree of
interest of user u in item c at a certain time, which can be
expressed by score ru,c. w(tu,c) is a monotonically increasing
function, whose value increases with the increase in time t,
but it will not exceed the upper limit 1. Considering that the
longer the time is, the less likely it is to be selected again, time
is introduced into the algorithm as a weight factor. We

Table 1: User item scoring.
I 1 I 2 . . . I n

U 1 r 1,1 r 1,2 . . . r 1,n
U 2 r 2,1 r 2,2 . . . r 2,n
. . . . . . . . . . . . . . .

U m r m,1 r m,2 . . . r m,n

Table 2: Meaning of symbols in formulas.

Symbol Meaning
r u,c User u’s rating of item C
I u Collection of items with user u rated scores
I u,v A collection of items that users u andV have jointly rated
ru Average value of user U’s rating on all items
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enhance the similarity formula based on the modified cosine
similarity (Formula (3)). After introducing the time weight,
the specific calculation formula is shown as

w tu,c􏼐 􏼑 �
1

1 + e
− tu,c( )

, (4)

sim(u, v)w �
􏽐c∈Iu,v

ru,c ∗w tu,c􏼐 􏼑 − ru􏼐 􏼑 rv,c ∗w tv,c􏼐 􏼑 − rv􏼐 􏼑
���������������������

􏽐c∈Iu
ru,c ∗w tu,c􏼐 􏼑 − ru􏼐 􏼑

2
􏽱 ���������������������

􏽐c∈Iv
rv,c ∗w tv,c􏼐 􏼑 − rv􏼐 􏼑

2
􏽱 .

(5)

3.2. Similarity Calculation of User Attributes. Because new
users have no past score records, it is difficult for the actual
program to predict and recommend products to these users.
Generally, they will choose to recommend popular products
to new users. In fact, the system can use some attribute
information provided during user registration for recom-
mendations so as to clear up the problem of cold start to a
certain degree extent [13].

Extract the necessary information for new user regis-
tration, including gender, occupation, age, address, and
income, in this paper, and the attributes are divided into
tree (hierarchical) attributes and linear attributes. Linear
attribute refers to the linear juxtaposition relationship
between attribute values that does not distinguish between
front and rear positions. For example, gender attribute, age,
and income fields can be segmented and identified. For
example, age can be divided into five categories: less than 18
years old, coded as one, 19–28 years old, coded as two,
29–40 years old, coded as three, 41–65 years old, coded as
four, and over 66 years old, coded as five. Tree attribute
refers to the parent-child relationship between attribute
values in the hierarchical or tree structure. For example,
there are many types of traditional occupations, such as
occupation and address. Each occupation corresponds to at
least one main industry. According to the industry clas-
sification of the national economy, the industry is divided
into 20 categories, including the major category, medium
category, and small category. Considering the potential
semantic relationship between values, a classification se-
mantic hierarchy tree based on domain knowledge is
constructed. 'e leaf nodes of the tree are different attri-
bute values, and the similarity between attribute values
depends on their position in the tree structure.

'e formula for calculating the similarity of linear at-
tributes is

sim(u, v) �
1

1 +|u − v|
. (6)

'e formula for calculating the similarity of tree attri-
butes is

sim(u, v) � 1 −
L(u, v)

H
, (7)

where H is the height of the hierarchical tree and L(u, v) is
the longest path length from the attribute node in the tree to
the common node.

3.3. User Attention Similarity. 'e traditional similarity
calculation is for the user’s rating of the project. If the score
similarity is high, the user similarity is high, and if the score
similarity is low, the user similarity is low. In fact, this
method ignores the behavior of the project, which can ex-
plain the similarity between users to a certain extent. Because
usually only the items that users are interested in will
produce behavior, and the score cannot completely explain
whether users are interested in the field of the project [7]. For
example, when a user buys an AI book, he cannot under-
stand the content of the book due to his own knowledge
structure, so he gives a low score, but this does not mean that
he is not interested in AI books. 'erefore, we can think that
the behavior is interested in the project, so as to judge the
similarity between users, not just the score value. 'e cal-
culation formula of user attention similarity is

sim(u, v) �
|Iu, v|

|Iu| +|Iv| − |Iu, v|
, (8)

where |Iu, v|i is the number of common scoring items of
users u and V and |Iu||Iv|i is the number of scored items of
users u and V.

3.4. Project Popularity. Project popularity is a factor that
will be considered in many recommendation algorithms,
because generally goods with high popularity are easier to
be found by users, which will have greater influence on
users than other goods. 'e existing algorithms generally
set the weight of popularity to reduce the role of popular
items in similarity calculation and final recommendation.
However, it is found that this method is unfair to high
scoring and popular projects. 'erefore, before calculating
the weight, the popularity can be normalized [13], as shown
in formula (9). IPii is the popularity of item I, which can be
expressed by the frequency of item I in the data. Calculate
the weight of each item according to the normalized
popularity as

norIPi �
IPi − minIP

maxIP − minIP
, (9)

wi � w0 ∗
norIPi

􏽐
N
j�1 norIPj

. (10)

3.5. Improved Algorithm. 'rough the above analysis, we
propose a collaborative filtering recommendation algorithm
(COS-MS) integrating time and multisimilarity. 'e basic
steps are in Algorithm 1.

4. Experimental Analysis

4.1. Dataset. In this paper, Movielens100K dataset and
Epinions dataset are used for experiments. 'e reason why
the two datasets are used is that the sparsity of the two

Mathematical Problems in Engineering 3



datasets is different, which can better verify the universality
of the algorithm.

Movielens100K dataset includes users’ ratings of movies.
943 users rated 1682 movies, with a score of 1–5. Each user
scored at least 20 movies, with a data density of about 6.3%.
In addition, it also includes user attribute information and
movie metadata information.

'e Epinions dataset includes 664824 rating data (1–5
points) of 139738 items from 40163 users. 'e trust infor-
mation between users includes 487181 pieces. 'e data
sparsity is very low, so this paper preprocesses the data
according to the method of literature [14]. Finally, the
sparsity of the data is 98.22%.

We use Python for programming, and the experiment is
carried out based on the Lenskit toolkit [15].'e dataset is
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Figure 1: MAE changes with α value.
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Figure 2: Comparison of MAE values of different algorithms based
on Movielens100K dataset.
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Figure 3: Comparison of RMSE values of different algorithms
based on Movielens100K dataset.
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Figure 4: Comparison of MAE values of different algorithms based
on Epinions dataset.
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Figure 5: Comparison of RMSE values of different algorithms
based on Epinions dataset.
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divided into training set and test set, with the proportion of
70% and 30%, respectively.

'e experimental environment is 3.70GHz CPU, with
32GB Storage, windows 11 operating system.

4.2. Evaluation Index. Mean absolute error (MAE) and root
mean squared error (RMSE) are the evaluation indicators for
evaluating the accuracy of prediction scores, which are
applied to calculate the difference between the predicted
value and the actual value of the project. 'e smaller the
MAE value (as shown in Formula (11)), where N represents
the number of prediction scores) and the smaller RMSE
value (as shown in Formula (12)) are, the higher the accuracy
of the prediction value is [16]

MAE �
􏽐u∈U,j∈I Pu,i − Ru,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

N
, (11)

RMSE �

�����������������

􏽐u∈U,j∈I Pu,i − Ru,i􏼐 􏼑
2

N

􏽳

. (12)

4.3. Results and Analysis

4.3.1. Determination of Relevant Parameters. Because the
data sparsity of Movielens100K dataset is relatively mod-
erate, we adopt them to determine the relevant parameters in
order to prevent over fitting. In the algorithm, the pro-
portion of different angle similarity in the calculation is
different. Considering in the actual scene, the scoring
similarity (i.e. in Formula (5)) can generally reflect the
similarity between users better than the attribute similarity

(i.e. in Formulas (6)–(8)). 'e weight of scoring similarity is
set to α.'e proportion is higher than the weight of attribute
similarity (1 − α).'erefore, the scoring weight α increases in
steps of 0.01, and the value range is [0.5, 0.9].'e number of
neighbors K is 10, 20, 30, 40, 50, 60, 70, and 80, and the
recommended number is 10. It can be found from Figure 1
that the value in the algorithm MAE is between 0.750 and
0.766; when α is at 0.6, the value of MAE is relatively low and
stable. 'erefore, in this paper, the weight value α is 0.6.

4.3.2. Comparative Analysis

(1) Algorithm Error Rate. For checking the effectiveness of
this algorithm, the similarity COS-MS proposed in this
paper is compared with COS, COS-ER [7], and OS [1] and
other similarity calculation methods based on the above
indicators. 'e number of neighbors K is 10, 20, 30, 40, 50,
60, 70, and 80. 'e MAE and RMSE values based on
Movielens100K dataset are shown in Figures 2 and 3. 'e
values of MAE and RMSE based on the Epinions dataset are
shown in Figures 4 and 5.

From Figures 2 and 3, it can be found that the MAE and
RMSE values of each algorithm based on Movielens100K
dataset change with the change of K value. 'e algorithm
COS-MS proposed in this paper has a certain betterment
over COS and OS. When the number of neighbors is less
than 30, the COS-ER algorithm is better than COS-MS. But
when the number of neighbors gradually increases, the
advantages of this algorithm are gradually reflected. 'is is
mainly because this algorithm considers the multiangle
similarity. When the number of neighbors is on the increase,
the accuracy of relative recommendation will also improve.

Similarly, as can be seen from Figures 4 and 5, the MAE
and RMSE values of each algorithm change with the change
of K value. Compared with Figures 3 and 4, we can find that
the values of MAE and RMSE have increased, indicating that
when the data sparsity increases, the error will increase
slightly. When the number of neighbors is greater than 30,
the algorithm COS-MS proposed in this paper has certain
improvement over other algorithm.

For different datasets, when the number of neighbors
increases, the algorithm shows good accuracy, in other
words, the values of MAE and RMSE decrease.

Table 3: Algorithm time efficiency (based on Movielens100K
dataset).

Algorithm Running time (unit: second)
COS 802.98
OS 1367.66
COS-ER 1211.23
COS-MS 2167.56

Input: User item scoring matrix R, target user V, number of neighbor users K, number of recommended items n
Output: N items recommended to target user V

(1) Import user item scoring matrix data
(2) For the common attention matrix, the attention similarity between users is calculated by Formula (5)
(3) For user attributes, use Fformulas (6) and (7) to calculate the similarity between user attributes
(4) 'rough the common scoring items, the similarity of user attention is calculated by Formula (8)
(5) 'e attention similarity calculated in step 2 (the weight is α), the attribute similarity calculated in step 3 (the weight is 1 − α), the

weight fusion method is used to weight the score similarity to obtain the user multisimilarity
(6) According to the calculation result in step 5, extract K users’ favoritem items (m> n, excluding the items already liked by the target

user)
(7) According to the popularity, use Formula (10) to calculate the weight W of the improved project popularity
(8) M candidate items are multiplied by the weight W, and N recommended items are selected from high to low

ALGORITHM 1: Collaborative filtering recommendation algorithm integrating time and multisimilarity.
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(2) Algorithm Time Efficiency. Table 3 lists the time required
for each algorithm to compute the similarity based on
Movielens100K dataset. It can be seen that the more factors
considered in calculating the similarity, the higher the time
complexity, and the longer the time required for calculation.
'e COS algorithm has the lowest time complexity, the OS
and COS-ER algorithm have the similar time complexity,
and the COS-MS algorithm has the highest time complexity
and takes the longest time. COS is a relatively simple tra-
ditional calculation method, which takes the shortest time.
OS and COS-ER have been modified on the basis of COS,
and the amount of calculation is similar. Our algorithm
combines many aspects of similarity calculation, and the
time is relatively high. 'erefore, for the calculation of large
datasets, it is a requisite to study distributed calculation to
enhance the recommendation efficiency. Due to space
limitation, the running time based on Epinions dataset will
not be described, which is similar to the conclusion shown in
Table 3.

5. Concluding Remarks

In view of the existing algorithms that do not fully consider
the impact of the environment on users’ interest, this paper
introduces the time factor to improve the influence of long-
term data on recommendation. For the problem of cold
start, new users are recommended through user attribute
similarity. According to the idea that only the items that
users are interested in will produce behavior, the improved
algorithm pays more attention to users’ attention and in-
troduces the similarity of users’ attention so as to reduce the
impact of the score itself on the recommendation algorithm.
Generally, products with high popularity are easier to be
found by users. Different weights are set for different items
to reduce the role of popular items in similarity calculation
and final recommendation. 'rough the Movielens100K
dataset and Epinions dataset as the experimental data, the
experiment shows that this algorithm can effectively im-
prove the accuracy of recommendation and give users a
better recommendation effect.

Because the algorithm is slightly insufficient in time
efficiency, the project team not only considers using dis-
tributed computing to improve efficiency when there is a
large amount of data but also needs to optimize the algo-
rithm steps to optimize the algorithm [17, 18]. At the same
time, how to effectively model data with knowledge map and
how to integrate deep learning technology to solve accurate
recommendation under big data are the further works of our
project team.
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�e deep learning and mining ability of big data are used to analyze the shortcomings in the teaching scheme, and the teaching
scheme is optimized to improve the teaching ability. �e convolution neural network optimized by improved grey wolf op-
timization is used to train the data so as to improve the e�ciency of searching the optimal value of the algorithm and prevent the
algorithm from tending to the local optimal value. In order to solve the shortcoming of grey wolf optimization, an improved grey
wolf optimization, that is, grey wolf optimization with variable convergence factor, is used to optimize the convolution neural
network.�e grey wolf optimization with variable convergence factor is to balance the global search ability and local search ability
of the algorithm. �e testing results show that the quality estimating accuracy of convolutional neural networks optimized by
improved grey wolf optimization is 100%, the quality estimating accuracy of convolutional neural networks optimized by grey
wolf optimization is 93.33%, and the quality estimating accuracy of classical convolutional neural networks is 86.67%. We can
conclude that the medical education quality estimating ability of convolutional neural network optimized by improved grey wolf
optimization is the best among convolutional neural networks optimized by improved grey wolf optimization and classical
convolutional neural networks.

1. Introduction

�e traditional medical education method has been di�cult
to meet the existing educational needs. In order to promote
the optimization of big data and deep learning algorithms to
the education industry, the deep learning and mining ability
of big data are used to analyze the shortcomings in the
teaching scheme, and the teaching scheme is optimized to
improve the teaching ability. In order to optimize the ed-
ucation scheme, it is necessary to analyze the teaching data
in order to improve the educational e�ect of the teaching
scheme. �erefore, this paper proposes a medical education
data analysis method based on convolutional neural net-
works optimized by improved grey wolf optimization, op-
timizes the education information data by using an arti�cial
intelligence algorithm, and analyzes the education status
through the characteristics of di�erent levels of data. It is

necessary to analyze the medical education data in order to
realize the multilevel training program of medical education.
�is study uses the students’ education and teaching ma-
terials, the relevant data generated by online learning and the
students’ examination results and evaluation data to analyze
the learning degree data of students, and analyzes the re-
quirements of relevant enterprises for the post.

Convolutional neural network is a popular deep learning
method [1–3]. �e di�erence between convolutional neural
networks and traditional neural networks is that a convolu-
tional neural network includes a feature extractor composed of
a convolution layer and a pooling layer. �e learning rate of
convolutional neural networks is often based on human ex-
perience, which will lead to over-�tting or under-�tting of the
model [4–6]. �erefore, a method with a simple structure, fast
convergence speed, and easy implementation is needed to
optimize the learning rate of a convolutional neural network.
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(e convolution neural network optimized by improved
grey wolf optimization (IGWOCNN) is used to train the
data, so as to improve the efficiency of searching for the optimal
value of the algorithm and prevent the algorithm from tending
to the local optimal value. Grey wolf optimization is a pop-
ulation intelligent optimization algorithm based on the social
order of grey wolves, inspired by the activity of grey wolf
hunting prey [7–11], which has the characteristics of strong
convergence, few parameters, and easy implementation. In
order to solve the shortcoming of grey wolf optimization, an
improved grey wolf optimization, that is, grey wolf optimization
with variable convergence factor, is used to optimize the
convolution neural network. (e grey wolf optimization with
variable convergence factor is to balance the global search ability
and local search ability of the algorithm. (us, the improved
grey wolf optimization is used to optimize the convolution
neural network. (e quality estimating accuracies of
IGWOCNN, convolutional neural network optimized by grey
wolf optimization (GWOCNN), and classical convolutional
neural network (CNN) are shown in the testing results. From
results of the test, we can conclude that the medical education
quality estimation ability of IGWOCNN is the best among
IGWOCNN, GWOCNN, and classical CNN.

2. The Optimization of Convolutional Neural
Network Based on Improved Grey
Wolf Optimization

A convolutional neural network is a popular deep learning
model, which is a kind of feedforward neural network with a
deep structure including convolution calculation.(e difference
between convolutional neural networks and traditional neural
networks is that a convolutional neural network includes a
feature extractor composed of a convolution layer and a pooling
layer. In the convolution layer of a convolution neural network,
a neuron is only connected with some adjacent neurons. (e
neurons of the same feature map share the same weight, named
the convolution kernel [12, 13]. (e convolution kernel is
generally initialized in the form of a random decimal matrix,
which will learn to obtain reasonable weights in the process of
network training.(e direct benefit of the convolution kernel is
to reduce the connection between network layers and reduce the
risk of over-fitting. A convolutional neural network usually
includes four layers: a convolution layer, a pooling layer, a full
connection layer, and a classification layer.

Each convolution layer of a convolutional neural net-
work is composed of several convolution units, and the
purpose of the first layer is to extract more features from the
lower-level network. (e pooling layer usually obtains
features with large dimensions after the convolution layer.
(e fully connected layer combines all local features into
global features to calculate the score of each last category.
(e classification layer outputs the probability of the cor-
responding category of medical education quality.

(e learning rate of convolutional neural networks
is often based on human experience, which will lead to
over-fitting or under-fitting of the model. (erefore, an
optimization method with a simple structure, fast

convergence speed, and easy implementation is needed to
optimize the learning rate of a convolutional neural network.

(is study analyzes the medical education data through
the IGWOCNN algorithm and outputs the medical edu-
cation quality information, so as to evaluate the quality of
education, and complete the education scheme required by
the students.

Grey wolf optimization is used to optimize the learning
rate of convolutional neural networks because of its fast
convergence speed and easy implementation. Grey wolf
optimization based on the social order of grey wolves, in-
spired by the activity of grey wolf hunting prey [14, 15], has
the characteristics of strong convergence, few parameters,
and easy implementation. Grey wolves belong to the social
canine family and strictly abide by a hierarchy of social
dominance [16]. (e first level of social hierarchy: the first
wolf of social hierarchy is αwolf, which is mainly responsible
for making decisions on predation, habitat, work and rest
time, and other activities. Other wolves need to obey the
orders of the α wolf. (e second level of social hierarchy is β
wolf, which obeys the αwolf and assists the αwolf in making
decisions. (e third level of social hierarchy is δ wolf, which
obeys α and β wolves and dominates the remaining levels of
wolves [17, 18]. In order to balance the global search ability
and local search ability of the algorithm, the improved
GWO, that is, grey wolf optimization with variable con-
vergence factor, is used to optimize the convolution neural
network, which includes the steps of the grey wolf’s social
hierarchy, encircling, hunting, and attacking prey, which are
described as follows.

2.1. Grey Wolf’s Social Hierarchy. Calculate the fitness of
each individual in the population. Mark the three grey
wolves with the best fitness as α, β, and δ.

2.2. Encircling. Encircling the prey, the grey wolf will
gradually approach the prey and surround it when it ropes
the prey. (e mathematical model of this behavior is as
follows:

D � C · Xp(t) − X(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

X(t + 1) � Xp(t) − A · D
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

A � 2a · r1 − a,

C � 2r2,

(1)

where t is the current number of iterations, A and C are
synergy coefficient vectors, Xp(t) is the position vector of
the current prey, and X(t) is the position vector of the
current grey wolf. In the whole iterative process, a decreases
linearly from 2 to 0, and r1 and r2 are random vectors in [0,
1]; a is the variable convergence factor:

a � 2 1 −
t

tmax
􏼠 􏼡, (2)

where tmax is the maximum iteration.
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2.3. Hunting. Grey wolves have the ability to identify the
location of potential prey. (e search process is mainly
completed under the guidance of α, β, and δ grey wolves.
However, the solution space characteristics of many prob-
lems are unknown, and the grey wolf cannot determine the
exact location of prey (optimal solution). (e mathematical
model of the search behavior of a grey wolf can be expressed
as follows:

Dα � C1 · Xα − X
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

Dβ � C2 · Xβ − X
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

Dδ � C3 · Xδ − X
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

X1 � Xα − A1 · Dα
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

X2 � Xβ − A2 · Dβ

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

X3 � Xδ − A3 · Dδ
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

X(t + 1) �
X1 + X2 + X3

3
, (5)

where X{α}, X{β}, and X{δ} are, respectively, the position
vectors of α, β, and δ, and in the current population; D{α}, D
{β}, and D{δ} are the distance between the current candidate
grey wolf and the best three wolves, respectively.

2.4. Attacking Prey. In the process of constructing the attack
preymodel, the decrease of a value will cause the value of a to
fluctuate. Searching for prey, grey wolves mainly rely on the
information of α, β, and δ to find the prey.

(e steps for optimizing the learning rate of convolu-
tional neural networks are as follows:

Step 1: the range of the learning rate of convolutional
neural network is initialized, and the GWO param-
eters are set. (e size of the grey wolf population is 20,
and the grey wolf population is randomly generated;
the individual position of each grey wolf group is
indicated, and the maximum number of iterations is
set to 100.
Step 2: input the individual position to the convolu-
tional neural network model to obtain the fitness value
of the current grey wolf individual.
Step 3: according to the current fitness value, the grey
wolf population is divided into α, β, and δ. Encircling
prey, the grey wolf will gradually approach the prey and
surround it when it ropes the prey.
Step 4: the search process is mainly completed under
the guidance of α, β, and δ grey wolves, and the position
of each individual in the wolf group is updated
according to Eqs. (3)–(5). α, β, and δ are selected from
the current wolves by using the fitness value.
Step 5: searching for prey grey wolves mainly relies on
the information of α, β, and δ to find prey.

Step 6: if the maximum number of iterations is reached,
the iteration is terminated; otherwise, the algorithm
returns to Step 2.
Step 7: the optimized learning rate of convolutional
neural network is employed, and the optimized con-
volutional neural network is employed.

3. Experimental Study of Medical Education
Quality Estimating Method
Based on IGWOCNN

In this experiment, we collected 15 medical education
quality data as our testing samples to study the feasibility of
the medical education data analysis method based on
IGWOCNN. Figure 1 gives the flowchart of the medical
education data analysis based on IGWOCNN. (e flow of
the medical education data analysis is composed of data
source, data acquisition, depth analysis, and medical edu-
cation quality.(e data source are the influencing features of
medical education quality, which include the students’ ed-
ucation and teaching materials, relevant data generated by
online learning, and students’ examination results and
evaluation data, as well as the requirements of relevant
enterprises for the post, which is given in Table 1. Data
acquisition includes data extraction and conversion, digitally
extract these data, and storing them in the database. (e
IGWOCNN algorithm is used as a deep analysis method.
Input the students’ education and teaching materials, rele-
vant data generated by online learning, and students’ ex-
amination results and evaluation data, as well as the
requirements of relevant enterprises for the post, and cal-
culate the teaching quality value by using the IGWOCNN
algorithm, so as to evaluate the teaching quality and opti-
mize the teaching scheme. (e values of medical education
quality are 1–9, and the bigger the value is, the better the
medical education quality is.

In order to show the medical education quality esti-
mating ability of IGWOCNN, the comparison of the esti-
mating values of medical education quality among
IGWOCNN, GWOCNN, and classical convolutional neural
networks are given in this paper. As shown in Figure 2, the
quality values of all the testing samples are correct in the
medical education quality estimation values of 15 testing
samples based on IGWOCNN. As shown in Figure 3, the
quality value of only one testing sample is incorrect in the
medical education quality estimation values of 15 testing
samples based on GWOCNN. As shown in Figure 4, the
quality values of two testing samples are incorrect in the
medical education quality estimation values of 15 testing
samples based on classical CNN. As shown in Table 2, the
medical education quality estimating accuracy of
IGWOCNN is 100%, the medical education quality esti-
mating accuracy of GWOCNN is 93.33%, and the medical
education quality estimating accuracy of classical CNN is
86.67%. (erefore, we can conclude that the medical edu-
cation quality estimating ability of IGWOCNN is best
among IGWOCNN, GWOCNN, and classical CNN.

Mathematical Problems in Engineering 3



4. Conclusion

(is study presents the convolution neural network opti-
mized by improved grey wolf optimization for medical
education quality estimating so as to complete the education
scheme required by the students. In this paper, the improved
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Figure 2: (e medical education quality estimating values of 15
testing samples based on IGWOCNN.
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Figure 3: (e medical education quality estimating values of 15
testing samples based on GWOCNN.
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Figure 4: (e medical education quality estimating values of 15
testing samples based on classical CNN.

Table 2: (e medical education quality estimating accuracies of
IGWOCNN, GWOCNN, and classical CNN.

Neural networks Quality estimating accuracy (%)
IGWOCNN 100
GWOCNN 93.33
Classical CNN 86.67

Table 1: (e influencing features of medical education quality.

No. (e influencing features of medical education quality
1 (e students’ education and teaching materials
2 (e relevant data generated by online learning
3 (e students’ examination results and evaluation data
4 (e requirements of relevant enterprises for the post

Data source
The students' education and teaching materials, the relevant data

generated by online learning, the students' examination results and
evaluation data, and the requirements of relevant enterprises for the post

Data acquisition
Data acquisition includes data extraction and conversion,
digitally extract these data, and store them in the database

Deep analysis
The IGWOCNN algorithm is used as deep analysis method.

Input the students' education and teaching materials, relevant
data generated by online learning, students' examination results

and evaluation data, as well as the requirements of relevant
enterprises for the post, and calculate the teaching quality value

by using the IGWOCNN algorithm

Medical education quality
The values of the medical education quality are 1~9

Figure 1: (e flowchart of the medical education data analysis
based on IGWOCNN.
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grey wolf optimization algorithm, that is, grey wolf opti-
mization with variable convergence factor, is used to opti-
mize the convolution neural network so as to improve the
efficiency of searching for the optimal value of the algorithm
and prevent the algorithm from tending to the local optimal
value. (e medical education quality estimation accuracy of
IGWOCNN is higher than that of GWOCNN and classical
CNN. In conclusion, we can conclude that the medical
education quality estimation algorithm based on
IGWOCNN can run more accurately.
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