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In practices, most industrial products are subject to sudden failure and only failure information can be collected, which presents a
great challenge for reliability prediction of modern devices. To address this issue, our paper proposes a dynamic reliability
estimation and control for industrial products under regular failure trials. The failure trial is performed at different operational
time points of the products, which provides sole data source for evaluating the status of industrial products. We use Bayesian
approach to dynamically estimate the industrial products when the failure trial is available. The estimated reliability is updated
using a point estimate with new available data. To maintain the reliability of products at a desirable status, a reliability control
method is presented to monitor the confidence interval of reliability distribution. The lower limit of confidence interval is
maintained above a control limit, which indicates that a corresponding quality-assurance action is preferable. The proposed
reliability estimation and control approach is demonstrated using a case of light-emitting diodes under failure trials at production

process. The obtained results indicate the effectiveness of our estimation and control model.

1. Introduction

With development of industrial engineering, small factories
are becoming large-scale plants, which prompts the appli-
cations of prognostics [1]. For prognostics of the actual
status of industrial products, reliability estimation is a
crucial step, which provides risks information for the
maintenance engineers [2, 3]. The reliability of industrial
products is the ability to complete their specified functions
under specified time [4]. This index is also the prerequisite of
implementation of the condition-based maintenance. To
eliminate the failure occurrences of the industrial products,
the reliability estimation is required to ensure the produc-
tion quality in most industries [5].

Most reliability estimation works were mainly focused
on the prediction stage; however, there was no practical or
useful guidance for the real applications [2, 6]. When we
obtained estimated reliability level of industrial products, we
rarely have useful policy to improve the reliability during the

production process, where the reliability control approach is
very much required in quality control process [7]. Therefore,
this paper aims to propose a reliability estimation and
control approach to address this problem existing in modern
industries.

The consciousness of reliability applications has been
noticeably improved in the recent years [8-10]. The re-
liability evaluation system can ensure many critical and
heavy-duty machines with a relatively safe operating
conditions, and it has become an indispensable part of
modern industry [11]. This system is also widely used in
manufacturing engineering, aviation, and nuclear in-
dustries [11, 12]. To properly develop an eftective reli-
ability evaluation system for industrial products, the
reliability prediction and control techniques should be
explored and studied. Currently, there are some ap-
proaches related to reliability evaluation, which are the
statistics approaches for reliability modeling including
reliability block diagrams, degradation-based reliability
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estimation, and hazard-based analysis [13-15]. These
existing works often modeled degradation path or hazard
pattern as fixed model and used some ideal assumptions to
compute the reliability of industrial products. Besides, the
distribution of reliability is not provided in these men-
tioned research works. In a classical reliability framework,
it is often difficult or impossible to apply single-unit es-
timation model for a complex system consisting of
multiple units [16]. The reliability distribution and mean
reliability are completely different for these two systems.
This hinders the application of current estimation
methods on complex systems. Furthermore, the param-
eters evaluated are unknown constants and they are
evaluated only based on large amount of recorded data
sample [17]. In some engineering practices, however,
there could be no perfect sources of reliability data. For
example, testing of rare and valuable products such as
missiles and satellite systems, the sample size will be small
or even missing [18]. To achieve an accurate reliability
estimation from these data sources through classical
statistics approaches can be a great challenge.

To overcome the above challenge, researchers have
employed Bayesian statistical techniques for reliability es-
timation. The Bayesian statistical techniques use an updating
process to renew the operating reliability of industrial
products, and when the new observation data are collected,
more accurate estimation is provided. The Bayesian reli-
ability estimation technique is especially useful for system
with small size of data sample [11]. Cole [19] proposed a
reliability assessment method for industrial systems. In
Cole’s work, Bayes’ theorem is used to determine posterior
distribution of system reliability and update system con-
dition level. Mastran et al. [20] proposed a reliability as-
sessment method for coherent structure of industrial
products. Failure data from structure, components, and
system are used for updating the instant reliability. Sharma
and Bhutani [21] studied the Bayesian reliability analysis of
the parallel industrial system, and the prior information of
the failure rate of the products is used for reliability as-
sessment. Bao et al. [22] used the processing reliability data
to analyze the reliability of high flux engineering test reactor.
The data obtained from similar research reactors are selected
as the Bayesian prior distribution to compute the Bayesian
posterior distribution of the reliability. Gardner et al. [23]
presented a Bayesian history matching technique in a
structural dynamics context to infer the model discrepancy.
The Gaussian process regression is utilized to map the
simulator output and for training observation data. For
summarizing the existing Bayesian statistical techniques,
Insua et al. [11] have reviewed the existing Bayesian ap-
proach in reliability decision-making. They illustrated how
the Bayesian approach is applied in life testing, experimental
design, reliability certification, and preventive maintenance
areas.

To achieve more accurate prediction, Peng et al. [24]
proposed a generalized multivariate hybrid degradation
model to incorporate and analyze the dynamic degradation.
A two-step Bayesian framework is presented for parameter
estimation. Moreover, Mahadevan et al. [25] presented a
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method of artificial intelligence called Bayesian network,
which has been an effective tool for modeling uncertainty in
reliability analysis and is commonly used in reliability
analysis due to its powerful model structure [26]. Boudali
et al. [27] have studied an improved reliability analysis
method based on Bayesian network to model the dynamic
degradation process of industrial systems. In this research, a
discrete-time Bayesian network framework has been defined
and proved to be a powerful tool for modeling and analyzing
the behavior and interaction of various system components.
Lee and Pan [28] employed the nonparametric Bayesian
network, which is suitable to model any type of continuous
and discrete random variables and overcomes the limitation
provided by the discrete Bayesian network. Also, a Bayesian
method combining the prior knowledge with expert opin-
ions was proposed to evaluate the system reliability at the
early design stage and is proved to be effective in a real case
study. As an extension, Bayesian network has also been
applied in the mechanical product quality improvement
[29]. A Bayesian principle-empirical model fusing the
principal knowledge and empirical data is presented to
discover the relations of quality characteristics. Later, Cai
et al. [30] have concluded the Bayesian network applications
in reliability evaluation. This work mainly focused on the
reliability modeling procedures with Bayesian network and
provided guide for practitioners in practical implementa-
tions. More recently, Rebello et al. [31] combined a hidden
Markov process and dynamic Bayesian network to present a
hybrid reliability prediction method to overcome the diffi-
culty in discretization and multiple variables representation.
In this method, process data can be used in continuous time
domain without discretization. These Bayesian approaches
used in reliability engineering are verified to be an effective
tool to use paucity of data in reliability prediction under
ideal assumptions.

To fully use limited testing data in the production
process, in this paper, we use a Bayesian procedure to dy-
namically estimate the reliability of the industrial products
and present a reliability control method to maintain the
lower limit of prediction interval above a certain level. This is
the first paper to provide reliability estimation and control
approach using Bayesian procedures. The main contribu-
tions of this work are as follows: (1) Interpretation of the past
and present failure trials using inconstant general distri-
bution, (2) development of a dynamic estimation procedure
for updating products reliability, (3) development of a novel
reliability control scheme based on confidence interval, and
(4) validation of the improved performance using a real case
study.

The remaining parts of this paper are organized as
follows. In Section 2, industrial products failure trial is
described. In Section 3, a reliability estimation model using
Bayesian approach is presented for industrial products. In
Section 4, a reliability control method is developed to
maintain the reliability level of the products. In Section 5, a
case of light-emitting diodes under failure trials at pro-
duction process is illustrated to show the effectiveness of the
proposed model. Finally, conclusions and future work di-
rections are provided in the last section.
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2. Industrial Products Failure Trials

The industrial products are subject to regular failure in-
spection throughout the production process. The failure
inspection is performed at discrete time points to reveal
whether the examined product can be functional. The ob-
served failure rate at different time point is a crucial index for
quality assurance in production department of industry. This
is a common practice for most modern industrial manu-
facturers, where the failure trials at regular time epochs
provide important information for the reliability estimation
and control of the industrial products. Figure 1 shows the
flowchart of the failure trial in industry. The new manu-
factured products are inspected at different time with trial 1
to trial # to examine the qualification rate of the product. The
aim of the trial is to know the quality of the new products at
each service time.

The failure trial samples a constant number of products
and examines the quality of the products at each trial.
Through the failure trial, the number of qualified products is
obtained, which provides the information for maintenance
engineers to estimate the reliability of the batch of products.
Figure 2 shows the results of failure trials at each trial epoch.
It can be observed that the qualified products at each trial
present a shock tend, which signifies that the quality of new
products is not stable and strict control should be applied.

We assume that, for a given trial, the overall number of
tested products is S, and the qualified number of the tested
products is g. For that specified configuration, the proba-
bility that such a test result is obtained is conditioned on
previous configuration x:

PS,qlX=x)=x7.(1- x)574, (1)

where X denotes the probability that a product is successful
on a given trial.

To make full use of the failure trials data, we consider the
Bayesian approach to use the discrete trial information to
dynamically update the reliability of the tested products, and
the procedure is presented in the next section.

3. Reliability Estimation

For a given trial, the Bayesian approach can infer an ap-
proximate value of the product reliability. As the trial
continues, the value is renewed, and more accurate reliability
estimation can be obtained. For Bayesian approach, the
typical Bayes’ theorem can be expressed as

P(B|A;)P(4)
aniP(BIA;)P(4;)
where P indicates the probability of , and B is any trial with
positive probability. For the case where X and Y are both

continuous random variables, equation (2) can be equivalent
to

P(A,|B) =

(2)

Frix o) fx (%)
Iiom Frixlo) fx (x)dx’

fxy (xly) = (3)

Manufactured
products
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FiGgure 1: Flowchart of failure trial process in industry.
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FIGURE 2: Failure trial of the industrial products.

where fy represents the probability density function of the
random variable X and fy is a conditional probability
density function, which is conditioned by a value of the
random variable Y.
If X is continuous and Y is discrete, equation (2) can be
written as
P(Y = yIX = x)fx(x)

Frar (xly) = [ P(Y = y1X = %) fx (x)dx W

For the failure trial of industrial products, fy(x) in
equation (4) represents the density of the random variable of
X before the next trial data are collected, and it is called the a
priori density of X. P(Y = y|X = x) is the probability of
specified trial data given that the random variable has the
value x. fyy is the a posteriori probability density of X
given Y.

In the application of Bayes’ theorem to reliability, the
probability that, for a given trial, a product is qualified for
manufacturing is denoted by R. R is treated as a random
variable, since the product reliability is not constant and will
be decreased with service time.

We suppose that the product reliability is a continuous
random variable between 0 and 1. For overall S tested
products, the reliability of the batch of product can be
inferred as

11 =)0 f o (r)
Frry (115 8) = —— NG
: [P B - B f (BAB

where r for 0<r <1 represents the value of estimated re-
liability. r¢ represents the qualified number of products in all
S tested products. f is the a priori density of the random
variable R. Recalling equation (1), to compute with the




Bayesian approach, f(r) can be considered as a random
distribution with general form, such as Beta distribution and
uniform distribution. Since the support interval of Beta
distribution lies in [0, 1], it should be a natural candidate to
model f,(r). Then f(r) can be of the following form:

k 1
(1-r)
for) = 6)
g - pldB

where k and [ are the positive integers. The denominator of
the above equation can be written in the following form:

- T(k+1+2)
Jﬁ(l_ﬁ)dﬁ T(k+ DT +1)

=B(k+1,1+1), (7)

k'
T (k+1+ 1)

Therefore, the reliability conditioned on the available
trial data can be derived using Bayes’ theorem, which is given
by

Fan (1 S) :( (S+k+I1+1)!

(q+Kk)(S+1-9)

The reliability of the industrial products is obtained
using equation (8), which indicates the estimated reli-
ability distribution. To make the Bayesian updates less
complicated, we use point estimates to represent the
renewed mean reliability level of each trial. The point
estimates use the expected value of the distribution of
Bayesian a posteriori probability. In the following, we
present a point estimation approach to simplify the
Bayesian updating process.

The representative of the Bayesian reliability is consid-
ered here, and using differential calculus, equation (8) has
the point estimate given by

)rq+k (1 _ r)S— q+l‘ (8)

k+q

9
k+1+S ©)

The above expression represents the updated mean re-
liability level at each sampling time epoch. When the a priori
density is chosen as uniform, thatis, k = I = 0, the estimate is
simply (g/S). The uniform a priori distribution is an ideal
situation that may not happen in reality. Thus, a second
point estimate with more practical characteristics is pre-
sented, which is called the Neyman estimate [32]. The mean
of the a posteriori density derived from equation (8) is given
by

k+qg+1

_ 10
k+1+S+2 (10)

In this instance, equation (10) is commonly referred to as
the Bayesian estimate of the product reliability. We use
equation (10) to calculate the reliability of industrial
products at each failure trial.
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4. Reliability Control

When we have obtained the expression of Bayesian estimate
for the product reliability, we aim to maintain the satisfied
level of product reliability. To maintain the reliability of
product above a certain level, we propose a method to find
optimal range of reliability distribution. The prediction
interval of reliability distribution indicates the cumulative
survival probability of the products. The method controls the
cumulative survival probability at each failure trial to ensure
that the risk of hazard is below a certain level a. Since the
upper limit of range of reliability distribution is 1, we need to
monitor the lower limit of the reliability distribution range,
which ensures the cumulative survival probability above
1 — a. When the lower limit of reliability distribution falls
out of the range, the method alarms to indicate that a
corresponding quality-assurance action is required. Using a
Bayes technique, the two-sided 100(1 — «)-precent confi-
dence limits on R are defined as

RUppcr
P(RLOWer <R< RUpper) = JR SR (rlg; S)dr =1 - .
(11)

subject t0 Rypper = Rigyer Deing a minimum, where Ry,
denotes the upper limit of estimate distribution of reliability
and Ry ,., denotes the lower limit of the distribution.

In reliability engineering, the high-quality product re-
quires that the upper limit of reliability be equal to one,
which means that the probability of survival product at
certain time might be one; that is, Ry, = 1. The lower one-
sided limit is given by

1
P(RLower SR) = J le’s (7’|% S)d?’ =l-a (12)

Lower

Referring to equation (8), we consider the a priori
density of R as a uniform [0, 1]; that is, k = [ = 0. Equation
(12) can be derived as

J»l ,,‘1(1_7,)5—{1

P(R <R) =
(Lower ) B(q+1,S—q+l) r

=1-a

Ry gyver

(13)

The integral in equation (13) is the incomplete Beta
function I (q+1,S—q+1), and the values of incom-
plete Beta function are presented in [33]. For any
Ipn(g+1,S—q+1), the expression can be further extended
as

g S+1 X S—-X+1
Ig(q+1,S-q+1)= ) R¥(1-R* ™,
X

x=q+1
(14)

Therefore, for the 100a-percent lower limit for R, Ry er
is given by the root of the following expression:

S+1 S
> ( +1>RX(1—R)SX*1 = (15)
X

x=q+1
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At this point, we can use the existing table for incomplete
Beta function to give limits on 1 — R rather than R. Using a
similar method, the expression for the 100a-percent upper
limit on U = 1 — R can be obtained by the root of

S+1

S
D ( +1)UW1—Ufy“=1—m (16)
y

y=S—-q+1

where y = S — g + 1. To further derive the confidence limit of
U, we use Neyman interval [29], and the 100a-percent upper
limit of confidence can be computed using the root of the
following equation:

S

D (i)UUl—Uf”zl—w (17)

y=S—q+1

Contrary to equation (16), it is shown that the Neyman
interval with S — g failures (unqualified products) in S+ 1
trials is the same as Bayes estimate interval with assumptions
of a uniform a priori density on R under S — q failures in §
trials. In the case that the a priori density of R is chosen as a
Beta density, we have

rk(l - r)l

B(k+1,l+1) (18)

fr(r) =

For the lower 100a-percent confidence limit on R, Ry .,
is defined as

:1— 5
B(q+k+1,S—q+l+1)dr * (19)

J,l Tq+k (1 _ r)S— q+l

RLower
1-Ip (q+k+1,S-g+l+1)=1-a

It is very clear that, with simple computation, the
100a-percent upper limit on U = 1 — R can be determined
by the solution of the following equation:

Sthelel <S+k+l+1

)Uy (1 _ U)Sfy+k+l+1 —1-a
y

y=S—g+l+1
(20)

Now we have obtained the range of confidence interval.
To maintain the reliability level of the industrial products, we
set R as control limit of the reliability. When the lower limit
of reliability distribution decreases to be below Ry .., that is,
R< Ry e @ corresponding quality assurance is required.
The determination of R can be achieved using an algorithm
presented in [34].

The confidence interval of reliability on a given opera-
tional time is updated at every trial, and the lower limit of the
confidence interval should be maintained above a certain
level R, which guarantees the quality of industrial produc-
tion process. In the next section, we use a case to illustrate
how to estimate the product reliability and control the re-
liability level in the production process.
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09 r

0.88 |

0.86

Qualification rate (%)
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0.82

0.8 - . : - .
0 5 10 15 20 25 30
Trial time (h)
—*— Inspection process

FiGure 3: Qualification rate of each trial.

5. Case Study

5.1. Case Preprocessing. To illustrate the proposed approach,
a case of light-emitting diodes was chosen to test the per-
formance of our model. The failure trial (i.e., qualification
test) was performed every 20 hours after the light-emitting
diodes were produced. The failure trial is to ensure that the
quality of the light-emitting diodes is maintained at a desired
level. When the reliability of the light-emitting diodes de-
rived from failure trial drops to a danger level, quality as-
surance action is initiated to check and guarantee the
qualification rate of the production process. In each trial, the
quality engineer took a sample size of products, and the
sample size was not fixed for each trial. The light-emitting
diodes were tested with result of “qualify” or “unqualify/
failure.” The qualification rate (i.e., (g/S)) of each trial is
computed and indicated in Figure 3. In Figure 3, the failure
trial is performed 30 times, up to 600 testing hours. We use
the data presented in Figure 3 to estimate the product re-
liability in each trial.

We consider the initial value of Bayesian estimate as the
qualification rate of 1st failure trial, which is set to 0.902. The
upper limit of reliability prediction range is considered as 1.
The reliability of light-emitting diodes at each trial is updated
using (9) in Section 3.

5.2. Reliability Prediction. Using the approach presented in
Section 3, the reliability of light-emitting diodes can be
obtained by equations (8)-(9). The estimated reliabilities
at each trial are illustrated in Figure 4. In the first row of
Figure 4, the mean reliability of the light-emitting diodes
at the 5th trial is 0.816, which has been decreasing since
the Ist trial. At the 10th trial, the distribution of reliability
range is wider and scatter, which means that the quality of
light-emitting diodes is not stable at this stage. In the
second row of Figure 4, the reliability of light-emitting
diodes has been slightly improved and increased to 0.9 at
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the 20th trial. This signifies that the failure rate of the
products has been decreasing with the operational time. In
the last row of Figure 4, the reliability of light-emitting
diodes is increased noticeably, which is close to a value of
0.96. This means that the light-emitting diodes achieve a
very satisfactory level of quality through the testing
process.

Figure 5 indicates the estimated reliability throughout
the trial. It is observed that the estimated reliability decreases
at the first five trials and reaches the lowest level at the 5th
trial. During the early stage of the testing process, that is,
from the 4th trial to the 10th trial, the reliability of light-
emitting diodes is at relatively low level, and this situation
has been changing since the 19th trial. The predicted reli-
ability of light-emitting diodes eventually remains at a de-
sirable level at the end of testing process.

This situation indicates that the new produced products
are not stable regrading the operating quality at the be-
ginning of service time and gradually become stable with a
desirable level after some operational time. The result
suggests that the industrial factories should spend this
unstable time in production before the products come into
service.

5.3. Reliability Control. Through the approach presented in
Section 4, the 90% confidence intervals for each trial are
calculated (Figure 6). The upper limit of the prediction
interval is 1 and the lower limit is plotted in Figure 6. We can
see that the lower limit of the estimated reliability has the
same evolution pattern as the mean reliability. In our reli-
ability control approach, the control limit of lower limit of
prediction interval is computed as 0.758.

Figure 7 shows the reliability control process of the
light-emitting diodes. In the figure, the control limit of
reliability prediction interval is between 0.758 and 1. The
lower limit of the light-emitting diodes drops below the
control limit within the 4th trial to the 6th trial, which
indicates that a corresponding reliability control is re-
quired during the industrial production. After the 7th
trial, the lower limit of 90% interval always remains above
the control limit.

Through the above investigations, we have the two
following conclusions: (1) The reliability of light-emitting
diodes at early stage of production is not stable and will be
stable with satisfactory level after some operational time,
which signifies that the quality department should avoid this
stage before the products come into service. (2) The reli-
ability control method can maintain the distribution of light-
emitting diodes reliability above a certain level, which helps
to improve the production quality of the light-emitting
diodes.
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6. Conclusion

This paper proposes a reliability estimation and control
approach for deteriorating products under production
process. The new manufactured products experience a series
of failure testings at different operational times before real
usage. To make full use of failure testing data, a Bayesian
procedure is presented to estimate the reliability distribution
of the industrial products. A point estimate is derived to
represent the mean reliability of the products. The estimated
reliability distribution and corresponding mean value are
updated with new available testing data. Afterwards, a re-
liability control method is proposed to monitor the 90%
prediction interval. When the lower limit of the 90% pre-
diction interval drops below a control limit, a corresponding
quality-assurance action is required. The control limit policy
maintains the reliability of industrial products at a satis-
factory level. Finally, a case of light-emitting diodes under
failure trial at production process is illustrated for validating
the proposed approach.

There are two interesting directions for future research
works. The first direction is to consider the heterogeneity of
the industrial products in current reliability estimation
model, which would be valuable for real applications. An-
other interesting direction of our work is to consider the
missing data existing among the failure trials which com-
monly occur in some factories and would be a useful and
appealing topic for future study.
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The health condition of rolling bearings, as a widely used part in rotating machineries, directly influences the working efficiency of
the equipment. Consequently, timely detection and judgment of the current working status of the bearing is the key to improving
productivity. This paper proposes an integrated fault identification technology for rolling bearings, which contains two parts: the
fault predetection and the fault recognition. In the part of fault predetection, the threshold based on amplitude-aware permutation
entropy (AAPE) is defined to judge whether the bearing currently has a fault. If there is a fault in the bearing, the fault feature is
adequately extracted using the feature extraction method combined with dual-tree complex wavelet packet transform (DTCWPT)
and generalized composite multiscale amplitude-aware permutation entropy (GCMAAPE). Firstly, the method decomposes the
fault vibration signal into a set of subband components through the DTCWPT with good time-frequency decomposing capability.
Secondly, the GCMAAPE values of each subband component are computed to generate the initial candidate feature. Next, a low-
dimensional feature sample is established using the t-distributed stochastic neighbor embedding (t-SNE) with good nonlinear
dimensionality reduction performance to choose sensitive features from the initial high-dimensional features. Afterwards, the
featured specimen representing fault information is fed into the deep belief network (DBN) model to judge the fault type. In the
end, the superiority of the proposed solution is verified by analyzing the collected experimental data. Detection and classification
experiments indicate that the proposed solution can not only accurately detect whether there is a fault but also effectively
determine the fault type of the bearing. Besides, this solution can judge the different faults more accurately compared with other
ordinary methods.

fault diagnosis procedure of mechanical equipment based on
vibration signal normally includes three steps: (1) collecting
vibration data of equipment; (2) extracting the feature of a
vibration signal to engender the initial feature; and (3)
feeding the feature sample into the classifier for fault

1. Introduction

The working condition of bearings, as a vital part in rotating
machinery, is closely related to the stable operation of
equipment [1, 2]. Hence, real-time monitoring and pre-

diction of the working status of the bearing is quite im-
portant to ensure safe production [3]. At present, there are a
lot of mature and reliable methods to realize the fault di-
agnosis of bearing, such as vibration analysis, acoustic
analysis [4, 5], oil analysis, and temperature analysis. Vi-
bration signal is easy to collect and analyze, so it has been
widely used and researched in the field of fault diagnosis. The

identification. Among them, the most important is the
feature extraction, which is also the hotspot of current re-
search. The quality of the extracted features directly affects
the subsequent fault classification. The vibration signals of
bearings are generally nonlinear [6]. Thus, it is the focus to
explore the appropriate method to analyze the nonlinear
vibration signal.
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Due to the adverse factors such as friction, impact, and
structural deformation in the working environment of
bearing, the vibration signal is nonlinear and nonstationary.
Therefore, how can reliable features be obtained from
nonlinear data is the focus of research. With the further
study of entropy-based theory [7], it becomes possible to
process and analyze nonlinear data. For instance, Yan and
Gao used approximate entropy (APE) for the first time in
fault diagnosis to monitor the running status of bearings [8].
However, APE relies heavily on the length of data when
processing signals with shorter data length, and the calcu-
lated entropy value may be less than the real. Richman and
Moorman proposed sample entropy (SE) to settle the defect
[9]. Unfortunately, SE may produce inaccurate estimations
and undefined values. Afterwards, Bandt and Pompe pre-
sented permutation entropy (PE) [10], which measures the
complexity by comparing the differences between adjacent
data. Compared with other entropy-based methods, PE
depends less on the model, and the calculation speed is fast
and simple [11], whereas the amplitude information is
neglected in the process of computing the PE. Consequently,
the two time series would have with significantly different
amplitudes but possibly with the same sort mode; mean-
while, the calculated PE value has an apparent error. To
introduce amplitude information into the calculation pro-
cess of permutation entropy, Azami and Escudero put
forward amplitude-aware permutation entropy (AAPE)
[12, 13] by introducing crucial information such as the
amplitude and frequency of the signal into the calculation.
Compared with PE, AAPE algorithm adds the deviation
between amplitude and mean value of signal into the cal-
culation process, contributing to further enhancing the
stability and robustness of the algorithm.

However, both PE and AAPE are single-scale analysis
methods. The actual vibration signal to be analyzed often
contains information at multiple scales. The loss of a large
amount of potentially useful information will be inevitably
caused if only a single scale of analysis is conducted. Given
the shortcomings of single-scale analysis, Costa et al. pro-
posed multiscale entropy (MSE) [14], which can quantify the
complexity of time series from multiple scales by dividing
the original signal into multiple coarse-grained time series.
Nevertheless, the multiscale approach adopted by MSE still
has some defects: for example, the stability of the conven-
tional multiscale computing method relies on the appro-
priate data length. Regarding short time series and larger-
scale factors, a large entropy deviation will appear and cause
the calculation result to be unreliable. Therefore, a composite
multiscale method is employed in this paper to resolve the
shortcomings of the traditional coarse-grained method.
Meanwhile, the first-order moment (mean value) is ex-
panded to the second-order moment (variance) during the
process of coarse grained [15, 16]. Combined with AAPE, a
generalized composite multiscale amplitude-aware permu-
tation entropy (GCMAAPE) is proposed and utilized to
subsequently extract the fault feature.

However, the direct usage of GCMAAPE to analyze the
original signal cannot reveal the inherent characteristics
such as the impact component contained in the vibration
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signal [17]. Thus, the entropy-based method is usually
connected with the time-frequency processing method to
reach a more comprehensive and detailed analysis for sake of
highlighting the inherent characteristics of the vibration
signal while extracting multiscale features [18]. Fourier
transform (FT) is a commonly used signal analysis method
while it cannot analyze the signal’s time domain and fre-
quency domain part simultaneously due to the uncertainty
principle. The wavelet transform (WT) is a multiresolution
analysis approach that can amplify the instantaneous
changes in the signal through the window function. Nev-
ertheless, WT is unable to analyze the high-frequency
components of the signal. The wavelet packet transform
(WPT) is an improved algorithm of the wavelet transform
[19], which can process signals adequately and carefully,
with a preferable time-frequency positioning capability.
However, both WT and WPT have the same limitations, that
is, the criteria for selecting the wavelet basis function cannot
be well determined and it is difficult to set an appropriate
decomposition level, resulting in restricting their further
usage. Empirical mode decomposition (EMD) is an adaptive
signal processing approach that can decompose complex
signals into multiple intrinsic mode functions (IMFs). Each
IMF includes features on different time scales of the raw
signal [20] while EMD has serious disadvantage such as
mode mixing and end effects. Besides, dual-tree complex
wavelet transform (DTCWT) proposed by Kingsbury [21]
possesses excellent performance such as nearly shift in-
variance and excellent directional selectivity while it cannot
segment the high-frequency part of the signal. With the
purpose of resolving the shortcoming of insufficient signal
decomposition of DTCWT, dual-tree complex wavelet
packet transform [22] (DTCWPT) is put forward. It can
decompose the high-frequency part of the signal and solve
the frequency aliasing effect of DTCWT.

Generally, the feature sample acquired through the time-
frequency multiscale approach is high-dimensional and
redundant, containing plenty of features that have no
concern with the fault information. If directly used for
classification, it not only reduces the classification efficiency
but also seriously affects the identification accuracy. Con-
sequently, it is necessary to select the features with a strong
correlation to acquire sensitive low-dimensional fault fea-
tures. T-distributed stochastic neighbor embedding (t-SNE)
is a manifold dimensionality reduction algorithm with high
nonlinear dimensionality reduction property [23]. Based on
the probability distribution of random walk on the neigh-
borhood graph, the structural relationship can be discovered
in the raw data. Thus, this paper adopts t-SNE to reduce the
dimensionality of the features to make up the final feature.
After the final feature sample is obtained, it needs to be
identified to determine the fault state. In terms of accurately
estimating the current condition of the bearing, the accuracy
of recognition is the first task needing to be considered. BP
neural network is liable to get trapped in the local optimal
value, and the convergence speed is slow. The approximation
and generalization of the model are too dependent on the
typicality of the selected sample. In the artificial neural
network (ANN) [24], a large number of parameters need to
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be set, such as weight values and initial thresholds; besides,
the learning time is too long and even caught in a loop
without learning purpose. Support vector machine (SVM) is
widely utilized owing to its excellent generalization ability
and the advantage of processing small samples. SVM has
parameter optimization problems that the classification
performance would be severely affected by the selection of
penalty coefficient and kernel function parameters [25].
With the deepening of artificial intelligence research, deep
learning has been extensively studied. Deep network is a
neural network simulating human brain processing infor-
mation and has multiple hidden layers and multiple per-
ceptrons. The research achievement has been successfully
applied to the fields such as image recognition, speech
processing, and text processing. However, these applications
are all aimed at big data, and the application in small sample
recognition is deficient. Deep belief network (DBN) [26-30]
is a typical structure of the deep network, which is composed
of multilayer restricted Boltzmann machines. The difficulty
of parameter selection can be effectively avoided by adopting
pretraining and fine-tuning training procedures [31].
Meanwhile, it can be trained with only a few samples,
exhibiting obvious advantages in small sample recognition.
In summary, the focus of this paper is to propose an
integrated fault diagnosis method based on DTCWPT,
GCMAAPE, t-SNE, and DBN. The four tools (DTCWPT,
GCMAARPE, t-SNE, and DBN) are employed to implement
its four main targets (fault predetection, signal pre-
processing, fault feature extraction, and fault pattern rec-
ognition), respectively. The main contributions and
innovations of this paper can be summarized as follows:

(1) A fault diagnosis method integrating fault pre-
detection and fault identification is presented. Dif-
ferent from most single step fault diagnosis methods,
the proposed stepwise fault diagnosis strategy real-
izes the non-disassembly health detection of rolling
bearing and avoids the secondary damage caused by
the uncertainty of the subsequent pattern recogni-
tion, making it more consistent with the practical
engineering applications.

(2) After a fault is detected in the rolling bearing,
DTCWPT is used to process the vibration signal of
the fault bearing, eliminating the noise and high-
lighting the vibration characteristics.

(3) GCMAAPE, a new nonlinear dynamic method, was
used to extract fault characteristics at multiple scales
from bearing vibration signals, not only overcoming
shortcomings of MAAPE in the description of signal
complexity but also better extracting fault charac-
teristics by adopting generalized coarse-grained
methods.

(4) DBN is introduced to automatically identify different
fault types and severity and exhibits excellent gen-
eralization performance and classification efficiency
compared to RF and SVM.

(5) The experimental data are used to verify the pro-
posed method by comparing it with other methods.

The effectiveness and operability of the proposed
method are demonstrated by the experimental result.

2. Theory of Experimental Methods

2.1. Dual-Tree Complex Wavelet Packet Transform
(DTCWPT). The DTCWPT is a modified algorithm based
on the theory of DTCWT by scholars Bayram and Selesnick,
overcoming the shortcomings of the DTCWT algorithm that
cannot decompose the high-frequency component of signal.
DTCWPT is an extension of the traditional wavelet packet
transform and adopts two parallel and independent discrete
wavelet packets of the low-pass filter and high-pass filter to
implement signal decomposition and reconstruction. The
two discrete wavelet packets are called DTCWPT’s real tree
and virtual tree. During the signal decomposition and re-
construction, the delay interval between the real tree and the
virtual tree filter is exactly a sample value, and the sampling
point of the virtual tree is kept exactly in the middle of the
real tree to form the complementarity of the information,
contributing to obtaining a nearly shift invariance and re-
duced loss of information. Besides, DTCWPT utilizes two
parallel and independent discrete wavelet packets to de-
compose the low-frequency and high-frequency parts,
exhibiting extremely high resolution while also effectively
suppressing the frequency aliasing phenomenon. The de-
composition and reconstruction of DTCWPT [32] are
presented in Figure 1.

S(t) is the input original signal; S(¢) is the reconstructed
signal; f,_; is the high-frequency filter of the first layer de-
composition of the real tree; f; ¢ is the low-frequency filter of
the first layer decomposition of the real tree;f, ; is the high-
frequency filter of the first layer of the virtual tree; f, ¢ is the
low-frequency filter of the first layer of the virtual tree;
ag(1,2), ag(1,1) are the decomposed components of the
first layer of the real tree; ap,(l,2), ay,(1,1) are the
decomposed components of the first layer of the virtual tree;
hy,h, are the filters for real tree decomposition after the
second layer, g,, g, are filters for virtual tree decomposition
after the second layer; ap(2,4),...,a3(2,1) are the com-
ponents of the second-level decomposition of the real tree;
A (2,4), ..., a5, (2,1) are the components of the second-
level decomposition of the virtual tree; hj, hy are filters for
real tree reconstruction outside the second layer; g;, g, are
filters for virtual tree reconstruction other than the second
layer; f';., is the reconstructed high-frequency filter of the
first layer of the real tree; f is the low-frequency filter
reconstructed from the first layer of the real tree; f,_; is the
high-frequency filter reconstructed from the first layer of the
virtual tree; and f 5 o is the low-frequency filter reconstructed
from the first layer of the virtual tree; 2| besides, 2| denotes
interval sampling, and 27 indicates incremental sampling.

2.2. AAPE and GCMAAPE

2.2.1. AAPE. PE was proposed by Bandt in 2002 to analyze
the complexity of time series, revealing that the more
complex the signal being analyzed, the larger the
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FiGure 1: The decomposition and reconstruction process of DTCWPT.

permutation entropy value. For instance, the permutation
entropy of white noise is greater than the permutation
entropy of the cosine signal. The realization regulation of PE
is described as follows [10].

Assuming a time series x = {x, x,,...,xy} oflength N,
a m-dimensional vector at any time ¢ is constructed.

m_

X

{x(),x(t+1),....,x(t+(m-1)71)},
t=12,...,N—-(m-1)1,

—~

1)

where m and 7 denote embedding dimension and time delay,

respectively. Define the permutation 77; = (r1,75...,7,,1)
of {0,1,...,m — 1} when fulfils
x(t+r,0)<x(t+r7)< - <x(t+7, 7). (2)

When formula (2) holds, x]" has a permutation of 7,
where O<r,<m-1; Ty <1, holds when
x(t+r,.,1)=x(+r,7).

For each permutation 7;, the relative frequency of
1< j<ml! can be calculated as

p(m;)

where # represents the number of x}" belonging to type ;.
The PE of time series can be defined as

#{tlt <N - (m- 1)1, x" has type ﬂj}

= , (3)
N-(m-1)1

Hpp (x,m, 1) = — Zp(ﬂj)ln p(ﬂj). (4)

According to the principles introduced above, PE ig-
nores the diversity of amplitude in the uniform sort mode
and may lose the signal’s amplitude information. Regarding
the vibration signal acquired from the rolling bearings, the
amplitude includes a great deal of information related to the

working state, which is the most important feature that
represents the current operating condition; thus it cannot be
ignored. For instance, the sequences {1, 2, 3,4, 5, 6} and {1, 2,
3, 4, 5, 96} are the same when mapping while the mapping
differences between 5-6 and 5-96 are very large. A case
where different types of time series are mapped to the same
sort mode by a mapping function under the embedding
dimension m = 4 is illustrated in Figure 2. It can be observed
from the figure that the distances between the four points of
diverse types of time series are not equal, suggesting that the
amplitudes of the vibration signals are not consistent.
Nevertheless, the sort mode (1 and 2) should be the same
according to the principle of PE [33, 34].

Given the problems of PE, AAPE is proposed to increase
the impact of key information such as amplitude and fre-
quency on PE calculations to enhance the stability and
robustness of PE. The calculation flowchart of AAPE al-
gorithm [17] is presented in Figure 3.

Assuming that the initial value of p(77*") is 0, the
probability of its occurrence p (;*") for the time series X;""
should be recalculated whenever 77" appears when ¢
gradually increases from 1 to N —m + 1.

A m
)< ) (2 S
=1
(5)
1-A
L] }Zz|xr+(k—1>r - xt+(k—2)r|>’

where A € [0, 1] denotes the adjustment coefficient to adjust
the weight of the signal amplitude mean and the deviation
between the amplitudes. Thus, the probability of p(m*")
appearing in the entire time series is 7"".
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m,T

( m,r) _ p(ﬂJ ) (6)

PO ) = SNt Ay 1-A)(m-1) Y} '

t=1 (( m) Zk:1|xt+(k—1)rl +((1-A)/ (m - ))Zkzzlxt+(k—1)r _xt+(k—2)r|)

The AAPE value is computed as

me=m!

AAPE (m, 1,n) = — Z p(m)ln p (). (7)

m=1

2.2.2. GCMAAPE. The fault information contained in the
vibration signals of rolling bearings usually appears on
multiple scales, and a large amount of fault information will
be lost if only single-scale analysis is performed. Thus, it is
necessary to perform multiscale analysis to adequately ex-
tract the fault feature, and a multiscale AAPE (MAAPE) is
accordingly put forward. Nevertheless, the coarse-grained
approach adopted by MAAPE has the following defects. The
coarse-graining process divides a time series into equal-
length nonoverlapping segments and calculates the average
of all data points in each segment. Therefore, the sequence of
different scales of the original signal obtained by using only a
single feature of the data mean will inevitably cause the loss
of many potentially useful information. Consequently, a
generalized composite multiscale method to address the
defects of MAAPE is adopted to resolve the deficiencies of
the traditional coarse-grained method. Specific steps are
described as follows [16]:

(1) For the time series x = {x,x,,...
generalized coarse-grained

,xy}> the defined
time series

)’JES) _ {yéf]),l, y,if]).z, e y,ESJ) } for scale factor s can be

calculated as follows.

1 js+k—1

(s) —\2
yk,sj =5 Z (x; —x;)"

i=(j—1)s+k
(8)
1 s—1
1<j<—2<k<s, x;=— ) x
) i S kZ:(:) i+k

(2) For the scale factor s, the AAPE values of s gener-
. ~ . . . (s) _
alized coarse-grained time series y,” (k= 1,2,...,5)
are computed.

(3) The average of the s PE values is taken as the
GCMAAPE value of the raw time series at the scale
factor s, calculated as follows:

1 N
GCMAAPE (x,m, A, 7,5) == Y AAPE(y\”,m, A, 7).
=

9)

The PE value obtained by formula (9) is drawn as a
function of the scale factor, called generalized composite
multiscale amplitude-aware permutation entropy analysis.
GCMAAPE not only synthesizes the information of multiple
coarse-grained time series at the same scale but also gen-
eralizes the first-order moment (mean) to the second-order
moment (variance). Theoretically, the performance of
GCMAARPE is better than that of MAAPE method. Different
from AAPE with single-scale analysis, GCMAAPE and
MAAPE analyze time series from multiple scales. If
GCMAAPE value of one time series is larger than another at
most scales, indicating that the former is more random than
the latter and has a higher probability of dynamic mutation.

2.2.3. The Parameter Choice Analysis for GCMAAPE. In the
GCMAAPE, four vital parameters are required to be selected
beforehand: embedding dimension m, adjustment coeffi-
cient A, time delay ¢, and scale factor s. Specifically, if the
value of embedding dimension m is too small, the recon-
structed vector includes too few states, and the algorithm
loses its significance and effectiveness. However, the phase
space reconstruction will homogenize the time series when
m is too large; this not only spends much time to calculate
but also fails to reflect the subtle transformation in the time
series. Therefore, the embedding dimension is generally 3-7.
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FiGure 3: The flowchart of the AAPE algorithm.

Besides, the adjustment factor A is set to 0.5 according to the
literature [12]. The time delay ¢ has a small effect on the
performance of GCMAAPE and is normally set to 1.
Moreover, scale factor s is generally set to be larger than 10;
there are no specific selection criteria while too small scale
factor will lead to insufficient feature extraction and make it

hard to effectively quantify the fault feature. However, too
large scale factor will cause a large increase in the amount of
calculation, as well as redundancy of features.

The vibration signals of rolling bearing under normal
condition and the slight inner race fault condition were
analyzed to understand the effect of the embedding
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FIGURE 4: Effect of embedding dimension on the performance of
GCMAAPE.

dimension on GCMAAPE; the sampling points were 2400.
The effect of embedding dimension (m=3, 4, 5, 6, 7) on
GCMAAPE performance when the time delay t=1 and
adjustment coeflicient A = 0.5 is presented in Figure 4. It can
be observed that the performance of GCMAAPE is the best
when the embedding dimension m=6. At this time, the
entropy value of each scale factor has the largest difference;
besides, the fault and normal states can be clearly distin-
guished. Consequently, the embedding dimension m is set to
6.

Secondly, the time delay t=1, 2, 3, 4 when m=6 is
selected to test the effect of time delay ¢ on the performance
stability of GCMAAPE. The test results of the normal state
vibration signal of the bearing under different time delay are
illustrated in Figure 5. The different curves almost overlap
together, and the difference in entropy value is very small.
This indicates that the time delay ¢ has little effect on
GCMAAPE. Thus, t is set to 1 in this research according to
the recommendations [13].

Finally, depending on the above analysis and the sug-
gestions of the literature [13], the parameter settings are set
as m=6,t=1, A=0.5, and s=10 in the subsequent exper-
iments of this article.

2.3. Deep Belief Network (DBN). The deep belief network
(DBN) is a probabilistic generation model consisting of
multiple layers of restricted Boltzmann machines (RBMs),
each of which can be simply considered independent. The
layers are connected to each other, and each layer is an
abstract representation of the visual layer data. A DBN
network model that can be used is obtained through pre-
training and fine-tuning. The detailed training procedure is
divided into two steps [35].

Step 1: each layer of RBM is trained separately to allow
each layer to contain as many features of the input data
as possible. Specifically, the input vector is first mapped
to the output through the weight. Then, the output is

GCMAAPE

1 { 1 L 1

5 10 15 20
Scale factor
—m— t=1 —A— t=3
—o— (=2 —¥— t=4

FiGure 5: Effect of time delay on the performance of GCMAAPE.

obtained, and the input vector is reconstructed in turn.
The reconstructed deviation is used as the basis for
updating the weight. This process is repeated until the
deviation between the input vector and the output
vector is tiny. The procedure of forward and backward
is the learning process of RBM.

Step 2: in the former process, each RBM network only
optimizes the mapping relationship between the input
and output of its own layer, while it does not make the
entire network structure reach the optimal. Therefore,
it is necessary to establish a softmax classifier in the
ultimate layer of DBN; then, the output feature vector
of RBM is taken as the input feature vector of the
softmax classifier to train the softmax classifier with
supervision; next, the error between output and input is
propagated to RBM of each layer from top to bottom;
finally, all parameters of the network can be finely
turned. The structure of the DBN classifier is presented
in Figure 6.

In the learning process of DBN, the training of RBM is
the core. The network parameters are initialized using the
layer-by-layer learning of RBM. Although the resulting
initialized network parameters are not optimal parameters,
they are generally in the vicinity of the optimal parameters,
avoiding the BP algorithm to easily fall into the local optimal
and training time and other defects caused by the random
initialization of network parameters during training DBN.

3. The Proposed Approach

This paper proposes an integrated fault identification
technology for rolling bearings based on the advantages of
DTCWPT, GCMAAPE, and t-SNE in rolling bearing fault
feature extraction and combining DBN models that can
handle high-dimensional data classification problems, this
paper proposes an integrated fault identification technology
for rolling bearings. The integrated technology includes the
following two parts.
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3.1. Fault Predetection. As an improvement on the per-
mutation entropy, AAPE has similar functions to PE. AAPE
can detect the failure of equipment, indicating the ability to
detect the failure. The sensitivity of AAPE to normal and the
fault was used to screen the normal and fault of bearing.
When the scale factor is 1, the GCMAAPE value of the
normal vibration signal is smaller than that of the fault
vibration signal, with an obvious difference value. Therefore,
the GCMAAPE value when the scale factor is 1 is used to
differentiate the normal and fault states. Therefore, a
threshold value is designed to detect the current health
condition of the bearing to screen more intuitively.

3.2. Fault Classification. After the predetection, it is nec-
essary to make further analysis to judge the bearing fault
type and severity if the bearing fault is detected. A novel
time-frequency multiscale feature extraction approach
based on DTCWPT, GCMAAPE, and t-SNE was proposed.
There are two traditional multiscale feature extraction
methods: (1) the nonlinear time-frequency algorithm is
adopted to decompose the signal into multiple compo-
nents, and then the single entropy of multiple components

is acquired; (2) the MSE of a single component is com-
puted. Compared with the traditional method, the new
time-frequency multiscale feature extraction method
avoids the problem of insufficient feature extraction by
extracting the multiscale entropy of multiple components
to highlight the impact and resonant components in the
fault vibration signal. The basic principle is to decompose
the fault vibration signal into several components of dif-
ferent frequency bands and then use GCMAAPE to extract
the fault characteristics of each component. Next, t-SNE is
utilized to select sensitive features to acquire low-dimen-
sional final feature vector. Finally, the DBN classification
model is trained and tested with the final feature vector to
classify different fault states. The technical route of the
presented means is illustrated in Figure 7. The process of
implementing the integrated fault diagnosis method in-
cludes the following six steps.

Step 1. Vibration data acquisition: collect vibration
signals of running rolling bearings under difterent work
conditions with sensors. Divide the collected experi-
mental data into multiple samples of length N, which
have no overlap between the sequences.
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Step 2. Fault predetection: calculate the GCMAAPE vibration signal to be detected is less than the threshold
value when the scale factor is 1 and set a threshold value value, the bearing is healthy, the output is normal, and
based on the GCMAAPE value to judge whether the the diagnosis ends. Otherwise, proceed to the next step

bearing is healthy. If the GCMAAPE value of the bearing to judge the type and severity of the bearing failure.
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Step 3. Signal preprocessing: decompose the fault vi-
bration signal with DTCWPT to obtain several sub-
bands of different frequency bands.

Step 4. Construction of high-dimensional fault features:
calculate the GCMAAPE value of each subband
component to form the initial candidate feature vector
set and perform normalization processing as input for
the next step.

Step 5. Selection of sensitive features: choose sensitive
features from the normalized initial features using the
t-SNE to construct a final feature vector.

Step 6. Fault recognition: divide the normalized feature
vector into a training sample and a test sample and
establish an optimal DBN classification model through
the training and test.

4. Experimental Process and Results

4.1. Experimental Data. The bearing vibration signal is
adopted to verify the performance of the proposed
DTCWPT-GCMAAPE-t-SNE-DBN model. The rolling
bearing vibration signal data used in the experiment are
collected from the rolling bearing failure simulation test
bench of the Electrical Engineering Laboratory of Case
Western Reserve University in the United States [36]. The
rolling bearing model used for the test is 6205-2RS-SKF deep
groove ball bearings. A bearing failure simulation test bench
is exhibited in Figure 8.

The bearing data used include vibration data of the drive
end bearing under 10 operating conditions, which are
normal working conditions (labeled NM), inner race fault
conditions (labeled IRF1, IRF2, and IRF3), outer race fault
conditions (labeled ORF1, ORF2, and ORF3), and ball fault
conditions (labeled BF1, BF2, and BF3). The fault diameters
of the three fault types are 0.1778 mm, 0.3556 mm, and
0.5334 mm. The different fault diameters indicate the se-
verity of bearing damage. In this test, the sampling frequency
is 12 kHz, the rotating speed of the motor is 1797 rpm, and
the load is 0 HP. The details of the data used in the ex-
periment are listed in Table 1. Each group of signals is di-
vided into multiple groups of nonoverlapping samples. Since

each sample consists of 2400 sampling points, each state
contains 50 samples. Therefore, the experimental data used
are composed of 10 working conditions, each of which
contains 50 sets of samples. Among them, the samples of
each state use 30 groups as the training set for the DBN
classification model and the remaining 20 groups are used as
the testing set.

4.2. Results and Analysis. The time-domain waveforms of
vibration signals of bearing with different fault types and
severity are illustrated in Figure 9. The waveform of the
vibration signal lacks regularity, making it difficult to
determine the working condition of the bearing directly
from the time-domain waveform. Therefore, further
measures need to be taken to determine the working state
of the bearing. Similar to PE, AAPE can detect the state of
the bearing to avoid secondary damage to the bearing,
according to the previous theoretical analysis. The AAPE
value of all samples is presented in Figure 10. It can be
observed that the AAPE value of the bearing in the fault
state is generally large, and the AAPE value of the bearing
in the normal state is small; this is significantly different
from the AAPE value of the fault state. Therefore, this
method can be used to detect the normal state of the
bearing. The value at the red dotted line is defined as the
AAPE threshold (2.8913). Besides, the normal and fault
states can be clearly distinguished by comparing the AAPE
value of the vibration signal with the threshold. Moreover,
the two indicators of detection accuracy (DTA) and missed
detection rate (MDR) are used to make it more intuitive to
evaluate the efficiency of the approach in the predetection.
As demonstrated in Figure 10, the entropy values of all fault
samples are distributed above the threshold, and all normal
samples are distributed below the threshold. According to
mathematical statistical analysis, the indicator DTA has
reached 100%, and the MDR is 0%. Depending on the
definition, the larger the value of DTA, the higher the
accuracy of detecting normal samples, and the smaller the
MDR, the lower the probability of misdiagnosis. In sum-
mary, the larger the DTA and the smaller the MDR, the
more effective the method. Furthermore, it can be verified
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TaBLE 1: The brief description of experimental data.

Health state

Fault diameter (mm) Fault severity Abbreviation

Training sample Testing sample number Classification label

number
Normal None NM 30 20 0
0.1778 Minor IRF1 30 20 1
Inner race fault 0.3556 Medium IRF2 30 20 2
0.5334 Severe IRF3 30 20 3
0.1778 Minor ORF1 30 20 4
Outer race fault 0.3556 Medium ORF2 30 20 5
0.5334 Severe ORF3 30 20 6
0.1778 Minor BF1 30 20 7
Ball fault 0.3556 Medium BF2 30 20 8
0.5334 Severe BF3 30 20 9
NM IRF1
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F1GURE 9: The time-domain waveforms of bearings with different types and fault severity.

by the experimental results that the proposed approach has
an excellent performance in the bearing predetection stage.

After predetecting the working condition of the bearing,
the fault recognition approach is used to diagnose the type
and severity of the fault if the bearing does have a fault. First,
each sample is decomposed to three levels adopting
DTCWPT to highlight the impact components in the fault
vibration signal and reduce the interference between the
components. Next, eight subband components including
diverse frequency band information can be acquired. Be-
sides, only the DTCWPT decomposition results of minor
outer race faults (ORF1) are used as representatives to re-
duce the space footprint. The results of the decomposition
are exhibited in Figure 11.

After decomposing the signal, the GCMAAPE algorithm
is used to fetch features of diverse scales from each subband
signal. Considering space limitations, the GCMAAPE values
of only subband signal 1, subband signal 2, subband signal 3,

and subband signal 4 over scale factor of 10 under 9 working
conditions are illustrated in Figure 12. It can be observed
from Figure 12 that the GCMAAPE curves of the four
subbands almost overlap when the scale factor is 1-4,
demonstrating a poor separability of each state at this time.
Moreover, the curve of each state has a significant difference
when the scale factor is 4-10, indicating a strong separability.
However, it is not possible to directly determine the fault
condition based solely on the curve distribution in the figure,
and further analysis is required to make the features obvious
enough so as to recognize the diverse type of the bearing.

After completing the initial feature extraction, the
R*0+80 dimensional feature can be obtained. Apparently, the
original feature is high-dimensional and redundant. It will
not only reduce the efficiency but also guarantee the rec-
ognition accuracy if used directly for classification. Thus, it is
indispensable to reduce the dimension of the fault feature.
The t-SNE is adopted to select sensitive features for the
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original high-dimensional features. The feature vector after
dimensionality reduction is R*°*3, Then, the DBN classi-
fication model is trained using 270 groups of samples, and
the property of the trained model is verified employing the
remaining as test samples. The classification results of the
proposed diagnostic model for nine fault conditions under
one trial are illustrated in Figure 13. In the 180 sets of test
samples, one BF1 sample was misclassified as BF2 sample. It
can be revealed that the classification accuracy of minor
outer race fault (BF2) conditions is 95% while the classifi-
cation accuracy of the other eight states reaches 100%.
Besides, the recognition rate of the proposed diagnosis
model reaches as high as 99.44% for all working conditions,
fully demonstrating that the solution possesses the best

diagnostic performance and good robustness for diverse
working conditions and fault severity.

The proposed approach is compared with the other three
approaches used on the bearing dataset to verify its excellent
performance. The other three methods are DTCWPT and
GCMPE (DTCWPT-GCMPE), DTCWPT and MAAPE
(DTCWPT-MAAPE), and DTCWPT and MSE (DTCWPT-
MSE). For DTCWPT-GCMPE [37], r=3, m=6, t=1, and
Smax = 10. For DTCWPT-MAAPE, r=3,m=6,t=1,A=0.5,
and s,,,=10. For DTCWPT-MSE, r=3, m=2, t=1,
rd =0.15, and s, = 10. Among them, r denotes the number
of decomposition layers of DTCWPT, m refers to the em-
bedding dimension, t is the time delay, rd represents the
tolerance of the signal, A is the adjustment coefficient, and
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Smax indicates the scale factor. The classifier used in each
method is DBN. Each method is repeated 25 times to avoid
errors caused by random factors such as accidental factors.
The experimental results of diverse approaches are presented
in Figure 14 and Table 2. It can be clearly observed from
Figure 14 and Table 2 that the classification effect of the
proposed method is obviously superior to several other
methods. The proposed method exhibits a maximum rec-
ognition rate of 100% and an average classification accuracy
of 98.82%. After replacing GCMAAPE with GCMPE, the
classification accuracy reaches 98.33%, and the average
classification accuracy is 96.58%, lower than that of
GCMAAPE. The main reason is that GCMAAPE introduces
the amplitude information of the vibration signal into the
calculation process, contributing to improving the utiliza-
tion rate of fault information and obtaining higher-quality
features. Besides, the average correct rate of MAAPE is lower
than that of GCMAAPE, verifying that the generalized
coarse-grained method adopted is superior to the traditional
coarse-grained method used by MAAPE. Generally, the

GCMAAPE method used is superior to several common
entropy-based methods in performance, which is directly
reflected in the higher recognition rate. Thus, the robustness
of the approach to fault classification problems is fully
demonstrated.

The advantages of this method in feature extraction are
verified by comparing the performance of the DTCWPT-
GCMAAPE feature extraction method with the following
feature extraction methods. GCMAAPE acts on the raw
vibration signal, the approach based on EEMD and
GCMAAPE (EEMD-GCMAAPE) which can be found in the
literature [38, 39] and the approach based on WT and
GCMAAPE (WT-GCMAAPE). The parameters of these
three methods are set as follows. For EEMD-GCMAAPE,
M=100, sd=0.2, m=6, A=0.5, t=1, and s, = 10. For
WT-GCMAARPE, r=3, wavelet basis function is db4, m =6,
A=0.5t=1,ands,,, = 10. Among them, M is the ensemble
number of EEMD, and sd is the standard deviation of added
white noise in EEMD. The fault features extracted by the
above three methods are finally inputted to the DBN
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TaBLE 2: The classification results of different approaches.

Accuracy (%)

Approaches .

Max Min Mean
The proposed approach 100 97.22 98.82
DTCWPT-GCMPE 98.33 94.44 96.58
DTCWPT-MAAPE 95 91.11 93.07
DTCWPT-MSE 92.78 84.44 89.04

classifier to classify the fault type. The selection of param-
eters and the proportion of samples are consistent with the
proposed method. The fault classification results of the three

Shock and Vibration

methods are presented in Figure 15, and the classification
accuracy rates reach 93.33%, 95%, and 96.11%, respectively,
lower than the proposed method in Figure 13. This is be-
cause when the GCMAAPE method is directly applied to the
original vibration signal, the information such as the fault
frequency in the fault vibration signal cannot be extracted,
and the fault information is not sufficiently analyzed,
resulting in a reduction in the quality of the feature. Both
WT-GCMAAPE and EEMD-GCMAAPE are a multiscale
analysis method based on time-frequency analysis. These
two methods also have some problems limiting the quality of
feature extraction. Besides, the WT method cannot effec-
tively decompose the high-frequency part of the signal when
analyzing the signal. EEMD has a serious mode aliasing
effect, making the decomposed IMF have a large interference
component. Compared with these three methods, the
proposed DTCWPT-GCMAAPE feature extraction method
is a multiscale analysis method based on time-frequency
preprocessing and can reflect more fault information by
highlighting different frequency components of vibration
signals and by multiscale analysis, contributing to improving
the quality of extracted features for better classification.
The classification experiments of the four methods in
two conditions are compared to explore the necessity of
dimensionality reduction and validate the performance of
t-SNE in feature dimensionality reduction. The two con-
ditions are without dimension reduction and with LDA
dimension reduction. The experimental results of the four
methods under different dimensionality reduction condi-
tions are provided in Table 3. It can be observed from Table 3
that DTCWPT-GCMAAPE has achieved the best classifi-
cation effect in both conditions while the accuracy rate of
using LDA dimensionality reduction and nondimensionality
reduction is lower than that presented in Table 2. It indicates
that dimensionality reduction is necessary, and the di-
mensionality reduction performance of t-SNE is better than
that of LDA. Without loss of the generality, two features are
selected from the original features, as illustrated in
Figure 16(a), and the two-dimensional visualization after
LDA dimensionality reduction is presented in Figure 16(b).
Moreover, the two-dimensional visualization after t-SNE
dimensionality reduction is exhibited in Figure 16(c). Ap-
parently, the different fault states in Figure 16(a) are well
separated compared to Figures 16(a) and 16(b). Simulta-
neously, a BF2 sample is erroneously divided into IRF3
samples, confirming the classification result of Figure 13.
Through dimension reduction, the subsequent classification
becomes faster and efliciency and accuracy are improved.
The feature samples obtained by the proposed method
are sent to different classifications for comparison (namely,
support vector machine (SVM) and random forest (RF)) to
verify the performance of the selected DBN classifier. The
classification results and average running time are presented
in Table 4. Besides, each method runs for 30 times to ensure
that it is not affected by random factors. It can be revealed
from Table 3 that the DBN classifier achieves the best
classification effect, and the RF classifier requires the least
running time. Thus, DBN has the highest classification
accuracy, even though the DBN classifier has more running
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TaBLE 3: The recognition rate of four methods under different conditions.

Different conditions Different methods

Accuracy (%)

Max Min Mean

DTCWPT-GCMAAPE 96.67 92.78 94.51

DA DTCWPT-GCMPE 95.56 91.11 92.74
DTCWPT-MAAPE 91.67 87.22 89.86

DTCWPT-MSE 86.11 81.67 83.72

DTCWPT-GCMAAPE 9333 90 91.58

. DTCWPT-GCMPE 92.22 88.89 90.14
Without t-SNE DTCWPT-MAAPE 89.44 85 86.95
DTCWPT-MSE 82.78 78.89 81.29
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TaBLE 4: The classification results of different classification models for 30 trials.

Accuracy (%)

Classifier i Time (s)
Max Min Mean

DBN 100 96 98.47 7.98

RF 100 93 96.23 5.61

SVM 95 88 91.25 11.36

time than RF. DBN achieves better performance by sac-
rificing part of the running time, which is acceptable to a
certain extent. The running time of SVM is the longest
among the three methods while its classification effect is
not ideal. This is mainly because SVM is suitable for

processing small sample data and cannot achieve the best
performance when processing large batches of high-di-
mensional data. Generally, the DBN classification model
not only has a shorter running time but also exhibits better
performance.
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5. Conclusion

In this research, a synthesized fault identification technology
including bearing predetection and fault classification is
proposed to detect and identify the status of the bearing. At
the stage of predetection, an AAPE threshold value that can
differentiate between normal and fault conditions is defined
by calculating the AAPE value of the bearing vibration signal
under different working conditions so as to screen out the
bearings with normal working conditions. Specifically, the
time-frequency multiscale method DTCWPT-GCMAAPE-
t-SNE is utilized to extract the fault feature and generate a
fault feature sample if the bearing is detected to be faulty.
Finally, a DBN classifier with powerful classification per-
formance is used to classify the acquired high-dimensional
features. The classification effects of WT-GCMAAPE,
EEMD-GCMAAPE, and GCMAAPE are compared. The
results indicate that the proposed approach can accurately
highlight the fault information in the vibration signal and
improve the quality of the features extracted subsequently.
Simultaneously, it is compared with MAAPE, GCMPE, and
MSE, demonstrating that GCMAAPE can effectively extract
fault features from the DTCWPT processed signal and has
better robustness. Generally, compared with other common
fault diagnosis methods, this paper introduces bearing
predetection, which avoids the subsequent model classifi-
cation with uncertainty and improves the diagnosis effi-
ciency. It has practical engineering significance and is more
suitable for practical engineering application.
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In this paper, we propose a novel semisupervised learning framework to learn the flows of edges over a graph. Given the flow
values of the labeled edges, the task of this paper is to learn the unknown flow values of the remaining unlabeled edges. To this end,
we introduce a value amount hold by each node and impose that the amount of values flowing from the conjunctive edges of each
node to be consistent with the node’s own value. We propose to embed the nodes to a continuous vector space so that the
embedding vector of each node can be reconstructed from its neighbors by a recursive neural network model, linear normalized
long short-term memory. Moreover, we argue that the value of each node is also embedded in the embedding vectors of its
neighbors, thus propose to approximate the node value from the output of the neighborhood recursive network. We build a
unified learning framework by formulating a minimization problem. To construct the learning problem, we build three sub-
problems of minimization: (1) the embedding error of each node from the recursive network, (2) the loss of the construction for
the amount of value of each node, and (3) the difference between the value amount of each node and the estimated value from the
edge flows. We develop an iterative algorithm to learn the node embeddings, edge flows, and node values jointly. We perform
experiments based on the datasets of some network data, including the transportation network and innovation. The experimental

results indicate that our algorithm is more effective than the state-of-the-arts.

1. Introduction

1.1. Background. Learning the flow direction and amount of
the edges for a network has been a critical problem in the
network analysis. The edges connect two nodes, and the flow
is defined from one node to another connected by the
corresponding edge [1-3]. This problem is called the edge
flow estimation. In this problem, we already know the
network structure, including the sets of the nodes, and the
edges between the nodes. We also know the directions and
amounts of the flows of some edges, but for the rest edges,
the flows are still unknown. The target is to predict the flow
direction and amounts of these edges. Some examples of the
applications of the edge estimation are given as follows:

(i) For example, in the transportation network, each
intersection is a node, and each road is an edge, while
the flows along the roads need to be estimated for the

purpose of traffic control. According to the historical
data of the traffic flows, we know the flows of some
roads; however, other read flows need to be esti-
mated. This use case raises the problem of learning
edge flows from both the traffic network and existing
flows of roads of the network [4, 5].

(ii) Another example is the innovation network analysis,

where each research article is a node, and each ci-
tation is an edge between two articles. For the task of
innovation, it is important to know the flowing of
knowledge from an article to other articles. Please
note that one article cites another one that does not
necessarily mean there is an amount of “knowledge”
flowing from the cited article to the citing article. By
reading the content of the article which cites the
others, we can annotate the “knowledge flowing” if
one work is inspired or a following work of the other
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research works. However, such annotation by
reading is time-consuming and subject to individual
annotators, thus it is very necessary to develop an
automatic system to estimate the knowledge flow
from the article citation network [6-14].

Although the edge flow prediction/estimation is such a
critical problem, the works on this direction are very few.
Most recently, Ransom et al. [1] designed a new algorithm to
predict the edge flow by balancing the amount of flows
moving into and out of the nodes. Another condition of this
algorithm is that the predicted flow of edges should be
consistent to the known flows, for these edges whose flows
are already known. In this paper, we proposed a novel edge
flow estimation algorithm based on both semisupervised
learning and network embedding.

1.2. Our Contributions. In this paper, we build a novel
method for the problem of edge flow prediction. This
method is both for network embedding and edge flow
prediction. The two problems are solved at the same time.
We designed a new framework for the learning problem. In
this framework, for the first time, we bridge the node em-
bedding and edge flow estimation, by introducing a node
value for each node. On the one side, the node value is used
to balance the flowing-in and flowing-out amount of a node.
It plays the role of measuring the balance of the amount of
the node at any moment of the flowing process, i.e., with the
incoming flow and outgoing flow changing, the amount of
the value in this node remains as the node value. One the
other side, the node is employed to regularize the learning of
the embedding vectors, thus we impose that the node value
can be estimated from the embedding vector by a linear
function.

We propose a novel algorithm to learn the embedding
vectors and edge flows simultaneously. We model the
learning problem as a minimization problem where the
embedding vectors reconstruction error of the LSTM em-
bedding model, the node value estimation error from the
embedding vectors, and the node value flow amount error
are minimized. In the iterative algorithm, the node em-
beddings, node values, and the edge flow amounts are op-
timized alternately.

We evaluated the proposed method over benchmark
datasets of networks, conducted experiments to reveal the
properties of the proposed algorithms, and show its ad-
vantage over state-of-the-art methods.

Remark: the superiority of the proposed semisupervised
edge flow learning method compared with the traditional
semisupervised learning method is listed as follows:

(1) The traditional semisupervised learning methods can
only predict the labels of the nodes but are not able to
predict the flows of the edges. For the applications
discussed in this paper, the traditional semi-
supervised learning methods are not suitable. Our
method is especially designed for these applications.

(2) Traditional semisupervised learning methods can
only use the edge information of a graph but ignore

Shock and Vibration

the flow information, which is critical for both the
node and flow label prediction. However, our
method can effectively use them to learn better node
embeddings and flow amounts.

1.3. Paper Origination. 'This paper is organized as follows. In
Section 2, we introduce the joint learning framework, with
an objective and optimization solution. In Section 3, we
experimentally evaluate the performance of the proposed
method and conduct studies over its properties. In Section 4,
we conclude this paper with some future works.

2. Proposed Method

In this section, we introduce the proposed joint network
embedding and edge flow learning framework. In this
framework, we propose a deep learning-based network
embedding method [15-23] and further use the embedding
vectors to estimate the flow amount regarding each node
[15]. The flow amount is used to regularize the edge flow
learning process.

2.1. Problem Definition. Suppose we have input network,
denoted as G = {V, E}, where V = {1, ...,n} is the set of n
nodes, and ¢, = (i, j) € E is an edge linking the i-th and j-th
nodes. Here, we assume that i < j. For a group of edges, we
already know their flows. This set of edges is denoted as
& € E;. For such an edge ¢, we define its flow as f; € R. The
direction of the flow is the sign of f, and the amount of the
flow is the absolute value of f,. For the other edges, the flows
are unknown, and we want to predict them. For these flows,
we define a set as E;. We define a vector as the flows of all the
nodes, as f = [f,... ,f|E|]T € R®l, Thus, the prediction of
the flows of the nodes is transformed to the solving of f.

2.2. Problem Modeling. We firstly embed each nodei € V to
a vector. The dimension of the vector is denoted as d.
Moreover, for each node, we define a node value, ¢;. We also
propose to calculate the node value from the node’s em-
bedding vector. After ¢; is given, we use it to regularize the
estimation of the flow of edges connected to the node. The
flow chart of the proposed semisupervised edge flow
learning method is given in Figure 1.

2.2.1. Recursive Node Embedding. The network embedding
converts the nodes to a set of vectors, denoted as x, .. ., x,,
where x; € R%. To this end, we want to reconstruct the
embedding vector of one node from its linked nodes. The
linked nodes are presented as a sequence of nodes. Ac-
cordingly, the sequence of neighbouring nodes of the i-th

node are given as
N; ={jl(i, j) € Eor (j,i) € E}. (1)

We firstly sort the nodes in the neighbouring set, N;, and
the sorted set’s embedding vector set is
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FiGUre 1: Flow chart of proposed semisupervised flow learning method.

Si = {xi)l, e xi|Ni|}. (2)
We apply aln-LSTM to this sequence of embedding
vectors. In this model, for an input node’s embedding vector,

x, € §;, its inputs are x, itself and the output of its previous
t-1>

h,=g(x;,h,_;0), t=1,...,INil, (3)
where g is the cell function of In-LSTM and 6 is its
parameter.

Then, we try to use the output of the cell function from
the last node to approximate the embedding vector of the
i-th node itself,

LSTM( x5 - - X3 0) = Iy (4)
Thus, the minimization of the error of the approximation
is modelled as

2

min, g i “xi - LSTM(x,-l, s XN G)HF
i

(5)
By solving this problem, the learning of the embedding
vector and the parameter of the cell function are solved
together. With the good quality embedding and cell function
parameter, we should be able to approximate the embedding
vectors for the neighbouring nodes’s embedding vectors.

2.2.2. Node Value Estimation from Recursive Embedding.
In out learning framework, the embedding of each node
approximated by the recursive model plays two roles, rep-
resenting the node’s neighbor structure and estimating the
amount of value hold by the nodes. We define a node value
for the i-th node, ¢; € R. The function of this value is to
balance the incoming and outgoing flow of the node.
Moreover, it can somehow measure the nature of the node.
For example, a node in traffic network at the working time
may have more incoming flow, because it is an office area.
This value can indicate this node’s nature of being in office
area. Moreover, we want to use the embedding vector of the
node to calculate the value as follows:

» Xi|Nil> 6)),

where ¢ (x) = o(w'h) is the function of node value ap-
proximation. This function is actually a single-layer neural

¢ — p(LSTM(xy, ... (6)

network. We proposed to minimize the square error of the
approximation over all the nodes,

2

mine g, Zn; "‘/51 - (p(LSTM(xﬂ, e XNl 9))"F (7)

The minimization is performed regarding the node value
amount, embedding vectors, recursive model parameters,
and the single-layer neural network parameter. In this way,
we bridge the learning of the flow amount and embedding of
nodes by using an LSTM recursive model.

2.2.3. Flow Prediction by Using Node Value. Given an edge
&, € E, we want to predict its flow f . To this end, we use the
node value as reference. Our assumption is that for any
node, the value of the node is controlling the incoming and
outgoing flow. To be more specific, for a node, the difference
between its incoming flow and outgoing flow should be
equal to the node value itself. For this purpose, we define two
sets of edges for a node R = {¢, | ¢ € E, & = (u,i)} and
R; ={ex | € E, g = (i,v)}. The amount of the incoming
flow is Y jcpt fx — 2ker S Since we hope this amount is
equal to the node value,

|E|
¢ = Z fr- Z fk:zTikfk,
keR; keR; k=1
where (8)
+1, ifk € R],
=4 -1, ifk €eR;,
0, otherwise.

We also denote the node value of all nodes in a vector
¢=1[¢,...,6,]" € R". A matrix is also proposed as
® = [1;] € {+1,-1,0y"". Tt is the node-flow mapping
matrix. So, equation (8) is transformed to

¢=0f. (9)

We minimize the squared approximation error re-
garding both the edge flow vector and the node value vector,

I?ipn I¢ — flz- (10)

The final objective and minimization problem is the
combination of (5), (7), and (10) as follows:



. 2
mmf,so,x,?l,a,w{ ( L XiNip G)HF}
+A z
+A3<||f||i HOIE + Y I [z +1015 + w u;)}

i=1

st. fr=foVk: & €E,.

0))[ + Ll - oI

|¢ - 9(LSTM(x;,,

5 Xi|Nil3

(11)

Here, we also add the I, norm regularization terms to the
parameters to prevent the over-fitting problem.
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2.3. Problem Solution. The solving of the minimization
problem is conducted in an iterative algorithm. In each
iteration, every parameter is updated sequentially. The
others are not updated when one parameter is being
updated. In the following subsections, we introduce the
optimization of each parameter one by one, while the others
are fixed.

2.3.1. Optimization of LSTM Parameters, 6. When the other
parameters are fixed, and only the LSTM model parameters
are considered, we have the following minimization
problem:

L 2
ming{ol () = Y |~ LSTM (-, x5 || +A, Z||¢, (LSTM(x;15 - i3 6))| } (12)
i=1
which can be solved by the ADAM algorithm. To use the
ADAM algorithm, we calculate the gradient function of the
objective o, (6) regarding 6 as follows:
n aLSTM(.xll, e ’xilNil; 9)
Vo, (0) = =2 ) (x; = LSTM(x;p, ..., x5 0)) % T
i=1
3g(LSTM(x;p, .. xynis 0))  OLSTM (x5 - » X3 6)
-2\ LSTM( x5 ... »X;01560))) X X + 21,0,
Z( ( ( Xi1 i|Ni ))) aLSTM(xﬂ, e XNl Q) 20 3
(13)
where 0f (x)/ 0x is the derivative function of f regarding  2.3.2. Optimization of Embedding Vectors, x;|;-,;. When the

variable x.

min {3 151 O,

To solve the vectors, we apply the sequential optimation
method and optimize the embedding vectors of the nodes
one by one. When one node embedding vector is optimized,

minxl_{o2 (x;) = “xi - LSTM(xl-l, e XN 9)"2

+ Y "xj—LSTM(

Jj: ieN; ji i€N,

le,...,x]|N;|7 “ +h Z "(P,

other variables are fixed and only the embedding vectors are
considered, we have the following minimization problem:

(14)

2 i 2
(x,-l, Ce XNl 6)||F+/13 Z ||xi||F }
i=1

others are fixed. When the i-th vector, x;, is considered, we
have the following problem for minimization:

(15)

LSTM(x,-l, < XN 9))"; + )L3||xi||12:}.
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TaBLE 1: Dataset summary.
Dataset # Node # Edge Node Edge Reference
Minnesota road network 2642 3303 Intersection Road [19]
US power grid network of KONECT 4941 6593 Consumer Transmission line [24]
Water irrigation network of Balerma, Spain 447 454 Water supply/hydrant Water pipe [25]
Innovation flow network 10782 39741 Author Directed citation link [26, 27]
Again, we use the ADAM algorithm to solve this
problem similar to the optimization of 6.
Knowledge
2.3.3. Optimization of Edge Flow Vector, f. When the edge
flow vector is considered, we have the following minimi- ,  Dalerma
zation problem: 4
2 2 S
minfo; () = L,lp — OfI7 + AslfI7} KONECT
! (16)
st. fr=froVk: g € E;.
Minnesota
This is a linear constrained quadratic programming
problem; we employ the active-set algorithm to solve it. 0 02 04 06 0.8
Correlation
o = EFPNF
2.3.4. Optimization of Node Value Vector, ¢. To solve the = LineGraph
node value vector, we fix the other variables and have the = FlowSSL2

following minimization problem:

m;n{o4(¢) = Ll¢ - OfIF+Asl¢l%} (17)

We set the derivative of o, regarding ¢ to zero and have
the solution of ¢ as
00, ()
¢

= 20,(¢ ~ f) + 205 =0

" (18)

== L

2.3.5. Optimization of w. To solve the parameter of function
¢, we have the following minimization problem:

mwin{al Y |¢i - o(LSTM(x 0+, i 9))”1 + Asllwl2 }
i=1
(19)
We still employ the ADAM algorithm to solve this

minimization problem.

3. Experiments

In this section, we give the experimental setting and results.
The algorithm tested and developed is called edge flow
prediction by network embedding (EFPNF).

3.1. Benchmark Dataset and Experimental Setting. Four
datasets of network are used in our setting. We summarize
the datasets in Table 1.

FIGURE 2: Comparison results over state-of-the-arts.

The 10-fold cross-validation is used to generate the
training and test set. The Pearson correlation coefficient is
used to measure the quality of the flow predicted by the
algorithm [28].

3.2. Experimental Results

3.2.1. Comparison to State-of-the-Arts. As shown in Figure 2,
the algorithm is compared to the others which are also used to
predict the flows of edges. The compared algorithms are flow
SSL algorithm proposed by Jia et al. [1] and the LineGraph
algorithm. According to the figure, the proposed algorithm
EFPNF has better performance for all four datasets than the
compared algorithms. Especially for the Balerma dataset, the
EFPNF is the only algorithm which has the correlation score
larger than 0.7. We also can see that the knowledge network
dataset is the hardest task, and the EFPNF still gives the best
performance.

3.2.2. Convergence Analysis. Since our algorithm is an it-
erative algorithm, we are also interested in the convergence
of the algorithm. Thus, we plot the curve of correlation while
the number of iterations is increasing (Figure 3). We can see
from these curves that our algorithm’s performance is
boosted when the iteration number is increased from 5 to 20.
Since our algorithm aims to minimize the objective function,
more iteration numbers result in a smaller value of the
objective. This verifies the effectiveness of the objective to
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achieve a better edge flow estimation performance. How-
ever, when the iteration number further increases from 20 to
100, the performance improvement is not significant,
meaning our algorithm does not need a large number of
iterations to give a good performance.

4. Conclusion

We developed an iterative algorithm to learn the node
embeddings and missing flows of the edges for a network.
This algorithm is based on the deep recurrent network for
the embedding purpose. Moreover, it uses the embeddings
to calculate the node values and further uses the node values
to approximate the flows around the node. A unified
learning framework is built for the learning of embedding
network, node value, and flows of the edges. The learning
process is guided by the minimization of the reconstruction
errors of embedding vectors, node values, and incoming/
outgoing flows. Experimental results show the advantage of
the proposed algorithm.
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Product modeling has been applied in product engineering with success for geometric representation. With the application of
multidisciplinary analysis, application-driven models need specific knowledge and time-consuming adjustment work based on
the geometric model. This paper proposes a novel modeling technology named computer-aided design-supporting-simulation
(CADSS) to generate multiphysics domain models to support multidisciplinary design optimization processes. Multiphysics
model representation was analyzed to verify gaps among different domain models’ parameters. Therefore, multiphysics domain
model architecture was integrated by optimization model, design model, and simulation model in consideration of domain
model’s parameters. Besides, CADSS uses requirement space, domain knowledge, and software technology to describe the
multidisciplinary model’s parameters and its transition. Depending on the domain requirements, the CADSS system extracts the
required knowledge by decomposing product functions and then embeds the domain knowledge into functional features using
software technology. This research aims to effectively complete the design cycle and improve the design quality by providing a
consistent and concurrent modeling environment to generate an adaptable model for multiphysics simulation. This system is
demonstrated by modeling turbine blade design with multiphysics simulations including computational fluid dynamics (CFD),
conjugate heat transfer (CHT), and finite element analysis (FEA). Moreover, the blade multiphysics simulation model is validated
by the optimization design of the film hole. The results show that the high-fidelity multiphysics simulation model generated
through CADSS can be adapted to subsequent simulations.

1. Introduction

Computer-aided design (CAD) and computer-aided engi-
neering (CAE) have been ubiquitously used in product
development. However, design and analysis have been
performed as two separate modules. According to product
performance requirements, mechanical products’ structure
was designed through modeling software. The simulation
analysis verifies whether the designed structure meets the
requirements in dedicated simulation analysis software.
Effectively integrating design and analysis processes can
shorten product development cycle time and reduce the
times of expensive physical experiments [1].

In general, different tools were utilized to build different
models for product development in different domains
during product development. The differences in both tools

and expertise forced the analyst to preprocessing the CAD
model, and any modifications made to the CAD model
would cause an additional tedious geometry preparation [2].
Evidently, whether it is for process development or feature
recognition in manufacturing automation, CAD modeling
pays more attention to lower-level geometry and geometric
parameters [3] and does not retain performance parameters
and analysis parameters. The digital design does not pay
much attention to the subsequent simulation, which is es-
pecially crucial for the preprocessing of the simulation
analysis model and the modification of the simulation results
[4]. The model is verified by the qualitative or quantitative
performance parameter calculation of the simulation anal-
ysis. The lower-level geometric information operation is not
intuitive for the analyst, and the qualitative or quantitative
analysis results need the analyst to perform the
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corresponding conversion [5]. Subsequently, the designer
can modify the CAD model, especially when it comes to the
multidisciplinary fields such as dynamics, aerodynamics,
structure, and thermodynamics. The modification require-
ments of the model are more frequent and complicated [6].

Therefore, multidisciplinary design optimization (MDO)
approach is used to solve problems concerning multiple
disciplines or subsystems [7]. Multiple disciplines or sub-
systems typically use analytical tools in their respective areas
of expertise and establish a multiphysics simulation model
that simulates the performance and behavior of the overall
integrated design [8]. However, sophisticated engineering
modeling across multiple domains is a daunting task. First, it
takes a lot of time and effort to build a single discipline or
domain simulation model. When it comes to multiphysics
simulation model, multiple integrated information from
many disciplines needs to be dealt with [9]. Second, high-
fidelity geometry information and other detailed configu-
ration parameters are required when using computational
fluid dynamics (CFD) or finite element method (FEM), even
conjugated heat transfer (CHT) [10]. Then, the delay in
creating a single subject analysis model by manual adjust-
ment may slow down the entire MDO process [11].
Moreover, multidisciplinary optimization typically sets one
or more goals [12]. When the design goals change, all
simulation models should be updated synchronously rather
than manually.

Product design essentially needs to meet the structural
and performance requirements at the same time [12], but the
existing feature modeling technology lacks support for
product structure performance analysis, and performance
information cannot be reused in the feature-based modeling
method, especially for multiphysics domain modeling [13].
The problem leads to repeated and cumbersome CAE
analysis, which significantly affects the design efficiency. In
the existing product design and analysis process, the pre-
processing is time-consuming, such as the conversion of the
CAD model to CAE model through simplification and di-
mensionality reduction method [14], defining material
properties and loading boundary conditions (displacement
constraints and loads) [15]. Moreover, most of the above
processes directly operate geometric models based on B-rep
expression.

In order to improve the efficiency of preprocessing, some
scholars introduced feature technology in the field of CAE
analysis and proposed the concept of analysis features. Nizar
et al. [16] present a representation method for mechanical
analysis features, but this method is only suitable for en-
gineering analysis in the early conceptual design stage of the
product, and it is challenging to express structural perfor-
mance analysis features. Shephard et al. [17] used different
parts of the CAD model as the analysis features and used
them as the basic unit of the model simplification process.
This method brings convenience to the simplification of the
model, but it is challenging to support other processing
related to the analysis. Lee et al. [18] simplified the design
features [19] as an analysis feature and proposed an inte-
grated model for the unified expression of design and
analysis features. This model can derive different levels of
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geometry and analysis models according to different needs.
This method requires the analysis features to be mapped
one-to-one with the design features. However, such map-
pings do not necessarily exist, making it difficult to handle
complex features. Aifao et al. [20] used a set of analysis
processes as analysis features and proposed a physical model
including information such as load distribution, a simula-
tion model that can evaluate physical model methods, and
an observation model that can quantitatively evaluate
product behavior. This method can achieve the reuse of
analytical features to a certain extent. However, the lack of
fixed template in engineering analysis leads to low flexibility
[21].

For the CAD-CAE integration solution, the basic idea is
to integrate the modeling and analysis module using unified
software [22]. Through the object-linking technology (OTL)
of commercial software, the CAD system can directly call the
built-in CAE calculation module, such as CATIA module
and NX and MSC solvers. On the one side, the modeling and
analysis integration interface is unified and no intermediate
model conversion is required. On the other side, the analysis
module integrated under the CAD system platform has
limited solution ability and cannot handle complex analysis
problems.

Standard exchange files can be utilized to carry out the
model between platforms [23], such as DXF, STEP, and
IGES. The common data model (CDM) modeling and
analysis integration uses the method of customizing inter-
mediate files and deals with the data exchange problem of
modeling and simulation platform [15]. A unified integra-
tion platform can guarantee the data compatibility between
the CAD model and CAE model to ensure the flexibility of
selecting the modeling and simulation platform [24].
However, the standard file interface sacrificed high-level
design information such as features to ensure simplicity and
versatility. Resulted in loss of model data, standard files
cannot meet the relationship between the CAD model and
CAE model. Consequently, it is challenging to implement
the analysis and verification process of frequent modifica-
tion iteration automatically or semiautomatically. Con-
structing the intermediate platform method analyzes the
CAD model and the CAE model and realizes the data ex-
change through the intermediate model. To a certain extent,
the CAD model can be transmitted to change the associated
process of the CAE model, and the proprietary algorithm
and program design are realized. However, model man-
agement and data exchange rely heavily on expert experience
and the development of special algorithms. These limitations
result in the lack of universality in the process of design-
analysis integration.

In terms of integrated framework solutions, Peak et al.
[25] proposed a multirepresentation architecture (MRA) to
address data sharing between CAD and CAE applications.
Sudarsan et al. [26] proposed a design-analytical integration
framework based on the concept of PLM, using the ex-
pression of the main model and functional model to realize
the construction of the framework model. Smit et al. [4]
realized the association between design and analysis models
by extending the multiview feature-based modeling concept



Shock and Vibration

to the paradigm of the analysis domain. Kim et al. [14]
proposed a simplified method based on the feature-based
boundary representation (B-rep) model, which uses a se-
quential iterative volume decomposition. The method
generates a feature-based model from the B-rep model by
applying volume decomposition methods sequentially and
iteratively. Gujarathi et al. [15] proposed the integration of
design-analysis using a unified data model. Li et al. [27]
present a practical CAD/CFD integration framework that
seamlessly integrates CAD and CFD tools to facilitate the
cycle product development process and simplify the CFD
solver setup.

In addition, Iso-geometric Analysis (IGA) in view of
tighter CAD-CAE integration considered the whole geo-
metric model directly as the analysis model using the same
basis function to express the CAD geometry [28], and the
geometric model can be directly used for analysis and design
based on common data [29]. Simulation calculations and
model modifications can be completed in one step, instead of
having to undergo complex model processing and grid
discretization like the current popular finite element method
[30], thereby effectively reducing the design grid dis-
cretization [31]. However, these design attempts are only
experimental and have not been applied to industrial
practice at present.

The above literature concerns the construction of design-
analysis integration framework and the analysis feature
modeling method. Few researchers pay attention to the
combination of the preprocessing stage and CAD modeling
for the CAE process. The application of manufacturing-
oriented product models to numerical simulation relies
mainly on manual processing, while the integration of CAD
modeling and CAE analysis focuses on constructing an
integrated framework for modeling and analysis. Dealing
with modeling product in multiphysics simulation modeling
is not discussed and researched.

Due to the complex dependencies and lack of man-
agement tools [32], it is challenging to guarantee model
integrity and adaptability. Ideally, analysts only spend time
on analysis work rather than these repetitive preprocessing
tasks. A rapid parameter configuration method for two
dimensions simplified model was generated for pipe-net
calculation [33], and the results obtained are in good
agreement with the results of the three-dimensional model
simulation [34]. Therefore, in order to effectively complete
the design cycle and improve the design quality, it is nec-
essary to establish a reasonable modeling technology to
ensure that the CAD model of the design can adapt to the
subsequent simulation, and the analysis results of the nu-
merical simulation can be quickly fed back to the modifi-
cation of the CAD model.

This paper proposes a novel modeling technology called
CADSS (computer-aided design-supporting-simulation).
The CADSS model focuses on the functional realization of
the product and constructs the relationship between features
and parameters in design, modeling, and analysis in order to
solve the problem of modeling efficiency in the design and
analysis process. The CADSS features can reflect engineering
knowledge, design principles, and simulation analysis

requirements. Finally, as a typical application of multi-
physics simulation, the design of the turbine blade was
studied as a meaningful case to illustrate the application of
CADSS technology.

2. Multiphysics Modeling for Simulation

2.1. Feature-Based Modeling System’s Model Representation
Method Analysis. The existing feature-based CAD system
provides a series of modeling operations through features
shown in Figure 1 and defines the relationship with Boolean
features for parts or assembling between parts by assembling
features. Finally, a product model is generated for simulation
or manufacturing.

Based on the process, feature-based modeling technol-
ogy can be generally defined as three main steps: the setting
of reference, justification of dimension and constraint, and
preservation of nongeometric information. Therefore, it can
be expressed as follows [35]:

etwam=(Ja)o(0a)(4m) o

where g represents geometric information, d represents
design intent, and m represents nongeometric information.

For example, to complete a hole feature
design, CAD system internal function is
CreateCylinder (DP, R, H,V, O;;,). The input parameters re-
quired for the modeling process can be expressed as follows:

P, (f)={p(x,y,2),r,hv(u,v,k)}, (2)

where P, (f) is modeling results using input parameters,
p(x, y,z) is datum point, r is radius, h is height, and
v(u, v, k) is extruding direction.

The modification and updating of features are relevant to
input parameters, ie., modeling parameters. However,
output parameters in the CAD system can be defined as
follows:

Pc (f) :{gc’dc’mc}’ (3)

where g, represents cylinder entity, d.. represents the design
intent of cylinder, and m, represents the cylinder’s non-
geometry information such as material or color.

According to the above expression, the input pa-
rameters and output parameters of the model are in-
clusive but not identical. Secondly, the definition of
design intent is not clear. These parameters may be di-
mensional such as r in equation (2) or direction con-
straint such as v(u,v,k) in equation (2). To express a
model for simulation requires additional work by en-
gineers to define its semantic information such as d. and
m, in equation (3). Nongeometric information about
materials and colors is stored in annotations in the model
and cannot be updated with the model. These drawbacks
undoubtedly affect the quality and efficiency of the CAD
model to the subsequent simulation process. Therefore,
how to transfer the CAD model and its parameters to the
analysis process quickly and accurately needs further
exploration.
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FIGURE 1: Feature-based CAD system modeling process.

2.2. Multiphysics Domain Model Representation Method
Analysis. The existing multiphysics domain modeling also
encounters the parameter conversion problem mentioned,
especially even when it comes to optimization. Though we
have adopted a more simplified way for modeling and
simulation [36], the use of complex models has more ver-
ification functions and industrial application value [37]. The
preprocessing, calculation, and postprocessing of simulation
still require repeated work for modifying model and cal-
culation conditions even after determining the analysis goals
and methods. Furthermore, different methods for describing
the same object or using different definitions for the domain
can cause that domain model is not adapting to the design-
analysis iterative process.

A typical example of computational fluid dynamics and
heat transfer analysis for film cooling [38] is shown in
Figure 2. Its analysis goal can be defined as follows:

£
Ny = k(M£S) +c, (4)
PV
M = ﬁ, (5)

where 77, represents film hole cooling efficiency, k is the
coefficient of experience related to the location of the hole,
M is the blowing ratio, S is the equivalent radius, p,v, is gas
mass flow, and p.v, is cooling air mass flow.

According to the expected cooling efficiency and a
certain blowing ratio, the equivalent radius of the desired
design can be obtained through equations (4) and (5). When
the circular hole is specified in Figure 2, the calculation
formula can be given by

S :E”_dz, (6)
H 4
H=(n-1)t, (7)

where H is the height of one-row hole, # is the number of
holes, d is hole radius, and t is spacing of adjacent film hole.

————————— > i

Cooling air Hot gas Film codling hole Solid domain

Figure 2: Flat film cooling design diagram.

By extruding, hole operation, and instant hole copy, the
geometric entities to be analyzed are initially formed. From
the CAD model expression, modeling parameters can be
expressed as follows:

P, (f)={p(x, y,2),r,h,v(u,v,k),nt}, (8)

where p(x, y,z) is datum point, r is radius, & is the depth,
v(u, v, k) is extruding direction, # is the number of copies,
and ¢ is spacing of adjacent film hole.

On the other hand, CFD software needs to construct a
complete fluid calculation domain for analysis. The usual
practice is to construct a complete inclusion solid to simulate
the range of fluid flow and then is to form a fluid domain
containing cold air and gas by subtracting the solid portion
as shown in Figure 3.

Therefore, in order to achieve multiphysics simulation,
simulation parameters are needed as follows:

PS (f) = Pdomain U Pboundaw U Pmaterial U Pmesh U Pcompute U Ppost’
(9)
where Py, ..in Fepresents computational domain parameters

including fluid domain and solid domain, Py, pgary Tepre-
sents boundary parameters including inlet, outlet, wall,
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symmetry, opening, interface or interior, and their depen-
dent surface and physics variable. P, ..ia represents ma-
terial parameters for multiphysics domain such as rigid
elastic modulus, fluid thermal conductivity, and specific heat
capacity. P, ., represents parameters of mesh method, mesh
size, and mesh control such as tetrahedron, hexahedron,
prism, and their appending geometry. P ompute represents
parameters of different domain physics model, calculation
accuracy, and iteration times. P, depends on analysis goal
and performance evaluation. Specifically, reference geometry
and parameters can be made to the illustration of Figure 3.

From the geometrical point of view, the conventional
method is to aggregate a number of geometric entities with
geometric shapes and forms, and there is no integration of
the properties of the relevant features. The computational
domain geometry’s modification requires geometric ad-
justment from the CAD or even the initial design parameters.
Boolean operation usually causes errors or unexpected re-
sults due to the complexity of the model. The designer needs
to perform geometric inspection and repair even sewing.

Table 1 shows the parameter difference for CAD and
simulation. The setting of the boundary conditions and the
division of the mesh in the preprocessing of the numerical
simulation are heavily dependent on the geometry of the
computational domain as equation (9) defines. However,
cooling air and gas domain is a negative entity when
modeling in the CAD system shown in Figure 2. They do not
exist or are not preserved during the modeling process.
Besides, these fluid regions in Figure 3 should have been
molded for meshing, setting boundaries, and physics model
for numerical simulation.

According to the above analysis, the simulation pa-
rameters are dependent on the geometry of the multiphysics
model. Therefore, it is necessary to construct a multiphysics
model and adopt a unified parameter expression method for
the same object in the modeling stage, which is necessary to
solve the problems of model adaptation and efficiency for
multiphysics simulation or MDO.

2.3. Multiphysics Domain Model Architecture. Through the
analysis of the model representation method, the relation-
ship between multiphysics domain model parameters
(MMDP) and modeling parameters (MP), design

parameters (DP), simulation parameters (SP), and optimi-
zation parameters (OP) was summarized, as shown in
Figure 4.

Updating domain model depends on its domain pa-
rameters. Through product requirements, the rational design
model (DM) was designed using physical parameters deter-
mined by multiple disciplines’ knowledge and was evaluated
through performance parameters. Then, a CAD model (MM)
is generated, and optimization objective function and con-
straint function can be generated as an optimization model
(OP). Moreover, the multiphysics domain model (MDM) is
carried out and should be relevant to the designed CAD
model. The feature parameters are needed to be inherited.
When it comes to multiphysics domain numerical simulation,
simulation model (SM) generation is generally divided into
three stages: preprocessing, calculation, and postprocessing.
Three stage parameters are associated with multiphysics
domain geometric and are summarized in three aspects as
follows:

(1) Preprocessing: multianalysis domain model, mesh-
ing (boundary layer mesh, local refinement, and
mesh match), material properties (elastic modulus),
boundary conditions (inlet and outlet, wall, sym-
metry, and periodic boundary), displacement con-
straints, and boundary conditions

(2) Calculation: determination of the analytical analysis
model (fluid domain calculation model, residual, and
number of iterations)

(3) Posttreatment: temperature cloud map, flow rate

map, equivalent stress, etc.

Therefore, when building a CAD model, the designer
should understand the changes in the foreseeable geometric
model and make the geometric model robust enough to cope
with the changes. Besides, according to the numerical
simulation evaluation results of the physical model, the
analyst should also be able to modify the geometric model
quickly. Through multiphysics domain model architecture,
there are still works to achieve.

(1) Implement requirement decomposition and func-
tional decomposition [37] for appropriate domain
parameter extraction

(2) Modeling method to achieve different domain
knowledge storing and updating in one model

(3) Achieve multiphysics domain parameters transfer-
ring to each other

3. Computer-Aided Design-Supporting-
Simulation Technology

3.1. Proposed Method. The product’s function refers to the
ability to meet users’ requirements while users need to form
a demand space. Each requirement corresponds to the
function. The definition and description of each function
should not only meet the specific user requirements, but also
reflect the technical principle of the function realization.
Although the functional definitions of products in different
fields are different, the functional decomposition performed
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TABLE 1: Parameters difference for CAD and simulation.

Application type Input parameters Output parameters

Datum
(i) Datum CSYS, datum plane, datum axis, datum point
Dimension
(ii) Length, angle, number
Domain body
(i) Solid domain, fluid domain
Mesh Simulation results
(ii) Boundary layer mesh, local refinement, and mesh match (i) Temperature and pressure fields files
Boundary condition (ii) Maximum stress
(iii) Inlet, outlet, wall, symmetrical plane, periodic boundary (iii) Objective functions’ values
Material
Solver setting

Modeling in CAD Geometric entity

Modeling for simulation

Optimization parameters Optimization method

(i) Objective function (i) DOE  (iii) Design parameters
(ii) Constraint function (i) RSM (iv) Optimal designA\

1 i !
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| 1
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FIGURE 4: Structure of multiphysics domain model architecture.
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under the CADSS framework is based on the knowledge
space as a carrier to consider the subsequent verification
process from top to bottom in the process of modeling. As
shown in Figure 5, CADSS system contains three aspects
including requirement space, domain knowledge, and
software technology as follows:

Scapss = (Sr>Sk> St)- (10)

A collection of all requirements can be expressed as
follows:

S, ={rli=1,2,...,n}. (11)

Generally, each requirement corresponds to a function
or a set of features, and each function may also correspond to
a combination of multiple features. Domain knowledge
includes different analysis domains and mathematical
models. Firstly, analyzing and decomposing product func-
tions are required to embed the domain knowledge into
functional features. And then using relevant software
technologies (such as specific geometric algorithms, para-
metric modeling methods, and numerical simulation
methods) can achieve simulation requirements. The next
section elaborates on the use of functional features for
CADSS technology.

3.2.  Multiphysics Model Representation in CADSS.
CADSS aims to establish a functional space for product
design. Therefore, parameter relationship between design,
modeling, and simulation can be bridged. According to
Figure 5, all functional elements can be expressed as follows:

F={fli=1,2,...,n}, (12)

fi=8s(rik.t), (13)

where S, represents the design process, requirements
r; € S(R), domain knowledge k € S;, and software tech-
nology t € S;.

The realization of functional features after decomposi-
tion by means of parameter decomposition is as follows:

Pcapss (f) = Py (f)UP,, (f)UP(f), (14)

where P, ( f) is defined in equation (2), P,, (f) is defined in
equation (3), and P, (f) is defined in equation (9).

The way defined by the above parameters can be used to
build the connection between design, modeling, and sim-
ulation, thus expanding the scope of application of the
feature. Through the domain knowledge, the mapping re-
lationship of the three types of parameters can be realized as
follows:

P,,(f) =K, (Py(f)),Pa(f) =K' (P, (),
P.(f) = K, (P, (), P, (f) = K5 (P, (),

Py(f) = Ky (Ky (Pa (). Pa(f) = K (Ky' (Po(f))).
(15)

In general, the meaning of K can be expressed by the
following triplet:

(X,K,Y), (16)

where X = (x,%x5,...,%,), Y = (¥, ¥,.-» V), and X is a
set of parameters of the P,pgs(f) space. K represents
inference conditions, reasoning processes, or geometric
algorithms.

According to the definition of K, design reasoning can be
divided into parameter calculation, rules reasoning, chart
query, and empirical solution.

3.2.1. Parameter Calculation. A set of parameters is known
and is a scalar parameter, and the unknown parameters can
be calculated by solving the following equations:

Y = E(X), (17)

E=(e; (X)), e,(X,),K....e,(X,)).

(18)

For example, via equations (4)-(7), the number, spacing,
and radius of holes can be calculated by the estimated
cooling efliciency of the heat transfer design.

3.2.2. Rules Reasoning. Representation of composite fea-
tures by logical expressions is shown in the following
equation:

(X,L,Y). (19)

For instance, feature-based shape inference rules can be
expressed as follows:

(fgas’ fcool = fﬂuidY)> (20)

where f,,; represents gas domain features, f,, represents
cooling air domain features, fg,q represents fluid domain
features, and Y represents interface or Boolean operation
depending on domain knowledge.

3.2.3. Chart Query and Empirical Solution. Under this
condition, K represents experiment data or experience.
Therefore, given X, with expertise and experience K, Y can
be determined by Cy in an empirical chart:

Y =Cy. (21)

The conversion of the above design parameters, mod-
eling parameters, and simulation parameters is carried out
by different engineering personnel. In order to ensure the
accurate and efficient conversion of the above mapping
relationship, the knowledge of the above domain needs to be
solidified by the corresponding software technology, which
can be expressed as follows:

Teapss = T(Kf, UK U,..., UK} ). (22)
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FiGure 5: CADSS framework.

It can be realized through programming and related
algorithms through CAD software, CAE analysis software,
and MDO software. The next section will show how CADSS
technology is conducted in a typical design case with
multiple physical modeling, simulation, and optimization.

The design of the turbine blade is chosen to be the case
study in this paper because it shows how the product re-
quirements and function are decomposed to modeling
features. It demonstrates how the concept of MMDP is
transferred among DM, MM, SM, and OM and how they are
embedded into a CAD model.

3.3. CADSS Implementation for Turbine Blade

3.3.1. Requirement Space and Functional Decomposition of
Turbine Blades via CADSS Technology. The working envi-
ronment of turbine blades is becoming increasingly harsh
with the continuous increment of turbine inlet temperature.
And the coupling effects between aerodynamics, heat
transfer, and strength are becoming more and more sig-
nificant for turbine blade design. It is urgent to start research
on multidisciplinary design optimization methods for tur-
bine blades compared with multiobjective optimization of
discrete film hole [39]. The design optimization flowchart is
shown in Figure 6.

Firstly, according to the overall design requirements of
the original designed turbine blade, the initial design vari-
ables and the objective functions are determined. Then, a

preliminary DOE is performed to generate several design
points for simulations shown in the right of Figure 6, which
is the general process for multifield coupling analysis [40].
Secondly, according to the various design points by the DOE
design, the geometric model was reconstructed in the CAD
software according to design variables. On the one hand, the
fluid domain and solid domain geometric models are con-
structed for CHT simulation, and then the fluid mesh is
generated based on the solid and fluid models in the meshing
software. The fluid grid and solid grid are numerically solved in
the computational fluid dynamics solver, and the temperature
and pressure fields of the turbine blade are predicted to de-
termine whether the objective functions are met. On the other
hand, in the finite element calculation, based on the solid
model of the turbine blade, the temperature field and pressure
field data need to be input to the finite element analysis as
boundary conditions for strength check to further determine
whether the maximum stress of the blade meets the objective
functions. Thirdly, the construction and improvement of the
approximation model is generated with DOE results. Finally, a
multidisciplinary and multiobjective optimization algorithm is
used to find the optimal turbine blade model for the current
design variables and objective functions.

Turbine blade overall design requirements are based on
both strength and longevity conditions, using cooling air
flow as less as possible to achieve higher cooling efficiency.

The design requirements can be expressed mathemati-
cally as equations (23)-(25):
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where 7, is cooling efficiency, T'y, is gas recovery temper-

ature, T, is adiabatic wall temperature, and T, is cooling air
temperature.
n Tmax Atb 1 ( 2 4)
2=
Tref Ay 1 _X
Ty
= 25

= (25)

where T, is the reference temperature, T ,, is the maxi-

mum temperature on the blade surface, A, is the blade
surface area. A, is the area where the temperature is higher
than T,. y is temperature coefficient, and T, is gas total
temperature.

T
<0.8 % 0y, (26)

max -

where o, represents 0.2% yield strength of the material at
normal blade operating temperatures. #; reflects the cooling
efficiency of the blade cooling structure. 7, reflects the worst-
case temperature field during blade operation, which is
related to blade lifetime. 0,,, reflects the maximum strength
experienced by the blade.

According to requirements, the composite cooling struc-
ture is adopted for reducing weight and enhancing cooling air
efficiency. As shown in Figure 7, according to a different subject
domain, the functional analysis and decomposition of the
turbine blades are carried out to obtain a functional decom-
position tree. The functional structure decomposition tree is
organized in the form of functional features, and the top-down
design is used to perform functional features management.
Finally, the turbine blade 3D CAD model and multiphysics
simulation preprocessing model are generated.

After the requirement decomposition, the next step is to
customize the blade model according to the requirement
decomposition design scheme to quickly complete the
generation of the calculation domain. The traditional design
process does not include the modeling history and only
knows the modeling results, and the results are all non-
parametric solid model; fluid domain generation contains a
lot of engineering design experience and frequent manual
interaction, and the modeling process is irregular and does
not support the rapid modification and serial design of the
blade model. The numerical analysis process is an iterative
process of modifying and reanalysing the blade model
according to the calculation results and constructing and
adjusting a nonparametric solid model that lacks a modeling
history, repeated work, and complicated adjustment process,
and the quality of the model cannot be guaranteed.
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In addition, the above modeling method only considers
the construction of the geometric model of the calculation
domain and does not analyze the entire process of gas-heat
coupling numerical simulation and considers the require-
ments of subsequent analysis for modeling. In fact, in the
postprocessing stage, in order to obtain the temperature
distribution, pressure distribution of the critical position of
the blade, and the cooling air flow, speed, and pressure of the
cooling structure, it is necessary to extract the geometric
elements in the calculation domain model and then observe
and analyze the calculation results, and the location and
generation of complex geometric features in the analysis
software are difficult, require a large amount of work, and
cannot guarantee accuracy.

According to the above analysis, the requirements of the
gas-heat coupling numerical simulation process for the
computational domain modeling are as follows:

(1) A general method for the rapid construction of the
turbine blade inflow cold air region

(2) Extraction of analysis information such as the po-
sitioning and generation of key geometric features

(3) The generation of outflow gas domain should be
compatible with the blade model and can be flexibly
adjusted

Among them, (1) need to design methods to avoid the
need to rely on experience in the process of generating cold
air regions; (2) need to extract methods for key geometric
features according to the requirements of the postprocessing
stage; (3) mean that according to the boundary of gas-heat
coupling analysis. The conditions construct a method of
generating outflow gas domains that can adapt to different
blade shapes and cooling structures.

3.3.2. Model Design with CADSS

(1) Different Analysis Domain Model Generation Scheme.
According to the above decomposition and design scheme,
turbine cooling blades were divided into typical features as
shown in the following equation:

F,, ={fi(Pcapss)li=1,2,...,13}, (27)

where f|, f5,..., f13 is shown in Figure 8.
The basic feature set of any turbine cooling blade was F,,,
F,, CF,,. Blade model is represented as follows:

My = (MyM;, frps f13-€)s (28)
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where e, = {eil j=12, 3}, when subtraction is operated, e,
equals zero, and when uniting, e, equals one.
Blade inner body is represented as follows:

M; = (fo f7 s fo 100 f11> [50 far€i): (29)

Blade outside the body can be represented as follows:

M, =(f1, fo f3e) (30)

Take f,; for example, its design parameters depend on
1> relevance variables in equation (4), and estimated gas
temperature and cooling air temperature. Tables 1 and 2
show the parameters of the blade designed in this paper.
Through equation (6), the modeling parameters are calcu-
lated. In the CAD system, f;, the film hole fluid domain
corresponding to f,5, can be generated and its simulation
parameters such as mesh size control and inflating method
can be assigned to f1;.

Therefore, it is possible to design a turbine blade
computational domain modeling solution for gas-heat
coupling (Figure 9), generate the inner shape and cooling
structure of the blade body according to the inner section
line and modeling parameters, and then automatically locate
the outer cooling features to achieve the cold air domain. The
rapid modeling meets the requirements (1); according to the
profile section line and blade modeling parameters, the blade
shape is created, and then the adaptive blade periodic
boundary and the blade inclusion are created, and then
according to the blade periodic boundary and the wall
boundary as well as the direction and length of the entrance
and exit, adaptive cutting inclusions for rapidly modeling
gas field is generated, which meets the requirements (3); in
the process of modeling the cold gas field and the gas field,
according to the relevant modeling parameters, the ex-
traction of geometric features and the preservation of
nongeometric information meet the requirements (3).

(2) Computational Domain Automatic Generation Algo-
rithm. The calculation model of the turbine blade in mul-
tiphysics numerical simulation mainly includes the fluid
calculation domain and the solid calculation domain.
According to the flow field characteristics and the mesh
division strategy, the fluid calculation domain can be divided
into the gas domain and the cold gas domain.

Specifically as shown in Figure 10, according to the flow
path entity M, created by the existing blade solid model M,
and the blade flow path information, the calculation domain
model is constructed by artificial interaction. The fluid
calculation domain M is formed by subtracting between
M, and M,. With the method of segmentation and com-
bination, a gas domain M, and a cooling air domain M,
were divided by the fluid domain.

During the modeling of fluid domain, the simulation
parameters can be generated. The boundary attached on M
includes a gas inlet, gas outlet, cooling air inlet, period
surface, and wall. Mesh control parameters can also be
embedded into the fluid entity. The interface generated by

11

M and M), needs to assign inflation mesh control for the
requirement of y-plus depending on the physics model.
Material parameters are appended to the target entity for
simulation. Blade surface and fluid surface for postprocess
evaluating performance parameters such as temperature and
pressure are marked by name to be identified in the post-
process module.

The creation of the gas domain model needs to adapt to
different blade profiles, and it is necessary to combine the
common geometrical characteristics of the blades with the
characteristics of the outflow gas domain. The midblade arc
is not only an important parameter for aerodynamic shape
design but also an important design reference for the inner
shape of the blade. It can reflect the bending and torsional
changes of the blade in the flow channel, which meets the
conditions of periodic boundary selection. The main diffi-
culties are the automatic matching of periodic boundaries
and the adaptive cutting of blade inclusions.

Adaptive pipeline intersection algorithm is shown in
Figure 11. First of all, in the past, the method of creating
intersection arcs in the pipeline intersection was mainly
based on empirical data to obtain the pipeline radius, and the
generation of periodic boundaries needs to adapt to different
blade shapes. The pipeline radius data cannot automatically
match the blade shape, so the improved adaptive pipeline is
used. The intersection algorithm can solve this problem;
secondly, due to the intersection of the pipeline and the
partial encryption and streamlining of the blade cross sec-
tion line, a variety of curves shown in Figure 11 will be
generated, and it is necessary to use an automatic recog-
nition algorithm to identify the middle arc from the curve of
Figure 11.

Step 1: traverse the blade profile section line, according
to the height and curve type, automatically match each
layer of the leaf back curve L, and the leaf pot curve L,
(the number k of section line layers), and discretize the
L, and L] according to the parameter method of equal
arc length to obtain the layer respectively point set.

Step 2: calculate the distance between the points in the
two points separately |P;S;|. The maximum wall
thickness of the airfoil is obtained by trial calculation
Crhax < max{min(D,)li =0,1,2,...,n—1}. The di-
ameter of the pipeline in the pipeline intersection is
0.75C,.» which is the radius of the pipeline of each
layer of cross section line.

Step 3: with the L, and L, starting point as the center of
the circle, create a circle with a diameter d) in the
normal plane of the starting point of the curve, and as
the guide line, and after sweeping, the two pipes in-
tersect to obtain Cp, and Cj, and project onto the plane
of the section line of this layer to obtain the midarc C,.

Adaptive generation method of gas domain is shown in
Figure 12. The blade model obtained by improving the
pipeline intersection algorithm is processed by the periodic
boundary automatic matching method and the outflow gas
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FIGURE 8: CADSS feature representation in CADSS.
TaBLE 2: Tags in CAD software for simulation.

Tag and type Attribute Boundary condition
NS_I;, NS_I,,..., NS_I,, Inlet Velocity or pressure inlet
NS_O,, NS_O,,..., NS_O, Outlet Velocity or pressure inlet
NS_-W,, NS_.W,,..., NS_. W, Wall No-slip wall
NS_S;, NS_S,,..., NS_S, Symmetrical plane Symmetry

NS_P,, NS_P,,..., NS_P,
NS_D,, NS_D,,..., NS_D,

Periodic boundary

Domain or subdomain

Periodic surface
Fluid or solid domain

Blade model and

FIGURE 9: Multiphysics numerical simulation model.
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FiGure 11: Adaptive pipeline intersection for turbine blade.

domain adaptive cropping algorithm, which can adaptively
generate the gas domain.

Step 1: according to the height and curve type, filter the
pipes in Figure 7 to find the intersection curve C, and
C 1;, and group the remaining outer section line, inner
section line, and middle arc line according to height,
query the minimum bounding box of each group of
section line, and compare the smallest surrounding.
The bounding box can be divided into outer section
line, inner section line, and middle arc line from inside
to inside in sequence.

Step 2: according to the grouped midarc lines, loft them
in order of height to get the midarc surface and extend
the midarc surface S, and S,,. According to the number
of blades on the turbine, the midarc surface rotation
angle is obtained.

Step 3: simultaneously calculate the leaf pot, the
backside periodic boundary, and the minimum
bounding box of the leaf, and create a leaf inclusion
E, 4> the minimum enclosing box B, (By,g. € B.),
and within the area formed by the backside of the pot,
to ensure rotation curved surface and ability to cut
inclusions,

Step 4: continue to cut according to the wall boundary;
input the inlet and outlet gas angles «; and «,, lengths [,
and 1,, stretch and wrap the inlet and outlet surface to
generate the blade flow channel entity, and minus the
blade entity and the cooling air domain to obtain the
outflow gas domain part M.

Through the adaptive pipeline intersection Algorithm 1,
the arc in the blade can adapt to the changes of different
blades. The periodic boundary automatic matching method
and the outflow gas domain adaptive cropping Algorithm 2
both solve the problem of outflow gas domain and blade
model adaptation. The flexibility of its modeling require-
ments has been met through Algorithms 1 and 2.

(3) Generation of Analysis Domain Model for Simulation and
Optimization. The modeling part and algorithm described
above can be realized by building a dedicated GUI for
analysis-oriented CAD models. For example, in Siemens
NX®, engineers can use Product Template Studio or Block
UI Styler, depending on the complexity of the current
product and the user’s skill set. If users want to use Block UI
Styler, they need to use the application programming in-
terface for programming. Such design may be function-
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Inputs: blade section line L, and L,
Outputs: midcurve C;

(2) while H; «— h do

(4) for all point sets P and S
(6) Chay < max{min(D,)|i =0,1,2,..
(7) d — 0.75 % C,,

max

Ln-1}

(9) end for
10) k — k+1
(11) end while
(12) return C,

(1) k «— 0, initialize and traverse the blade profile section line L, and L;

(3) Discretize the L and L; according to the parameter method of equal arc length to obtain the layer respectively point sets
P={P(x,5,2)i=0,1,2,...,n-2,n-1}, S = {Sj(x,y,z)lj =0,1,2,...,n—-2,n— 1}.

(5) Calculate the distance between the points in the two points separately |P;S;]

(8) Create a circle with a diameter d, in the normal plane of the starting point of the curve, and as the guide line, and after sweeping,
the two pipes intersect to obtain Cp and Cp and project onto the plane of the section line of this layer to obtain the midarc C,

—_—

ArGoriTHM 1: Adaptive pipeline intersection algorithm.

Midarc

2222%%

FIGURE 12: Adaptive generation method of gas domain.

centric in the future because users do not need to rebuild
CAD models, but provide some functional parameters to
automatically generate as shown in Figures 8 and 9. Ben-
eficially, the flow space can be easily updated subject to
design changes. Tags with attributes, similar to named se-
lections, are assigned to the fluid geometrical faces to
transmit boundary information in CAD/CFD conversion.
By using the CAD Configuration Manager provided by
ANSYS Workbench, the simulation platform can visit and
modify the geometry file constructed by SolidWorks. The
attributes attached by tags are used to guide the mesh
generation as shown in Figure 13. Consequently, CAE
boundary features are established, resulting in the genera-
tion of the fluid flow space, which is the input of the in-
telligent CFD solver.

According to the geometry and parameters automati-
cally generated by the CAD system shown in Tables 2 and 3,
they are stored in files or models in the form of text or

expressions. The simulation part is implemented based on
ANSYS Workbench. The platform provides two script levels.
For application-level task automation, especially in CFX, the
CFX Command Language (CCL) (“Workbench Scripting
Guide” 2012) is used as a session to operate CFX-Pre and
CFD-Post. Therefore, CCL can be used to perform physical
model selection. After the simulation is completed, CCL can
also automatically perform postprocessing. For project-level
task automation, Workbench scripts (“Workbench Scripting
Guide® 2013) is used to create the entire project and call
various applications to complete the created project. Actions
performed through the GUI are recorded as a log of Python-
based scripts. Such scripts can be customized for specific
purposes. Therefore, the function of the entire system has
been greatly expanded without excessive scripting. Based on
the provided tools, fluid physical characteristics and dy-
namic physical characteristics can be edited through the
program CCL. In addition, the intelligent solver function is
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Inputs: midcurve C,
Outputs: outflow gas domain M, and M,
(1) i« 0, initialize and filter to group L, and L;

symmetrical rotating midarc S,, to get S,, and S,,.,

the blade inclusion E
(4) while By,4. € B, do
(5) if B, € B, & B, € B
(6) Using rotating midsurface S,, and S, to cut inclusions E
(7) else adjust the size midsurface S,, and S,

cubic?

generate the blade flow channel entity M,

(10) end while
(11) return {MC,Mg}

(2) Loft them in order of height to get the midarc surface and extend the midarc surface S,,,, blade number N«n, «

(3) Calculate the leaf pot, the dorsal periodic boundary, and the minimum bounding box of the leaf B, B,, and By,q., and then create

cubic>

(8) Input the inlet and outlet gas angles a; and «,, lengths I, and I,, and stretch the entrance and exit surfaces of the package to

(9) Subtract the blade solids M;, and the cooling domain M, to get outflow gas domain M,

«360°/2eN,

rotate

ALGORITHM 2: Adaptive pipeline intersection algorithm.

installed into the CAD/CFD integrated system through
Workbench scripts.

4. Model Validation and Optimization Cases

4.1. Numerical Method and Experimental Data Verification.
Conjugated heat transfer (CHT) numerical simulation
method was adopted to optimize the blade cooling structure.
Further experimental data are required to verify method
validity and find an appropriate numerical model.

The C3Xvane analytical and experimental evaluation has
extensive experimental data under high pressure and tem-
perature conditions.

The C3X experiment has detailed data. In this paper, the
CHT method is used to simulate the C3X blade, and the
simulation results are also compared. The data of blade
geometry and experimental conditions 4521 are from the
literature [41]. The calculation model contains a total of 12
computational domains: 1 gas domain, 1 solid domain, and
10 cooling air domains. The boundary layer grid is added to
the fluid-solid interface to simulate the close avoidance. The
y-plus is less than 1, and the inlet Mach number is equal to
0.17, the total inlet temperature is 818 K, and the gas-thermal
coupling numerical simulation is solved in ANSYS CFX
using the RANS method, and the SST turbulence model is
applied.

The numerical simulation results were compared with
the experimental data. According to Figure 14, the gas-
thermal coupling numerical simulation can well predict the
pressure distribution on the blade surface. The SST turbu-
lence model can give an accurate prediction of the tem-
perature distribution near the leading edge, as shown in
Figure 15. However, the CHT model tends to overestimate
the convective heat transfer intensity after the suction side
shock wave, so the calculated blade temperature is signifi-
cantly higher than the experimental data. Besides, the cal-
culation accuracy of the pressure surface is higher than the
calculation accuracy of the suction surface because the

suction phenomenon such as surface transition and flow
separation occurs on the suction surface, and the full tur-
bulence model is unable to predict the transition. Thus, using
the SST turbulence model can provide an acceptable pre-
diction of the cooling performance of the blade with an
average error of less than 22.8 K, and the SST model can give
an acceptable prediction of convective heat transfer on the
blade surface.

4.2. Multiphysics Model for CHTand FEA. This study focuses
on improving the internal cooling efficiency, not paying
much attention to the Tenon and platform design. Therefore,
the Tenon and platform of the blade are simplified as a block,
which could reduce the computational cost. At the same
time, simulation parameters are preserved during the
modeling process as equation (15) represented and the
parameters through the custom script file transfer to ANSYS
Workbench. CAD configuration manager provided by
ANSYS Workbench can be used to update the blade ge-
ometry model parameters. Table 4 gives the optimization
parameters’ initial value, and Table 5 gives the film holes’
design parameters and their design values.

The boundary conditions of the conjugate heat transfer
are shown in Figure 16. The inlet total pressure is equal to
1.2 MPa, the inlet total temperature is 1200 K, and the flow
direction is in the axial of the turbine engine. Coolant flow
inlet mass flow rate is equal to 0.02kg/s, and its total
temperature is 650 K. At the outlet, the static pressure is
equal to 0.9 MPa.

4.3. Optimization Design of Turbine Blade Film Hole and
Cooling Mass Flow

4.3.1. Direct Optimization. In this case, the optimal pa-

rameters of the film hole are set for the two optimization

objectives #, and 7, as introduced in Section 4.2, Table 4.
Optimization variables can be expressed as follows:

X * :[“1)a23r)M]) (31)
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TABLE 3: Multiphysics domain model parameters generated in CAD software for simulation.
Tag and type Attribute Application

DS_O,, DS_0,,..., DS_O,
DS_Mp,, DS_Mp,,..., DS_Mp,
DS_P,, DS_P,,...,DS_P,
DS_M,, DS_M,,..., DS_.M,

Optimization parameters
Material properties
Physical parameter

Mesh type

DOE and optimization
Simulation or optimization
Simulation boundary condition
Simulation

where «, is film hole row land row 2 composition angle on
blade suction surface, «, is film hole row 3 and row 4
composition angle on blade pressure surface, r is film hole
radius, and g is cooling air mass flow.

Figure 17 shows the schematic design of film hole-related
parameters and conversion relationship between the film
hole design angles. In order to save computing space
and improve optimization efliciency, response surface
methods (RSMs) with Latin hypercube sampling design is
dedicated to approximate the empirical relationship between
the objective function and the design variable. Table 6 shows
twenty-five design points and design variables.

For the two objective functions in equations (23) and
(24) and one constraint function equation (26), the

optimization problem is expressed as the following math-
ematical model:

min F (X %) = {11, =1, }S.t.g, (X %) <00, <0.8 % 0 ,.
(32)

Optimization results are shown in Table 7.

Compared with the original design point, maximum
temperature and average temperature of the blade are re-
duced with little promotion of cooling air mass flow. The
overall cooling efficiency is improved with the constraint
that the yield strength is under 0.8 = o , (750 MPa). Each of
the above examples takes only about 4 hours from design,
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FIGURE 14: Pressure distribution on the midspan section of the blade surface.
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FIGURE 15: Temperature distribution on the midspan section of the blade surface.

TaBLE 4: Optimization parameters’ initial value.

TasLE 5: Film holes’ design parameters and their design values.

Optimization parameters m

T, (K) T, (K T, (K

Design parameters Ny k ¢ X(mm) M S (mm)

Initial value 72.72% 1200 800 750

Design value 27.2% k; ¢ 1 2 0.4

modeling to simulation, which meets engineering design
requirements.

4.3.2. Indirect Optimization. Through the generation of
summary of cooling structure introduced in Section 4.2, a
simplified cooling model can also be generated for batch
optimization. Due to the relationship between curved and
twisted blades, when the angle range of the gas film hole is
too large, not only is it difficult to model, but also difficult to

process, and the gas film cooling effect reaches a certain
degree corresponding to a specific injection angle range, so
the cooling effect can be performed first. The gas film hole
can be simplified first, and the cooling channel is simplified
to a straight channel, thereby reducing the range of design
parameters.

The main parameters of the blade film hole are extracted
according to the method in Section 3.3. The gas film hole
cooling performance was studied, and the gas film cooling
angle and the length of the gas film hole were determined.
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FIGURE 17: Schematic design of film hole-related parameters and conversion relationship between the film hole design angles.

Due to the fixed blade thickness, when the gas film hole angle
was determined, the length of the gas film hole was also
determined. Boundary conditions intercept the main
boundary conditions of the blade.

Latin hypercube is a sampling method that is widely used
in optimization, especially in approximate simulation cal-
culations where the position of the sample point data in the
entire design space is high. It can be implemented by the
LHS design command in MATLAB. Parameterization
mainly uses the script file of ANSYS ICEM to realize the call
to ICEM software. The final parameterization program can
generate a .cfx5 format file, which can be directly read by the
CEX preprocessing macro file. In order to reduce the
amount of calculation in the optimization process, this paper
also introduces the RBNN neural network commonly used

in approximate models in the optimization system, which
can be implemented by MATLAB commands. The opti-
mization algorithm selects the genetic algorithm that re-
searchers mostly use. Through the control of the main
program, the above modules are combined, and the optimal
cooling structure can be obtained directly for the given
aerodynamic conditions, optimized design variables, and
optimized goals. The entire process does not require human
intervention. The jet angle of the gas film hole is an im-
portant factor affecting its cooling performance. Reducing
the jet angle will reduce the velocity component of the
cooling air flow perpendicular to the cooling surface, and the
effect of the air flow infiltrating into the mainstream will be
weakened. More cooling air flow is distributed on
the cooling surface, and the cooling air flow can extend
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TABLE 6: Design points and its variables.

Design points o, a, d q
DP1 -87.3 120.7 0.11 0.046
Dp2 —-60.3 118.9 0.1388 0.06
DP3 =531 108.1 0.0236 0.05
DP4 —65.7 117.1 0.1244 0.072
DP5 -78.3 135.1 0.038 0.034
DP6 -80.1 138.7 0.1892 0.056
DP7 -58.5 136.9 0.1172 0.062
DP8 -63.9 122.5 0.182 0.038
DP9 -76.5 131.5 0.074 0.064
DP10 -45.9 144.1 0.0596 0.036
DP11 -89.1 102.7 0.0884 0.03
DP12 -69.3 124.3 0.0524 0.07
DP13 ~74.7 113.5 0.1028 0.068
DP14 -51.3 104.5 0.146 0.044
DP15 -81.9 140.5 0.0812 0.074
DP16 —56.7 115.3 0.1676 0.042
DP17 -71.1 142.3 0.1604 0.04
DP18 —49.5 106.3 0.1316 0.052
DP19 -72.9 109.9 0.0452 0.028
DP20 —47.7 111.7 0.0308 0.058
DP21 -62.1 133.3 0.0956 0.054
DP22 -85.5 100.9 0.1748 0.066
DP23 -54.9 126.1 0.1964 0.048
DP24 -83.7 129.7 0.0668 0.032
DP25 -67.5 127.9 0.1532 0.026

TaBLE 7: Optimization results.

Design point 1y (%) 1, (%) Omax (MPa) Tinax (K) Tove (K) q (kgs™
ODP 79.47 98 762 910 762 0.04
CDP1 82.53 54 748 861 746 0.0525
CDP2 82.49 36 744 857 746 0.0536
CDP3 82.30 38 740 851 747 0.056
025 4 - 0.30 4 -
0.24 1
g 0.23 ] Z; 0.25 A
o2y : P
So214 - - 0O T 0.20 - / ‘
j=To] 1]
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FiGure 18: The effect of the compound angle on the average film hole cooling efficiency of the film hole area.
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TaBLE 8: Optimization results.
Parameters Optimization results (design range) Units
DS_rib_e 1.75 (0.5-2) Mm
DS_rib_P 5.94 (5-10) Mm
DS_rib_« 59.6 (50-130) Deg

further away in the flow direction. However, in actual blades,
due to the constraints of structure and manufacturing, it is
impossible to produce gas film holes with a very small jet
angle.

As shown in Figure 18, it can be seen that the film
cooling efficiency increases with the increase of the com-
pound angle. The increase in amplitude indicates that the
compound angle has a greater effect at high blowing ratios.
After the recombination angle is greater than 45°, the cooling
efficiency of the gas film hole at a high blowing ratio becomes
higher than that at a low blowing ratio, indicating that a large
composite angle can fully exert the cooling capacity of the
cooling air flow at a high blowing ratio.

According to the analysis results, it can be concluded
that the gas film cooling efficiency should reach 0.2, and the
injection angle and composite angle range are (18, 45) and
(45, 75).

Simplify the cooling channel of the blade, through the
parametric modeling module, enter the cooling channel
parameters, and the simplified geometric model and analysis
model are shown in the figure. The design range and op-
timization results of design parameters are shown in Table 8.

By optimizing the range of film cooling parameters and
the optimization of cooling channels, the blades are opti-
mized. The film cooling range has been effectively improved.
The average cooling effect of the blade body cooling channel
is better than the initial design.

5. Conclusions

(1) According to the model adaptability problem of
complex product model in multiphysics simulation,
the differences of model expression methods in
design, modeling, and simulation were analyzed to
improve the adaptability of complex product models
to multiphysics simulation.

(2) The product design space and analytical space
mapping method adapted to multiphysics simulation
was studied. According to the existing principles and
empirical formulas, the relationship between design
parameters modeling parameters and simulation
parameters was established by unified CADSS pa-
rameters, so that the analysis results can be quickly
fed back to the modification of geometric models to
break the isolation between design and analysis.

(3) According to the analysis and optimization re-
quirements, blade model for CHT and FEA simu-
lation was built from the top down under the CADSS
framework. The multiphysics blade model contain-
ing simulation parameters adapts well to

Shock and Vibration

multidisciplinary simulation and can generate batch
design point models for optimization.

(4) Through the blade’s MDM by CADSS and optimi-
zation design of the film hole, 25 design points were
generated for about 2 hours for each case which takes
more time through conventional design and simu-
lation process. Three candidate design points were
chosen by MOGA and effectively promoted cooling
efficiency with less promotion of cooling mass flow.
The case studied in the paper shows the method
proposed can improve design efficiency and shorten
the design cycle.
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Domain-transfer learning is a machine learning task to explore a source domain data set to help the learning problem in a target
domain. Usually, the source domain has sufficient labeled data, while the target domain does not. In this paper, we propose a novel
domain-transfer convolutional model by mapping a target domain data sample to a proxy in the source domain and applying a
source domain model to the proxy for the purpose of prediction. In our framework, we firstly represent both source and target
domains to feature vectors by two convolutional neural networks and then construct a proxy for each target domain sample in the
source domain space. The proxy is supposed to be matched to the corresponding target domain sample convolutional representation
vector well. To measure the matching quality, we proposed to maximize their squared-loss mutual information (SMI) between the
proxy and target domain samples. We further develop a novel neural SMI estimator based on a parametric density ratio estimation
function. Moreover, we also propose to minimize the classification error of both source domain samples and target domain proxies.
The classification responses are also smoothened by manifolds of both the source domain and proxy space. By minimizing an
objective function of SMI, classification error, and manifold regularization, we learn the convolutional networks of both source and
target domains. In this way, the proxy of a target domain sample can be matched to the source domain data and thus benefits from the
rich supervision information of the source domain. We design an iterative algorithm to update the parameters alternately and test it
over benchmark data sets of abnormal behavior detection in video, Amazon product reviews sentiment analysis, etc.

1. Introduction

1.1. Background. With the rapid development in Internet
technologies, more and more people are using the Internet
and generating large-scale sets of behavior data [1, 2].
Nowadays, machine learning technologies are widely used
for the automatic annotation of the data to extract insights
into the purpose of decision-making [3, 4]. To learn the
machine learning models for this purpose, we need suffi-
cient data and the corresponding labels so that the model
can learn from the data-label pairs to build the mapping
from the data to the labels. Moreover, the size of such data-
label pairs should be large enough to cover most of the
patterns of the data. However, the labeling of the data is
sometimes expensive. When the data are generated, it is
usually not labeled automatically, and thus, the label is

missing. To fill this gap, human label work is required to
provide the label. In many cases, the labeling of data is
time-consuming and costly. As a result, we can only label a
limited amount of data and train the model with a large
amount of unlabeled data with a small amount of labeled
data [5, 6]. The lack of labeled data is a bottleneck for the
machine learning tasks over big data. To solve this problem,
various methods are developed, among which the most
popular ones are the semisupervised learning and transfer
learning [7, 8].

Remark 1. The research method of this paper is a new
method of transfer learning, and the application objects
include many different applications. Their close relations are
explained as follows.
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Transfer learning aims to borrow the sufficiently labeled
data from another domain to help the learning of the model
in a domain where the data are not sufficient. This problem
is defined over a source domain with sufficient labeled data
and a target domain with insufficient labeled data, but a
large set of unlabeled data. The source domain and target
domain have the same data space and label space. However,
the data distribution of the two domains is different; thus, it
is not suitable to directly merge them to train a model for
the target domain. Due to the mismatch of the data dis-
tributions of source and target domains, it is important to
transfer the knowledge from the source domain to the
target domain. Transfer learning algorithms are designed
for this purpose. For example, in the problem of video
anomaly detection, the problem is to detect the anomalies
from the frames of the video, and the anomalies include
cycle, skater, truck, car, wheelchair, and baby cart. In the
real world, the data of video are usually collected from
subway stations, communities, shopping centers, etc.,
which are treated as the target domain. Moreover, these
data are usually not labeled at all, or only a small part is
labeled. Meanwhile, we can use a fully labeled data set
collected and annotated by the University of California and
San Diego (UCSD) [9, 10] as the source domain data to help
the training of the target domain model. However, the
video of UCSD is usually captured on the campus of the
university, which is different from the target domain’s
locations, such as shopping centers and subway stations.
Thus, the data of source and target domains do not match
perfectly, and the mismatching of the two domain’s video
requires transferring the model trained over the source
domain to the target domain to adapt the target domain
data. Otherwise, the model trained over the source domain
cannot fit the target domain.

Another example is the Amazon product review senti-
ment analysis [11, 12]. This task is to detect the sentiment
(positive/negative) from the text content of a review of a
product. For different product types, the buyers may have
different review styles. Some product types have sufficient
labeled data, while other types are in lack of labeled data.
Thus, we want to use the well-labeled product reviews as a
source domain to help the learning of sentiment detectors
for the limited-labeled reviews of other products. Again, the
domain transfer is needed to adopt the model from the
source domain product to the target domain product.

In the transfer learning models, the deep convolutional
neural network (CNN) [13-17] is the most popular base
models. It is composed of multiple convolutional layers and
max-pooling layers. The convolutional layers use a filter
bank to extract the location features by sliding over the input
data, such as image or sentence. This model can extract both
local and hierarchical features from data and thus can
perform automatic engineering effectively. In this paper, we
study the problem of transfer learning over a source domain
and a target domain. We proposed a novel transfer learning
method based on a convolutional neural network (CNN)
[13] and use the squared-loss mutual information (SMI) [18]
to measure the matching between the source and the target
domain.
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1.2. Existing Works. In traditional methods of transfer
learning, to match the source and target domains, various
methods are applied, such as mutual information mini-
mization (MIM) [19], Hilbert Schmidt independence
criterion (HSIC) maximization [20], and maximum mean
discrepancy (MMD) minimization [21, 22]. Moreover, to
train the transfer learning models, the most popular base
model is the deep CNN model, which is also adapted in our
paper. In this paper, we briefly introduce some state-of-
the-arts relevant to our work of CNN-based transfer
learning.

Long et al. [21, 23] proposed a deep CNN model for
transfer learning. This model is a two-branch network. The
first four convolutional layers are shared by both source and
target domains, and the last three full-connection layers are
domain-specific. However, in the last three layers, the output
features are forced to be in the same spaces by the MMD
minimization. The MMD minimization measures mismatch
in the features of each layer of two domain domains by the
squared €, distance of the means of two domains.

Zhang et al. [14] proposed a CNN model learning
method for transfer learning to present both data features
and attributes. The structure of this network is composed of
a shared attribute-embedding CNN across domains, a do-
main-independent CNN, and a domain-dependent CNN for
the embedding of the original data of each data sample. The
outputs of these three CNN models are concatenated as the
overall features of one sample and used to predict the class
label. The attribute-embedding CNN is imposed to ap-
proximate the transformed attributes accurately, and the
domain-independent CNN outputs are supposed to mini-
mize the MMD of two domains.

Wang et al. [19] developed a novel CNN model learning
method for both source and target domains. The CNN
outputs are imposed to be independent of the domain; i.e.,
from the CNN model output of a data sample, we should not
be able to tell which domain it is from. To measure the
independence of the CNN outputs and the domain indi-
cator, the mutual information is applied. The CNN models
are learned by minimizing the mutual information between
the CNN outputs and the domain indicators to obtain the
domain-independent CNN representations.

Geand and Yu [24] designed a learning method of deep
CNN model for transfer learning. This method is based on
the source-target selective joint fine-tuning. This method is
not to use all the data samples of the source domain but only
use a subset of the training samples of the source domain.
The selected subset is similar to the target domain samples at
the low-level characteristics. To this end, the algorithm
constructs the descriptors from the responses of the filter
bank over the training samples. These descriptors are used to
search for the subset of training samples used for the
learning problem.

1.3. Our Contributions. In this paper, we propose a novel
CNN-based deep learning framework for transfer learning.
Our work is motivated by a phenomenon: the mismatch
between the source domain and target domain is usually at
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the entire data set level but at the data sample level.
Moreover, it is also difficult to find the one-to-one matching
between the samples of the source and target domains. Thus,
we propose to construct a proxy of each target domain in the
source domain. This proxy is constructed by a linear
combination of the source domain samples. We also argue
that the CNN model is a powerful tool to extract the features
of both source and target domains and an optimal choice for
the proxy construction. Thus, we first extract the convolu-
tional features from both source and target samples and then
apply the proxy construction. We hope the constructed
proxy of each target domain can match the original target
sample convolutional representation as well as possible. In
this paper, we propose to use an information theory measure
to measure the quality of matching between the proxy and
convolutional features of target domain samples. This
measure is the squared-loss mutual information (SMI)
[25, 26], which measures the Pearson divergence of the joint
probability of proxies and convolutional features and the
product of the independent profanities of proxies and
convolutional features. We further release the calculation of
the SMI by firstly designing a parametric density ratio es-
timator of proxy and convolutional feature of target domain
samples and then approximate it as the squared matching
error of the true density ratio against the density ratio
estimator.

To learn the proxy construction coefficients, we model
the learning problem as a minimization problem. In this
minimization problem, we minimize the SMI, the classi-
fication loss of labeled samples, and the classification re-
sponse entropy of the unlabeled samples of both domains.
Moreover, the manifold regularization and the model
complexity are also considered in the minimization
problem. The contributions of this paper are listed as
follows:

(1) We build a novel transfer learning schema, which
firstly represents the source and target domains by
CNN models and then constructs proxies for the
target samples from the source domain. The con-
struction is guild by the SMI minimization. In this
way, the matching of the two domains is directly
applied at the proxy level, while the CNN repre-
sentations can still keep the domain characteristics.
A novel SMI approximation is proposed as the
squared matching error between the density ratio
function and its parametric estimator.

(2) We model the problem as a minimization problem
with SMI, classification loss, classification entropy,
manifold regularization, and model complexity
regularization. This minimization is a joint learning
framework to optimize the CNN model parameters
and proxy construction coefficients simultaneously.

(3) We develop an iterative algorithm to solve the
minimization problem based on the alternating di-
rection method of multipliers (ADMM) [27].
Moreover, the parameter of the density ratio esti-
mator of the SMI is also updated in this algorithm.
With this algorithm, the SMI parameter is also

automatically approximated together with the other
variables of the objective.

1.4. Paper Organization. This paper is organized as follows:
in Section 2, we introduce the proposed transfer learning
method based on CNN and proxy learning; in Section 3, we
evaluate the proposed method experimentally over some
benchmark data sets; in Section 4, we give the conclusion of
this paper and some future works.

2. Proposed Method

In this section, we will propose the novel transfer con-
volutional neural network learning method. Firstly, we will
build the objective function for the learning of the source
and target domain convolutional network, and then, we will
discuss how to minimize this objective function and finally
develop an iterative algorithm based on the optimization
results.

2.1. Objective Function. Suppose we have a training set of
two domains. In the target domain, we have n training
samples {x{,...,x!}, where x! is the i-th training sample of
the target domain. To represent a target domain sample x/,
we use a deep CNN model, f, to convert it to a d,-dimen-
sional vector:

f = f(xt;@)) € R%, (1)

Meanwhile, we have a set of source domain training set
{x{,...,x;,}, which has m samples and x* is the j-th source
domain training sample. Similar to the target domain, we use
another deep CNN model, g, to convert a source domain
sample, x° to a d,-dimensional vector:

g= g(x';®) e R%. (2)

To learn the network parameters ® and ®, we discuss the
following problems.

2.1.1. Squared-Loss Mutual Information. Due to the mis-
match of the source and target domains, we propose to
leverage the two domains by constructing a proxy for each
target domain sample in the source domain space. To this
send, for a target domain sample, xti, we denote its proxy
z; € Rds, as a d-dimensional vector. Moreover, we impose
that it can be reconstructed by a learning combination of the
convolutional representations of source domain samples:

m m
Zi S Z (xijgj’ s.t. Z(Xi]' = 1, 120(1']' 20, (3)
j=1 j=1

where g; = g(x3; ®) is the convolutional vector of the j-th
source domain sample and «;; is the nonnegative weight of
the j-th source domain sample for the construction of the i-
th proxy.

To encourage the matching of the source and target
domains, we argue to measure their quality of matching by

the density ration of the proxies and convolutional vectors of



the target domain samples zand f. For this purpose, we firstly
measure the density ratio of z and f, denoted as r(f,z).
According to the definition of density ratio [18],

p(f.2)
p(Np(2)
where p(f,z) is the joint probability of fand z, p(f) is the
probability of f, and p(z) is the probability of z. Since it is
difficult to directly estimate the density ratio, we propose to
learn a parametric density ratio estimator function:

f
F(foz;9)=h| ¢7| =z , (5)
f-z

r(f.z) = (4)

Shock and Vibration

where p( f, z) is the joint probability of f and z, p( f) is the
probability of f, and p(z) is the probability of z. Since it is
difficult to directly estimate the density ratio, we propose to

f

learn a parametric density ratio estimator function. l z ]
f-z
is the concatenation of the f, z, and their element-wise
difference vector, ¢ € R*: is the parameter vector, and
h(x) = 1/(1 + exp (—x)) is the Sigmoid activation function.
To learn ¢, we minimize the SMI between r(f,z) and
7(f,z;¢), defined as follows:

SMI(¢) = fL r(f,2) -7 (f. 2 $)P2p (f)p (2)d fdz

+
z

J,
PR

z

J
JfL[r(f 2)* = 2r (f,2)7 (f,2:9) +7(f>2: )| p(fp(2)d fdz
J

fLr £,22p(f)p(2)dfdz zjfLr(f, 27 (f.z: $)p(Fp(2)d fdz

(6)

j (f2:0)p(f)p(2)dfdz

(.2 p(f)p(2)dfdz - 2“ p(f, 207 (frz; $)d fdz

! uz?(f z:¢)’p(f)p(2)dfdz.

To estimate the SMI given the training samples of target
domain and their proxies, we collect the set of convolutional
vectors and corresponding proxies {(f1,2z),..., (f»2,)}-
We assume the distributions of f, z, and (f, z) are uniform
distributions, which lead the probability functions as

p(f)=-
1
P(Z)Z; (7)
1
p(f.2) =

With probabilities in (7) and the empirical approxi-
mation, we rewrite the second and third terms of (6) as
follows:

| | etrorirzoasa =] [ rzoaraz=1 Y r(fozig)

i=1

(8)

JfL?(f,z;¢)2p(f)P(Z)dde _iz i 7(fizii9) <fi,>Zi,§¢>.
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By substituting (8) to (6), we have the approximated SMI
as

n 1 n

Zr(fl’zﬂ ) _2 Zr(fvzi; )r(fi"zi';¢)’

i=1 i

SMI(¢) = C —

3IN

9)
where C:Jfr(f,z)zp(f)p(z)dfdz is a constant. To

obtain a good quality estimator, we propose to minimize the
squared-loss mutual information learned from the param-

eter of 7(f,z; ¢):

¢ = argmingSMI(¢). (10)

With this optimal ¢*, we have to use the SMI as a
measure of the matching quality between f and z. Using this
measure as a term of loss for the purpose of learning the
convolutional representations f and proxy z, we organize
these parameters as matrices as F=[f,,...,f,] and
Z =[z,,...,z,]. With these variables and the SMI as the
matching measure, we seek to learn them to maximize the
SML In other words, we minimize a loss function derived
from SMI, defined as # (F,Z; ¢"):

M(F,Z;¢") %Z? fozi¢" _iz Z_ 7(fnzs *)7<fi,>zi,§¢*>
2 ¢ #T
:_H._ h(¢™ [ fizifi—=]) (11)
v X e ffi-a Dh 6 i fy = )
We rewrite
¢*T[fizifi -z;]= ¢1Tfi + ¢2Tzi + ¢; (fi—z)=(¢; + ¢3)Tfi + (¢, - ¢3)Tzi> (12)
i
where ¢* = | ¢, | accordingly.
3
M(E,Z:7) =2 3 (804 8) i+ (62~ 6)'=)
(13)

% Z_ H((f1 + 93)" i+ (62— 9) 2 )H( (91 + 9" i+ (8- 65)' =, ).

The squared-loss mutual information regularization
problem is modelled as

Irp{iznﬂ(F,Z;(/)*). (14)

By minimizing this objective, we seek to learn the
convolutional representation vectors of both source and
target domain samples, target domain sample proxies, and
other parameters to match the two domains as much as
possible. Please note that, in this problem, we are
not matching the source and target domain samples di-
rectly but seek to match target domain samples and the
proxies of target domain samples in the source domain
space.

2.1.2. Semisupervised Classification. In both the source and
target domains, there are both labeled and unlabeled data
samples. To learn from them, we use the semisupervised
method. We discuss the semisupervised learning problems
in both source and target domains as follows.

Source Domain. To approximate the class label vector,
y* € {1,0}%, of a source domain sample, x°, from its con-
volutional feature vector, g, we design a linear classification
function:

¥y =W'g, (15)

where W € R%*¢ is the parameter vector of the classifier and
7° € R is the classification response. To learn the classifier
parameter W, we utilize both the labeled and unlabeled



samples of the source domain. We denote the set of the
labeled samples of source domain as #° and the set of
unlabeled as %°. For the samples in #*, we minimize their
classification errors measured by the squared loss:

s T |2
y]—W g]2 5 (16)

(i I

ie xS S
J: xjeL‘

where y5 is the class label vector of the x; and
G =19g;>--.> 9yl For the samples in &*, even we do not
have the available labels to constrain the classification re-
sponses in °, and we still can regularize the learning of the
parameter by its entropy. For a sample x%, 7 we hope the
uncertainty of its classification responses in y} is as small as
possible. The uncertainty is measured by its entropy

H(y;) = =) vidog(vi) = = ). (wi g, )log(wig;),
k=1 k=1

(17)

where 7% = wy g, is the k-th dimension ¥} and wy, is the k-th
column of W. We minimize the entropy of the source
samples in %° as follows:

i R )
j: ijUs

(Stutoesturs) )

k=1
(18)

Target Domain. In the target domain, we also have labeled set
denoted as # and unlabeled set denoted as %*. To use the
labeled samples of the target domain, instead of learning a
classifier in the target domain space, we design a classifier in
the target domain sample proxy space. For a proxy z, we
apply a linear classifier function to approximate its label
vector:

7 =V'g, (19)

where V € R is the classifier parameter and 3" € R° is the
estimated class label response vector. For a labeled sample,
xt e &', its class label vector y! € {1,0}° is known, and we
minimize the classification loss measured by the squared loss
between y! and 7!

min{ 05 (V. 2) = S vl b o

i xtelt
qi: x;€L

Meanwhile, for the samples in the target domain U, we
also hope their uncertainty can be minimized, and ac-
cordingly, we minimize the entropy of the classification
responses:

Shock and Vibration

o

r{/nzn 0,(V,2) =- Z <Z (vy z;)log ( vkz)>

i: x{eUt \ k=1

(21)

2.1.3. Manifold Regularization. Moreover, we also hope the
classification responses of samples in both source and target
domains can be smooth over their manifold. To be specific,
the classification responses of two neighboring samples
should also be similar. To this end, we first construct the
nearest neighbor graphs for both the source and target
domains and then use the graphs to regularize their clas-
sification responses.

Source Domain. We firstly build a convolutional graph
from the convolutional representations of the source do-
main samples {g;, ..., g,,}. For each sample x%, its nearest
neighbor set is defined as ™, and we calculate its affinity
between itself and each neighbor x € A based on a
Gaussian kernel:

vlg-9/) -
Al Sy syen;¥(9; - 97) SRS

0, otherwise,

where ¥ (x) = exp — (x?/0?) is the Gaussian kernel function.
Based on the neighborhood affinity, we hope the squared ¢,
norm distance between g; and its neighbors can be mini-
mized so that the neighborhood structure can be kept in the
convolutional representation space:
2
min{ 05 (G) = Y Alai-arl, ¢ (23)
ji =1

Target Domain. In the target domain, we firstly construct
the graph from the original convolutional representations of
the target samples {f4,..., f,}, not the proxies. Given a
target sample x!, we find its nearest neighbors and denote
the set of nearest neighbors /. We calculate the similarity
between x{ and a sample x!, € A} also by kernel function:

v(fi-fr) X
Zi”: x:,, eva/(f] - f"”)

if xj € N,
Al =

1

(24)

0, otherwise.

With this affinity measure, different from the source
domain, we use it to regularize the learning of the proxies of
the target domain, {z,,...,z,}, ie,

m
> Aylz - z,-f|§ ) (25)

min 04 (2) = z
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2.1.4. Overall Objective Function. Our overall object is the
combination of the above objectives:
O(F,G,Z,A,W,V,0,®) = M(F,G,Z,A;¢") + C,0, (W,G) + C,0,(W,G)
+C305(V, 2) + C,0,(V, Z) + C505(G) + Ce04 (2) + C,(IW[5 +|V[ +1©[3 +|®[5)
2 & T
= Z(h (¢ +¢5) fi+(¢s - ¢3)TZ1‘)
i=1
1 ¢ T T T
+; Z (h(‘/’l +¢3) fi+ (46— ¢3) Zi)h(¢1 +¢3) fr
ii'=1
T 2 C
sear e 3 W -gfic, 3 (Svis el )
Jixj e L Ji x5€Us \ k=1 (26)

+C ¥ pi-vizf-c ¥

i: xjeU!

i xjel!

<Z(V£Zi)1°g(vzzi)> +Cs ) Ajilg; -9y '2

k=1 i1

m
+Cq Y Ay|Z - Zi' [+C,(IWL +IVI5 +101; +1@),

L
ii =1

m m
st.Vi=1,...,n f; :f(xf;(a),zi = Zocijg]-,Z(xl-j =1,and1>a; >0,
j=1 j=1

Vi=1,...,mg; :g(x;;CD),

Frp> s Gy

where A = eR™"andC;,i=1,...,7 are

Kim> s Xy
the tradeoft parameters, which weight the loss terms of the
objective. The last term is the squared £, norms of the mode
parameters to prevent the overfitting problem. In this ob-
jective, we impose the following condition:

(1) In the target domain, we hope the SMI between the
samples and their proxies constructed from the
source domain can be maximized so that the source
and target domains can be matched well.

(2) In both target and source domains, we hope the
classification function can approximate the ground

min
F.G.Z,AW,V,0,

m m
st.Vi=1,...,m f; = f(xf.;@),zi = Zocijgj,Z(x,-j =1L and1>a;>0,
= =

Vi=1...,mg; :g(x;;CD).

truth of labeled well, while the uncertainty of clas-
sification results of unlabeled can be minimized.

(3) Again, in both source and target domains, we hope
the classification results can be similar among the
neighborhoods.

(4) Finally, we hope the overall complexity of the model
can be minimized as much as possible; thus, we
minimize the squared ¢, norm of the parameters of
the model in the last term.

With this objective, we model the learning problem as a
minimization problem:

(D@(F, G, Z,A,W,V,0,0),

(27)



By solving this problem, we can learn the source and
target CNN models W and V' and the classification layer
parameters ® and @. Moreover, the proxy parameters of the
target samples, A, are also optimized together with the model
parameters to match the source and target domains.

Z(F,G,Z,AAW,V,0,0,1,¥,8,¢)

(R

i=1

Shock and Vibration

2.2. Problem Optimization. To solve the problem at (27), we
adopt the ADMM algorithm, and according, we have the
following argued Lagrangian function:

(¢, + ‘Ps)TZi)

+_ Z h( ¢, + ¢3) fit (g, + ¢3) i) ((‘/’1 + ‘/’S)Tfi’ +(¢, + ‘/)s)Tzi’)

ii'=1

+C,; Z

ji xleLs

+Cy X i-vial,

ir xtell

¢, Y YV

i: x{eUT k=1

s WT 2 C
Vi-Wig,+C Y
Jj: xf:eU‘

( g(wzg,-)log(wzg,-)>

)log(Vk )+C5 Z AJ] |gJ 91|

jhj'=1
(28)

m
+Co Y Allg, — g s+ C,(IWE +IVI3 +1©F} +0f2)

A
ii =1

Z %9

j=1

m
Z %ij ~

j=1

i=1

4 n
)

i=1

stVi=1,...,n,j=1,...

where the following holds:

(i) m; is the dual variable of constraint f; = f(x!;®),
@; is the dual variable of constraint g; = g(x}; ), 7;
is the dual variable of constraint z; = Y| a;;g 9 and
G; is the dual variable of constraint "7, a;; = 1.

(ii)
= [n,...,n7,,¥=[®...
and = [¢,--+,¢,]".

,@,,, E=[1,...,7,],

p n
+71;|fi_

sm: 12 a;20,

DEDXACE L)

+i3(i%fw)

=

(iii) pr,k =1,...,4 are the corresponding penalty pa-
rameters of the constraints.

According to the ADMM algorithm, we optimize the
parameters and the dual variables iteratively as follows.

Optimizing F. To optimize the target convolutional vectors of
F, we update f; one by one. The subgradient of & with
regard to f; is
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Vi Z(fi) = <% Z h((‘/’1 +¢3) o + (42— ¢3)Tzi’) _%>

VI + 02" Fi+ (62— 82)72) (914 90) 5 7y (i — (@), )
whereVh(x) = h(x) x (1 - h(x)).
The subgradient descent step to update f; is
fiefi=nViZ(fo) (30)

Optimizing G. Similar to F, we also optimize g; of G one by
one, and the following subgradient algorithm is used to
update g;:

959, 14,%(3;),

where ng.,%”(gj) = 2C11(x; € gs)W(y; - Wng) (x €U )<kzl(log(w,:gj) +(ngj)log(ngj))wk> -

+2Cs Z 0, +pZZAJJ( g],>(g 9(x;:@)) - Z“IJ s Zn:(i ;9,9 j, ~ 20 Z)

jr= i=1

where I(x) =1 if x is true and 0 otherwise. Optimizing Z. We use the subgradient descent algorithm to
update z; one by one, and the updating rule is

=z rlvzig(zi)

whereV, 7 (z;) (% Z W((61+92) 11+ (82-42)'z, ) - %) XVR(($1+93) fi+ (92— ¢3)'2) (62— ¢3)

(32)

- 2C3I(xf € Lt)V<yf - VTzi) (x eU )(i log (v} z;) + (v{ z;)log (v] 2; ))vk>

i=1

m m
+2Cq ) Af:i(zi - z,-/) + T, 4, <z,~ - Zaijgj)
j=1

Optimizing ©. The gradient descent algorithm is applied
to update ©:

0—0 - nVeZ (0),
where Vo Z (0) = va(x;;@))%(f(xf; ®)) X V®f(xf; ®) +2C,0, %(f(xf, ®)) = niT(fi - f(xf;@)) (33)
i-1

B fi - f(x50)[.V () 7 (£(:0)) = - = o (£, - £(:0)),
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and Vg f (x!; ©) is the gradient function of the convolutional
network function with regard to the network parameters,
usually the convolutional filters.

O—D - 14V Z (D),

where Vo &5 (@) =V
g(Xj:,

|'M§

(9, 9l @)

Vg(x&@?(g(x;; (D)) =T Z Qj=pa
’ j=1 j=1

Optimizing W. To optimize the classifier parameter in W,
we also update the columns one by one. To optimize the k-th
column, we use the following subgradient descent step:

Wy Wy — ﬂvwkg(wk)’

whereV,, Z(wy) = -2C, Z (yj (k) - ngj)gj -G, Z ((w,:gj + 1)log(w,:gj))gj +2C,w.

Jj: x;ELs

Optimizing V. To optimize V, we also update the col-
umns one by one. To update the k-th column v;, we have the
following subgradient descent step:

Vi<V — vak@ (Vk)’

Shock and Vibration

Jj: x;eUs

whereV, 0 (ve) = —2C, Z (yf (k) - szi)zi -G, Z (v z; + Dlog (v{ 2;))z; + 2C,vy.

j: xlelt

Optimizing A. The optimization of the proxy construction
coeflicient matrix is a constrained minimization problem as
follows:

fin-g(§un) o3

i=1

stVi=1,...,n,j=1,...,m: 1>q;;>20.

Again, we optimize the columns of A one by one. To
optimize the i-th column «; of A, we have the following
subproblem:

j: xteUs

Ir(lxm«{rlT (z; - Ga,) + %|z,- - Gai|§ +¢ (UTe = 1)+ %|1T(x,- - 1|§},

s.t. 12“,‘ 20,

Optimizing ®. We use the gradient descent algorithm to
optimize @ to minimize & (®):

S S S S S 2
) B(9(x5:0)) x Vag(x): @) + 26,08 (g(xj:0)) = @] (9, - 9(}: ©)) + Fo; - a5 @),

(34)

(35)

(38)
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where 1 is an all-one vector and 1 is an all-zero vector. This is
a typical quadratic programming (QP) problem, and we use
the active set algorithm to solve it.

Z(ILY,E,¢) =) n/(f

i=1

(9;-a(x5;@)) +

< —1) Tr
f(xi;0
D)),...,

;e
M 2
M:

+ ;

j

+ZciT
i

=1

T
j

I
—
I
—

S

m

HT

(
)

o
=
where N = [( fi-

=[(g1 - 9(x3;

o[- |

are the residual matrices and vector and Tr (X) is the trace
of matrix X. To solve this problem, we use the gradient-
ascent algorithm, and the updating rules are

NI+ eV L (LY, B, ¢), VL (IL Y, B, ¢) = N
YV + eV Z(ILY,E ¢), Ve Z(IL Y, E,¢) = ],
BB +eVe L (LY, E,¢), Ve L (ILY,E,¢) =D
¢—¢+eV.Z(ILVY,E,¢), and V.Z (II, ¥, E,¢) = ¢,

5.

i

(40)

n

Z r(fiz

L
ii =1

Zr(fi>zi§¢)+iz

i=1

S

¢* = m¢in S(¢) =-—
z; .

wherer; =[fiézi§fi—

The gradient function of & (¢) regarding ¢ is

VS, () = ‘% ngbh (‘PT”i)ri i2 Z (
i-1 =1

We use the gradient descent algorithm to update ¢ to
minimize & (¢):

p—¢ —nVSy (). (43)

(gm -

Z, - Z anjgj>], and
=1
D Oy
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Optimizing I1, ¥, B, andg. To optimize the dual variables,
we have the following maximization problem:

1

f(x;:0))

()

N)+Tr(¥'])+Tr(E'D) +¢"e},

(- f(x50)) >

g (%, D)),

1>}

where € is the ascent step size.

Besides solving the minimization problem, we also need
to solve the parameter of the SMI term of (13) ¢*. To learn
the parameter of SMI, ¢*, according to (10), we have the
following minimization problem:

n

—%Zh (¢ r)+— Zh ¢ r)h(¢ ry)

ii'=1

Q) (fiozis ¢

|

(41)

(ngri,)ri + h((pTri)VqSh((/)Tri,)ri,).

(42)

3. Experiments

In this section, we experimentally evaluate the proposed
algorithm over benchmark data sets.
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3.1. Benchmark Data Sets. In our experiment, we use the
following benchmark data sets:

(i) Amazon review data set. This data set has four
domains of four products, including books, DVD,
and music. For each domain, there are 2,000
positive reviews and 2,000 negative reviews. To fit
the content of the review to the CNN network, we
firstly tokenize the review to a sequence of words
and secondly represent each word to by word
embedding and then use the 1D-CNN as the CNN
model.

(ii) UCSD anomaly detection data set. This data set has
70 sequences of video, which contains 13,900
frames. This data set is used as a source domain.
Meanwhile, we also collected 122 sequences of
videos from subway stations, malls, and commu-
nities in China as a target domain. The target do-
main has 24,400 frames. Both target and source
domain data sets have 6 classes of anomalies.

(iii) TRECVID video concept detection data set. This
data set has two domains of data. One domain is the
data of TRECVID 2005, which has 61,901 frames
from video, while the other one domain is the data
of TRECVID 2007, which has 21,532 frames. The
classification problem is to categorize one frame to
one of the 36 semantic concepts.

(iv) Protein subcellular localization data set. The last
data set is a protein data set. It is composed of three
domains. The first domain is the MultiLoc data set
which has 5,859 proteins, the second one is the
BaCelLoc date set with 4,286 proteins, and the last
data set Euk-mPLoc has 5,618 proteins. The prob-
lem of this data is to predict the subcellular locations
of each protein from the amino acid sequence. To
this end, we first map each amino acid by em-
bedding technology and then use the 1D-CNN
model to extract the features.

The statistics of the data sets are summarized in Table 1.

3.2. Experimental Setting. To perform the experiment, we
design a leave-one-out protocol to use each domain as a
target domain, while the other domains are combined as
one single source domain. With each target domain-
source domain configuration, we use the 10-fold cross-
validation protocol to perform the training test process.
The target domain data set is split into ten folds, one fold is
used as the test set, and the remaining nine folds are
combined with the source domain as the training set. The
model is learned over the training set and tested over the
test set. To measure the performance of the method, we
calculate the average classification accuracy over different
target domains.
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TaBLE 1: Summary of data sets.

Data set # domain # sample Data type
Amazon 3 12,000 Text
UCSD 2 38,300 Video
TRECVID 2 83,433 Video
Protein 3 15,763 Protein

3.3. Experimental Results. In our experiments, we firstly
study the properties of the proposed method experimentally
and then compare it to the other state-of-the-art methods.

3.4. Convergence Analysis. Since the algorithm is an iterative
algorithm, we are interested in the convergence of the algo-
rithm. We plot the curves of the objective values against the
iteration number in Figure 1. From this figure, we can see that,
for all four benchmark data sets, the algorithm converges well
at 50 iterations. For the protein data set, the object value keeps
decreasing but cannot reach a lower value after 50 iterations.
The possible reason is that the algorithm finds a local minimum
object instead of a global minimum. The overall conclusion for
the convergence of the algorithm is for all the tested data sets,
and the algorithm can converge at certain number of iterations.
This is due to the effective alternate optimization method.

3.5. Tradeoff Parameter Analysis. We have seven tradeoft
parameters in the objective, which control the weights of
different objective terms. We also study how the perfor-
mance of the algorithm changes with the change in these
tradeoff parameters. The classification accuracies with dif-
ferent values of the tradeoft parameter values are shown in
Figure 2.
From this figure, we have the following observations:

(i) The increasing C, and C, improve the performance
significantly since it is the supervision term of the
labeled data. This means the supervision of the
labeled plays an important role in the learning of
predictive models in the transfer learning problem.

(ii) The increasing C, and C, also boost the perfor-
mance; however, it is not as signiﬁcant as the class
error terms’ tradeoff parameters. The reduction of
entropy of the unlabeled samples’ classification
responses from both domains also improves the
performance.

(iii) C5 and Cy are the tradeoff parameters of two do-
mains’ manifold regularization terms. Their in-
creasing values also improve the accuracy of the
target domain prediction. This means the neigh-
borhood smoothness is also important for the
transfer learning problem.

(iv) The performance is stable to the change in C,, the
tradeoft value of the squared ¢, norm term, which



Shock and Vibration

1200
1000
800

600

Object value

400

200

13

10 20

50 100 200

Iteration number

—o— Amazon
—eo— UCSD

TRECVID

Protein

FiGure 1: Convergence curves.

Average classification accuracy

0.9
5 0.8
I
2 07
&
.E 0.6
g 05
2 04
[S)
(5]
%‘J 0.3
Z 02
0.1
0
0.01 0.1 1 10 100 1000
Tradeoff value
—-eo— Cl1 —o— C5
—o— C2 —eo— C6
C3 —o— C7
C4

()

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
0.01 0.1 1 10 100 1000
Tradeoff value
—e— CI1 -eo— C5
—eo— C2 —eo— C6
C3 —o— C7
C4

(b)

FIGURE 2: Tradeoff parameter analysis: (a) UCSD and (b) protein.

means this term did not play a critical role in the
learning problem.

3.6. Comparison to Other Methods. We compare our pro-
posed algorithm against several state-of-the-art CNN-based
transfer learning methods, including the methods developed
by Haque etal. [11, 12], Zhang et al. [14], Long et al. [21], and
Pan and Yang [7]. The comparison results are shown in
Figure 3.

From this figure, we can see the proposed method always
outperforms the other methods in all cases. The second best
method is Long et al. method. The results show the ad-
vantage of our method, especially the SMI-guided domain-

transfer CNN learning and the proxy mapping mechanism.
Among the four data sets, the most difficult one is the
TRECVID, where all the classification accuracies of different
methods are below 0.75. However, in this data set, our
methods give the most significant improvements over the
other methods. It is the only method which achieves an
accuracy higher than 0.72.

4. Conclusions

In this paper, we proposed a novel CNN-based transfer
learning method. We construct a proxy for each target
domain sample in the source domain space and use the SMI
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as a measure to match the constructed proxy and the
convolutional representation of a target domain sample. The
learning of the proxy construction parameters and the CNN
parameters are learned simultaneously by a unified learning
framework. The estimation and parameter learning of the
SMI is also driven by the proxy and CNN outputs. Thus, this
framework can optimize the CNN, proxy, and SMI pa-
rameters jointly and automatically. Experimental results
show the advantages of the proposed framework and
algorithm.
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Applying blockchain technology to the Internet of Things (IoT) remains a huge challenge. To meet the actual needs of IoT, a
lightweight and high-throughput consensus mechanism, combined with blockchain technology, is proposed in this study.
Blockchain nodes use the Diffie-Hellman algorithm for key negotiation. Sensors and blockchain nodes can use the shared key to
generate HMAC (Hash-based Message Authentication Code) signatures for sensor-aware transactions and use the Verifiable
Random Function to implement block nodes. Offline fast election, which is the node that wins the election, becomes the block
node. Machine learning methods are also introduced to identify or remove outliers in the sensor data before such data are
uploaded to the chain. Experimental results show that the system throughput synchronously increases as the test load increases.
Moreover, when the test load is 800 tps, the system throughput reaches the maximum, close to 600 tps. When the test load exceeds
800 tps, the actual system throughput starts to drop, and approximately 90% of transactions have a delay time within 5000 ms. This

method can be used in a lightweight IoT system.

1. Introduction

With the continuous development and progress of technol-
ogies such as sensor technology, computer control technol-
ogy, embedded technology, and wireless network data
communication, the Internet of Things (IoT) has shown great
development worldwide [1]. IoT is considered the third world
information industry wave after the computer and the In-
ternet and is developing rapidly. By 2020, more than 50 billion
smart devices will be connected to the network [2]. Dis-
tributed processors and communication hardware send/re-
ceive data from the environment, thus generating huge data.
However, at present, most IoT architectures require a central
hub or server, which allows data storage and transmission
between several devices in the network space. These smart
devices use sensors, embedded processors, and communi-
cation hardware to send/receive data from the environment,
thereby generating huge amounts of data. Therefore, security
and privacy have become the greatest challenges of IoT [3].

According to the characteristics of the IoT platform,
blockchain technology can solve the security and manage-
ment problems that a large amount of smart device data can

appear in a centralized system framework [4]. Blockchain is
a new application model similar to an integrated distributed
database, consensus mechanism, peer-to-peer (P2P) trans-
mission, and asymmetric encryption algorithm [5]. Block-
chain has the characteristics of decentralization, openness,
autonomy, anonymity, and information tampering. The use
of blockchain technology for IoT has attracted increasing
attention in this direction. Literature [6] constructed a
distributed data management system on the basis of
blockchain and trusted execution environment. The system
stores the encrypted hash value in the blockchain and stores
the original encrypted data in a trusted execution envi-
ronment. The system also provides corresponding data
access control strategies through smart contracts to ensure
the security, privacy, and integrity of the IoT dataset. Lit-
erature [7, 8] proposed a lightweight architecture on the
basis of blockchain for IoT. Such an architecture maintains
security and privacy while reducing blockchain overhead.
IoT devices combine private ledger with centralized man-
agement similar to blockchain to optimize energy con-
sumption. High-resource devices create an overlay network
to implement a publicly accessible distributed blockchain,
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ensure end-to-end privacy and security, and use distributed
authentication to reduce block verification processing time,
which is ultimately implemented in smart home applica-
tions. Literature [9] proposed a new role and authority
arbitration structure in IoT that is a fully distributed access
control system for IoT based on blockchain technology and
is evaluated in a real IoT scenario. The results provided in
this article indicate that, in specific scalable IoT scenarios,
blockchain technology can be used as an access control
technology to enhance security. Literature [10, 11] evaluated
the role of blockchain in strengthening network security and
protecting privacy. Using practical applications and practical
examples, the distributed sensitivity of the blockchain likely
causes attack sensitivity problems. Ways to solve problems
related to blockchain-based identity and access control
system are also discussed. In addition, certain key challenges
related to IoT security are put forward. However, the current
mainstream blockchain implementation is mainly aimed at
digital currency applications, such as Bitcoin and Ethereum
[12]. These blockchains are directly used in IoT and have the
following problems:

(i) The computing power and storage resource of IoT
devices are generally low, making the performance
of complex cryptographic calculations difficult [13].
Mainstream blockchain platforms usually use
computationally intensive asymmetric key tech-
nology as user identification and transaction veri-
fication mechanism; one example is the secp256k1
elliptic curve asymmetric key pair used in Bitcoin
and Ethereum [14], which requires more computing
power than what most IoT devices can provide.
Taking the common IoT hardware platform
Arduino Uno (CPU frequency: 16 MHZ) as an
example, performing an elliptic curve private key
signature and an elliptic curve public key verifica-
tion bell takes more than five and eight seconds,
respectively [15]. Therefore, an appropriate cryp-
tographic security mechanism must be selected to
allow IoT devices to access the blockchain and
ensure a certain degree of security [16].

(ii) IoT requires high data throughput. At present,
mainstream blockchain technology still cannot
easily support mainstream public chains that use
digital currency applications as the main target
scenarios, such as Bitcoin or Ethereum. The primary
purpose of consensus is to avoid double-spending
[17]; that is, a coin is consumed multiple times so
that the blockchain can meet the needs of certain
users at low throughput. For example, the
throughput of Bitcoin is 7 tps [18], whereas that of
Ethereum is 15 tps. Considering that the sampling
period of sensors in IoT is usually in the order of
seconds or even milliseconds and a large number
[19], which means that the data on IoT devices have
high-throughput = requirements, a consensus
mechanism suitable for IoT with high throughput
should be designed [20].
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(iii) IoT can improve the credibility of data on the chain,
but it lacks effective safeguards. Although the
blockchain can guarantee that such data cannot be
tampered with, tampering with the data source is
powerless. It affects the trustworthiness of data on
the blockchain. IoT can be directly uploaded to the
chain through sensor data, thereby maximizing the
credibility of the data on the chain, which puts high
requirements on the confirmation of transactions in
the blockchain consensus algorithm to identify
sensor data.

The research on this topic is applicable to the blockchain
consensus mechanism of IoT. The main contents include the
research on cryptographic algorithms and mechanisms
suitable for lightweight IoT devices to access the blockchain.
We attempt to avoid excessive communication overhead,
and we introduce machine learning methods to identify or
remove outliers in sensor data before data are uploaded to
the chain.

2. System Model

As shown in Figure 1, the system model is divided into four
layers, from bottom to top.

(i) Perception layer is mainly composed of lightweight
IoT devices, such as sensors or drivers, and adjacent
IoT devices are connected to IoT gateways.

(ii) Gateway layer mainly comprises IoT gateways, and
each gateway is responsible for the access of the part
of sensor/driver devices. Gateways are responsible
for identifying the abnormal sensor data and sub-
mitting the processed transactions to the blockchain
nodes in the network layer.

(iii) Network layer is mainly composed of blockchain
nodes which form P2P networks with each other.
Blockchain nodes are responsible for caching
transactions (from the gateway or upper applica-
tion), selecting master nodes, identifying blocks,
and resolving the chain fork conflict.

(iv) Application layer mainly comprises various
decentralized applications (DApps) based on
blockchain. DApp accesses the data on the chain
through blockchain nodes or submits transactions
to the chain.

Compared with the traditional Internet of Things system
model, the blockchain technology is not introduced in the
network layer, but the centralized server is adopted as the
core of the system. The upward application layer and the
downward gateway layer directly interact with the central-
ized server for data. When data is collected continuously by
multiple different devices on the network, the amount of
data is very large. The traditional Internet of Things system is
managed by a central service manager, so the system will be
responsible for thousands of devices. In this way, for such a
large amount of data, the system must have a storage device
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FIGURE 1: System model of IoT based on blockchain.

that can handle all the data, a powerful data processing
system, and an efficient mobile phone and transmission
system. After the introduction of the blockchain in the
network layer, there is no central server and each node has its
own copy of data, which can be processed independently.
After the system obtains the transmission parameters, it
compares the other nodes in the network with the trans-
mission parameters. If they are in agreement, then, they will
reach a consensus and can deal with trading blockchain
technology to solve this problem to some extent. In addition,
once the central server is hacked, all the data stored in the
central server will be destroyed. Blockchain networks
maximize their strengths and avoid their weaknesses. All
data is encrypted and stored in the network, and only
participating nodes can access it. And the nodes of network
verification must be consistent to ensure that the data will
not be maliciously modified.

The overall flow of the algorithm is shown in Figure 2.

After the system starts, the sensor first requests access
to the IoT gateway, and the sensor periodically uploads
data to the gateway. At the same time, after the sensor is
started, it uses the Diffie-Hellman algorithm for key
negotiation with the blockchain node and uses the shared
key to sense transactions for the sensor to generate HMAC
signature. After the HMAC signature verification of the
sensor data and the abnormal data is removed, the IoT
gateway starts to submit ordinary transactions. To avoid
the computational overhead in PoW consensus and the
communication overhead in BFT consensus, this study
adopts Verifiable Random Function (VRF) to realize the
offline fast election of block nodes. The node that wins the
election becomes the block producer. Then, the dominant
node packs the transaction and produces the block. When
there are multiple legal block-producing nodes, multiple
legal blocks will appear at the same height; that is, bi-
furcation occurs. The consensus algorithm in this article
uses the longest chain rule to resolve fork conflicts; that is,
the chain with the largest length is regarded as the optimal
chain.

Y

Sensor access to IoT . .
Primary node election
gateway

Package deals into ]

[ Sensors regularly ] [

upload data blocks
IoT gateways verify Nodes handle block
transaction awareness conflicts
IoT gateways submit
common transactions

End

FiGure 2: Algorithm process.

As shown in Figure 2, the system has two types of
transactions: sensor-aware transactions that are submitted to
gateways, and normal transactions that occur on blockchain
nodes or upper-level applications. Considering the perfor-
mance difference between IoT terminal devices and node or
application hosts, we design different verification mecha-
nisms for both transactions.

(i) Transaction aware: from sensors to gateways, the
symmetric encryption algorithm is used for trans-
action verification.

(ii) Ordinary transactions: the asymmetric encryption
algorithm is used for transaction verification.

Gateways use machine learning models to detect the
abnormality in the sensor perception transaction, attach the
detection result and reencapsulate it, and broadcast it to the
blockchain network. After receiving and verifying the
broadcast transaction, blockchain nodes temporarily store it
in the pending transaction pool and wait for block confir-
mation. We divide the continuous time into consensus
rounds at equal intervals and blockchain nodes package
pending transactions, produce blocks, and broadcast to the
blockchain network in rounds. To improve throughput, in a



round, certain nodes are randomly selected as dominant
nodes, and only the selected dominant nodes can produce
blocks. Given that multiple leading nodes may be selected in
a round, nodes may receive blocks of the same height
broadcast from multiple leading nodes. We use the longest
chain rule to solve the blockchain fork conflict.

3. Consensus Mechanism

3.1. Key Agreement Protocol. As shown in Figure 3, after
sensors are started, the Diffie-Hellman algorithm is used for
key negotiation with the blockchain nodes.

(1) Sensors and blockchain nodes share prime number p
and base g.

(2) Sensors first select private key a and, then, send
public key A’s a to blockchain nodes:

A =g"mod p. (1)

(3) Nodes first select a private key b and, then, send b’s
public key B to sensor nodes:

B = g’mod p. (2)

(4) Sensors calculate the shared key:
K = B'mod p. (3)

sensor

(5) Nodes calculate the shared key:
Ky node = A’mod p. (4)

(6) Considering that K., = Kpe_node> the shared key
can be used by sensors and blockchain nodes to
generate HMAC signatures for sensor-aware
transactions.

3.2. Sensor Transaction Verification. After nodes receive
sensor transactions, the verification process is divided into
two steps:

(i) Verify the HMAC signatures of sensor data

(ii) Identify and label abnormal sensor data

3.2.1. Sensor Data Signature Verification. As shown in Ta-
ble 1, the purpose of MAC, the message verification code, is
to verify the data source and its integrity. In this article, we
use an MAC based on a cryptographic hash function, or
HMAC. HMAC requires a shared key between a sender and
a receiver. For the specified data and key K, the HMAC
calculation formula is as follows:

HMAC (K, data) = H((KO @ opad) “H((KO ® ipad)”data)).
(5)

(i) H: selected hash function,
(ii) K,: key K preprocessed result,
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TaBLE 1: Sensor transaction structure.

# Field Type Explanation

1 Sender String Sensor ID

2 Time Int Send time, Linux timestamp
3 Value Float Sensor sampling data

4 MAC String MAC code

(iii) opad: complete data outside, bytes of hash block
length 0 x 5c,

(iv) ipad: fill in the data, the length of the hash block byte
0x 36,

(v) : splicing operation symbol,
(vi) @ XOR operation symbol.

Sensor perception transaction adopts the following
structural definitions:

Before sensors calculate the HMAC codes of transaction
structures, other parts, except the HMAC field, must first be
serialized into data, and, then, the HMAC calculation can be
performed. The algorithm for the serialized data of sensor
transaction tx is as follows:

data = bytes (fx.sender)|bytes (fx.time)|bytes (tx.value).
(6)

(i) bytes: convert parameters to bytecode stream,

(ii) : splicing two streams.

3.2.2. Sensor Abnormal Data Detection

(1) Sensor Data Fusion. First is the sensor data fusion. We
assume that the data from sensor i in time slot tare d,; € R,
and the number of sensors connected to the same
blockchain node is n. The sensor data D, = [d;,...d,]
accessed by this blockchain node in time slot fthus
constitute the state of the external environment at time ¢,
taking the data of k continuous time slots to form
D= [DI,DZ,...Dk]T, which is a k x n in the matrix. Each
row represents the state of the external environment at a
time, and each column represents the time series of a
sensor. For example, the following figure shows matrix
D which is formed by the data of six sensors in three time
slots, which is shown in Figure 4.

According to the different characteristics of sensor data,
we use two unsupervised machine learning algorithms to
detect abnormal data in the sensor fusion data represented
by the k x n matrix.
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(2) HBOS Abnormal Data Detection Algorithm. If the data of
n sensors connected to a gateway is irrelevant, then, we
can use the HBOS algorithm to calculate the anomaly score
of each time slot sample using the statistical characteristics
of the sensor data. The HBOS algorithm process is as follows:

(i) Use the time series data of a single sensor to cal-
culate its histogram, count the number of occur-
rences of each value (domain), and calculate its
relative frequency.

(ii) Normalize the histogram of each sensor, so that the
maximum frequency is 1, to ensure that different
sensors have the same weight on the final abnor-
mality score.

(iii) Use the following formula to calculate the anomaly
score of the sensor fusion data for each time slot:

4 1
HBOS, = ;log(m) (7)

where hist; (k) represents the density estimation of the k-th
time slot data of the i-th sensor in the statistical histogram of
the sensor and HBOS, represents the anomaly score of the
sensor fusion data of the k-th time slot. The HBOS algorithm
assumes that the sensor data are uncorrelated. Therefore, the
above HBOS score calculation formula is actually the ap-
plication of the Naive Bayes probability model (Naive Bayes
Model) in the log domain.

(3) Autoencoder Abnormal Data Detection Algorithm. If the
sensor data are related, then the unsupervised deep learning
model Autoencoder can be used to detect abnormal sensor
fusion data.

As shown in Figure 5, autoencoder is a specially con-
structed neural network structure. By setting the neural
network output as input, training data without annotation
are obtained. The input data can be simplified/lessened after
training Rank representation (Code) through certain reg-
ularization conditions. In the sensor data anomaly detection
algorithm based on autoencoder, we mainly use the output
and input residuals to determine the anomaly score of each
sample. The algorithm is briefly described as follows:

(i) Construct the autoencoder model, the numbers of
output layers, and output layer neurons to be n.
(ii) Train with sensor data D.

(iii) Calculate the anomaly score of each sample, where d
represents the reconstructed data of the i-th sensor:

Se=Y (d-d). (8)

i=1

Decoder

Encoder

FIGURE 5: Autoencoder neural network.

3.3. Block Node Selection. To avoid the computational
overhead in PoW consensus and the communication
overhead in BFT consensus, this study adopts Verifiable
Random Function (VRF) to realize the offline fast election of
block nodes. VREF is a cryptographic hash of the public key
version. Only the private key holder can calculate the hash,
but any participant who knows the public key can verify the
correctness of the hash.
The algorithm flow is summarized as follows:

(1) The private key holder uses the private key SK and
the public input data alpha to calculate the hash beta
and evidence pi:

beta = vrf_proof2hash (pi). 9)

(2) The verifier uses the hash provider’s public key PK,
evidence pi, and input data alpha to recalculate hash
beta,. If it matches the provider, the hash is correct:

beta, = vrf_verify (PK, alpha, pi). (10)

In this study, the consensus algorithm uses a round
consensus mechanism, which divides the time into rounds
of fixed length. In each round, VRF is used to determine
whether the current node of the current round is selected as
the block-generation node, and if so, the block is broad-
casted. VRF requires all parties involved to hold a key pair,
and the block selection algorithm flow of each round is as
follows:

(1) Calculate the shared information alpha of the current
round, where f represents the current time and T
represents the duration of the round:

t
== 11
alpha T (11)

(2) The node uses its private key and shared information
alpha to calculate the hash beta and evidence pi:

pi = vrf_prove (SK, alpha),

(12)
beta = vrf_proof2hash (pi).

Assuming that the probability of winning a node in an
election is p, and the selection experiment for each node
n times is repeated, the probability X, of finally
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selecting k nodes conforms to the binomial distribu-
tion, namely,

X, ~b(n, p). (13)

Calculate the corresponding k when X, is the following
value, where hashlen represents the bit length of hash beta:

beta

2hashlen'

Prode = ( 14)

If k> 0, then the node is selected.

(3) The selected block node broadcasts the block, with its
public key and evidence.

(4) After receiving the block, the other nodes calculate
the alpha value of the current round, use the public
key PK of the block-producing node in the block and
the evidence pi to calculate the hash, and perform
Step 3. After verifying that the node is indeed a
block-producing node, change the area. The block is
also added to the local chain.

3.4. Chain Conflict Resolution. The aforementioned algo-
rithm for selecting a block-generation node cannot guarantee
that only one block-generation node is selected in the same
round. When multiple legal block-producing nodes exist,
multiple legal blocks can appear at the same height, that is, a
fork. The consensus algorithm in this study uses the longest
chain rule to solve the bifurcation conflict; that is, the chain
with the maximum length is regarded as the optimal chain.

As shown in Figure 6, the development at height D has a
fork, but the length of Branch 1 exceeds that of Branch 2.
Thus, Branch 1 is regarded as the optimal chain.

4. Results

4.1. A Transaction Delay Time. Transaction delay time
represents the time it takes for transactions to be submitted
to the block confirmation. From the data sent by sensors to
the final transactions entering blocks, the total delay time
can be divided into two sections.

Latency = L, + L,, (15)

where L; represents the time from sensor submission to
gateway detection completion and L, represents the time
from gateway submission transaction to block packaging.
The following figure shows the schematic structure of the
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transaction delay time simulation experiment, which is
shown in Figure 7.

The histogram of transaction delay statistics is shown in
Figure 8.

Approximately 90% of transactions have a delay time
within 5000 ms.

Figures 9 and 10 show the proportion of the total delay in
the L, and L, stages (from sensors to gateways).

The average proportion of the overall delay from the
sensor to the gateway confirmation stage is approximately
10%. Figure 11 displays a comparison chart of the two-stage
delay.

The transaction delay in the first phase remains basically
unchanged, whereas that in the second phase exhibits an
obvious periodic characteristic. The reason is that the data
submission of sensors is periodic; thus, the transaction
submission of gateways also remains basically periodic.
When the moment in which gateways submit transactions is
close to the next block-generation round, only a short
transaction delay can be confirmed; otherwise, a large
transaction delay time is required.

4.2. Throughput. Throughput examines the total amount of
blockchain transaction processing per unit time. The sim-
ulation experiment parameters are selected as follows:

(i) Blockchain nodes: four.
(ii) Workload node: 10 tps/node, 10-100, correspond-
ing to 100-1000 input tps.
(iii) Leader node election: Vrf-PoW.

The schematic of the simulation experiment is shown in
Figure 12.

The experimental results are shown in Figure 13.

Within a certain range (test load <800 tps), the system
throughput synchronously increases as the test load in-
creases, and when the test load is 800tps, the system
throughput reaches the maximum which is close to 600 tps.
When the test load exceeds 800tps, the actual system
throughput begins to decrease, indicating that the simula-
tion system has been overloaded.
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5. Conclusion

Based on the blockchain theory and IoT system architecture,
this study proposes a blockchain consensus mechanism
suitable for lightweight IoT devices. The Diflie-Hellman
algorithm is used for key negotiation with blockchain nodes,
sensors, and zones. Blockchain nodes can use this shared key
to generate HMAC signatures for sensor-aware transactions,
including VREF, to achieve the offline fast election of block
nodes. The winning node becomes the block node. Machine
learning means are also introduced to identify or eliminate
outliers in sensor data before the data are uploaded.

We believe that continuous research on blockchain and
IoT can bring about major changes in the industry and
promote continuous social development.
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The passive detection and direction-of-arrival (DOA) estimation problem is of great importance in many underwater applications
such as target reconnaissance and data collection. In this paper, an Efficient Correlation-based Orientation Detection (ECOD)
method is proposed to achieve high efficiency. Without high computational complexity in any Transform Domain, the time
consumption of ECOD is largely reduced, which is especially critical for underwater intrusion detection, territorial waters
protection, and many other real-time underwater applications. To achieve good invisibility, we design an intelligent submerged
buoy (ISB) structure, which consists of six embedded hydrophones and an in situ electronic control unit (IECU). As a supplement
to solutions against complex underwater environments, a hybrid ECOD method is also developed by involving the cooperation
from underwater distributed sensor networks. To be specific, when high SNR signals are not recorded by a single ISB node, other
distributed sensors are scheduled to assist in cooperative sensing. Simulation experiments demonstrate the efficiency of the ECOD
method in passive 3D spatial orientation of underwater acoustic target and show that the ECOD method has a better performance

in time consumption compared with general DOA algorithms.

1. Introduction

Passive spatial detection and orientation estimation of a moving
acoustic target is of great importance in many underwater
applications [1, 2]. For example, tracking adversary targets,
involving submarines and Autonomous Underwater Vehicles
(AUV), are critical for security purposes [3, 4]. Also, with regard
to biological research, it is beneficial to obtain the rough po-
sition and spatial behaviour features of marine creatures [5]. In
addition, sensing underwater moving abnormal objects is po-
tentially helpful to disaster forecast and relevant protection [6].
Hence, it is very important to develop effective underwater
detection and spatial orientation technologies.

1.1. Motivations and Challenges. There are major consider-
ations and challenges for underwater spatial orientation de-
tection. Due to difficulties in deployment and maintenance,

the devices carrying out underwater detection should feature
extremely low complexity and energy consumption, which
may undermine the accuracy of detection results [7]. Addi-
tionally, it is widely proved that the underwater acoustic
channel suffers from limited bandwidth, serious multipath
effect, and high latency, which leads to packet loss and error
bits, interfering the interdevice communications [8]. Fur-
thermore, for homeland security applications, the deployed
devices and interdevice communication signals can be pos-
sibly be exposed to adversary targets [9]. Therefore, the
underwater passive detection and spatial orientation strategy
is supposed to be extremely efficient, ie., low complexity,
energy saving, and stable with favorable invisibility.

Several research studies have been carried out in the
fields of underwater detection and orientation. In [10],
performances of well-known techniques implemented by a
single acoustic vector sensor (AVS) are studied. Though the
performance of practical AVS-based systems provides a


mailto:suntao@whu.edu.cn
https://orcid.org/0000-0001-6006-2762
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8837071

valuable insight, the cost of an acoustic vector sensor is still
much higher than omnidirectional ones. Zou et al. [11] raises
a two-step approach to reduce the complexity of AVS-based
direction of arrival (DOA) estimation within a spatial sparse
representation framework. In [12], the DOA estimation is
achieved by a matrix-pencil pair derived from time-delayed
signals collected from a single AVS. However, the very high
computational payload significantly decreases the practi-
cability of above methods. Disregarding the usage of AVS,
the DOA and relevant techniques are common for precise
localization. Shao et al. [13] develop efficient closed-form
angle-of-arrival- (AOA-) based self-localization algorithms
to improve the localization accuracy. In [14], the effec-
tiveness of two novel positioning schemes based on # time-
of-arrival (TOA) measurements is validated. A time dif-
ference of arrival (TDOA) algorithm for passive localization
via estimating the delay of two correlated channels is pro-
posed, which outperforms other TDOA algorithms [15].
However, most of AOA, TOA, and TDOA approaches are
algorithms with high computational payload, which is a
challenging difficulty to interdevice time synchronization.
Moreover, both vector sensors and distributed sensors need
to transmit recorded signals by wireless channel back to a
control centre for decision, leading to more unreliability. In
[16], the proposed trilateration algorithm achieves precise
underwater target positioning by utilizing received signal
strength indicator (RSSI) value, which is generally obtained
by the signal transmission power. Nevertheless, due to lack
of priori knowledge of noncooperative targets, we can hardly
know the target’s signal transmission power.

1.2, Contributions and Organization. Compared with
existing research works, the specific contributions of this
paper are given below:

An intelligent submerged buoy (ISB) structure is
designed, which consists of an intelligent control board
and three pairs of embedded hydrophones. Compo-
nents of the ISB are integrated into a sphere structure,
which contributes to receive signals from omni-di-
rections and effectively reduce flow resistance for po-
sition stabilization.

An ECOD method is developed. Its efficient perfor-
mance is achieved by a low-complexity crosscorrelation
algorithm of input signals for each hydrophone pair.
Without high computational complexity in any
Transform Domain, the time consumption of the
method is largely reduced, which is especially critical
for some real-time applications including underwater
intrusion detection and territorial waters protection.

A Hybrid ECOD method is proposed. Other ISBs
distributed in surrounding underwater sensor net-
works will join in to improve the spatial orientation
estimation accuracy if some ISBs do not provide good
sensing performance or fail to work, aiming to improve
the stability of the ECOD method further. The re-
mainder of this paper is organized as follows. Section 2
describes the underwater orientation detection system.
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The ECOD method is proposed in Section 3, and
Hybrid ECOD method, a cooperative detection, and
orientation strategy are developed. Numerical experi-
ment results are presented and discussed in Section 4.
Section 5 draws a conclusion.

2. System Model

For traffic control in harbors or a homeland security sen-
sitive sea area monitoring, a moving acoustic targets passive
detection and spatial orientation system is designed for 3D
underwater space, as shown in Figure 1. Several submerged
buoys are anchored on the seabed, which are able to pas-
sively and continuously receive acoustic signals from un-
derwater targets. Each submerged buoy is designed to be a
compact sphere structure to provide stable connections with
six embedded hydrophones.

Let equation (1) be the signal received by the m™ hydro
phone in time domain:

VY, (8) = x,,, (t) +n,, (1), (1)

where x,, (t) represented the received signal from the target
and n,,(t) denoted the additional noise. To simplify the
calculation, continuous-time signals are truncated and
discretely sampled. The acoustic signal monitored by the m™
sensor during NAt is then described as follows:

S = [V (D)o s ¥ (1), .., ¥, (N)], (2)

where y,, (1) is the n'™ sample of the received signal and N is
the sampling number.

In order to improve azimuth resolution and signal-noise
ratio, the hydrophones are deployed as sensor arrays. The
received signals are synchronously recorded by embedded
hydrophones and processed simultaneously by the in situ
control unit (IECU) on each submerged buoy. Because of
varies noisy from marine animals, a prejudgment mecha-
nism has also been developed to eliminate those incoherent
signal, which is explained in Section 3.2. For energy con-
servation, orientation estimation is carried out on the basis
of the above operation.

3. Intelligent Submerged Buoy-Enabled Target
Orientation Detection

In this section, an efficient target orientation detection
strategy enabled by intelligent submerged buoy (ISB) is
proposed.

3.1. The Structure of the Intelligent Submerged Buoy. The basic
idea for the submerged buoy enabled method is that the
intelligent buoy is a relatively autonomous system to un-
dertake the entire task during passive spatial detection and
DOA detection independently. The control board sends
commands to embedded hydrophones, as shown in Figure 1,
makes decisions, and has wireless acoustic communications
ability with the control centre on shore.

For high-effective signal sampling to analyze spatial
orientation, an ISB consists of six embedded hydrophones
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FiGUre I: System model of the underwater acoustic detection
system for moving target.

orthogonally distributed in 3D Cartesian coordinate, which
is shown in Figure 2. The hydrophone array is divided into
three pairs to be responsible for three dimensions, i.e.,
north-south (N-S), west-east (W-E), and up-down (U-D).
Each pair of hydrophones collects the signal in one assigned
dimension, which avoids redundancy in sensor deployment.
Moreover, the invisibility of ISB is improved by aggregating
IECU and hydrophones together into a sphere structure. The
submerged buoy achieves independent low-complexity
orientation computation enabled by the intelligent board
and its received signals.

The structure design of the intelligent submerged buoy is
inspired by the human auditory system. It is well known that
the human auditory system consists of two ears and the
auditory centre in the head, as shown in Figure 3. The sound
source is localized by time delay estimation between each
cochlea. Similarly, each pair of hydrophones receives
acoustic signals transmitted from underwater targets and the
in situ electronic control unit (IECU) functions as “auditory
centre” by processing these received signals.

The shape of submerged buoy is approximately as a
sphere, and the three pairs of hydrophones are exactly or-
thogonally distributed in three spatial dimensions, as il-
lustrated in Figure 2. Each pair of hydrophones can judge
that the target’s location lies in the same side of the positive
axis or the negative one in the dimension where they are
distributed as far as a 3D spatial coordinate is established
with the ISB as its origin. On this basis, the IECU estimates
the orientation of the underwater target through a synthesis
processing of these three groups of signals, which contains
direction information in their dimension, respectively.

3.2. Predetection of Underwater Acoustic Targets. Table 1
shows the frequency range of acoustical signals generated
by some typical underwater targets. Since the power spec-
trum of pure background noises differs a lot from that of a
signal of underwater acoustic targets, the power spectrum of
received signals for the in-device hydrophones is applied to
target detection (judge an underwater acoustic target is out
of detection range or not, through its energy distribution in
the power spectrum). For each received signal of in-device

Embedded
hydrophone

FIGURE 2: Components of an intelligent submerged buoy (ISB).

Time
delay

X (1) (

FIGURE 3: Orientation principle of the human auditory system.

TaBLE 1: Frequency range of acoustical signals generated by some
typical underwater targets.

Types of underwater target Frequency range (Hz)

Whale 10-40
Toadfish 200-300
Ship 50-1000
Submarine 100-1000
Dolphin 7000-120000

hydrophone, the power spectrum can be obtained through
Short-Time Fourier Transform (STFT):
[ee]
STFT(n,w) = Y [y;(m)-w(n-m)]-e ™,  (3)

m=—00

wherey, (m) is the m™ sample of the signal received by the i
hydrophone and w(m) denotes the window function.
Considering the difficulty in battery replacement for the
underwater system, several methods have been adopted for
energy conservation. Since hydrophones receive only
background noises without any available signal of target for
most of the time, it is unnecessary for the IECU to keep
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FI1GURE 4: A dual-channel signal waveform of engine shipping noise recorded at East Sicily: (a) complete waveform and (b) a certain part of

this signal.

working all the time. Accordingly, a threshold based on
statistical characteristics of the overall spectrum is set to
wake up the sense module. In this way, the central IECU is
able to figure out potential threatens approaching the de-
tection area in time, while ignoring some natural or co-
operative targets to save energy.

3.3. The Efficient Correlation-Based Orientation Detection
(ECOD) Method. Sound source localization algorithms
mainly consist of two key components: azimuth and distance
estimation. The range estimation is generally achieved by
power attenuation calculation. However, it is arduous to
figure out the signal strength of acoustic source due to the
passive listening mechanism taken in our method. Hence,
this work focuses on the orientation detection problem.

The spatial behaviour features (relative position, moving
direction, etc.) of the underwater acoustic target are acquired
by a dual-channel signal and its associated waveform time
delay analysis. Considering that a target’s relative position
varied over time in realistic applications, the input signal is
segmented into frame sequences. Let y; (n) and yy (1) be the
time sequence of left and right channels, respectively; then,
the crosscorrelation function of them is formulated as

1 n+N-1

yi (k) - yg (k—m), (4)
k=n

Rir=—
LR = 3y

where N is frame length and m represents the amount of
displacement of y; (n) and yj (n).

In order to extract features of realistic underwater acoustic
signals, some measured data are adopted in this paper. A part of
engine shipping noise was recorded at East Sicily by the ob-
servatory NEMO set by the Laboratory of Applied Bioacoustics
(LAB) of the Technical University of Catalonia (Barcelona Tech,
UPC). Figure 4 shows the waveform of this dual-channel signal.

We can see that the amplitudes of both the left and right
channels grow gradually for the whole process. This indicates
the target is getting closer to the ISB as time goes by. Moreover,
the green curve corresponding to the right channel stays ahead
of the blue one, which demonstrates that the target approaches
the ISB from the right side.

Since structures of acoustic signal waveform of both
channels are similar to each other except a slight time delay
between them, the maximal crosscorrelation coeflicient can be
determined via time delay estimation (TDE). Due to their
approximate waveforms, the displaced right channel signal is
approximated as copy of left channel signal. That is to

say yp (n— D) = y;(n). Then, the corresponding cross-
correlation coeflicient can be presented as follows:
1 n+N-1 5 E
Rip=— B ==, 5
IR = ]; [y (K)] N (5)

where E,, denotes short-time energy.

The next step is to figure out the maximal cross-
correlation coefficient M and corresponding TDOA (Time
Difference of Arrival) D of left and right channels. Since
the received signals from each pair of hydrophone are
similar in time domain, the crosscorrelation coefficient
reaches the maximum as time delay from corresponding
channels is zero. According to the analysis above, M can be
employed to estimate the distance between the ISB and
target. This operation is illustrated in Figure 5. Let D be the
time delay between acoustic signals of discrete time re-
ceived by the right and left channels. To acquire the
maximal crosscorrelation coefficient, signals from the right
channel are translated to eliminate the time delay. Af-
terwards, D can also be defined as the TDOA via this
operation, which contributes to identify the target bearing.
We can see from Figure 5 that the target is on the left side
of the observation point.
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FIGURE 5: Peak search of the crosscorrelation coefficient: (a) the time delay of the maximal crosscorrelation D > 0 and (b) the time delay of

the maximal crosscorrelation D < 0.

Since ISBs are fixed to the seabed, the possible lo-
cation areas of underwater acoustic targets can be di-
vided into 4 quadrants (quadrant I-quadrant IV in
Figure 6). In far field applications, both the target and the
ISB can be assumed to be a point source, since its di-
mensions are much smaller compared with the acoustic
wavelength. Thus, the wavefront incident on the ISB can
be considered as planar wave [10]. As shown in Figure 7,
the 3D spatial orientation of an underwater target rel-
ative to the ISB is described by a direction vector, which
can be expressed with azimuth angle 6 and elevation
angle a.

Elevation angle « is able to be acquired once the angle
between target direction vector and Z-axis is calculated,
as shown in Figure 8. Assume that AL,, denotes the
transmission distance difference of the planar wave be-
tween 1°hydrophone and 4™hydrophone (set in Z-axis),
as demonstrated in Figure 8. The elevation angle « is

given by
ALM) = arcsin(LwATM),
0] O}

where V, denotes the velocity of sound traveling under-
water, AT1 , denotes time difference of arrival between the 1°
hydrophone and the 4"hydrophone, and @ is the diameter
of an ISB.

In order to estimate the azimuth angle 6, both angles
with X-axis and Y-axis are needed. Let 0; (i=x, y) be the
angle between target direction vector and axis, as shown in
Figure 9, when the target locates in area I, the azimuth angle
0 is

(6)

o= arcsin(

0= arctan( (7)
c

cos 0 AT
y 25
= arct .
0s 9x> arc an(AT36)

Finally, the azimuth angle 0is described as follows:

arctan( ) inareal,
180° — arctan( ) inareall,
6= (8)
arctan( ) —180°, inarealll,
AT .
—arctan , inarealV,
| AT

where AT;; denotes t1me difference of arrival between the i
hydrophone and the j hydrophone. arget can also be ap-
proximated, combining with short-time energy analysis of
the signal in different time periods. Although the exact
transition energy intensity is unknown, our method is still
able to efficiently identify the direction and movement
trajectory relative to ISB. As it has been widely proved that
the amplitude of crosscorrelation coeflicient has a positive
correlation with the target signal, the received signal power
at each time is normalized. By this, the relative position can
be determined.

3.4. A Hybrid ECOD Method. The proposed ECOD method
is potentially vulnerable when the time delay between two
channels is too short to be distinguished. To solve this, a
robust orientation detection strategy enabled by cooperative
sensing of underwater intersensor-network is developed.
There are minor limitations for ECOD method enabled by a
single ISB. Firstly, the time delay D would be too small to be
distinguished when the target moves just in one of the three
axis directions in the 3D Cartesian coordinate with an ISB
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located at the origin point. In the case of low SNR, the sign of
D could even be the opposite from its real value. Further-
more, Method 1 for the comprehensive orientation detection
would fail when one hydrophone in the submerged buoy is
broken down. Hence, it is dispensable to take some assistant

measures, )
The distributed ISB nodes in underwater sensor net-

works provide critical assistance. Although it is highly costly
for the distributed sensors to undertake all orientation de-
tection tasks, it is reasonable to “ask” one or two sensor
nodes for cooperation when necessary. When |D| <, it
indicates the target is nearly equally distant to those asso-
ciated hydrophones in the submerged buoy. In this case, the
ISB communicates with other ISB nodes distributed in the
nearby underwater sensor network for cooperative sensing.
In this way, the accuracy of orientation detection in cor-
responding dimension is significantly improved. This
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FIGURE 8: Estimation of elevation angle for spatial direction vector.
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Strategy can also be applied in the situation that one ISB
breaks down. To be specific, the principle of Hybrid ECOD
method is depicted in Figure 10.

4. Experiments and Analysis

4.1. The Efficiency Validation. To evaluate the performance of
the proposed algorithm, simulated experiments were carried
out to locate a moving target. To demonstrate the superiority of
the proposed algorithm, typical azimuth estimation method
including MUSIC was compared with the proposed algorithm.
Since targets are expected to be detected online, the real-
time performance should be firstly to be considered. Thus, the
average time consumption is counted for both algorithms.
With the length increment of the input signal, the time con-
sumption of each method becomes longer accordingly. Fig-
ure 11 shows the average time consumption of each method. It
can be seen that ECOD keeps 50% average time consumption
less than that of MUSIC. The result shows that ECOD is still
more suitable for underwater detection and monitoring.

4.2. Target Tracking Simulation. Besides orientation, the
ECOD method is also able to obtain the spatial behaviour of
the underwater acoustic target. As demonstrated in Section
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3, the maximal crosscorrelation coefficient M is approxi-
mately equal to the average power of each signal frame. Thus,
the ECOD method can obtain the motion state of under-
water acoustic target.

In order to test the performance of proposed ISB in
underwater monitoring and tracking, the target is assumed
to approach our underwater sensor networks from a dis-
tance, as described in Figure 12. Some measured dual-
channel data are applied and processed to demonstrate the
observed data received by three pairs of hydrophones in an
ISB: dual-channel signal is developed into three groups of
input signals corresponding to the three pairs of hydro-
phones, respectively, distributed in 3D space, by adjusting
the time delay of the two channels. The three groups of input

#

wmass - — Ship
\\/"\\
Surface X
(S
=
N
\
1A
— =

Seabed

FIGURe 12: Simulation scenario: a ship is approaching to the ISB
from a distance.

signals are segmented into 40 frames with a smooth window.
The IECU obtains 40 groups of direction vectors using the
ECOD method and assigns these vectors’ relative values
based on the maximal crosscorrelation coeficient M of each
frame. 40 spatial location points in the coordinate system
will be arranged according to time sequences, which is the
target orientation information and its trajectory.

As described in Section 3, spatial feature parameters of
the target are represented by 3D coordinates after simple
vector synthesis computation. To achieve this, the 40
points in the coordinate system which represent the
current orientation are connected together one by one
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FiGure 13: The 3D trajectory generated by the proposed ECOD method.

according to time sequences. In this way, the trajectory of
the target is derived through Bezier curve fitting, as shown
in Figure 13. The direction of the target in a particular
time as well as its moving behaviour is then obtained in
this relative trajectory.

5. Conclusion

An ECOD method of efficient 3D spatial orientation and
motion estimation of an underwater target based on a novel
intelligent submerged buoy structure is proposed. The high
efficiency is achieved by low-complexity crosscorrelation
algorithm and independent signal processing in the in situ
electronic control unit of the intelligent submerged buoy. To
achieve robustness, a distributed hybrid ECOD method
featuring the cooperative sensing of underwater sensor
networks is developed. Other distributed sensors are
scheduled to provide cooperation for sensing when a sep-
arate pair of embedded hydrophones is unable to obtain
highly distinguishable signals. Numerical simulations show
that our ECOD method obtains the spatial behaviour fea-
tures of the simulated underwater target and has better
performance on efficiency than MUSIC algorithm. Because
of passive detection pattern and real-time capability, the
ECOD method is much more suitable for underwater de-
tection and monitoring with low cost.
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Vibration and temperature data of a servo motor are analyzed with PLC which is widely used in the industry. With this system,
power supply can be detected on the servo motors. In this way, undesirable situations such as disruptions in production and
productivity loss can be prevented from occurring. It is an important problem for businesses to detect malfunctions that may
occur in servo motor dysfunction. Previously, methods such as ultrasonic sound measurements, thermal cameras, endoscopy
equipment, and energy analysis have been used and discussed in the literature. Our study offers a PLC-based vibration and
temperature measurement system designed as a solution of this problem. In this system, vibration and temperature measurements
were made while the servo motor was kept running. These measurements were measured with or without load, considering the

operating ranges of the servo motor, and the compatibility of the data was evaluated.

1. Introduction

One of the biggest problems encountered in the automation
sector is the loss suffered in production when the product
dysfunctions. In order to prevent the unexpected malfunctions
from occurring during the intensive production periods, the
maintenance system must be well managed and organized. The
implementation of maintenance activities is very important for
the smooth operation of machines and work processes that
operate continuously [1, 2]. In such cases, it is possible to work
with an external company to carry out the relevant maintenance
work [3]. Briefly, maintenance activity is a planned and pro-
grammed movement that all the partitions in the firm create in
an organized manner to maintain the functions of the systems
in the most efficient way [4]. Research carried out on the ef-
ficiency of maintenance work shows that 33% of the mainte-
nance expenses are unnecessary or wasted due to disruption of
their periodic maintenance [5, 6]. While maintenance strategy is
created, for this reason, the selection of a business method that
suits the maintenance requirements constitutes great impor-
tance [7]. Failure can occur while production is intensive.
Maintenance and repair to be made during this process can
cause high costs. Since the application of this method deter-
mines the malfunctions in advance, costs are minimized [6].

Even if the maintenance work is carried out in a comprehensive
manner, it may become stereotyped over a long period, and it
may not be possible to achieve the desired benefits proportional
to the experience of the maintenance technician. Among the
types of maintenance, predictive care occupies the last position,
with an application rate of 2%. This shows that the predictive
care type has been ignored although it provides many benefits
for companies because it can foresee and prevent failure before
the equipment malfunction occurs [8]. The origin and the
development of malfunctions learned from the analyses made
with the data obtained can be used in high capacity use of
engines and in avoiding shutdowns caused by timeless failures.
The predictive care applications are measurement, analysis, and,
respectively, repair [9]. The predictive care uses the vibration
measurement tool, ultrasonic sound measurement tool, thermal
cameras, endoscopy equipment, and energy analyser tools.
Benefits of predictive care are the increased life cycle of
equipment, estimation of maintenance time, prevention of
labour loss, quality, and more efficient use [10-12]. Although
the benefits of predictive care are known, it has been determined
that the proportion of firms that determine their malfunctions
by applying fractional care in the world is 0.04% [13].

The systems used to determine the malfunction of products
such as electric motors, generators, and transformers commonly
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used in the industry measure voltage and current signals to
determine the malfunction status of related products [14, 15].
Depending on the operating conditions and the characteristics
of the points to be measured using various parameters that
characterize the behaviour of systems at runtime to monitor the
operating conditions and performances of the machine, the
working performance of the machine under various physical
quantities can be observed at certain intervals [16]. These
measurements are carried out by employing methods. These
methods include monitoring actual data, the load set and
frequencies, performance curves during offline use, and use of
the existing net worth [17, 18]. However, the acquisition and
processing of these data are disadvantageous due to the lack of
an information boundary and the lack of continuity. System
design and management of data traffic are important in the
prevention and diagnosis of malfunctions. Writing-based sys-
tem developments are among the attempted methods [19].
However, these system approaches are generally concentrated
on vibration.

For predictive maintenance purposes, thermodynamic and
dynamic analysis of a motor that operates between the at-
tachment of the sharp ends of the cylinder, gamma type, free
piston, and hot and cold welding temperature can be carried out
by detecting the development of a running machine’s failure [1]
on asynchronous motors [2]. Also, real-time monitoring and
evaluation of rotating machines can be done [20]. Today, some
methods have been used to determine the friction problems of
fixed and rotating parts. One of these methods is friction
spectral analysis which is carried out by the measurement of the
distribution of the characteristics of reaction. However, the
disadvantage of this method is that the friction generating
equipment produces noise in the current frequency band. A
complete analysis of the temporary response of the rotor-stator
interaction in which the friction process is represented by a
linear product model (Coulomb friction), and the distribution
of the cavity effects due to friction in the spiral vibrations which
increases the stability of the system in the rubbing area, has been
detected [21, 22].

Our study offers a PLC-based vibration and temperature
measurement system designed for the solution of this
problem. Vibration and temperature measurements were
made while working on the servo motor made according to
this system. These measurements were measured with and
without load, while considering the operating ranges of the
servo motor and while considering the compatibility of
working with the graphical data analyses.

2. Materials and Methods

This system is designed to measure the vibration and
temperature measurements in servo motors. As seen in
Figure 1, the vibration values and temperature values of the
surface area of the servo motor on the X and Y axes were
controlled by PLC, which is widely used in the industry.
In this study, the automation systems (motor, moving
elements, etc.) is used to measure the vibration and tem-
perature values of the products to determine whether the
products comply with the standards and to prevent mal-
functions. The acceptance of vibration values obtained from
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FIGURE 1: Servo motor working principle.

the measurements of the machines has been determined
with the international ISO 2372 standard. This standard has
been used to evaluate the vibration intensity of machines
operating between 10-200Hz [23]. In this study, mea-
surements and evaluations were applied to servo motors
between 10-50 Hz by connecting them to any machine. All
the harmonic movements that occur in simple harmonic
vibrations are repeated periodically. The magnitude of the
forces required for the vibration to occur is proportional to
the intensity of the vibration [24, 25]. Displacement, ve-
locity, and acceleration are units of amplitude. The unit to be
used during the measurement is decided upon the system’s
work value Hz. The measurements done have been inter-
preted and evaluated according the ISO 2372 standards.

Temperature is a term connected to a system’s molecule’s
average kinetic energy. It is a base magnitude and a scaler. As
the temperature increases, the kinetic energy of the molecules
also increases and they move faster; while temperature de-
creases, the molecules’ kinetic energy decreases well and they
move slower. If two or more objects are in contact, an energy
transfer occurs from the hot objects to the cold objects until
there is a thermal equilibrium [26]. Temperature measuring
detectors, which are frequently used in industrial environments,
are very important, because they determine the temperature
range and process conditions made in industrial environments.
These measuring systems are generally of low cost semicon-
ductor (PTC-NTC and similar) materials. Today, analog
temperature detectors such as NTC and PTC are also used
alongside digital temperature detectors.

The operating algorithm of the system is shown in
Figure 2. Press start to perform vibration and temperature
analysis and select the servo motor model in the recipes.
Measurement will start automatically after the recipe is
selected. The measurement will be completed when the
preset time has elapsed. If the servo motor is operating in
accordance with normal operating conditions, the SCADA
system will record the data and finish the operation. If the
servo motor is not operating in accordance with normal
operating conditions, the SCADA system will warn and the
servo motor maintenance operation will be required.
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FIGURE 2: The operating algorithm of the system.

2.1. System Design. The system designed in this work is used
to measure the vibration and temperature values of servo
motors. When selecting a detector, the following aspects
need be paid attention:

The reading sensitivity of the detector.
The minimum and maximum values to be measured.

The sensitivity limit against the highest temperature to
be measured.

The reaction speed and the reading accuracy against the
change of temperature in unit time.

The continuation time of determination and accuracy.
The restrictions of the environment.

The accuracy level of the application and the change
in cost according to the way the detector has been
mounted. As there are transducers that measure
temperature without contact, temperature detectors
usually work by being in contact with the surface
that is going to be measured. The temperature
detecting equipment consists of thermoelectric
temperature elements and resistive temperature
elements.

2.2. Vibration and Temperature Measurement. Vibration is
expressed in two physical variables which are vibration
frequency and intensity of vibration. The frequency of vi-
bration is the number of vibration in a unit of time, and the
unit is expressed in hertz (Hz). The severity of vibration is
the current strength that occurs in unit of time in the en-
vironment where the vibration occurs perpendicular to the
energy which comes from the vibration, and the unit of the
severity of vibration is (W/cm?) [27].

Analysis of the data obtained by measurement is im-
portant for maintenance and performance use. Accurate
analysis of these data creates predictable data for machine
failure. For example, the balancing of all forces on piston and
rotating machines and the use of special montages decrease
the stress. Likewise, the vibration characteristics of the
system need to be understood, and the resonance condition
analysis needs to be carried out to get an excellent working
performance [28]. The goal here is to avoid resonance with
the measurement of the vibrations created and the experi-
ments. Moreover, thus decrease releases, many studies have
been performed on this. As an example, the deduction below
has been made about a ship’s vibration in conclusion of the
experiments made [29].

Alongside the measurements of vibration, the tem-
perature measurements also carry importance to a large
extent. Because it is a parameter that affects various
properties and creates a deformation effect on materials, it
is essential for the measurements to be done in specific
periods to be controlled. Different temperature mea-
surement devices can be designed by taking advantage of
their various thermometric features in the measurement of
materials’ temperatures. Today, there are various tem-
perature measurement devices that depend on the length,
pressure, volume, electric resistance, electromotor force
inside the electric circuit created by two different wires,
and the changes of materials’ external heat intensity. These
along with devices usually measure by being in contact
with the surface to be measured. Besides this method, there
are devices used in measuring high temperatures that
measure contact-free [16].

In an expertly designed algorithm, the number of
transactions must be constant per data instance. Therefore,
the total number of operations must be linear depending on
N. In general, the processing time required for a collection is
much shorter than the processing time required for a
multiplication operation. Algorithms can be developed to
make these complex operations quick and easy [30]. With
this analysis, the signal can be seen in the frequency domain,
and the frequency spectrum in the blocks can be calculated
and displayed. Real-time data processing is used to calculate
time, field signals, and the frequency domain signals ob-
tained from these signals must also be higher than the data
acquisition rate.

The control of vibration-temperature during operation
and a suitable system for the servo motors to operate have
been created. The system is run by the PLC. The sensors have
been used to measure the temperature and the vibration
values of the devices used in the systems are shown in
Figure 3.



FIGURE 3: View of the designed system.

The vibration and temperature sensor code used in this
process is QM42VT?2. The vibration sensors have X- and Z-
axis indicators on the surface. When X is parallel to the
sensor, the Z axis moves through the sensor on a plane. The
X axis is mounted on the same axis as the motor shaft or on it
axially.

For best results, the sensor should be installed as close as
possible to the motor mount. If this is not possible, the
sensor must be mounted on a rigidly connected surface with
the vibration characteristics of the motor. Using a surface
with a cloth on or any another unstable mounting location to
detect specific vibration characteristics can result in a re-
duced accuracy or capability.

2.3. Properties of the Designed Set. In order to evaluate the
measured data in the designed measurement system, a
Siemens $71200 PLC, a Siemens Comfort 9" operator panel
with a SCADA system, two vibration and temperature
monitors, and a Siemens Brand MODBUS card have been
used to measure the vibration and temperature. The mea-
sured values have been transferred via the Modbus RTU
protocol to the PLC. Five units have been used on the
measurement system to control the on/off switch. Besides, a
fuse has been added to protect the led system and the high
supply voltage from alerting the alarm. The design of the
system is shown in Figure 4.

The PLC program in the measuring system has been created
by programming the Siemens Tia Portal Professional V14 SP1
software and the SCADA program installed in the operator
panel with the Siemens Win CC Comfort V14 SP1 software.
Modbus RTU and Ethernet protocol was created to ensure
communication between the products used in the system.

3. Results

Through the system designed in this paper, a servo motor
used in the industry has been implemented. The measure-
ments have been made between 0-3000 and 3000-0 RPM.
Besides, vibration and temperature analyses have been
performed by running the motor with and without load.

3.1.0to 3000 RPM Unloaded. The servo motor, with the label
information seen, has values increased from 0 RPM to 3000
RPM with no load, and the vibration and temperature values
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have been recorded for 60 seconds. The vibration data have
been taken on the body both in the vertical and in the
horizontal axes; the temperature data have also been taken
from the body (see the graphs from Figures 5(a)-5(c), re-
spectively). According to the graphic values in Figures 5(a)
and 5(b), an increase in vibration speed occurred as the
speed value increased. The value of vibration was fixed and it
has remained stable after reaching the speed of 3000 RPM.
Even though there have been minimal fluctuations in
temperature, no considerable change in the temperature
value has been observed, as it can be seen in Figure 5(c). The
maximum and the minimum vibration values that can be
measured were between the values of 1.5G and —1.5G. The
vibration values have never reached those values. The servo
motor has worked with temperature under the maximum
measurement of 35 degrees Celcius (Figure 5).

3.2. 3000 RPM to 0 RPM Unloaded. The servo motor was
slowed down from 3000 RPM to 0 RPM with no load, and the
vibration and temperature values have been recorded for 60
seconds. The vibration data taken from the vertical axis are seen
in Figure 6(a), the vibration data taken from the horizontal axis
are seen on Figure 6(b), and the temperature data obtained
through the body are seen in the chart from Figure 6(c).
According to the graphical data of Figures 6(a) and 6(b), it has
been served that as the vibration value decreases, the speed value
also decreases. The vibration value has remained constant after
the speed value has dropped to 0 RPM and then it has been
fixed. Even though there have been minimal value changes, the
temperature value has decreased before the change in the value.
After that, it has increased, as the motor speed has decreased
(see Figure 6(c)). In this case, it is acknowledged that the
generally known servo motors get warm when they operate at
lower speeds. In the measurements made, depending on the
measurement direction (X, Y, Z), the operating values of the
servo motor are compared with the reference values. From the
value of the normal operation of the corresponding servo
motor, depending on the measurement direction according to
the references, it is observed that it works between the maxi-
mum vibration value of 1.5 G and minimum vibration value of
—1.5G. It has been observed that the maximum temperature
value of 45 servo motor working referenced to the standard
operating value of the respective servo motor works under the
maximum value.

3.3. 0 RPM to 3000 RPM Loaded. The servo motor, with the
label information seen, is increased from 0 RPM to 3000
RPM with on-load, and the vibration and temperature values
have been recorded for 60 seconds. The vibration data have
been taken on the body in the vertical axis, as seen in
Figure 7(a), data taken on the body in the horizontal axis are
illustrated in Figure 7(b), and the temperature data taken on
the body in Figure 7 are shown on the graph. According to
the graphical data shown in Figures 7(a) and 7(b), when the
speed value reaches 500 RPM, it is observed that the vi-
bration values exceed over the limit that can be measured. A
decrease in the vibration value has been observed when the
speed value of 500 RPM increases to 1500 RPM. While the
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FIGURE 5: The 0-3000 RPM measurement-speed graph of the unloaded motor: (a) vertical axis, (b) horizontal axis, and (c) temperature-

speed graph of the unloaded motor.

speed value has increased from 1500 RPM to 3000 RPM, the
vibration value also has increased and exceeded the limit
values. As a result of the vibration values measured loaded, it
can be concluded that the servo motor does not work
properly loaded and that maintenance should be applied.
Even though there have been minimal fluctuations in the
temperature of the motor, it can be seen that it has been
working in an acceptable manner, in accordance with the
temperature value, as illustrated in Figure 7(c).

3.4. 3000 RPM to 0 RPM Loaded. The servo motor, with the
label information seen, is increased from 0 RPM to 3000
RPM with on-load, and the vibration and temperature values
have been recorded for 60 seconds. The vibration data have
been taken on the body in the vertical axis, as seen
Figure 8(a), data taken on the body in the horizontal axis are
illustrated in Figure 8(b), and the temperature data taken
from the body are graphically shown in Figure 8(c). A
decrease in the value of vibration has been observed in the

graphic values in Figures 8(a) and 8(b) until the speed value
has dropped from 3000 RPM to 1200 RPM. While the speed
value has decreased from 1200 RPM to 700 RPM, an increase
in the vibration value could have been observed, and when
the speed value has reached 700 RPM, it has exceeded the
limit values. While the speed value dropped from 700 RPM
to 0 RPM, the vibration value also decreased and became
0 G. When the servo motor vibration values have exceeded
the limit values at 700 RPM, it could have been observed that
the servo motor needed maintenance. When observing the
temperature graph from Figure 8(c), it can be seen that the
servo motor works at typical temperature values.

4. Discussion

System performance may be dependent on the effects of
vibration and temperature data such as the total operating
time of the system, operating conditions of the system, and
the external environment. So, the reference value can be
obtained from an idle system. By applying the specified load,
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vibration and heat data can be monitored during operation
and termination processes. As seen in the results, critical
levels can be overcoming under load. This can make the
framework require support before due time, and if this
circumstance is not resolved in time, there may be a mal-
function in the motor. Control used for detecting errors can
allow it to give a warning when the limit values are exceeded
and to keep values optimal.

Vibration values were measured for Siemens 1FK7063
coded servo motor at 1000, 2000, and 3000 RPM speeds,
with horizontal and vertical axis displacement. The value of
the temperature in degrees Celsius (°C) has been measured
for a minute and it was graphically illustrated. The working
time for all the measurements has been set at 60s.

First, to create the sample system in terms of the reference
value, data have been obtained from the system displayed in this
article between 0-3000 RPM. The vibration values increase
depending on the number of vibration cycles as expected. When
the data has been examined, no abnormal value has been
observed, and regular operations have been found according to
the motor speed. However, when the heat has been measured,
the reference value of 35°C has not been exceeded.

To test the validation of the first results of measurement
made with 3000-0 RPM measurement cycles, observations
were made that the vibration values have decreased
according to the amount of vibration it received and it was
kept within the working ranges. The temperature value at
500 RPM is within the boundary of the first variable and the
temperature value reaches the critical point in the mea-
surement range of 3000-0 RPM. It has been identified as a
normal thermal behaviour, considering the running time of
this system. The values of the system were recorded while
kept idle under monitoring.

A loaded system has operated between 0-3000 RPM.
0-500 RPM and 2200-3000 RPM operating ranges have
exceeded the limit of the values of the vibration data. It has
been identified that the vibration data have remained at the

desired level from this point on. It means that the machine
needs to be taken into the maintenance. Otherwise, there is a
possibility of causing friction-related malfunction in the
system. On the other hand, temperature values were constant
at 900-1200 RPM. This variable data remains within the
boundary values. The measurements in the system, based on
different parameters during the study, could be done in real-
time and variable areas have been identified. The data ob-
tained from the regular study are deemed to be inside the
working range. When the 0-3000 RPM values of the motor
was measured, it was observed that at 3000-2600 RPM that it
exceeded over the vibration limits. The rise in these vibration
values were seen at 1200-600 RPM. Between the measure-
ments of 0-3000 RPM, the same consequences were not
observed in said frequencies. This spike was observed in both
measurements made with 0-3000 RPM and 3000-0 RPM and
different frequencies in data are observed. Even with these
vibration values, the system’s temperature has never exceeded
over the working temperature of 35 degrees Celsius. In
conclusion, better data for predicting malfunction with
3000-0 RPM measurement method have been gained.

5. Conclusions

Disruptions during the mass production processes can cause
a competitive disadvantage to companies in the industrial
field.

Furthermore, malfunctions can cause major setbacks
during the manufacturing process since continuous pro-
duction depends on how well the machines can perform.
Particularly in remotely controlled processes, achieving both
timely and accurate monitoring might prove difficult. The
system designed and developed in this study provides a way
to measure the heat and the vibration in real-time. This
innovative system can be configured in accordance with
future research regarding industry 4.0. The monitoring
system can be used on demand to show measurements for
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heat and vibrations, remotely and on demand in real-time.
The control systems are integrated to provide a safe and
nonhazardous production. The system can display real-time
data. With the data obtained, a suitable dataset is created for
use in artificial intelligence applications. Cost advantages
can be provided and the system has a structure that can be
improved in all aspects. It can be easily moved anywhere and
has a multifunctional structure that can be used for every
device and machine of similar structure. The information
requested in reporting can be selected by the user. Also, by
adopting the understanding of intervention before failure
occurs, the highest efficiency can be obtained and the
production resulting from a halt or unplanned maintenance
caused by the breakdown can be contributed to production
by minimizing the cost losses. This system vibration and
temperature values can be examined during the operation of
the machines without damaging the systems and the data
that will cause problems can be monitored. In addition, it
can be examined in other motors without damaging ma-
chinery and equipment, and how real errors are reflected on
the graphics as a result of vibration measurements can be
examined.
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At present, the image mining is mainly based on its local and key features, which focuses on its texture and statistical grayscale
features, but it focuses on its edge and shape features rarely. However, the contour is also an important feature for image shape
recognition. In this paper, a good target image contour coding algorithm was adopted, and an LCV segmentation model with good
image boundary acquisition capability that can reflect the target image contour features was selected for the original image
contour segmentation. The detailed features analysis of the contour coding algorithm was carried out through the experiments; the
experimental results showed that the algorithm was a significant technological breakthrough in image feature extraction

and recognition.

1. Introduction

At present, the image mining is based on its texture and
statistical grayscale features mostly. However, during the
actual target image recognition process, the image features
are not derived from its texture, grayscale, pixel density, and
other features alone [1]. In fact, in a specific application field,
the image contour is also a key target feature. Therefore, the
specific processing of the target contour can bring a new
concept in the image recognition field [2-8], especially in the
physical image recognition field in a 3D space. There is still
an insufficient mining depth in this field at home and abroad
currently. Although the feature extraction of the target
image contour was proposed in some references [9-13], the
secondary conversion of the contour features was still not
analyzed in depth; there was still a lack of mature and perfect
model algorithms, there was a large error in the retrieval of
the contour boundary when the target image contains some
noises, and there was a poor discrimination among the
similar images in the traditional secondary feature extrac-
tion, which resulted in failure to the wide applications of the
target contour features in the image recognition field.

At present, most of the traditional image coding algo-
rithms are based on its internal textures and pixels, and more

image coding algorithms are applied mainly in the image
compression and background prediction. Several traditional
image coding algorithms are described as follows:

The entropy coding refers to a nonsemantic data
stream compressed mainly with statistical information of
data and is a lossless coding. The common entropy codes
include Shannon code, Huffman code, and arithmetic
code. The entropy code in video coding is a compressed
code stream for storage or transmission transformed from
the element symbols (representing the video sequence).
The input symbols include additional information, header
information, motion vectors, and transform coeflicients.
Several common entropy codes are described briefly as
follows:

Shannon coding is a coding method called as Shannon-
Fano algorithm obtained by Robert Fano, a mathematics
professor from Shannon and MIT based on the information
theory proposed by Shannon in 1948~1949 and it is a kind of
symbol coding with variable lengths. Shannon-Fano algo-
rithm is coded from top to bottom as follows: the first is to
use the probability of the symbol occurrences as the se-
quence basis; the second is to divide the symbols into two
parts with approximately equal frequencies from top to
bottom recursively and mark their boundaries with 0 and 1,
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respectively; the experimental results 0 and 1 are the binary
codes of the target.

Huffman coding is a brand-new coding method pro-
posed by David Albert Huffman in the early 1950s. It has top-
down feature and is optimal statistically. The shortest code is
assigned to the most frequent symbol, and so on. The coding
steps are as follows: the first step is to arrange the leaf nodes
of the symbols from right to left in the probability sequence;
the second step is to connect the two top-row nodes with the
lowest probability to get the parent node and mark the two
lines of the left and right child nodes with 0 and 1; the third
step is to repeat the second step until the root node is
obtained to get a binary tree; the fourth step is to obtain the
binary coding of the symbols, i.e., leaf nodes 0/1 string of
each symbol started from the root node. From the above
coding steps, the codes are different but their average length
is the same. The specific analysis can be carried out as
follows: the detailed probability sequence can be from right
to left or from left to right, because the symbols are only
related to the probability. There is no effect when the left and
right branches are marked with 0 or 1, so the coding result is
not specified.

The prototype of arithmetic coding was proposed by
P. Elias in 1960, and the algorithm was pioneered by
J. Rissanen and R. Pasco in 1976, systemized and imple-
mented by G. G. Langdon and Rissanen in 1979, and cor-
rected by Rissanen to obtain a lossless compression
algorithm in 1984. Based on the information theory, this
coding method and Huffinan coding are the optimal variable
code length types. Its advantage is that it is no longer limited
to Huffiman coding integer bits. For example, if a symbol in
Huffman coding needs to be represented by 0.1 bits, it can
only be represented by 1 bit, which causes a waste of storage
space. The symbol in the arithmetic coding is different from
those of the above two coding methods. The symbol is in-
dicated with a real interval with a width equal to its oc-
currence probability within [0,1), and then all the symbols in
the symbol table can just fill the entire interval of [0,1), and
the input symbol string (data stream) is mapped to a real
value in the interval of [0,1).

The predictive coding is based on the feature that there is
a certain correlation among the discrete signals to predict the
unknown signals and then code the prediction errors.
Obviously, the coding accuracy is closely related to the
prediction error. If the predicted value is accurate, the error
will be small. When the coding accuracy requirements are
relatively similar, this method can also be used to compress
the data. It has the features of strong error diffusion, sim-
plified and fast algorithm, and easy hardware
implementation.

Since the image data and sound data are sampled, the
predictive coding method is more suitable for them, the
differences between adjacent values are not obvious, and too
many bits are not required. The standard predictive coding
diagram is shown in Figure 1, and the corresponding coding
steps are as follows:

Step 1: calculate the difference between f (4, j) and the
prediction value f7/ (i, j) generated by the predictor at
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FiGUure 1: Flow chart of the predictive coding steps.
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the transmitting end to obtain the prediction error
e(i, j);

Step 2: e(i, j) is quantized by the quantizer to e/ (i, j),
and a quantization error is generated;

Step 3: €' (i, j) is encoded by the encoder into a code
word for sending, and f' (i, j) is added into e’ (i, j) to
restore the input signal f (i, j). Due to the existence of
quantization error, f (i, j) is not equal to f' (i, j), but
they are very close. The local decoder at the sending end
is the predictor and its loop;

Step 4: set the memory in the predictor at the sending
end in advance to store f' (i, j) for prediction of the
next pixel and then input the second pixel; repeat the
abovementioned operation.

In 1968, the transform coding was proposed firstly by
Pratt by applying Fourier transform, followed by the oblique
transform, Walsh transform, the discrete cosine transform
(DCT), and k- transform. The essence of transform coding is
to reduce the spatial correlation of the image signals at the
frequency domain level, and its digital rate reduction effect is
similar to that of the predictive coding. Since 1980, a hybrid
coding scheme was emerged gradually, which combined
with the transform coding and the motion compensation, to
promote a great progress in the digital video coding tech-
nologies. In the early 1990s, the famous video coding
proposal for videoconferencing applications with the hybrid
coding scheme was proposed firstly by ITU. Afterwards,
with the continuous improvement of the video coding
standards and recommendations, the hybrid coding tech-
nology was slowly developed and stabilized and became a
digital video coding technology with a relatively high ap-
plication frequency. The transform coding is an indirect
coding method and is generated by the orthogonal trans-
formation of image information. Because the correlations
among signals are omitted in the orthogonal transformation,
the redundancy of the signals can be reduced, and the coding
method is relatively easy. In this way, the coding of the image
is transformed to the coding of transform coefficients. Be-
cause the amount of data is not large, and the parameters are
not related to each other, a more compression ratio can be
obtained. Haar transform, Walsh Hadama transform, dis-
crete Fourier transform, and discrete cosine transform are all
quasioptimal transforms, and the last one is used most
frequently.
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Thus, a good target image contour coding algorithm was
adopted, and the feasibility analysis and related experimental
analysis of the algorithm were carried out in this paper. The
target image contour coding algorithm is a model algorithm
based on the coding transformation of the contour feature
information after extracting the contour features of the
target image. Compared with other traditional coding al-
gorithms, the proposed algorithm has a unique role in the
secondary conversion of image contour features, which can
extract the image boundary contour information from
multiple perspectives. The detailed featuresanalysis of the
contour coding algorithm was carried out through the ex-
periments; the experimental results showed that the algo-
rithm was a significant technological breakthrough in image
feature extraction and recognition.

2. Target Image Contour Coding Algorithm

From the above traditional coding algorithms, it can be seen
that the traditional image coding is mainly used in the
compression and storage of images. In a certain sense, the
image attribute features are not mined, that is, the image
contour attribute features are not extracted, while the data
quantity of the digital image is reduced effectively only under
the premise that the saved image information is not missed
as much as possible. Therefore, a transformation model of
target contour quadratic feature codes was adopted and the
characteristics and stability of the algorithm were analyzed
through relevant verification experiments in this paper.

The target image contour coding algorithm is used
mainly to obtain the target image boundary coordinate
information, perform a certain image conversion, and then
extract the target image contour information matrix. The
model is different from the traditional coding algorithms in
coding role, coding speed, and coding principle, and it has a
unique role in the secondary conversion of image contour
feature extraction and can be used to extract the image
boundary contour information from multiple aspects. The
coding algorithm steps are as follows:

Step 1: obtain the target image boundary information
from the image analysis model, represented as (x, y)
coordinates;

Step 2: normalize the coordinates of the contour
boundary obtained in Step 1 with the interval [1,255],
respectively, to eliminate the effect of the difference in
absolute phase pixels of the image;

Step 3:convert the contour matrix data obtained in Step
2 into uint8 format, for subsequent calculation and
processing;

Step 4: carry out the grayscale process for the contour
matrix obtained in Step 3, and convert it to obtain the
image boundary coding matrix;

Step 5: carry out the binarization of the image boundary
coding matrix obtained in Step 4 by setting the cor-
responding threshold;

Step 6: in order to combine the image boundary coding
matrix with other model algorithms, arrange and

encode the binary coding matrix obtained in Step 5 in
row, column, and oblique directions; finally, draw the
corresponding coding chain, among which the coding
in row direction is converted with each row of the
binarized coding matrix into a row in order, the coding
in column direction is converted with each column of
the coding matrix into a row in order, and the coding in
oblique direction is converted with each diagonal of the
coding matrix from upper right to lower left into a row
in order.

3. Feasibility Analysis of Target Image Contour
Coding Algorithm

From the above coding model algorithm principle, it can be
seen that the most critical feature of the target image contour
coding algorithm adopted in this paper is the image contour
boundary, that is, as long as the target image has a certain
contour boundary, which can be obtained with a certain
image processing method, the target features can be
extracted to obtain the contour feature information of the
image. It is worth noting that since the actual object is 3D,
when it is converted into an image, only the projection
information at one dimension can be obtained, and such an
image contour cannot be correctly reflected on a 2D image.
Therefore, the images with 3D features were not studied and
only the typical images with 2D features were studied and
analyzed in this paper.

At present, for most images, whether they are obtained
from static or dynamic objects, the specific contours can be
generated on the images. Aslong as the effective target object
boundary contour is obtained from a reasonable model, the
model algorithm adopted in this paper can be executed; at
the same time, because it is transformed into a 1D 01 coding
sequence during the subsequent process of the model al-
gorithm, this algorithm can be directly integrated with other
models and there is no integration problem in the subse-
quent calculation process. Therefore, the model is applicable
actually.

4. Experimental Analysis of Target Image
Contour Coding Algorithm

The target image contour coding algorithm adopted in this
paper can be used to extract the secondary features of the
target image contour in a targeted manner and can convert
them into the key image information. The coding experi-
ments of the contour features extracted with the row set
model Local Chart-Vest (LCV) [1] segmentation were
carried out to analyze the features of the target image
contour coding algorithm as follows.

All experiments in this paper were completed under the
experimental conditions of Intel 17-4712HQ 2.30 GHz CPU,
NVIDIA 610M graphics card, 8 GB memory, and MATLAB
R2011b.

Because the LCV model has better image boundary
acquisition capability under uneven image grayscale and
brightness conditions, and the extracted target image con-
tour boundary is smooth and can reflect the detailed contour



features of the target, the target image contour coding al-
gorithm adopted in this paper was based on the image
contour boundary extracted from the LCV model; at the
same time, the algorithm was analyzed with actual images
and artificial images in the experiments.

4.1. Analysis of Image Contour Coding Algorithms in Different
Ways. The ultimate objective of the image coding adopted
in this paper was to extract the features of the image. For
different types of pictures, different coding chains can be
obtained with different coding methods. The codes in dif-
ferent directions were analyzed as coding in row direction,
coding in column direction, and coding in oblique direction.
During the experimental process, the uniform contour
boundary was set as [20,50], which could be modified with
Al =imresize(A1,[20 50]) program, and the binarized
threshold coefficient was 0.9, which could be modified with
Al =im2bw(A1,0.9) program. The coding experiments with
the global pixel points of the image and the contour
boundary of the image from the row set model were carried
out; the experimental results are shown in Figure 2.

From the coding results in Figure 2, the following
conclusions were obtained.

In Figure 2(c), the global pixels of the image were coded
simply; in the experimental resulted coding chain, there were
more white value segments, which were small and thin and
distributed unevenly. Such coding chain had a very low
degree of interpretation for the features of the image, be-
cause the small and thin white value segments obtained by
coding would disappear, resulting in a weak memory for the
interpretation of the image when there was a slight change in
a part of the image.

In Figure 2(d), the image boundary contour was
extracted from the row set model and encoded in the row
direction. The coding results showed that there were less
white value segments in the coding chain, which were longer
and more obvious. Therefore, the experimental result ob-
tained by the coding had a high degree of interpretation for
the features of the image. When the image is changed locally,
the relative position and length of the coding chain would
still not be changed significantly. Therefore, the coding in
row direction has higher anti-interference ability in the
image recognition.

In Figure 2(e), the coding chain result of the contour
boundary in column direction showed that the white value
segments were narrower and thinner and distributed more
uniformly; in other words, the coding has better anti-
interference ability, because only some white value seg-
ments disappeared in the coding chain when the image was
changed locally, and there was only a small impact on the
image features. Therefore, the coding in column direction
still has an anti-interference ability in the image
recognition.

In Figure 2(f), the coding chain result of the contour
boundary in oblique direction showed that the white value
segments were narrower and thinner and distributed more
uniformly and the coding also had a certain anti-interference
ability. Therefore, the coding in oblique direction can reflect
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the overall image features largely and has still an anti-in-
terference ability in the image recognition.

From the experimental results with the coding methods
in above directions, it can be summarized as follows. In the
extraction of global pixels, the image was compressed only
while the original image information was unchanged; when
they were arranged in row direction, there were fewer,
narrower, and unevenly distributed white value segments in
the coding chain obtained with global pixel features.
Therefore, these white value segments are greatly affected by
the local changes of the image and are lost easily under the
presence of other interference factors and the coding chain is
not suitable for characterizing the image features. In the
coding in row direction, there were wider and fewer white
value segments. Therefore, it can reflect the single-phase
image features obviously, has a higher anti-interference
ability, and is suitable for single-phase image recognition. In
the coding in column and oblique directions, there were
thinner and more and evenly distributed white value seg-
ments. Therefore, they are suitable for the multiphase image
recognition.

4.2. Analysis of Coding Algorithms for Contour Attributes with
Different Parameters. From the coding algorithm flow, it
can be seen that the core parameters that affect the image
contour boundary coding include the binarized threshold
coefficient and the image coding matrix size. Therefore,
different image features can be extracted with different
core parameters. In the actual applications, in order to
extract the coding chain that reflects the image features,
the relatively good coding chain parameters should be
provided.

4.2.1. Effect of Threshold Coefficient. The coding experiments
of the image contour boundary extracted from the row set
model in different directions were shown as follows, in
which the binarized threshold coefficient was set to 0.7. The
coding result is shown in Figure 3.

From the coding results in different directions in Fig-
ure 3, it can be seen that the number and width of the white
value segments of the image contour boundary encoded in
all directions were increased when the binarized threshold
coefficient is decreased during the coding process.

In the coding result in row direction, there were wider
white value segments. However, compared with the coding
result with the binarized threshold coefficient 0of 0.9, it can be
seen that the white value segments of the original coding did
not disappear, but only the width and number of the coding
chain were increased on the original ones. Therefore, for
special images, when the coding is not significant, the image
contour coding chain can be enhanced by decreasing the
binarized threshold coefficient.

In the coding in column and oblique directions, when
the binarized threshold coeflicient was decreased during the
coding process, the number of white value segments of the
coding chain was also increased, but the original white value
segment positions were not changed. Therefore, the degree
of discrimination of the image coding chain can also be
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FIGURE 2: Result of global image pixels and image contour feature coding chain. (a) Row set LCV model image segmentation result.
(b) Image contour. (c) Coding chain result of the global pixels in row direction. (d) Coding result of the contour features in row direction.
(e) Coding result of the contour features in column direction. (f) Coding result of the contour features in oblique direction.
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F1GURE 3: Image coding results with the binarized threshold coefficient of 0.7. (a) Row set LCV model image segmentation result. (b) Image
contour. (c) Coding chain result of the contour boundary in row direction. (d) Coding chain result of the contour boundary in column
direction. (e) Coding chain result of the contour boundary in oblique direction.

enhanced by decreasing the binarized threshold coefficient,
that is, the similarity between the coding chains of two
different images can be reduced and the difference between
image features can be enhanced.

4.2.2. Effect of Coding Matrix. The coding experiments of
the image contour boundary extracted from the row set
model in different directions were shown as follows, in

which the image coding matrix sizes were 1050 and 20*50
uniformly, and the threshold coefficient was 0.9. The
coding results in row and column directions are shown in
Figure 4.

From the abovementioned experimental results, it can be
seen that when the matrix of the coding process was reduced,
the number and width of the white value segments of the
image contour boundary coding in all directions would be
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FIGURE 4: Image boundary feature coding results of different coding matrixes. (a) Row set LCV model image segmentation result. (b) Image
contour. (c) Coding matrixes with sizes of 1050 and 20%50. (d) Coding chain results of 1050 coding matrix in row and column directions.
(e) Coding chain results of 20%50 coding matrix in row and column directions.
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FIGURE 5: Image facial expression feature extraction and the coding in row direction results in JAFFE. (a) Happy expressions. (b) Angry

expressions.

decreased, and the relative positions of the white value
segments would be changed. In the coding results in row and
column directions, the relatively clear white value segments
could be obtained, but the number of white value segments
was only a half of that of 2050 coding matrix. Therefore,
when there are many types of images in the image recog-
nition, the matrix size of the coding process can be reduced
appropriately, so that the coding chain can accommodate
more sample codes for distinguishing.

4.3. Experimental Analysis of Target Contour Coding Face
Expression Recognition Based on Active Appearance Models
(AAM) [14]. In this paper, the contours of eyebrows, eyes,
and mouth, which had a great relationship with facial
expressions, were extracted by AAM to obtain the contours
of each part (N1-N6 ), and then the algorithm was used to
convert and encode the contours to obtain the feature
values of each part. The contours of each part were
extracted from the AAM, and the algorithm was used to
convert and encode the values of each part. The coding
matrix size was 20750, the threshold coefficient was 0.8, and
the coding mode was coded in row directions. The obtained
facial feature parts and coding results in row directions are
shown in Figure 5. Finally, the comprehensive judgment
result of facial expressions was given by the specific ex-
pression characteristics of each part in the face, and the
expression recognition rate in the face database JAFFE
reached 98.78%.

5. Conclusion

The contour is the important information for image rec-
ognition. The relevant researches showed that, for any object
under specific conditions, the contour is a main factor to
distinguish different objects; even for extremely similar
objects, the local difference in the target contour is quite
significant. For example, for the leaves under one tree, al-
though their shapes are very similar, if all the leaves are
unified, the features of their contours also have obvious

differences. Therefore, compared with other commonly used
image recognition algorithms, such as KL recognition al-
gorithm, texture-based recognition algorithm, model-based
recognition algorithm, and geometric feature-based recog-
nition algorithm, only the image boundary shape infor-
mation is required for the image contour-based recognition
algorithm and different target images have different con-
tours. Therefore, a transformation model with the secondary
feature coding of the image boundary contour information
from multiple aspects, the target image contour coding
algorithm, was adopted in this paper.

From the above coding experiments with global pixels
of the image and the coding experiments with the image
boundary contours in all directions based on the row set
energy, it can be seen that, the coding features obtained
from the coding process with the global pixels of the image
were weak, could not reflect the features of the image fully,
and might be lost under external interference; therefore,
the anti-interference ability was poor. Thought the ex-
periments with actual images and artificialimages, it could
be seen that, for the coding with image boundary features,
the coding methods in row, column, and oblique directions
could better reflect the image features. It was undoubtedly
an effective experiment in image feature extraction and
recognition.
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The approach of multipoint measurement, with increasing hardware cost, should no longer be adopted against the problem of low
detection precision on the quality and concentration measurement of large-caliber or irregular pipeline gas with the single
platinum film probe. Alternatively, the data correction and improvement can be carried out through establishing an RBF model to
detect sample gas after preprocessing. Furthermore, the computer simulation and error analysis can be implemented by taking
actual SO, data emitted by one medium-sized coal-fired power plant in China as a training sample. Hence, it can be shown that
this approach on improvement and analysis of continuous monitoring of the systematic integrated error against the instrument

correction and flue gas emission has feasibility, and the comprehensive average error is less than 0.6%.

1. Introduction

The nondispersive infrared gas concentration analyser based
on the principle of platinum film is mainly applied to gas mass
flow and concentration detection. It has a larger measurement
range, a lower loss of pressure, and a relatively smaller size, and
it has no consumption parts compared to electrochemical
analysis instruments and spectrographic analysis instruments.
Furthermore, it is easy to match with an integrated circuit.
Therefore, it is suitable for extremely low gas monitoring and
control, and it can be widely applied in the area of industrial
gas testing. However, in the actual working environment, there
are many difficulties in how to improve the gas concentration
detection accuracy of large diameter or irregular pipeline.
Taking the test of SO, vehicle emissions discharged by the
thermal power plant as an example, the problems to be studied
and solved are mainly reflected in the following aspects.
For the construction difficulty, according to GB/T 16157-
1996 [1], “the sampling aperture of circular flue shall be
located at mutually perpendicular diametrical lines in var-
ious measuring points.” Meanwhile, “for chimney flue with
the diameter which is greater than 4m, homalographic

cylinder number is 5, and the sampling number of test point
is 10-20.” Apart from the method of equal annular area, the
common test point setting also includes the Chebyshev
method and the log-linear method. In fact, the diameter of
the exhausting chimney in large- and medium-scaled
thermal power plants in China is currently above 8 m, and
the height is 180-210m. The test usually trepans on the
chimney directly, close to the actual discharge, and the
height of the sample gas gathering always exceeds 90 m.
Hence, detection precision is increased through setting
multiple detection points on equal ring sections, and this has
large constructional difficulties and high equipment costs.

For the detection principle, the realization of mutual
interference of multiple groups of gases in the processing
environment will cause the loss or degeneration of principal
component features, but this is unavoidable in the actual
working environment.

For the actual process flow, at present, the detection
technology does not fully consider the impact of coal quality
on the detection accuracy. On the one hand, since the pro-
duction areas and quality of coal are different, the content of
SO, in the actual off-gas after combustion (before treatment
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and purification) is approximately 20000 mg/m’ to ~2000 mg/
m’, and it has a large fluctuation range and is very unstable.
The actual working status of the exhaust gas purifying process
equipment is greatly influenced by the condition of the
hardware and the external environment. In consequence, the
concentration fluctuation range of SO, gas entering into the
chimney after purification treatment is still large; on the other
hand, usually, the water content of exhaust gas discharged by
the thermal power plant is 13%-15%. However, the contin-
uous moisture absorption peak results in cross-interference of
the absorption peak of multicomponent gas (zero moisture
cannot be ensured in the actual working environment).

For the detection technology, the current detection
technology does not consider the influence of the pre-
treatment system on detection accuracy. According to the
emission standard of SO, in thermal power plants and other
key regions is 35 mg/m3 (standard state) [2]. This refers to
the trace amount of SO, emitted into the atmosphere by
thermal power plants after purification treatment. In fact,
the off-gas discharged into the chimney by the thermal
power plant is characterized by high temperatures (120°C to
50°C), high moisture content (13% to 15%), and high dust
content (about 10 ym), and it contains corrosive gases and so
on. In the actual working environment, the off-gas shall not
be detected in the sensor directly after sampling. Meanwhile,
the actual operating procedure of the whole process in the
thermal power plant is not completely stable due to various
factors such as coal product quality, burning temperature,
and other procedure controls for achieving combustion
quality of the product. As a consequence, the pressure, tar,
benzene, naphthalene, moisture, fine particle, temperature,
and gas flow rate of sample gases are different. Therefore, the
preprocessing of sample gas shall be carried out to ensure
that the typical sample gas can be obtained in the shortest
retardation time. On the condition that the concentration of
the tested gas is not lost, the state (temperature, pressure,
flow, cleanliness, etc.) of the sample gas shall be suitable for
the operating conditions required by the sensor. Hence, the
representation and authenticity of the sample gas sent to the
sensor after being processed by the sample processing
system have a crucial influence on the ultimate detection
accuracy. At the design stage, the atmospheric pressure,
wind direction, geographic position, local climate, extreme
climate, and other geographic information shall be taken
into account in the CEMS (Continuous Emission Moni-
toring System) of the thermal power plant. These are spe-
cialized designs. Hence, it is difficult to accomplish
quantitative error analysis assessment of the pretreatment
system of the sample gas because the deviation caused by the
pretreatment system of the sample gas cannot be estimated
and revised with a mathematical model.

In addition, the current detection methods do not
consider the interference of detection instruments and
pretreatment system itself on the detection accuracy; for
example, the platinum film probe has noise generated by the
signal processing circuit and other random errors. It also
exhibits temperature effect on zero and temperature drift of
sensitivity, calibrated error, linearization error, error of
signal processing circuit, and measuring error as a result of
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the temperature of the sample gas. The problems also in-
cluding voltage fluctuation of the light source of trace
amount and aged light of optical glasses still exist.

Therefore, SO, concentration detection interference in
the thermal power plant mainly implies that the output value
of concentration P is not only decided by one target pa-
rameter (the absorbed infrared energy, e); it is a multivariate
function that is related to nontarget parameters, for instance,
flow of sample gas (fr), noise of conditioning circuit (n),
temperature (f), water content (w), calibrated error (c),
various linear error (), organic matter (o) (such as tar,
benzene, and naphthalene), and others; namely,

P=f(fr,nt,w,clo,...). (1)

In recent years, neural networks have many applications
in sensor signal processing, nonlinear correction, temper-
ature compensation, and so on. BP (back propagation)
neural network model has been brought into infrared
temperature and humidity compensation [3, 4]. RBF (Radial
Basis Function) neural network is applied to precision
motion system [5] and neural network is used in the pressure
analysis [6] and gas concentration measurement [7] in in-
dustrial environment; and a new method of Correction of
Dynamic Errors of a Gas Sensor Based on Neural Network
has been presented [8], etc. These studies adequately
demonstrate that data fusion technology of sensor network
on basis of neural network has effectiveness and super
application prospect. However, there still exists great re-
search space on multigroup gas analysis, comprehensive
analysis, and processing of interference factors, normali-
zation of gas sample, product engineering, and other di-
rections under the constraints of hardware cost and
construction condition.

The concentration measurement of large-caliber or
irregular pipeline gas with the single platinum film probe
has low-level detection precision, hardware cost shall be
controlled, and constructional difficulties shall be re-
duced. Therefore, the method of combining the pro-
ceeding control of sample gas and data correction of
neural network is adopted on the basis of existing ana-
lysers rather than simply enhancing the minimum range
of the instrument. Further, test and effect analysis are also
carried out through computer simulation in this study.

2. Materials and Methods

2.1. Description and Problem Formulation. According to the
principle of consistency approximation of neural network, if
it can ensure that the number of neurons in the hidden layer
of surface web is plentiful enough or the deep network is
deep enough, a surface web or deep network that approx-
imates a nonlinear mapping at arbitrary precision will be
found [9]. In consequence, the problems including analysis
leakage with interference factor and mathematical modelling
compensated by interference factor can be avoided through
bringing neural network into error analysis and correction
of thermal power plant based on the above analysis. The
experimental model is shown in Figure 1. In this model, the
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FIGURE 1: Schematic diagram of the experimental model.
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preprocessed sample gas is sent to the platinum film sensor
for concentration detection, and the data after detection are
output after error correction of neural network.

The RBF neural network is selected to promote error
performance by utilizing the characteristics of high
convergence rate, strong self-learning ability, and easy
achievement [10, 11]. Therefore, the generalization per-
formance of the neural network will be enhanced, and
misguidance of nonstandard training sample sets will be
avoided. In the RBF network, a large number of neurons
and other improved algorithms (genetic algorithm, PSO,
etc.) can be utilized to further approximate system dy-
namics or precision [12]. However, this will definitely
cause more complicated calculated load. The RBF net-
work structure shall be simplified as far as possible under
the premise of ensuring error precision, and the ap-
propriate mean square error (MSE) shall be determined
through experiment. Thus, the hardware-based design
will be realized at a later period, and retardation time will
also be shortened.

RBF network training data are actual data from the
actual working environment. Numerous interference and
custom attributes about gas concentration detection of the
aforesaid thermal power plant shall be taken into full
consideration rather than compensation of signal values
detected by the sensor through adopting the function model
calculation method and parameter calibration calculation
method. Therefore, error improvement can be aimed at the
performance of the whole CEMS.

2.2. Experiment and Experimental Data Specifications

2.2.1. Training Process Instructions. The network training
process can be briefly described as follows. A single set of
PA200 analysers provided by Chonggqing Chuanyi Analytical
Instrument Co., Ltd., shall be installed at the exhausting
chimney of a large domestic thermal power plant (including
the pretreatment device, and the mounting height is 90 m).
The main relevant performance parameter indicators are
linear error < +1% FS (full range) and the minimum range
of SO, of 0 to 0.01% (100 ppm). The network training is
carried out by regarding 100 groups of actual test data from
2015 as the sample of RBF network training. Moreover, the

method of computer simulation can be adopted to simulate
20 groups of experimental data under an equivalent process
environment and for testing, evaluation, and analyses.

2.2.2. Training and Testing Sample Instructions. Under
normal conditions, the temperature of the gas released from
the thermal power plant after coal combustion is about
150°C, where the gas arrives at the exhausting chimney after
processing through denitration, dust removal, desulfuration,
and other environmental protection processes. The pre-
treatment system shall be set in the site environment to
protect the sensitivity of the instrument. The systematic
object is shown in Figure 2, and the structure is shown in
Figure 3. The complete set is utilized with an instrument that
can control the fluctuation range of temperature, dust
particles, water content, and flow before the sample gas
enters into the analysers. This practice also has the properties
of high stability and low technique implementation cost.

According to the aforesaid interference factor analysis,
water content, temperature, dust particles, flow, and output
voltage are selected as sample input vectors of the neural
network. The sensor that is applied to measure the corre-
sponding interference factor is not installed in the field due
to technique implementation cost. Through the pretreat-
ment system, the sample gas has the following properties:
temperature of 3°C-5°C, dust particle content of 0 to 0.5 ym,
flow of 40 L/H-60L/H, and water content <0.8. Hence, the
value of the relevant zone can be determined by adopting a
random generation mode of computer simulation with the
fluctuation range.

In order to verify the trained RBF network character-
istics, 20 groups of experimental data are generated in
consideration of the multidimensional features of the sample
data and with the method of two-dimensional interpolation,
which is common in computer simulation as test samples for
testing. Meanwhile, these data shall conform to the actual
working environment of the thermal power plant and the
equivalent interval (the range of water volume, temperature,
dust particle, and flow is the input range of the pretreatment
device for the sample gas, and the sensor output voltage is
300-800 mv). Furthermore, the mean square error, the
absolute error, and the relative error can be determined on a
performance analysis basis.

3. Simulations and Results

3.1. Training and Analysis of RBF. The basic starting point
of this study is to simplify follow-up hardware design and
control the cost. In consequence, the simplified RBF
structure shall be selected.

An output layer and input vector are the above-men-
tioned 5x80 training sample data, a hidden layer, and
output layer. Data normalization processing shall not be
implemented. The adaptive adjustment of the threshold
value shall not be carried out. The limiting number of
neurons is 200. The training function is newrb (), of which
the selection of the regression factor shall abide by the
following algorithm.



FIGURE 2: Photograph of the preprocessing device.

For the orthogonality between i # j, m, and w;, the energy
of y (t) is

y'y =Y g'wlw; + E"E. (2)

After eliminating its mean value, y refers to the vector of
desired output, and the variance of y (f) is

N'y'y=N"%glw + N 'E'E. 3)

It is found that ) g?w! desired output variance can be
explained with the regression factor, so the compression
ratio of error generated by w can be defined:

2, T
err] = J12 %1
')

In terms of several optional regression factors, each
regression factor has a corresponding compression ratio of
error. The maximum compression ratio of error can be
selected, and its corresponding regression factor is the final
selected regression factor.

The unit of error margin is MSE (mean square error);
relative error is defined as follows: (actual output of net-
work-desired output)/desired output. When the MSE is set
as le—3, le—5, 1le—10, le-12, and le—15 and the sim-
ulation is carried out on the same computer, its time con-
sumption, number of iterations, average relative error, and
maximum relative error are as shown in Table 1.

1<i<M. (4)

3.2. Training and Analysis of BP

3.2.1. Using the Same Sample Training Data, the BP Neural
Network Is Constructed for Comparison. The increasing
number of hidden layers of BP neural network has no
positive correlation with the improvement of system per-
formance [13, 14]. To ensure hardware design as much as
possible, there is only one hidden layer of the network.
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Trainlm function is the error return training function. Adopt
batch training mode. The training of Levenberg-Marquardt
direction propagation algorithm is selected.

To avoid the local minimum of BP neural network
caused by training samples, the Adaboost.m1 algorithm
based on boosting idea is used to concentrate on the weak
learners with low prediction accuracy to improve accuracy.

When the number of neurons is 30, the MSE (mean
squared error) value is as shown in Figure 4.

Besides, the best epochs value is 4, and the recognition
accuracy (with the error range of 0.05 as the accurate rec-
ognition) is 92.5%.

Furthermore, 60-sample data are randomly selected
from the same test set for testing, and the prediction error
analysis is shown in Table 2.

It can be seen that the average relative error of BP neural
network prediction is still less than 1%, but its overall
performance is worse than the RBF network.

3.3. Further Analysis of RBF Network. According to the
experimental data, the RBF network on data fitting of SO,
gas shows superior performance and rate of convergence. Its
average relative error precision is higher than the require-
ments of the existing 1%. When the precision requirements
are relatively high (MSE decreases), the performance period
of the RBF network will improve substantially, while the
whole performance approaches a promising outcome.

When the error tolerance of MSE is le — 15, the network
training process is as shown in Figure 5. When the iteration
reaches up to 79 times, an evident MSE jump emerges. In
consequence, the average relative error and maximum rel-
ative error increase. This is because the input sample vector
components of the neural network are different types of data.
Further combined with Table 1, under the premise of a
certain number of training samples, the prediction accuracy
of RBF network with the same structure will greatly increase
the hardware cost, but the detection accuracy will not
necessarily increase with the improvement of single error
tolerance requirements and instability will even appear.
From the perspective of overall performance, when MSE is
le—5, time consumption and error performance of the
network are more appropriate for hardware design of the
trace gas flow analyser.

Residual comparison of the test sample in the same
group under the above five setting conditions is shown in
Figure 6. It shows that when MSE is le - 3, error variation
has a large interval range; when MSE is le -5, the range of
error variation reduces further. However, when MSE is
le—10, le-12, and le- 15, the range of error variation is
very close. Meanwhile, the residual values of error at a large
number of test points almost coincide, and the residual error
at alarge number of test points is extremely low. The interval
of error variation does not decrease and is even higher than
that of the MSE of le—5. Therefore, the MSE in the RBF
network design should not be set too high. On the other
hand, if the precision requirements are too high, it will be
adverse to the hardware design, cost control, and stability of
hardware from the perspective of hardware design.
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FIGURE 3: Structural diagram of the pretreatment device.

TaBLE 1: Contrastive analysis under different MSE.

MSE Number of iterations Time consumption! Average relative error’ Maximum relative error’
le-3 29 6.6157 0.647 1.975
le-5 43 9.389719 0.205 0.603
le—10 80 15.741 0.074 0.939
le—12 80 15.825 0.068 0.274
le—15 80 15.885 0.200 2.225

! Trefers to unit time on the same computer. 2Average relative error is the average value of the relative error of all test data. *Maximum relative error is the
maximum value of the relative error of all test data.
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FI1GURE 4: MSE of BP neural network.

TaBLE 2: Prediction error analysis of BP.

Maximum absolute Minimum absolute Average absolute ~ Maximum relative Minimum absolute Average relative error
error (mg/m3) error (mg/m3) error (mg/m3) error (%) error (%) (%)
2.2493 0.2847 0.565 34 0.4358 0.8651




NEWRB, neurons = 72, MSE =
NEWRB, neurons = 73, MSE =
NEWRB, neurons = 74, MSE = 2.068e-006

NEWRB, neurons = 75, MSE = 2.16358e-006

2.11374e-006
2
2
2
NEWRB, neurons = 76, MSE = 2.16749e-006
2
2
0
5

. 03644e-006

NEWRB, neurons = 77, MSE = 2.16749e-006
NEWRB, neurons = 78, MSE = 2.16749e-006
[NEWRE, neurons = 79, MSE = 0.00632624 |
NEWRB, neurons = 80, MSE = 5.25672e-007

FIGURE 5: Network training process.

Residual comparison under different MSE
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FIGURE 6: Residual comparison under different MSE.

4. Conclusions

From the perspective of multiple factors influencing con-
centration measurement of trace gas, an RBF neural network
was designed in this study by regarding SO, concentration
measurement of the thermal power plant as an example.
Meanwhile, the training and simulation were carried out by
adopting actual engineering environmental data to analyse
and reveal its effectiveness. Small sample data acquisition
and reasonable learning mechanism setting are the key to
improvement. Because of the custom characteristics of the
CEMS system, it is more scientific to collect sample data
regularly from the site as a training sample. But how to
determine the validity of the system model still needs further
study. This method provides improvement ideas for quality
and concentration measurement of large-caliber or irregular
pipeline gas with the single platinum film probe. Using the
writing characteristics of a single chip microcomputer, it can
be reprogrammed on the basis of the existing hardware so as
to improve the detection accuracy and automatic calibration
of an analytical instrument in an actual working environ-
ment, and it allows performance improvement of the overall
CEMS system.
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